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Highlights 23 

Transport by sand-mud bedforms with varying cohesive content is compared to pure sand 24 

bedforms 25 

Cohesion affects bed material transport at remarkably low clay and EPS fractions of <2.8% 26 

and <0.05% 27 

Bedload transport predictors in sand with even small amounts of clay and EPS need 28 

modification  29 
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Abstract 30 

Many coastal and estuarine environments are dominated by mixtures of non-cohesive sand and 31 

cohesive mud. The migration rate of bedforms, such as ripples and dunes, in these 32 

environments is important in determining bed material transport rates to inform and assess 33 

numerical models of sediment transport and geomorphology. However, these models tend to 34 

ignore parameters describing the physical and biological cohesion (resulting from clay and 35 

extracellular polymeric substances, EPS) in natural mixed sediment, largely because of a 36 

scarcity of relevant laboratory and field data. To address this gap in knowledge, data were 37 

collected on intertidal flats over a spring-neap cycle to determine the bed material transport 38 

rates of bedforms in biologically-active mixed sand-mud. Bed cohesive composition changed 39 

from below 2 volume % up to 5.4 volume % cohesive clay, as the tide progressed from spring 40 

towards neap. The amount of EPS in the bed sediment was found to vary linearly with the clay 41 

content. Using multiple linear regression, the transport rate was found to depend on the Shields 42 

stress parameter and the bed cohesive clay content. The transport rates decreased with 43 

increasing cohesive clay and EPS content, when these contents were below 2.8 vol% and 0.05 44 

weight%, respectively. Above these limits, bedform migration and bed material transport was 45 

not detectable by the instruments in the study area. These limits are consistent with recently 46 

conducted sand-clay and sand-EPS laboratory experiments on bedform development. This 47 

work has important implications for the circumstances under which existing sand-only bedform 48 

migration transport formulae may be applied in a mixed sand-clay environment, particularly as 49 

2.8 vol% cohesive clay is well within the commonly adopted definition of ‘clean sand’. 50 

 51 

Keywords: Bedform migration, Sediment transport, Mixed cohesive clay-sand, Physical and 52 

biological cohesion, Current and wave forcing, Tidal flats. 53 
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 54 

Abbreviations  55 

3D-ARP 3D Acoustic Ripple Profiler (bed topography scanner) 56 

ADV  Acoustic Doppler Velocimeter (single point current meter) 57 

EPS   Extracellular Polymeric Substances (biologically produced cohesive material) 58 

vol%  Volumetric percentage 59 

wt%  Weight percentage 60 

 61 

1. Introduction 62 

Sediment transport models are essential tools for managing coastal morphological change, 63 

maintaining navigation channels and understanding the impacts of climate-induced habitat 64 

change in coastal and estuarine environments (Cowell et al., 1995; Davies and Thorne, 2008; 65 

Amoudry and Souza, 2011; Jones et al., 2013; Souza and Lane, 2013). Many of these 66 

environments are dominated by mixtures of sand and mud (Flemming, 2002; Waeles et al., 67 

2008). While reasonably accurate sediment transport predictors are available for pure sands, a 68 

knowledge gap exists for the behavior of mixed sediments composed of natural cohesive mud 69 

(clay and silt) and non-cohesive sand (Souza et al., 2010; Amoudry and Souza, 2011; Manning 70 

et al, 2011; Spearman et al., 2011; Aldridge et al., 2015).  71 

Mixtures of cohesive mud and sand have an increased critical shear stress for erosion compared 72 

to pure sand or mud (Mitchener and Torfs, 1996; Panagiotopoulos et al., 1997; Jacobs et al., 73 

2011). The transition from erosion dominated by non-cohesive sand to cohesive clay has been 74 

found to occur at 3-5% clay (van Ledden et al., 2004). In addition to the physical cohesion 75 
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caused by electrostatic bonds between clay minerals, mixed sediments are also affected by 76 

biogenic cohesion, which results from the production of extracellular polymeric substances 77 

(EPS) by microphytobenthos and larger benthic organisms (Paterson and Black, 1999; van de 78 

Koppel et al., 2001; Black et al., 2002; Winterwerp and van Kesteren, 2004; Wotton, 2004; 79 

Tolhurst et al., 2009). 80 

Knowing the rate of migration of sedimentary bedforms, such as ripples and dunes, in coastal 81 

and estuarine environments is important in determining the bed material transport rate in 82 

sediment transport models (e.g., Hubbell, 1964; Simons, 1965; van Rijn, 1984, 2006; van den 83 

Berg, 1987; Hoekstra et al., 2004). These models may prove to be inaccurate if the bedform 84 

migration rates differ in mixed sand-mud and non-cohesive, mud-free sand (Amoudry et al., 85 

2009; Amoudry and Souza, 2011). Improvements in model predictions, or at least better 86 

insights into the range of conditions to which these models are relevant, should be possible by 87 

investigating the relationship between hydrodynamic forcing and bedform migration rate for 88 

mixed cohesive sediment. 89 

Laboratory experiments and field measurements have demonstrated that bedforms can be 90 

inhibited from forming (Hagadorn and McDowell, 2012) and stabilized once formed (Grant et 91 

al., 1986), due to biological cohesion from Extracellular Polymeric Substances (EPS) produced 92 

by benthic organisms. Recent laboratory experiments using mixed cohesive and non-cohesive 93 

sediment, and with added bacterial polymers as a proxy for natural biogenic stabilization, have 94 

shown that the dimensions of sedimentary bedforms decrease with increasing bed clay fraction 95 

and that the development rate of the bedforms is reduced by both physical and biological 96 

cohesion (Baas et al., 2013; Malarkey et al., 2015; Schindler et al., 2015; Parsons et al., 2016). 97 

These authors also showed that the clay and EPS were selectively entrained into suspension 98 

while ripples and dunes formed and migrated on the bed. This entrainment process of clay and 99 

EPS has been referred to as winnowing (e.g., Lisle and Hilton, 1992; Harris et al., 1993). 100 
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Winnowing in the freshwater experiments of Baas et al. (2013) and Malarkey et al. (2015) and 101 

in the seawater experiments of Schindler et al. (2015) and Parsons et al. (2016) caused the 102 

bedforms to migrate as if they were composed of clean sand, due to the reduction in bed clay 103 

and EPS content, despite their reduced development rate.  104 

Bed mud content and biological production of EPS can be affected by the magnitude of the bed 105 

shear stress. Low stress promotes biological production and mud deposition, which has been 106 

proposed as an explanation for ripple stabilization in the field (Friend et al., 2008), whereas 107 

high stress winnows cohesive material and provides poor conditions for microbial growth (van 108 

de Koppel et al., 2001). Friend et al. (2008) found that a microalgal bloom coinciding with 109 

neap tides was sufficient to stabilize ripples on tidal flats for a period of four weeks. The 110 

influence of bed shear stress may lead to switching between alternate stable seabed states of 111 

cohesive erosion-resistant beds with well-developed biofilms and non-cohesive mobile beds, 112 

in environments with varying bed shear stress (van de Koppel et al., 2001). 113 

Sediment transport by the movement of current-generated bedforms on beds comprising 114 

biologically active mixtures of sand and mud is assumed to be controlled by the migration rate 115 

and the height of the bedforms, similar to bed material transport in pure sand (Hubbell, 1964; 116 

van den Berg, 1987). However, the cohesive forces within the bed might affect the bed material 117 

transport rate, as a few percent of clay and less than 0.1 wt% of EPS can be sufficient to 118 

significantly slow bedform growth (Baas et al., 2013; Malarkey et al., 2015). The migration 119 

rate of current ripples in clean sand and silt for unidirectional currents has been studied in 120 

laboratory flumes (van den Berg and van Gelder, 1993; Baas et al., 2000). Here, these 121 

experimental data are compared with the migration rate of similar bedforms in mixed sand-122 

mud on natural intertidal flats in the Dee Estuary, near West Kirby, northwest England. The 123 

principal aims of this field-laboratory comparison were: (1) to extend the widely used 124 

relationship between bedform migration rate and bed material transport rate (Hubbell, 1964; 125 



7 

 

van den Berg, 1987) from laboratory to field conditions, and; (2) to determine the effect of 126 

cohesion by clay and EPS on bed material transport rate.  127 

In this paper, we first describe a method for relating the field-based hydrodynamic data to 128 

bedform migration rate and bed material transport rate, correcting for the influence of waves 129 

on the bed shear stress. Then, the calculated bedform migration rates for the mixed sand-mud 130 

in the field are compared to laboratory flume data for pure sand with a similar grain size. 131 

Thereafter, a multiple linear regression analysis is applied to quantify the effect of bed cohesion 132 

on the bed material transport rate in relation to bed shear stress. Finally, recommendations are 133 

made for sediment transport modelling in mixed cohesive sediment. 134 

 135 

2. Relating current bedform migration rate to bed material transport rate 136 

Current-generated bedforms migrate in the direction of the hydrodynamic forcing by erosion 137 

of sediment from the low-angle slope of the upstream face and deposition by avalanching on 138 

the steeper downstream face of these bedforms (Deacon, 1894; Sternberg, 1967; Allen, 1968; 139 

Smyth and Li, 2005). The rate of migration of these bedforms depends on the sediment 140 

characteristics, chiefly its grain size, the size of the bedforms, and the hydrodynamic forcing 141 

(e.g., van den Berg, 1987). Successive bed profile measurements with a known time interval 142 

can be used to calculate the migration rate of bedforms (Sternberg, 1967; van den Berg, 1987; 143 

Bell and Thorne, 1997; Hoekstra et al., 2004; Masselink et al., 2007). The bed material 144 

transport rate can then be calculated from this migration rate, if the size, geometry, and porosity 145 

of the bedforms are known (Hubbell, 1964; Simons, 1965; van den Berg, 1987; Hoekstra et al., 146 

2004). This procedure is described below, after introducing the hydrodynamic forcing that 147 

drives bedform migration. 148 
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 149 

2.1. Hydrodynamic forcing 150 

In shallow marine environments, submerged bed surface sediment moves predominantly by 151 

the combined forces of currents and waves. These driving forces are often represented by a 152 

dimensionless bed shear stress or mobility parameter, such as the Shields parameter, , which 153 

accounts for the diameter of the sediment grains and the relative density of the sediment in 154 

water (Shields, 1936; Soulsby, 1997; Paphitis, 2001):  155 

𝜃 =
𝜏

(𝜌𝑠−𝜌)𝑔𝐷50
        (1) 156 

where τ is the total bed shear stress, ρs is the sediment density, ρ is the water density, g is the 157 

acceleration due to gravity, and D50 is the median grain diameter. Equation 1 can be applied to 158 

waves (θw and τw), currents (θc and τc), and combined flows (θmax and τmax. Appendix A provides 159 

a list of at the parameters used in the analysis). The Shields parameter can incorporate the 160 

contributions of skin, or sediment grain, friction and form drag in the bed shear stress (Soulsby, 161 

1997). The skin friction component of the shear stress determines the movement of sediment 162 

particles on the bed, and is therefore important for the development and migration of bedforms 163 

and the bed material transport rate. The form drag component of the shear stress, caused by 164 

bedforms acting as roughness elements, is more important for the transport of suspended 165 

sediment higher up in the flow (Soulsby, 1997). The notation θ′ is used for mobility parameters 166 

that are based only on the skin friction contribution in the bed shear stress. Plotting the bedform 167 

migration rate against skin friction mobility parameter allows a comparison to be made between 168 

these parameters for different sediment sizes (Baas et al., 2000). 169 

The maximum bed shear stress in combined wave-current flow is not a straightforward sum of 170 

the unidirectional and oscillatory components, as the interactions between the waves and the 171 
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current in the near-bed wave boundary layer are non-linear. Various models that account for 172 

these non-linear interactions have been introduced to calculate bed shear stresses in combined 173 

wave and current flows (e.g., Grant and Madsen, 1979; Soulsby et al., 1993; Madsen, 1994; 174 

Soulsby and Clarke, 2005; Malarkey and Davies, 2012). These models are typically based on 175 

the assumption of a simple two-layer eddy viscosity profile (Grant and Madsen, 1979), with a 176 

number of subsequent refinements over the years. Madsen (1994) extended the model of Grant 177 

and Madsen (1979) to account for wave spectra. These models differ in the degree of non-178 

linearity within the wave boundary layer. The theoretically derived Grant and Madsen (1979) 179 

and Madsen (1994) iterative models are the most non-linear, because the eddy viscosity is 180 

scaled on the peak stress in the wave cycle. The Soulsby and Clarke (2005) non-iterative model 181 

is the least non-linear, because the eddy viscosity is scaled on an effective velocity. The 182 

Soulsby and Clarke (2005) model output is closest to available experimental data. The non-183 

iterative Malarkey and Davies (2012) model, based on the Soulsby and Clarke (2005) model, 184 

which represents a compromise between the two extremes of the purely theoretical strong non-185 

linearity and the weak non-linearity associated with experimental data, agrees well with 186 

numerical modelling results (Malarkey and Davies, 2012) and has been chosen for the present 187 

study. 188 

 189 

2.2. Migration rate of current-generated bedforms 190 

Sediment transport is commonly parameterized in terms of dimensionless quantities (Yalin, 191 

1977), for example the Shields parameter, as in equation 1. Baas et al. (2000) proposed a simple 192 

power law relationship between experimental data on the bedform migration rate, ub, for 193 

current ripples and the skin-friction related Shields parameter, θ′, as shown in Figure 1: 194 

𝑢𝑏 = 𝛼𝜃′𝛽        (2) 195 
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where α (m s-1) and β are coefficients that vary with the size of the sediment on the bed (Baas 196 

et al., 2000). Baas et al. (2000) showed that α and β increase with increasing median grain 197 

diameter. Hence, bedforms composed of coarser grains migrate faster than bedforms composed 198 

of finer grains at the same Shields parameter as seen in Figure 1. 199 

 200 

Figure 1: Empirical relationships between the migration rate of equilibrium current ripples and the skin-201 

friction Shields mobility parameter for two median grain sizes: 238 μm and 95 μm (modified after Baas et 202 

al. (2000)). The raw data have been re-processed using the same roughness-length specification of skin 203 

friction as for the field data (z0 = D50/12). 204 

 205 

2.3. Bed material transport rate 206 
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Richardson et al. (1961) assumed a triangular bedform shape in vertical cross-sections parallel 207 

to the flow direction to propose the basic equation for the transport rate of bed material through 208 

bedform migration:  209 

𝑞𝑏 = 0.5 (1 − 𝑃) 𝑢𝑏 𝜂       (3) 210 

where qb is the volume transport rate per unit width, η is the bedform height and P is the 211 

porosity of the bed. However, most ripples and dunes do not have a perfectly triangular shape 212 

in cross-section. Therefore, van Rijn (2006) replaced the factor 0.5 in equation 3 with a bedform 213 

shape factor, f, which has been shown to be approximately 0.6 for current ripples and dunes 214 

(van den Berg, 1987; Hoekstra et al., 2004; Baas et al., 2011). Equation 3 also assumes that 215 

mean bedform height does not change during bedform migration (i.e., the bedforms are in 216 

perfect equilibrium with the flow conditions), and losses or gains of sediment from the 217 

sampling area by resuspension or deposition are absent (van den Berg, 1987). Hubbell (1964) 218 

proposed a factor, K, to account for sediment loss by resuspension and sediment gain by 219 

deposition. In order to calculate the mass transport rate, Qb, the volume transport rate, qb, needs 220 

to be multiplied by the sediment density (van Rijn, 1984, 2006; van den Berg, 1987):  221 

𝑄𝑏 = 𝐾𝜌𝑠(1 − 𝑃)𝑓𝑢𝑏𝜂      (4) 222 

Equation 4 thus accounts for variations in bedform shape through f, and for net resuspension 223 

and net deposition through K.  224 

 225 

3. Methods  226 

3.1. Field site and experimental setup 227 
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Hydrodynamic and sediment dynamic data were collected from three sites on an intertidal flat 228 

in the Dee Estuary near West Kirby, United Kingdom (Figure 2). The Dee Estuary is a 229 

hypertidal, funnel-shaped estuary in the eastern Irish Sea between England and Wales, 230 

bifurcated into two main channels at the mouth. The estuary is tidally dominated, with a 7-8 m 231 

mean spring tidal range at Hilbre Island. Hilbre Island separates Hilbre Channel from intertidal 232 

flats to the east (Figure 2). These tidal flats significantly distort the tide and increase the tidal 233 

asymmetry, causing flood dominance that has resulted in the accretion of fine-grained sediment 234 

(Moore et al., 2009). Waves are mainly generated locally within Liverpool Bay, with 235 

northwesterly waves having the largest influence on the sedimentary processes in the Dee 236 

Estuary (Brown and Wolf, 2009; Villaret et al., 2011). Swell from the North Atlantic is unable 237 

to reach the Dee Estuary. Sediment in the Dee Estuary is therefore derived mainly from the 238 

Irish Sea, with a small additional contribution from local cliff erosion (Halcrow, 2013). 239 

Sediment in the lower intertidal areas is mainly sandy, becoming muddier towards the landward 240 

limit of the estuary (Halcrow, 2013).  241 
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242 

Figure 2: Map of the Dee Estuary, United Kingdom, showing the three deployment sites of the SEDbed 243 

frame (the direction of the flags on the red markers indicate the orientation of the SEDbed frame) on the 244 

intertidal flat (in light brown) between West Kirby and the subtidal Hilbre Channel (in blue) (map contains 245 

Ordnance Survey data © Crown copyright and database 2013). 246 

 247 

Three sites on the intertidal flat near West Kirby were selected (Figure 2) and studied over a 248 

spring-neap cycle in May and June 2013 in order to cover a range of mixtures of sand and mud. 249 

A suite of instrumentation on the National Oceanography Centre’s SEDbed frame was 250 

deployed at each site consecutively to measure the currents, waves, bedforms, and suspended 251 

sediment (Figure 3). Bed samples were collected and analyzed for cohesive clay and biological 252 

content. This study uses hydrodynamic data, collected with an Acoustic Doppler Velocimeter 253 

(ADV), measurements of water properties from a Conductivity, Temperature and Density 254 

(CTD) system, and seabed topography data provided by a 3D Acoustic Ripple Profiler (3D-255 
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ARP; Figure 3; Table 2), with reference to the cohesive content of the sea bed. The 3D-ARP is 256 

a dual axis, mechanically rotated, pencil beam scanning sonar operating at 1.1 MHz, which 257 

images a circular area of the seabed (Thorne and Hanes, 2002; Marine Electronics, 2009). 258 

During the deployment at Site 1, 21-24 May 2013, waves dominated as neap tide progressed 259 

towards spring tide and the wind ranged from moderate breezes up to gale force (Beaufort scale 260 

4-8; 5.8 - 17.6 m s-1). The wind reduced on 24 May and remained calm for the rest of the 261 

fieldwork. The period at Site 2, 24-29 May 2013, was dominated by currents, as the tide 262 

progressed to the peak of spring tide and then reduced. During the deployment at Site 3, 29 263 

May to 4 June 2013, the maximum current strength reduced towards neap tide. Table 1 264 

summarizes the hydrodynamic conditions during the field deployment. 265 

 266 

Table 1: Summary of the hydrodynamic conditions. 267 

Site Date range Hydrodynamic Conditions 

1 21-24 May 2013 Largely wave-dominated, as neap tide progressed towards 

spring tide with near gale force winds 

2 24-29 May 2013 Current-dominated, as the tide progressed to the peak of 

spring tide and then reduced 

3 29 May - 4 June 2013 Weak hydrodynamics, current strength reduced towards neap 

tide and low wave forcing 

 268 

The sites were within 140 m of each other, differing in bed elevation by 0.19 m. The tide, wind, 269 

and wave forcing varied over the record at the three sites, covering a full spring-neap cycle 270 

from neap tide to neap tide. The migration rates and bed material transport rates of small-scale 271 

bedforms in biologically active, mixed sand-mud, were determined and compared with data 272 

from laboratory bedforms in pure sand (Baas et al., 2000), mixed sand-clay (Baas et al., 2013) 273 

and mixed sand-EPS (Malarkey et al., 2015). 274 



15 

 

 275 

Figure 3: Instrument frame SEDbed at Site 2, looking seaward towards Little Hilbre and Hilbre Island (top), and 276 
diagram of instruments on frame (bottom). Initial heights above the sediment bed are shown, with horizontal distance 277 
relative to the edge of the frame.  278 
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Table 2: Specifications and settings of instruments used in this study. 279 

No. a Instrument Specifications and settings 

1 Marine Electronics 3D Sand Ripple 

Profiling Logging Sonar  

 (3D-Acoustic Ripple Profiler) 

Swath angle: 

Vertical resolution: 

Angle resolution: 

Range: 

Sample interval: 

±75° to vertical  

0.003 m 

0.9°  

2.5 m 

30 minutes 

5 SonTek Hydra-ADV  

 

Velocity resolution:  

Velocity accuracy:   

Range to bed resolution:   

Pressure resolution: 

Recording rate :   

Burst Length:   

Sample interval:    

0.001 m s-1 

± 1% 

0.0001 m 

0.008 bar 

8 Hz 

55 minutes 

60 minutes  

7 SeaBird SBE16+ CTD, v. 1.8c  

 

Pressure resolution:  

Pressure accuracy:   

Temperature precision:   

Temperature accuracy:   

Conductivity precision:   

Conductivity accuracy:   

Sample interval:   

0.001 bar 

0.008 bar 

0.0001 °C 

0.005 °C 

0.00005 S m-1 

0.0005 S m-1 

1 minute 

a Numbering corresponds to Figure 3. 280 

 281 

3.2. Bed sample analysis 282 

A total of fourteen bed samples were collected during low slack water from the three sites 283 

(Figure 2), with the objective to relate the bedform migration rate to the clay content of the 284 

substrate. Sediment taken from the top 1-2 cm below the crests and troughs of the bedforms, 285 
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within one meter of the SEDbed frame, was homogenized for each sample. The bed clay, silt, 286 

and sand volume fractions for each sample were determined, using the Malvern 2000 Laser 287 

Particle Sizer at Bangor University. Clay particles are defined as particles of size below 3.9 288 

µm, silt in the range 3.9-62.5 µm and mud particles (clay and silt) of size less than 62.5 µm 289 

(Wentworth, 1922). The mean D50 of the bed samples was 227 μm. 290 

X-ray powder diffraction (XRD) data (using standard methodology for bulk sediment analysis: 291 

Moore and Reynolds (1997)), based on seven randomly selected bed samples taken during the 292 

fieldwork, show that the mud fraction at the field site contained 36% ± 4% clay minerals by 293 

volume, where 4% denotes the standard deviation of the mean. In decreasing order of 294 

abundance, the clay mineral assemblage comprised illite, chlorite, and kaolinite, where illite is 295 

the most cohesive clay mineral and chlorite is the least cohesive clay mineral (e.g. Mehta, 296 

2014). This 36 vol% based on the mineralogy is inferred to represent the cohesive fraction 297 

within the mud more accurately than the particle size limit for the clay fraction, as the 298 

remaining 64 vol% was dominated by non-cohesive quartz and feldspar. The bed mud content 299 

values from the 14 bed samples were converted to cohesive clay content using a correction 300 

factor based on the XRD-derived fraction, which yielded cohesive clay fractions in the range 301 

0.6 to 5.4 vol%. These values are referred to as the cohesive clay fraction from here onwards. 302 

As the bed sediment was dominated by quartz, a density value of 2650 kg m-3 was used in the 303 

computations of the Shields stress parameters. 304 

Additional bed surface samples were collected in the vicinity of the three sites for the 305 

determination of EPS content, as a measure of the biologically cohesive materials in the 306 

sediment. The EPS fraction is represented by the total carbohydrate content of the sediment by 307 

dry weight (Underwood et al., 1995) determined using the standard Dubois assay (Dubois et 308 

al., 1956). The EPS fractions of these bed samples were in the range 0.02 to 0.30 wt%. These 309 



18 

 

samples were also analyzed for bed mud content, using the Malvern 2000, and then corrected 310 

using the XRD factor to obtain the cohesive clay content values.  311 

 312 

3.3. Bedform migration data 313 

While 1D cross-correlation techniques have been used previously to determine bedform 314 

migration (Smyth and Li, 2005; Masselink et al., 2007), here these are generalized by using 315 

2D techniques (Giachetti, 2000; Sutton et al., 2009). 1D methods only resolve the bedform 316 

migration along a single axis, and are thus best suited to cases where the waves and currents 317 

are co-linear and the bedforms are straight crested. By using 2D cross-correlation, waves and 318 

currents at any angle and three-dimensional bedforms can be considered. The bedform 319 

migration rate was calculated from the spatial difference between successive half-hourly 3D-320 

ARP bed elevation scans, determined by 2D cross-correlation. The distance migrated between 321 

two scans is divided by the time between scans to get the migration rate. The 3D-ARP data did 322 

not show any change in the large-scale bedform morphology during the deployment. However, 323 

prior to the 2D cross-correlation, bed slope was removed from each scan using orthogonal least 324 

squares regression (Borradaile, 2003), also known as major axis regression. This method 325 

assumes that all the variables have errors, in contrast to standard linear regression, which 326 

assumes that only the dependent variable has errors (Borradaile, 2003). The 3D-ARP scans 327 

used for the 2D cross-correlation were sub-sampled over areas of 0.5×0.5 m to remove the 328 

potential influence of scour around the legs of the instrument frame on the bedform dynamics. 329 

The 2D cross-correlation of the half-hourly scan pairs yielded 143 bedform migration rates. 330 

The 3D-ARP data were processed to a spatial resolution of 0.005 m. For the half-hourly 331 

sampling interval, the minimum ripple migration rate detectable was 2.8×10-6 m s-1. All 332 

migration rates at and below this limit were excluded from the regression model. An orthogonal 333 

http://link.springer.com/search?facet-creator=%22Michael+A.+Sutton%22


19 

 

least squares regression model was used to fit the bedform migration rate to the Shields 334 

parameter. 335 

 336 

The error of the cross-correlation of bedform migration distance was estimated from the peak 337 

normalized cross-correlation value, ρ12(τ
*), the bandwidth of the data, B, and the record length, 338 

Trl, in the vector direction of the 2D lag (to reduce the problem from two dimensional to one 339 

dimensional). The estimate of the normalized RMS error, Enrms, for the peak correlation lag, τ*, 340 

is (Bendat and Piersol, 1986): 341 

𝐸𝑛𝑟𝑚𝑠 =
1

√2𝐵𝑇𝑟𝑙
[1 +

1

𝜌12
2 (𝜏∗)

 ]
0.5

     (5) 342 

where the normalized cross-correlation function, ρ12(τ
*), is: 343 

𝜌12(𝜏∗) =
𝑅12(𝜏∗)

√𝑅11(0)𝑅22(0)
      (6) 344 

and R12(τ
*) is the cross-correlation function, R11(0) is the autocorrelation function for scan 1 at 345 

zero lag, and R22(0) is the autocorrelation function for scan 2 at zero lag. The normalized root-346 

mean square (RMS) error was used to estimate the standard deviation, σ(τ*), and the 95% 347 

confidence interval, C, (Bendat and Piersol, 1986): 348 

𝜎(𝜏∗) =
0.93

𝜋𝐵
√𝐸𝑛𝑟𝑚𝑠       (7) 349 

𝐶 = 1.96𝜎(𝜏∗)       (8) 350 

where the bandwidth, B, is the wave number of the lag interval, which in the present study is 351 

the inverse of the horizontal resolution of 0.005 m. The confidence intervals were divided by 352 

the time intervals to determine the migration rate errors. 353 

 354 
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3.4. Hydrodynamic data analysis 355 

The ADV recorded the water velocity at 0.37 m above the seabed and the water pressure at 356 

0.53 m above the seabed, with a sampling rate of 8 Hz (Table 2; Figure 3). Pressure data from 357 

the ADV and CTD were corrected using an air pressure time series from the weather station on 358 

Hilbre Island, and then converted to water depth values and corrected for the instrument height 359 

from the seabed. Seawater density, water depth and sound velocity were calculated using the 360 

IOC-UNESCO Gibbs-SeaWater Oceanographic Toolbox (v3.03; http://www.teos-10.org 361 

(McDougall and Barker, 2011)). Tidal currents were extracted from the ADV data by applying 362 

a 5-minute running mean. The ADV time series was then processed in 30-minute windows, 363 

matching the interval used to collect the bedform migration rate data, to extract current, wave, 364 

and combined flow bed shear stress values, using the procedure described below. 365 

The depth-averaged velocity was calculated using the two-layer logarithmic model of Malarkey 366 

and Davies (2012), in which roughness accounted for both skin friction and bedform drag. 367 

Roughness length, z0, was determined from the bedform dimensions obtained with the 3D-ARP 368 

and from the mean D50 of the bed sediment samples for each site (227 μm), for this purpose (z0 369 

= η2/λ+D50/12, where η and λ are the bedform height and length; (Soulsby, 1997)).  370 

Sea surface wave parameters were obtained from the pressure (P) and horizontal velocity 371 

(components U and V) spectra using the PUV method (Gordon and Lohrmann, 2001). This 372 

method corrects for the instrument height above the bed using linear wave theory, and also 373 

accounts for the current-induced Doppler shift. Pressure, horizontal velocity, and depth-374 

averaged velocity data were used to calculate the wave number, the wave attenuation factor 375 

and the wave pressure spectrum, resulting in the surface elevation spectrum (Fenton and 376 

McKee, 1990; Gordon and Lohrmann, 2001; Bolaños et al., 2012). As the field dataset lacks 377 

direct measurements of wavelength, the wave number was approximated by applying the 378 
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Newton-Raphson iteration method to the dispersion equation (Fenton and McKee, 1990; 379 

Soulsby, 1997, 2006; Wiberg and Sherwood, 2008). This method accounts for the effect of 380 

currents, including the angle between the wave and current direction, φ (Fenton and McKee 381 

1990; Soulsby, 1997). Wave height and wave period were determined from the statistical 382 

moments of the surface elevation spectrum. The time-series of the wave period was de-spiked 383 

separately for each tidal inundation period, removing points greater than four standard 384 

deviations from a mode filter value and replacing these with the mean. Again using linear wave 385 

theory, the significant wave height, Hs, peak wave period, Tp, and water depth, h, were then 386 

used to calculate the bottom orbital velocity amplitude, uw, for subsequent bed shear stress 387 

calculations (Soulsby, 1997, 2006). 388 

Prior knowledge of the wave parameters is required to calculate the depth-averaged current 389 

velocity in combined flow. Therefore, an iterative procedure was used to determine the depth-390 

averaged current velocity, u, and the wave parameters, Hs, Tp and uw. An initial estimate of 391 

the depth-averaged current velocity was made, assuming a logarithmic profile and using the 392 

ADV mean current velocity, before iterating between the two-stage logarithmic model 393 

(Malarkey and Davies, 2012) and the PUV method (Gordon and Lohrmann, 2001) until the 394 

difference in depth-averaged velocity converged. 395 

The combined maximum wave and current bed shear stress, τ′max, was calculated with the 396 

Malarkey and Davies’ (2012) model, using their stronger non-linear interaction option. In this 397 

case, the roughness length, z0, for the bed shear stress calculation was based on skin friction, z0  398 

= D50/12, using D50 = 227 μm (Soulsby, 1997). In addition to the maximum bed shear stress, 399 

τ′max, the model also produces a combined-mean stress and a combined-wave stress together 400 

with corresponding linear stresses: current-only, τ′c; wave-only, τ′w; and a maximum linear 401 

stress, τ′maxl, which would result if the process was a completely linear vector addition of the 402 
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current and wave stresses without any interaction (see appendix B). The skin friction Shields 403 

parameter, θ′max, was calculated for τ′max based on equation 1, where a density value of 2650 404 

kg m-3 was used as the bed sediment was dominated by quartz. θ′max was then used to compare 405 

with the bedform migration rates and bed material transport rates. In the absence of waves, 406 

θ′max = θ′c. The original velocity data of Baas et al. (2000) were re-processed using the same 407 

roughness length specification of skin friction as for the field data (z0 = D50/12), so that all bed 408 

shear stress calculations in the present study were based on the same procedure. 409 

 410 

3.5. Bed material transport rate 411 

The bedform migration rates were derived from the 3D-ARP data via 2D cross-correlation, as 412 

described in Section 3.3, and the bedform dimensions were computed using the zero-crossing 413 

method after correction for the bedform orientation using a Radon transform and matrix 414 

rotation (Jafari-Khouzani and Soltanian-Zadeh, 2005; van der Mark et al., 2008). These 415 

bedform migration rates were used in equation 4 to calculate bed material transport rate. For 416 

the purpose of verifying if the studied bedforms in the Dee Estuary had reached equilibrium 417 

dimensions, the measured bedform dimensions were compared with the equilibrium ripple 418 

dimensions for D50 = 238 µm, measured by Baas (1999) (height ηeq = 0.017 m; length, λeq = 419 

0.141 m), and ripple heights and lengths predicted by the empirical relationships of Soulsby et 420 

al., (2012; ηeq, = 0.019 m and λeq, = 0.153 m, for D50 = 227 μm) from the following equations:  421 

𝜂𝑒𝑞 = 𝐷50202𝐷∗
−0.554          (9) 422 

𝜆𝑒𝑞 = 𝐷50(500 + 1881𝐷∗
−1.5)  for 1.2 <  𝐷∗ < 16 423 



23 

 

where D* is the dimensionless grain diameter, D* = D50[g(s−1)/ν2]1/3, D50 is the median grain 424 

diameter, s = ρs/ρ is the relative density of the sediment (ρs is taken to be that of quartz, 2650 425 

kg m-3) and ν is the kinematic viscosity of water.  426 

The shape factor, f, the sediment loss-gain factor, K, and the sediment density, s, in equation 427 

4 were kept constant at 0.6, 1, and 2650 kg m-3, respectively (van den Berg, 1987; van Rijn, 428 

2006). The shape factor value assumes that all the laboratory flume and field bedforms in this 429 

work have a cross-section similar to current ripples and dunes. Approximating the mean shape 430 

factor and its standard deviation, based on the entire 3D-ARP bedform dataset, gave a value of 431 

f = 0.52 ± 0.09, which agrees reasonably well with the value of 0.6 used here and in previous 432 

studies (van den Berg, 1987; van Rijn, 2006). The sediment loss-gain factor of 1 assumes no 433 

significant loss or gain of bed sediment. A porosity of 0.4 was used for both the laboratory and 434 

field sand, which is a compromise between loosely packed and tightly packed natural sand 435 

(e.g., Allen 1984). It has been assumed that the change in porosity due to the presence of mud 436 

(mostly << 15 vol%) was small, since the silt component is taken up into suspension as the 437 

bedforms migrate. 438 

 439 

4. Results  440 

4.1. Bed composition 441 

A linear fit was used to describe the changes in bed cohesive clay fraction at Sites 1 and 2, 442 

which were dominated by wave action and spring tide, respectively (Figure 4). A second-order 443 

polynomial fit was used to describe the temporal trend in bed cohesive clay fraction at Site 3, 444 

where the tide progressed to neap and the wave stress was low (Figure 4). While the 445 

discontinuities in the fits between sites provide evidence of spatial variation, this difference is 446 



24 

 

assumed to have a small effect on the results. Waves are known to enhance the winnowing 447 

process (Baas et al., 2014) and high wave stress was only present at Site 1. Site 2 was at the 448 

lowest bed elevation and includes the peak of spring tide. At Site 3, there was a trend of 449 

increasing bed cohesive clay content as the tide progressed from spring to neap at the end of 450 

the record (Figure 4). The tide dominated the bed composition, with the lowest bed cohesive 451 

clay content seen at Site 2 during spring tide and the increase of cohesive clay content at Site 452 

3 with the progression of the tide to neap. 453 

 454 

 455 

Figure 4: Time-series of bed cohesive clay fraction (●) and maximum tidal height (○) for the study period 456 

(only analyzed for particle size). A linear fit was used to describe changes in bed cohesive clay fraction at 457 

Sites 1 and 2, whereas a second-order polynomial fit was used to describe the temporal trend in bed cohesive 458 

clay fraction at Site 3. Bed cohesive clay fraction represents the total percentage of cohesive clay minerals 459 

within the sediment. The vertical dashed lines mark the times when the instruments were moved between 460 

sites. 461 
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 462 

The EPS fractions, from the sediment carbohydrate content analysis, are plotted against the 463 

cohesive clay fractions within the same samples in Figure 5. The thick grey lines represent the 464 

thresholds of bedform migration for a bed clay fraction of 2.5 vol%, based on Baas et al. (2013), 465 

and an EPS fraction of 0.063 wt%, based on Malarkey et al. (2015). Low EPS fractions 466 

correspond to low cohesive clay fractions (Sites 1 and 2) below the limits of Baas et al. (2013) 467 

and Malarkey et al. (2015) for bedform formation. High EPS fractions matched high cohesive 468 

clay fractions (Site 3), where bedform migration was found to be substantially reduced due to 469 

cohesion (Baas et al., 2013; and Malarkey et al., 2015). The scatter in the data shown in Figure 470 

5 may be attributed to the patchiness of the EPS and cohesive clay across the sampled areas, 471 

inherent in biological processes. A robust linear regression line describes the relationship 472 

between bed EPS content and bed cohesive clay content (R2 = 0.41, p < 0.05 and RMS error = 473 

0.058, for n = 20): 474 

  e = 0.0105c + 0.0302,      (10) 475 

where e and c are the weight and volumetric percentages of EPS and cohesive clay, respectively 476 

(Figure 5). Below, we assume that this simple linear relationship also applies to the bed samples 477 

for which no EPS data are available. From these data, the effects of physical and biological 478 

cohesion cannot be distinguished from each another, as the variation in EPS content is related 479 

to the variation in cohesive clay content. Therefore, the term ‘cohesive clay’ represents both 480 

physical and biological cohesion in this study. 481 

  482 
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 483 

Figure 5: Total carbohydrate fraction (EPS) against bed cohesive clay fraction, derived from bed samples 484 

collected in the vicinity of Sites 1 to 3 (analyzed for EPS and particle size). The thick grey lines represent 485 

the thresholds of bedform migration for a bed cohesive clay fraction of 2.5%, based on Baas et al. (2013), 486 

and an EPS fraction of 0.063%, based on Malarkey et al. (2015). The values from Site 3 fall to the right of 487 

the Baas et al. (2013) line and above the Malarkey et al. (2015) line. The black line represents a robust linear 488 

regression fit (R2 = 0.41, p < 0.05 and RMS error = 0.058, for n = 20, equation 10) between the cohesive clay 489 

and EPS values. In appendix C these data are plotted for total carbohydrate per unit volume for 490 

comparison with other work (Tolhurst et al., 2005).  491 

 492 

4.2. Flow forcing 493 

During the study period in 2013, the tide advanced from neap to spring and back to neap (Figure 494 

6a and 6b). The measurements at Site 1 were conducted during the transition from neap to 495 

spring tide, spring tide prevailed during Site 2, and Site 3 was sampled during the transition 496 

from spring to neap tide. North-westerly winds dominated when Site 1 was sampled, with wind 497 



27 

 

conditions from moderate breezes up to gale force (Beaufort scale 4-8; 5.8 - 17.6 m s-1). These 498 

high winds caused wave height to increase (Figure 6c), albeit modulated by the depth of the 499 

tidal flows (Brown, 2010; Friedrichs, 2011). The dominant wind-generated wave periods 500 

ranged from 2 to 12 seconds (Figure 6d). The strong winds at Site 1 generated wind-driven 501 

flow that increased the velocity magnitude of the flood tide, compared to the fair-weather 502 

conditions at Site 3, and prevented a clear slack water from occurring at high tide (tidal periods 503 

4 to 6, Figure 6a, 6b). The bottom orbital amplitude velocity is shown in Figure 6e.  504 

  505 
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 506 

Figure 6: Times series of (a) water depth, h; (b) depth-averaged flow velocity (30 minute running mean), 507 

u; (c) significant wave height, Hs; (d) peak wave period, Tp (smoothed to show trend); and (e) wave bottom 508 

orbital amplitude velocity, uw. The vertical red dashed lines mark the times when the SEDbed frame was 509 

moved between sites. The data shown are for when the tidal flats were inundated with water above the 510 

height of the sensors, processed for a 30-minute window. The wave period data were filtered to show only 511 

the wind-generated waves of periods less than 25 seconds (USACE, 2002a). The numbers in (a) denote the 512 

tidal periods for reference. 513 

 514 

  515 
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Similar patterns in the bed shear stress data can be seen in Figure 7a to 7c. The wind-driven 516 

flow caused an increase in the current-only bed shear stress on 23-25 May, during tidal periods 517 

4 to 6 (Figure 7a), when the wave bottom orbital velocities were highest (Figure 6e). Despite 518 

experiencing spring tide, the peak current-only bed shear stress for Site 2 was similar to that at 519 

Site 1 for tidal periods 11 to 13 (Figure 7a). Relatively weak currents dominated the neap tide 520 

at Site 3, resulting in low bed shear stresses (Figure 7a). Wave-only bed shear stresses were 521 

significant during the strong north-westerly wind conditions at Site 1 for tidal periods 2 to 6 522 

(Figure 7b). The maximum bed shear stress, which combines current and wave bed shear 523 

stresses non-linearly (see equation B3, Appendix B), was dominated by the currents, except for 524 

Site 1, where waves dominated during tidal periods 3 to 6 (Figure 7c). By comparing τ′max and 525 

τ′maxl (the linear equivalent), it can be seen that the maximum stress was non-linear only at peak 526 

stresses, when there were strong waves at Site 1 (Figure 7c). 527 

  528 
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 529 

Figure 7: Times series of (a) current-only bed shear stress, τ′c; (b) wave-only bed shear stress, τ′w; (c) 530 

combined maximum bed shear stress, τ′max and linear maximum bed shear stress, τ′maxl (magenta dashed 531 

line); (d) bedform height, η; (e) bedform length, λ; and (f) maximum bedform migration rate, ub, for each 532 

tidal cycle derived from the 3D-ARP scans (the rest of the data have been omitted to highlight the overall 533 

trend in the record). The vertical red dashed lines mark the times when the instruments were moved 534 

between sites. The horizontal green lines denote the critical stress limit of sediment motion from Soulsby 535 

and Whitehouse’s equation (Soulsby, 1997), for D50 = 227 μm, 0.18 N m-2. In d and e, the blue and red lines 536 

are the equilibrium ripple dimensions of Baas (1999) and Soulsby et al. (2012), respectively. The data shown 537 

are for when the tidal flats were inundated with water above the height of the sensors, processed for a 30-538 

minute window. The numbers in (a) denote the tidal periods for reference. 539 
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 540 

4.3. Bedform types and migration 541 

The seabed was covered by two-dimensional and three-dimensional bedforms. Two-542 

dimensional bedforms evolved into three-dimensional bedforms on the evening of 22 May at 543 

Site 1 and persisted at Site 2 (Figure 8c). The three-dimensional bedforms were replaced by 544 

two-dimensional bedforms on 30 May at Site 3 (Figure 8d). Two characteristic 3D-ARP scans, 545 

30 minutes apart from Site 1 (Figure 8a and b) exhibit two-dimensional bedforms with distinct 546 

bifurcations, thus suggesting a significant wave influence (Allen, 1968). Examples of the three-547 

dimensional bedforms from Site 2 and the two-dimensional bedforms with sinuous crest lines 548 

from Site 3 are shown in Figures 8c and 8d, respectively. The time-series of mean bedform 549 

height and length for each 3D-ARP scan are plotted in Figures 7d and 7e. The predicted 550 

equilibrium heights and lengths for current ripples of 0.017 m and 0.141 m (Baas, 1999) and 551 

from equation 9 of 0.020 m and 0.157 m (Soulsby et al., 2012) are shown for comparison. At 552 

Sites 1 and 3, the measured bedform heights were similar to these predicted equilibrium 553 

bedform heights. However, there is some indication that the height of the bedforms scaled with 554 

the wave forcing at Site 1, as expected for wave ripples (Soulsby, 1997). A period of strong 555 

wind-driven currents and wave forcing at Site 1 lead to a decrease in bedform height, e.g. on 556 

24 May (Figure 7d). At Site 2, the bedforms were consistently higher than the predicted 557 

equilibrium height for current ripples, suggesting that during high tidal currents the bedforms 558 

resided within the stability regime of the ripple-dune transition (cf. Bennett and Best, 1996; 559 

Baas 1999), where the height of the bedforms scales with the water depth and the bed shear 560 

stress (van Rijn, 1984; van den Berg and van Gelder, 1993; Soulsby 1997). In summary, the 561 

bedforms that developed at Site 1 were wave-influenced current ripples, Site 2 was dominated 562 

by transitional bedforms between ripples and dunes, while current ripples close to equilibrium 563 

dimensions prevailed at Site 3 (Figure 7d and e).  564 
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A time-series of maximum bedform migration rate for each tidal cycle was derived from the 565 

3D-ARP scans (Figure 7f). The migration rates at Site 1 appear to have been enhanced by wind-566 

driven flow and waves. The bedforms at Site 2, which was sampled during a period of relatively 567 

fast-flowing tidal currents, had higher migration rates than the bedforms at Site 3, where bed 568 

shear stresses were only able to move the bedforms during the last two days in May. It appears 569 

that the bedforms stopped migrating on 31 May at Site 3. 570 
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 571 

Figure 8: (a, b) A pair of 3D Acoustic Ripple Profiler (3D-ARP) scans from Site 1. The spatially averaged 572 

migration distance, determined by 2D cross-correlation, and migration rate were 0.015 m and 8.33×10-6 m 573 

s-1, respectively. (c) A 3D-ARP scan from Site 2 showing short-crested, three-dimensional bedforms. (d) A 574 

3D-ARP scan from Site 3 showing two-dimensional sinuous bedforms. 575 

 576 

4.4. Comparing flow forcing and ripple migration 577 
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The relationship between bedform migration rate, ub, and skin friction Shields parameter, θ′max, 578 

for the tidal flats in the Dee estuary is shown in Figure 9. The bedform migration rate was 579 

assumed to be in the same direction as the maximum shear stress, without any lag in the 580 

response to changes in θ′max. The 95% confidence interval of the migration rate is in the range 581 

5.11×10-7 to 1.41 × 10-6, shown by the error bars on the markers in Figure 9. The regression fit 582 

line for the laboratory-derived data of Baas et al. (2000) is shown for comparison, as the black 583 

line in Figure 9. The field data reveal a strong positive correlation between ub and θ′max. This 584 

relationship can be described by a power function, as for equation 2 from Baas et al. (2000), 585 

with R2 = 0.89 based on an orthogonal least squares regression with α = 0.2014 m s-1 and β = 586 

4.23, shown as a solid grey line in Figure 9. The data along the line of ‘no migration’, shown 587 

as dashed horizontal grey line in Figure 9, were excluded from the regression analysis, as these 588 

data are at or below the resolution limit of the 3D-ARP and it was unclear whether these 589 

bedforms moved very slowly or were stationary. Based on Soulsby and Whitehouse’s formula 590 

for the critical Shield parameter of motion (Soulsby, 1997), sediment motion in 227 μm sand 591 

is expected for θ′ > 0.051. The no migration points, seen in Figure 9 for stresses much higher 592 

than this critical threshold, correspond to high wave stress combined with very low current 593 

stress, or high bed cohesive clay and EPS content. These high cohesive clay fractions were 594 

present at Site 3, as can be seen in Figure 4, where the bed shear stresses were small compared 595 

to the other two sites, shown in Figure 7c. The mobile bedforms with low cohesive clay content, 596 

which dominated during the sampling of Sites 1 and 2, scatter round the regression fit line of 597 

θ′max and ub in Figure 9. The majority of migration rates for the mixed-sediment bedforms in 598 

the field were lower than the migration rates of the pure-sand bedforms from the laboratory in 599 

Figure 9 (cf. filled circles, , with black line). 600 
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 601 

Figure 9: Bedform migration rate against skin friction Shields parameter for combined currents and waves. 602 

The black line denotes the 238 μm regression fit for the clean sand laboratory data of Baas et al. (2000), as 603 

in Figure 1. The dashed black horizontal line and the superimposed open circles denote the lowest 604 

measurable migration rates by the 3D-ARP. These data were excluded from the regression analysis. Two 605 

extreme values greater than 2.58 standard deviations (outside 99% of the data) were also excluded from 606 

the regression analysis. The remaining values were used in the regression fit (n = 81). The regression fit 607 

equation for the field data is represented by the solid dark grey line, and the dashed dark grey lines denote 608 

the 95% confidence limits of the regression fit line. The error bars for ub represent the 95% confidence 609 

limits of the migration points. 610 

 611 

4.5. Bed material transport rate 612 

The scatter in the migration rates for the field data (Figure 9), and the fact that most of these 613 

rates are lower than the pure-sand migration rates, suggests that in addition to the maximum 614 
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skin friction bed shear stress, the difference in bed cohesive clay content also has an effect on 615 

the migration rates. The bed material transport rate, Qb (calculated from equation 4), depends 616 

on the bedform migration rate, ub, but ub also depends on the bed shear stress and can be 617 

affected by the bed cohesive clay content. Hence, α and β in equation 2, and in its equivalent 618 

for Qb, should depend on the cohesive clay present in the bed. In order to investigate this 619 

dependence, a subset of the data, where bedform migration occurred, was extracted from the 620 

beginning and end of each tidal inundation (Figures 6 and 7), hence temporally closest to the 621 

cohesive clay contents from the bed samples collected between inundations. With the exception 622 

of Site 1, this corresponds to minimal enhancement of the maximum shear stress by waves. 623 

It is interesting to note that the cohesive clay content in these bed samples correlates well with 624 

the duration of each of the 27 inundations over the spring-neap cycle (Figure 10a) (R2 = 0.82, 625 

p < 0.05 and RMS error = 0.52, for n = 27). The bed cohesive clay content is the result of the 626 

availability of cohesive clay in the local sediment system and of the processes that affect the 627 

cohesive clay mixing into and winnowing from the bed. These processes are influenced by 628 

many factors including: bed shear stress and the duration of applied stress; bedform transport 629 

rate; D50 of the sand component; clay and biological cohesive strength; filtering, excretion and 630 

bed re-working by biological organisms; and consolidation during tidal flat exposure 631 

(Winterwerp and van Kesteren, 2004). As the bed cohesive clay content is the result of these 632 

factors but can also influence many of these factors, the interaction between them needs to be 633 

considered as part of a model of bed material transport. The duration of tidal inundation on the 634 

flats can encompass a number of these factors as it is controlled by the spring-neap tidal cycle 635 

and relates to the maximum stress of the tide, duration of stress, and duration of consolidation. 636 

This relationship is specific to these particular field conditions, but helps to emphasize the 637 

consistency of this subset of the field data. However, using the duration of tidal inundation in 638 

a regression model would restrict the application of the results to tidal flats.  639 
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Added to the extracted subset of the field data are the clean sand data (D50 = 238 μm) from the 640 

laboratory-based migration data of Baas et al. (2000) (Figure 1), to provide values for sediment 641 

without cohesive clay, since all the field sediment samples contained at least some cohesive 642 

clay. There is a statistically significant inverse linear relationship between bed material 643 

transport rate and bed cohesive clay content for this composite dataset (Figure 10b; R2 = 0.44, 644 

p < 0.05 and RMS error = 0.46, for n = 41). Baas et al. (2013) found a similar inverse 645 

relationship between bed material transport rate and kaolin clay content in laboratory 646 

experiments. However, there is far greater scatter in the present case because of the additional 647 

dependence on shear stress and because these data are from natural sites with other influencing 648 

factors (0.06 < θʹmax < 0.2 for the lab and 0.05 < θʹmax < 0.4 for the field). 649 
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  650 

Figure 10: (a) Relationship between duration of tidal inundation, in hours, and bed cohesive clay content 651 

for each tidal inundation period (n = 27). (b) Relationship between bed material transport rate and bed 652 

cohesive clay fraction (maximum flood and ebb values for each tidal inundation period, n = 41). The data 653 

for clay-free sand (D50 = 238 μm) from Baas et al. (2000) are also included for zero cohesive clay values. 654 

 655 
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In equation 2, the nature of the dependence of α and β on the bed cohesive clay content can be 656 

explored by using a multiple linear regression (Kennedy and Neville, 1976; Chatterjee and 657 

Hadi, 2015), for which the laboratory data of Baas et al. (2000) provides values for zero 658 

cohesive clay. After performing ordinary least squares multiple linear regression, a two-sample 659 

F-test demonstrated that the laboratory data of Baas et al. (2000) have a significantly lower 660 

error variance than the field data, probably because these data were collected under controlled 661 

laboratory conditions. A robust multiple linear regression method, in the form of an iteratively 662 

re-weighted least squares method, was used to control for the differences in variance of the 663 

combined data set (Wilcox, 2012; Chatterjee and Hadi, 2015). The initial weights for this 664 

regression method were estimated from the inverse of the variance of the errors of the field and 665 

laboratory data, determined by ordinary least squares regression (Wilcox, 2012; Chatterjee and 666 

Hadi, 2015). This robust regression also reduces the effect of extreme outliers as part of the 667 

iterative re-weighting process. The inclusion of the laboratory data forced the fit to zero 668 

cohesive clay values. A limit of 0.05 significance was chosen for the multiple linear regression 669 

model. Overall, the model was significant, with an R2 = 0.993, p < 0.05 and RMS error = 0.33, 670 

for n = 41 (Table 3; Kennedy and Neville (1976)), and yielded the following equation: 671 

𝑄𝑏 = 100.13−1.70𝑐 × (𝜃′
max)2.98−1.06𝑐 672 

for 0 ≤ 𝑐 < 2.8 vol%     ,     𝜃′
max > 0.051   (11) 673 

where Qb is the mass transport rate (kg m-1 s-1), θ′max is the skin-friction related Shields 674 

parameter, and c is the bed cohesive clay content (vol%). The power coefficient of θ′max in 675 

equation 11 at 0 vol% cohesive clay, 2.98, is close to 3.03, the power coefficient for 238 μm 676 

sand, showing that equation 11 reduces close to the slope of the equation of Baas et al. (2000; 677 

Figure 1) for zero bed cohesive clay content. Equation 11 predicts a very small, constant bed 678 

material transport rate (Qb = 2.24×10‒5 kg m‒1s‒1) for a bed cohesive clay content equal to 2.8 679 
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vol%. c = 2.8 vol% corresponds to a bed EPS content of 0.06 wt% for equation 10, which is 680 

close to the 0.063 wt% limit for bedform migration/development of Malarkey et al. (2015). 681 

The relative importance of the parameters in equation 11 can be determined by dividing the 682 

coefficients by their standard errors (t statistic in Table 3) and comparing the magnitude of the 683 

values (Borradaile, 2003). The maximum skin-friction related Shields parameter has the 684 

highest value, 55.7, and the greatest relative influence on the bed transport (52%), followed by 685 

the cohesive clay content, 30.2 (28%). The interaction between Shields stress and cohesive clay 686 

has a value of 17.7 (17%) and has the third greatest influence on the bed transport (Table 3). 687 

 688 

Table 3: Multiple linear regression statistics for bed material transport analysis 689 

   690 

Equation 11 is plotted for set values of bed cohesive clay content (0 to 2.5 %) in Figure 11. 691 

The line of ‘no motion’ corresponds to 2.8 %, which is the effective limit of detection of bed 692 

material transport, with an equivalent bedform height of 0.008 m (minimum estimated height 693 

from the observed bedforms) associated with the minimum migration rate. Figure 11 shows 694 

that a higher bed shear stress is required to produce a given bed material transport rate, as bed 695 

log10(Qb) = a1 + a2×c + a3×log10( ’max) + a4×c×log10( ’max) 

 Coefficient Standard Error t Statistic p-value % influence 

a1 (intercept) 0.13 0.050 2.654 1.165×10−2 2.5 

a2 (c) -1.70 0.056 -30.160 1.190×10−27 28.4 

a3 ( ’max) 2.98 0.054 55.658 2.812×10−37 52.4 

a4 (c× ’max) -1.06 0.060 -17.683 1.235×10−19 16.7 

Number of observations: 41, Error degrees of freedom: 37 

RMS Error: 0.327, R2: 0.993 

F-statistic vs. constant model: 1.83×103, p for model overall = 2.86×10−40 
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cohesive clay content increases. In the discussion section, the scatter of the data in relation to 696 

the lines derived from equation 11, seen in Figure 11, is considered further. 697 

Equation (11) was defined for θ > θcr (θcr = 0.051). However, if the lines in Fig. 11 are 698 

extrapolated back to the minimum measurable transport rate (Qb0 = 2.24×10‒5 kg m‒1s‒1) then 699 

there is a common value of θ, θc, where all lines intersect, θc = 0.025 which is about half the 700 

Soulsby (1997) value of 0.051 for the D50 of the sediment. This is a reasonable value bearing 701 

in mind the typical scatter about Shields curves for flat beds and the fact that local shear-stress 702 

enhancement at the ripple crest can still result in slow migration below the flat-bed threshold. 703 

If bed material transport rate is defined as the excess above Qb0 as has been done for flat beds 704 

(Shvidchenko et al., 2001) then the transport rate can include this threshold 705 

𝑄𝑏 − 𝑄𝑏0 = 100.13−1.70𝑐(𝜃′
max − 𝜃𝑐)2.98−1.06𝑐,      𝜃′

max ≥ 𝜃𝑐 , 706 

where θc = 0.025. The fact that this threshold stress does not depend on clay content, c, (unlike 707 

for example Jacobs et al., 2011) is justifiable because of the modest clay content range involved 708 

(0 ≤ c ≤ 2.8%). 709 

 710 
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 711 

Figure 11: Maximum bed material transport rate, for flood and ebb, against skin friction Shields parameter 712 

for combined currents and waves. The color-filled circles denote the measured data, where the colors 713 

represent the bed cohesive clay fraction binned in 0.5 vol% intervals. The black horizontal line represents 714 

the minimum bed material transport rate, based on the lowest measurable migration rate by the 3D-ARP 715 

and a 0.008 m high bedform (or c = 2.8 vol% in equation 11) and can be treated as the line of no motion. 716 

The colored lines denote the multiple linear regression fit, equation 11, calculated for set bed cohesive clay 717 

content values. The data for clay-free sand (D50 = 238 μm) from Baas et al. (2000) were included in 718 

regression analysis, forcing the fit to these zero cohesive clay fractions (square markers).  719 

 720 

5. Discussion 721 

5.1. Comparing the laboratory and field data 722 
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Bedform migration rates in the field were lower than in the experiments of Baas et al. (2000) 723 

(Figure 9), at times when the bed cohesive clay content in the field was below about 2.5 vol%. 724 

At higher cohesive clay contents, which coincided with high EPS contents and were most 725 

common at Site 3, bedform migration and bed material transport was not detectable in the study 726 

area (Figures 7f, 9 and 11). The lack of mobility of the sediment from 31 May onward at Site 727 

3 cannot be explained solely by the relatively weak neap tides (cf. Figure 7c and f), because 728 

there were periods when the bedforms did not migrate even though the bed shear stress was 729 

above the expected threshold of sediment movement, i.e., τ′max > 0.18 N m-2 for D50 = 227 μm 730 

(Soulsby, 1997).  731 

The multiple regression analysis shows that the bed cohesive clay content, in conjunction with 732 

bed shear stress, had a large influence on the bed material transport rate. The clay minerals and 733 

the EPS matrix are inferred to have formed cohesive bonds between the sand particles, which: 734 

(1) increased the bed shear stress required for bed material transport; (2) progressively reduced 735 

the bed material transport rate as the bed cohesive clay content increased from 0 vol% to 2.8 736 

vol%; and (3) halted detectable bedform migration and bed material transport at the field sites 737 

at bed cohesive clay contents above about 2.8 vol% and bed EPS contents above about 0.05 738 

wt%. This value of 2.8 vol% cohesive clay is remarkably low, and well within the ‘clean sand’ 739 

category of Shepard (1954) and the ‘mature sand’ (arenite) category of Dott (1964). Although 740 

a direct comparison with the mixed mud-sand experiments of Baas et al. (2013) is not possible, 741 

because the sand size, clay type and flow conditions differed from those at the field sites, it is 742 

notable that the bed material transport rates in these experiments were significantly reduced at 743 

low bed clay fractions of < 2% (Baas et al., 2013). 744 

The positive correlation between bed cohesive clay and EPS fractions (Figure 5), given by 745 

equation 10, may explain the large difference between sediment mobility at Sites 1 and 2 746 

compared to Site 3. The bed sampled towards the end of the SEDbed deployment at Site 3 were 747 
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sufficiently cohesive (biologically and physically) to reduce the migration of bedforms below 748 

the limit of detection, whereas bedform development and migration occurred throughout data 749 

collection at Sites 1 and 2, because biological and physical cohesion were weak enough to 750 

allow sediment movement. Malarkey et al. (2015) found that the rate of bedform development 751 

was substantially reduced on a flat sand bed that contained more than 0.063 wt% EPS. Using 752 

the laboratory experiments of Malarkey et al. (2015) as a guide, the EPS fractions of 0.02-0.04 753 

wt% for Sites 1 and 2 may therefore have been too low to significantly hinder bed sediment 754 

movement and bedform development, whereas the EPS fractions of 0.08-0.21 wt% for Site 3 755 

may have been too high for bedform development (Figure 5). 756 

The linear relationship between bed cohesive clay content and bed EPS content in equation 10, 757 

may support the alternate states model of van de Koppel et al. (2001), see also Friend et al. 758 

(2008), which advocates that a sediment bed tends to switch between two stable states: low 759 

concentrations of diatoms (main EPS producers) and high bed shear stress, as for Sites 1 and 760 

2, versus high concentrations of diatoms and low bed shear stress, as for Site 3. The bed would 761 

have been in an unstable state between these limits, if the model of van de Koppel et al. (2001) 762 

applies to the studied sites in the Dee estuary. Specifically, the bed cohesive clay content 763 

increased as the hydrodynamic forcing decreased at Site 3 and the bedform migration reduced 764 

as a result of the increased bed cohesive clay content. This implies that the behavior of the bed 765 

changed from being dominated by non-cohesive processes to being dominated by cohesive 766 

processes over the spring-neap cycle, a transition that could be enhanced by the production of 767 

EPS (van de Koppel et al., 2001). For the energetic conditions at Sites 1 and 2, caused by strong 768 

wave action and high maximum current velocities during spring tides, non-cohesive sediments 769 

prevailed, allowing bedforms to form and migrate much more easily than for the calmer 770 

conditions at Site 3 (cf. Figures 6a to 6c, 6f and 10). 771 

 772 
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5.2. Duration of tidal inundation and bed cohesive clay content 773 

Long periods of tidal inundation (i.e. at spring tide) may carry greater amounts of sediment and 774 

allow more time for settling to occur than short periods, leading to increased deposition 775 

(Friedrichs, 2011; Kirwan and Guntenspergen, 2012). However, this increased deposition relies 776 

on a flood-ebb asymmetry in the tide and little wave forcing, or the reduction in stress by salt 777 

marsh plants, to promote deposition and prevent the erosion of newly deposited sediment 778 

(Friedrichs, 2011; Fagherazzi, 2012). In Figure 10a the opposite trend is apparent, with bed 779 

cohesive clay content reducing with increasing duration of tidal inundation.  780 

As the tidal inundation period decreases, the period of bed strengthening due to atmospheric 781 

exposure increases, making the bed more resistant to erosion (Amos et al., 1988; Whitehouse 782 

et al., 2000). At spring tide, the bed has less time to consolidate, so the deposited material is 783 

more easily removed with the next flood tide. At neap tide, the bed strengthening time is longer 784 

and deposited material is more resistant to erosion on the flood. High bed shear stress during 785 

spring tide can prevent the permanent deposition of clay and increases winnowing. Although 786 

increasing flow velocity increases the particle encounter rate for filter feeders, it can also reduce 787 

filtering efficiency resulting in less sediment being removed from suspension to the bed 788 

(Shimeta and Jumars, 1991). Reduced flow velocity at neap tide will allow the deposition of 789 

clay, with cohesion preventing re-suspension on the ebb, in addition to biological filtering and 790 

excretion. Further to this, biological mixing will work the clay into the bed (Passarelli et al, 791 

2014). These mechanisms are proposed as an explanation for the inverse relationship between 792 

duration of tidal inundation and bed cohesive clay content. 793 

 794 

5.3. Limitations 795 

The scatter in the field data presented in Figure 9 was greater than for the laboratory results, 796 

despite the strong correlation between ripple migration rate and skin friction Shields parameter 797 
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for the field data and the similar behavior between the field and laboratory for cohesive clay 798 

and EPS fractions below 2.8 vol% and 0.05 wt%, respectively. This probably reflects the fact 799 

that field conditions are inherently more complex, and therefore more variable than laboratory 800 

conditions. The main sources of this data scatter are outlined below. 801 

The dynamics of the bedforms in the Dee Estuary depended on the combined action of waves 802 

and current, whereas the bedforms in the laboratory formed in steady, uniform flow. Waves 803 

enhance sediment transport when they coincide with currents (Grant and Madsen, 1979; 804 

Pattiaratchi and Collins, 1984). This promoted bedform migration for the wave influenced Site 805 

1 (Figure 7f) in comparison to the other sites and the laboratory experiments of Baas et al. 806 

(2000), where the waves were much smaller and absent, respectively. This wave enhancement 807 

also explains the small amounts of mud at Site 1 compared to Site 3, due to the greater effect 808 

of winnowing of fine sediment and EPS by waves at Site 1 (Baas et al., 2014).  809 

The laboratory ripples of Baas et al. (2000) were given enough time to attain equilibrium size 810 

in steady, uniform flows, before migration rates were measured. In contrast, the bedforms in 811 

the Dee Estuary were probably not in equilibrium with the changing tidal flows, wave forcing, 812 

water levels and sediment cohesive properties. It is more likely that most of these bedforms 813 

were continually adapting to changes in the hydrodynamic forcing. Non-equilibrium current 814 

ripples have been shown to migrate faster than equilibrium ripples (Baas, 1999). Non-815 

equilibrium dunes, on the other hand can move faster or slower than equilibrium dunes, 816 

depending on whether the non-equilibrium dunes evolve to a smaller or larger equilibrium size 817 

(Allen, 1984). This so-called bedform hysteresis may have introduced scatter in the relationship 818 

between the instantaneous flow forcing and bedform migration rate (Figure 9) and therefore 819 

bed material transport rate (Figure 11). 820 
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Other possible sources of the data scatter include: (1) uncertainties in calculating the non-linear 821 

effect of wave forcing on bed shear stress (Malarkey and Davies, 2012); (2) the effects of non-822 

translational changes in plan morphology of the rippled beds, caused by, for example, bedform 823 

hysteresis and flow rotation, on the 2D cross-correlation procedure used to calculate bedform 824 

migration rate from the 3D-ARP scans; (3) spatial and temporal variations in the clay-mud ratio 825 

used to convert bed mud fractions into cohesive clay fractions; (4) uncertainties in the bedform 826 

shape factor, bed porosity, and sediment loss-gain factor used to calculate the bed material 827 

transport rate in Equation 4; and (5) variation in biogenic effects such as biostabilization and 828 

bioturbation (Black et al, 2002). 829 

 830 

5.4. Implications for sediment transport modelling, geomorphology, and coastal 831 

engineering 832 

Despite the above limitations, it has been shown that the bed material transport rates for the 833 

biologically active mixed sand-mud under field conditions in the Dee Estuary were 834 

significantly reduced for bed cohesive clay fractions below 2.8 vol% and for EPS fractions 835 

below 0.05 wt%, due to physical and biological cohesion. This is below the 3-5% clay content 836 

found for the transition to a cohesion-dominated eroding bed (van Ledden et al., 2004), but 837 

above the EPS fraction (0.026%) found to stabilize wave ripples by Friend et al. (2008). These 838 

results have important implications for sediment transport modelling. Since the bed material 839 

transport rate depends on the strength of biological and physical cohesion, clean sand formulae 840 

should only be used if bed cohesive clay and EPS contents are close to zero. In addition, bed 841 

material transport reduced below the limit of detection, of the 3D-ARP, for bed cohesive clay 842 

content above about 2.8 vol%, in the present study. Equation 11 can be used to estimate bed 843 

material transport rates for different bed cohesive clay contents below 2.8 vol%. The 844 

implications of this work for sediment transport modelling also extend to larger-scale 845 
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geomorphology and coastal engineering. For example, slowing down bedform migration at the 846 

unexpectedly low bed mud contents found in this study may add to the stability of nearshore 847 

environments and therefore influence shoreline change, longshore sediment transport, 848 

intertidal channel switching, and other nearshore processes. 849 

 850 

6. Conclusions 851 

A comparative analysis of bedform migration and sediment transport in a biologically active 852 

mixed sand-mud environment in the Dee Estuary, northwest UK, under the influence of 853 

currents and waves, and sand-only steady-current laboratory experiments was conducted. The 854 

sediment bed at the field sites changed rapidly from weakly cohesive (below 2 vol% cohesive 855 

clay) to strongly cohesive (up to 5.4 vol% cohesive clay), as the tide progressed from spring 856 

towards neap, and wave forcing decreased. The reduction in forcing allows clay to settle out of 857 

the water column and also be worked into the bed by various physical and biological processes. 858 

This general trend can be seen in the inverse relationship between the duration of tidal 859 

inundation and clay content shown in Figure 10a, where the duration of tidal inundation is a 860 

proxy for flow strength.  The concentration of biological cohesive material (EPS) in the bed 861 

sediment correlated linearly with the cohesive clay content. 862 

The results demonstrate that, once the effect of waves had been accounted for, the bedform 863 

migration rate and the bed material transport rate of mixed sediments in the field were 864 

significantly different from that of sand-only bedforms even when clay and EPS fractions in 865 

the bed were below 2.8 vol% and 0.05 wt%, respectively. Below these limits the bed material 866 

transport rate reduced as the bed cohesive clay and EPS content increased (Figure 11). Above 867 

these limits, which correspond approximately to the points where clay and EPS began to 868 

significantly affect the migration rate in the mixed clay-sand laboratory experiments of Baas 869 
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et al. (2013) and the mixed sand-EPS laboratory experiments of Malarkey et al. (2015), 870 

bedform migration and bed material transport were below measureable limits in the study area. 871 

Presumably, the cohesive bonding of sand particles by clay and EPS was sufficiently strong to 872 

resist the boundary shear stress from currents and waves above 2.8 vol% cohesive clay and 873 

0.05 wt% EPS.  874 

These results have important practical implications for the wider prediction of sediment 875 

transport in models, since existing formulae for the transport rate associated with bedform 876 

migration should only be applied when cohesive clay and EPS content is close to zero. On a 877 

broader scale, the management of coastal morphological change, the assessment of the 878 

environmental impact of dredging operations in estuaries, and the understanding of the effects 879 

of climate-induced habitat change in shallow-marine environments are expected to benefit from 880 

the present study, by means of improved predictions of bed material transport.  881 
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 1151 

Appendix A: list of notation 1152 

c   Bed clay content (vol%) 1153 

e   Bed EPS content (wt%) 1154 

f   Bedform shape factor (-) 1155 

h   Water depth/height above bed (m) 1156 

n   Number of measurements or values (-) 1157 

p   Probability extreme value occurrence (-) 1158 

qb   Volume bed material transport rate (m3 m-1 s-1) 1159 

s   Relative density of sediment to water (-) 1160 

u   Depth mean current velocity (m s-1) 1161 
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ub   Bedform migration rate (m s-1) 1162 

uw   Bottom wave orbital amplitude velocity (m s-1) 1163 

z0   Bed roughness length (m) 1164 

B   Bandwidth of migration rate (m-1) 1165 

C   95% correlation confidence interval (m) 1166 

D50   Median grain diameter (m) 1167 

D*   Dimensionless grain diameter 1168 

Enrms   Normalized RMS correlation error (-) 1169 

Hs   Significant wave height (m) 1170 

K   Hubbell’s loss-gain factor (-) 1171 

P   Bed porosity (-) 1172 

Qb   Mass bed material transport rate (kg m-1 s-1) 1173 

R2   Correlation coefficient (-) 1174 

Rnn    Correlation function (-) 1175 

Tp   Peak wave period (s) 1176 

Trl   Record length of cross-correlation (m) 1177 

α   Coefficient in equation 2 (m s-1) 1178 

β   Coefficient in equation 2 1179 

η, ηeq   Bedform height, ripple equilibrium height (m) 1180 

θ, θ′ Total Shields parameter, skin friction Shields parameter (-) 1181 

λ, λeq   Bedform length, ripple equilibrium length (m) 1182 

ν   Kinematic viscosity of water (m2 s-1) 1183 

ρ, ρs   Water density, sediment density (kg m-3) 1184 

ρ12(τ
*)   Peak normalized cross-correlation (-) 1185 

σ(τ*)   Standard deviation of the peak cross-correlation (m) 1186 
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τ’c, τ’w, τ’max, τ’maxl Current-only bed shear stress, wave-only bed shear stress, combined 1187 

maximum bed shear stress, linear maximum bed shear stress (skin 1188 

friction only) (N m-2) 1189 

τ*  Peak correlation lag (m) 1190 

φ  Angle between wave and current direction (degrees) 1191 

 1192 

  1193 
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Appendix B: Malarkey and Davies’s (2012) model 1194 

The Malarkey and Davies (2012) model, which is a modification of the Soulsby and Clarke 1195 

(2005) model, requires the following input quantities: 1196 

𝒉,    𝒛𝟎,    𝒖𝒘,   𝑻𝒑,    〈𝒖〉,     𝝋.        (B1) 1197 

These inputs allow the calculation of the equivalent current-alone and wave-alone stresses, τc 1198 

and τw, respectively. Here, τc = ρCDu
2 and τw = ½ρfwuw

2, where CD = κ2/log2(h/z0e) is the drag 1199 

coefficient, κ = 0.4 is the von Kármán constant, fw = 1.39(aw/z0)
−0.52 is the friction factor, aw = 1200 

uw/ω is the wave orbital amplitude and ω = 2π/Tp. If the process is completely linear, the 1201 

maximum stress, τmaxl, is given by: 1202 

𝝉𝐦𝐚𝐱𝒍 = √𝝉𝒄
𝟐 + 𝝉𝒘

𝟐 + 𝟐𝝉𝒄𝝉𝒘|𝐜𝐨𝐬𝝋| .      (B2) 1203 

However, in the case of Malarkey and Davies’ (2012) stronger non-linear option, the combined 1204 

maximum stress in the wave cycle, τmax, is given by: 1205 

𝝉𝐦𝐚𝐱 = √𝝉𝒎
𝟐 (𝟏 + 𝜺𝟏 + 𝜺𝟐) + 𝝉𝒑

𝟐 + 𝟐𝝉𝒎𝝉𝒑√𝟏 + 𝜺𝟏 + 𝜺𝟐|𝐜𝐨𝐬𝝋| ,  (B3) 1206 

where τm is the combined-mean stress, τp is the combined-wave stress and ε1 and ε2 are 1207 

additional scaling terms that were introduced to make the maximum stress more consistent with 1208 

numerical model results. Since τm, τp, ε1 and ε2 are all determined in terms of the input 1209 

conditions (see Malarkey and Davies, 2012), τmax can also be determined in terms of the input 1210 

conditions. 1211 

 1212 
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Appendix C 1213 

  1214 

Figure C1: Total carbohydrate fraction by volume against bed cohesive clay fraction, derived 1215 

from bed samples collected in the vicinity of Sites 1 to 3 (analyzed for EPS and particle size). 1216 

The black line represents a robust linear regression fit (R2 = 0.42, p < 0.05, for n = 20, total 1217 

carbohydrate fraction by volume = 0.38c + 1.13) between the cohesive clay and total 1218 

carbohydrate values. 1219 


