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1 Thesis rationale

The concentration of sediments suspended within the surface of the water column may be

estimated using remotely-sensed reflectance from satellites (Froidefrond et al., 2002; Gohin et

al., 2002; Gohin et al., 2005). Suspended sediments inhibit light visibility through the water

column, referred to as turbidity or water clarity. Highly turbid waters are often perceived

to be cloudy with little light passing through them. Using the Hydrolight model, Mobley

estimated that all but 0.1% of visible light would be attenuated by 10m of depth in coastal

waters (Mobley et al., 1993; Mobley, 1994; Mobley et al., 2015). Satellite observations of

the suspended sediment concentration have been taken for almost half a century, allowing a

detailed perspective to be made upon their spatial and temporal variability in surface waters

(Simpson & Brown, 1987; Binding et al., 2005; Bowers et al., 2007). Taking advantage of such

sets of archived satellite observations, statistical models of suspended sediment concentration

(Rivier et al., 2012; Gohin et al., 2015; Saulquin et al., 2015) have been utilised to form

prediction tools in regions where satellite coverage is poor. Presently, these models have been

developed in small geographic regions, such as the English Channel (Rivier et al., 2012; Gohin

et al., 2015) and the Bay of Biscay (Saulquin et al., 2015).

Remote-sensing algorithms for suspended sediment concentration depend upon the relation-

ship between the observed mass of suspended sediments and the resulting backscattering

and absorption of light. Mass-specific backscattering, b⇤bp, is used to describe variation in

backscattering with concentration of suspended sediments (Bowers & Mitchelson-Jacob, 1996;

Babin et al., 2003). Present algorithms assume that mass-specific backscattering is constant,

an assumption that backscattering increases linearly with suspended sediment concentration

(Gohin et al., 2005). However, field observations of the backscattering of light found that the

e�ciency of a particle to scatter light is largely controlled by particle composition and cross-

sectional area (Neukermans et al., 2012; Bowers et al., 2014). Mineral particles were shown

to have a higher refractive index than more organic particles, therefore they backscatter light

more e↵ectively (Bowers et al., 2014). Flocculation of particles, which is related to both their

composition and cross-sectional area, is e↵ected by the level of turbulence within the water
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column. Smaller particles are assumed to be more resistant to turbulent activity than larger

organic-rich flocculated particle assemblages. In highly turbulent waters, the size distribution

of particles favours these smaller particles with a higher mineral content. Thus, the suggestion

is that mass-specific backscattering would be higher in turbulent waters with small mineral

particles and lower in less turbulent water with larger organic flocculated particles.

Knowledge of the composition of particles is also important for prediction of suspended sed-

iment concentration. Larger, flocculated particles were found to sink faster than smaller,

singular particles (Dyer & Manning, 1999). Present measurements of the settling speed of

particles are limited to those gathered using in-situ observation platforms or in the time-

consuming use of settling velocity tubes, meaning that measurements are limited in both

spatial and temporal resolution (Malarkey et al., 2013). However, settling velocity is not only

important for sediment transport modelling, but also in the study of pollutant dispersion and

in providing estimations of the sequestration of carbon in the water column (Bauer et al.,

2013). Bowers (2003) predicted that spring-neap variability in the concentration of suspended

sediments varies with settling speed but was unable to pursue this further due to the lack of

su�cient observations.

1.1 Aims and objectives

This study aims to address the following questions:

1. How can observations of the influence of particle composition upon backscattering be

integrated into future remote-sensing algorithms of suspended sediment concentration?

(Chapter III)

• Carry out field observations of suspended particle properties and the optical prop-

erties of the water column.

• Analyse the influence of particle properties upon the particulate backscattering

e�ciency (Qbbp
) and mass-specific backscattering coe�cient (b⇤bp).
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• Study the potential for improved representation of mass-specific backscattering in

future remote-sensing algorithms for the suspended sediment concentration.

2. Can the remote-sensing archive be used to describe and predict the concentration of

surface suspended sediment? (Chapter IV)

• Analyse the temporal and spatial variability in the remotely-sensed suspended

sediment concentration archive from MODIS Aqua between 2002 and 2015.

• Expand the statistical modelling method used by Rivier et al. (2012) in the English

Channel to the whole northwest European shelf.

3. How well can a simple turbulent energy based numerical model of suspended sediment

concentration perform in comparison to the satellite archive of remotely-sensed surface

suspended sediments? (Chapter V)

• Produce a two-layer numerical resuspension model of the suspended sediment con-

centration using varied representation of the particle settling speed.

• Compare the output from the numerical model to the MODIS Aqua archive of

remotely-sensed suspended sediment.

• Compare outputs of the model using static and seasonally-varying settling speed.

4. Can the settling speed of marine particles be quantified using remotely-sensed surface

suspended sediment concentration from MODIS-Aqua? (Chapter VI)

• From the remote-sensing archive, quantify the seasonal variability in spring-neap

variation in the concentration of suspended sediments as proposed by Bowers

(2003).

• Explore whether this seasonal modulation may be used to estimate the settling

speed over the shelf using remote-sensing observations of the suspended sediment

concentration.

• Compare these estimates of the settling speed to those of laboratory and field

observations of particle settling.
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1.2 Abstract

Mineral suspended solids are a strong source of backscattered light within coastal shelf seas.

Backscattered light has a direct relationship to remotely-sensed reflectance, measured by

satellites. For four decades, remote-sensing algorithms have been used to estimate the con-

centration of suspended particulate matter (SPM).

Present algorithms for SPM assume that the mass-specific backscattering coe�cient (b⇤bp(667nm) =

bbp(667nm)/SPM) is constant. Chapter III aimed to explore how observations of the influ-

ence of particle compositon upon backscattering could be incorporated into remote-sensing

algorithms to improve our representation of b⇤bp(667nm). Field observations showed that

bbp ⇤ (667nm) varies with the size, cross-sectional surface area and mineral content of par-

ticles, in addition to the total concentration of suspended solids. Observations showed that

the increase in concentration related to an increase in the mineral content of the particles,

presumed to be causing the relationship between concentration and b⇤bp(667nm). b⇤bp was

shown to vary by a factor of 4, therefore using the latter relationship, iterative estimation

of b⇤bp(667nm) suggested that it could be possible to reduce the assumption made in future

algorithms for the remotely-sensed SPM, by a similar factor.

Using the ocean colour satellite archive of remotely-sensed SPM concentration from MODIS

(Moderate Resolution Imaging Spectroradiometer) on the Aqua satellite, it is possible to

produce statistical models based upon dominant forcings of tides, wind-driven waves and

chlorophyll-a. Chlorophyll-a is used as an estimation of phytoplankton biomass, with in-

creases in concentration expected to relate to increased particle size and thus increases in the

particle settling speed (ws) of suspended sediments. These have the potential to predict the

concentration when atmospheric correction fails. Atmospheric correction failure is most com-

monly due to the presence of cloud (in addition to cloud shadowing, land, high concentrations

of coccoliths or coastal adjacency), which lead to a lack of data in a given pixel (Ardanuy

et al., 1991). Rivier et al. (2012) used average observed values of SPM concentration, a

tidal coe�cient, the significant wave height and chlorophyll-a concentration to predict the

SPM concentration in the English Channel. Chapter IV aimed to improve upon Rivier et

8



al. (2012), looking at a wider subject area and improving representation of tides and ws.

Tidal inclusion was improved through the use of localised model predictions of tide for every

pixel in comparison to a standardised single-location tidal coe�cient based upon the tidal

amplitude in Brest for the entire English Channel . This study expanded the region to the

entire European shelf, included data from a global tidal model and used higher frequency

wind speed observations to improve upon the results of Rivier et al. (2012). Furthermore, a

crucial shortcoming of Rivier et al. (2012) is the use of single yearlong regression coe�cients.

The coe�cients in this study were allowed to vary seasonally with a sinusoidal form, where

the influence of forcings upon the subsequent concentrations varies seasonally. A sinusoidal

coe�cient was used upon the forcings to represent the e↵ect of flocculation and the influence

upon ws. These improvements demonstrate a substantial improvement upon the framework

of the present statistical model for suspended particulate matter concentration developed by

Rivier et al. (2012).

Chapter V aimed to test the influence of ws upon SPM concentration and how well a simple

model could be used to represent remotely-sensed observations of SPM. To examine the influ-

ence of ws upon the SPM concentration, a simple numerical turbulent kinetic energy (TKE)

based resuspension model was used to predict the surface concentration on the northwest Eu-

ropean shelf (Elliot & Clarke, 1991; Bowers, 2003). Using a seasonally-imposed ws, the model

was shown to perform well when compared to satellite observations. The model identified the

importance of ws on the influence of the hydrodynamic forcings of the wind and tides.

Bowers (2003) predicted that spring-neap variation in SPM would vary seasonally due to

changes in ws. Chapter VI aimed to test this assumption using the remote-sensing archive and

examine whether it was possible to quantify ws using the spring-neap variability. Spring-neap

variation in the remotely-sensed SPM concentration was shown to be modulated seasonally.

In the winter, the range of concentration observed was greater than in the summer. Following

results from the numerical model, this variability was proposed to be due to seasonal changes

in ws. Quantifying this variation, the bulk ws was estimated through remote-sensing using a

novel method. Remotely-sensed observations of the range of concentrations observed over the
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spring-neap tidal cycle were related to the seasonal variability in ws. Estimates of bulk ws

were comparable in magnitude to field observations. ws was shown to peak in the summer,

with some locations experiencing additional peaks in the spring and autumn, corresponding

with localised blooms. This was proposed to be due to increased phytoplankton productivity,

which leads to increases in EPS (extracellular polymeric substances), promoting flocculation

and therefore increasing the speed of particle settling.
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Table 1: Table of Units, a to f

Symbol Description Units
a absorption m�1

aw absorption by pure water m�1

aChl absorption by Chlorophyll-a m�1

ap absorption by non-algal suspended solids m�1

aCDOM absorption by CDOM (coloured dissolved organic matter) m�1

ap⇤ mass-specific absorption by non-algal suspended solids m2g�1

↵ shape parameter dimensionless
b scattering m�1

bp scattering by suspended solids m�1

bp⇤ mass-specific scattering by suspended solids m2g�1

bw scattering by pure water m�1

bb backscattering m�1

bf forward scattering m�1

bbp particulate backscattering m�1

bbp⇤ mass-specific particulate backscattering m2g�1

bbw backscattering by pure water m�1

bbChl
backscattering by Chlorophyll-a m�1}

� shape parameter dimensionless
� volume scattering function m�1sr�1

�p particulate volume scattering m�1sr�1

c suspended sediment concentration gm�3

C function of solar zenith angle, angle of observation and surface roughness sr�1

CP specific heat capacity of water Jkg�1�C�1

Chl Chlorophyll-a concentration mgm�3

CSA cross-sectional area of particles m�1

D particle diameter µm or m
Dmax maximum particle diameter µm
D50 mass-median particle diameter µm
E potential energy anomaly Jm3

Eu Upwelling irradiance Wm2nm�1

Ed Downwelling irradiance Wm2nm�1

✏ e�ciency of tidal mixing dimensionless
✏ rate of TKE dissipation per unit mass Wkg�1

⌘ surface displacement relative to sea level m
⌘e equilibrium tidal response of the surface relative to mean sea level m
f Coriolis parameter �s�1
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Table 2: Table of Units, fw to ⇢p

Symbol Description Units
fw wind function used to calculate heat flux at ocean surface ms�1

F Force N
g acceleration due to gravity ms�2

g0 reduced gravity, g(⇢s � ⇢)/⇢ ms�2

� e�ciency of resuspension dimensionless
H or h Total ocean depth or layer depth m
kb and ks bottom and surface drag coe�cients dimensionless
Kd di↵use attenuation coe�cient m�1

Lt top of atmosphere radiance Wm�2sr�1

Lr Rayleigh radiance Wm�2sr�1

La scattering by aerosols Wm�2sr�1

Lra multiple interaction term between molecules and aerosols Wm�2sr�1

Lwc white cap radiance Wm�2sr�1

Lg specular reflection due to direct sunlight Wm�2sr�1

LwN normalised water-leaving radiance Wm�2sr�1

Lpath radiance path Wm�2sr�1

� wavelength nm
�r reference wavelength nm
MSS mineral suspended solids concentration gm�3

TSS total suspended solids concentration gm�3

MSS/TSS mineral content dimensionless
µ dynamic viscosity of water kgm�1s�1

nf fractal dimension of floc dimensionless
⌫ kinematic viscosity m2s�1

P rate of energy input by tides and wind kgm�3s�1

Qbb backscattering e�ciency dimensionless
Qs incoming short-wave radiation Wm�2

QT net flux of heat through the sea surface Wm�2

r parameterisation of drag dimensionless
RRS remote sensing reflectance sr�1

R⇤ linear fit between RRS and IOPs dimensionless
Re Reynolds number dimensionless
Rep particle Reynolds number dimensionless
⇢ density of seawater kgm�3

⇢w density of pure water kgm�3

⇢p density of particle (solid) kgm�3
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Table 3: Table of Units, ⇢a to W

Symbol Description Units
⇢a density of air kgm�3

�⇢ density di↵erence, (⇢p-⇢) kgm�3

S exponential slope between ap⇤ and � nm�1

SPM suspended particulate matter concentration gm�3

SPMT model 1, SPM predicted using tides-only statistical model gm�3

SPMTW model 2, SPM predicted using tides and wind gm�3

SPMTWC model 3, SPM predicted using tides, wind and Chlorophyll-a gm�3

t time minutes, hours, days
t di↵use atmospheric transmittance from the surface to the sensor dimensionless
t0 di↵use atmospheric transmittance from the sun to the surface dimensionless
T direct transmittance from surface to the sensor dimensionless
TM function of surface and dew point temperatures �C
�T temperature di↵erence, (TS-TB) �C
TS surface layer temperature �C
TB bottom layer temperature �C
TD dew point temperature �C
TSS total suspended solids concentration gm�3

✓ angle of scatterance �

✓cr Shields critical parameter dimensionless
⌧cr critical bed shear stress dimensionless
u orthogonal velocity component of tidal current speed ms�1

U depth-averaged tidal current speed ms�1

v orthogonal velocity component of tidal current speed ms�1

ws particle settling velocity mms�1 or mday�1

W wind speed ms�1

↵, � and ✓ are also used to represent dimensionless coe�cients in the Rivier et al. (2012)

statistical model. In the later statistical modelling chapter, subscripted a, b and c are used

for the same purpose.
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• The Université de Bordeaux and CNRS (Centre National de la Recherche Scientifique),

including Dr. Virginie Lafon, Dr. Bertrand Lubac and Nicholas Ramé, the rest of the

members of the RIVERCOLOR project and the crew of the RV Cotê de la Manche.
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Part I

Literature Review

2 Suspended Particulate Matter (SPM)

Material suspended within the water column is neither uniform in source nor in content

(Fig. 2). Eisma (1993) defined suspended matter as material which may be retained upon a

0.5µm filter, with particles smaller than this considered to be dissolved (Eisma et al., 1980).

Gordon (1970) observed particles below 0.2µm, although particles at this size range are often

di�cult to quantify using conventional techniques (Gordon, 1970; Harris, 1977; Eisma, 1993).

Suspended material is often a mixture of both organic and mineral material. Suspended

material is made up of a large variety of di↵erent constituents, including bacteria, carbonates,

clay minerals, silts and fine sands, diatoms, organic fragments and organic biofilms (Eisma,

1993). Organic suspended material ranges from phytoplankton to organic debris such as

faecal pellets, whereas mineral suspended material is generally made up of quartz, feldspars

and clay minerals which enter the water column through resuspension, erosion and through

riverine discharge (Eisma, 1993). The ratio of these di↵erent constituents within a suspended

particle assemblage varies widely both spatially and temporally. The composition of these

constituents greatly influence the properties of a suspended assemblage, a↵ecting the role and

behaviour of suspended sediments within the marine environment. Variation in the properties

of suspended sediments are most commonly observed through changes in the cohesivity of

particle assemblages (known as flocs) and their fractal shape, which both strongly influence

the overall density.

In addition to erosion and resuspension of bed sediments, the greatest influence upon the

constituent formation of suspended material is through terrestrial outflows of riverine water,

which transport not only vast amounts of sediment, but also terrestrial organic material,

in addition to transporting fragments of marine organisms from the coastal zone. The role
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Figure 2: Single particles, flocs and phytoplankton. Image represents a width of approxi-
mately 400µm by 300µm, with the diatom on the left hand side of the image being approxi-
mately 100µm in diameter (Bowers, 2013).
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of the terrestrial-marine interface with regards to the transport of sediment often means

that coastal regions are consistently supplied with suspended matter. In addition, fluxes of

suspended matter are vastly influenced by not only the tidal- and wave-forcings of the ocean

but also the variability in surges of riverine influx due to high rainfall.

Due to gravity, all suspended material with a density greater than the water surrounding it

will eventually sink unless turbulent motions act to maintain the particles in suspension. In

highly turbulent environments, particles with densities far greater than the density of water

may be maintained in suspension (Khelifa & Hills, 2006; Curran et al., 2007), such as in

regions of high tidal activity or in shelf-break regions.

The spatial and temporal variability of suspended matter is important for a variety of reasons;

not least sediment transport, pollutant dispersal, monitoring of water quality and in the study

of seabed light, which is important for photosynthetically active organisms such as algae.

In the open-ocean, the study of mineral suspended material often comes latter to that of

organic material as mineral particles are vastly outnumbered by the presence of zooplankton,

phytoplankton and the resultant organic debris. In shallower shelf-sea regions, suspended

material is often a mixture of organic and mineral matter. The size distribution, particulate

mass and particle composition all have important roles in terms of the behaviour of suspended

material (Hurd & Spencer, 1991; Eisma, 1993; Ellis et al., 2008). Singular particles are often

considered near-spherical solid structures, however as particles aggregate in the form of flocs

they often form voids which may result in densities less than their composite parts.

Similarly, suspended material can range from large numbers of small particles to far larger

aggregated particle assemblages, referred to as flocs or marine snow. In the open ocean,

particles are by and large mostly organic, made up of phytoplankton and organic detritus

(Bowers et al., 2014). The mineral fraction of suspended sediment concentration is shown

to increase with proximity to the coast due to the influx from rivers and the resuspension of

sediments due to increased seabed turbulent dissipation (Bowers et al., 2014).

Bowers (2013) gives a good account of the nature of the size distribution of particles in water

measured using the LISST-100 in the Irish Sea. The LISST-100 is used to measure the size
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distribution of particles in water in 32 size classes, through laser di↵raction (see methods

section of the field observation chapter for further description) (Agrawal & Pottsmith, 2000).

The measurements used for this example were taken within the Menai Strait, north Wales,

processing the LISST output assuming that the particles are spherical (Braithwaite et al.,

2012; Graham et al., 2012). Although not indicative of all conditions, they demonstrate

the general variability observed and magnitudes associated in relation to the particle size

distribution.

Figure 3: The volume of particles measured at sizes between 0 and 500µm (Braithwaite et
al., 2012; Graham et al., 2012; Bowers, 2013).

The size distribution of particle volume demonstrates that the largest proportion of the total

particle volume is made up of particles between 200 and 400µm (Fig. 3, Bowers, 2013).
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Figure 4: The cross-sectional area of particles measured at sizes between 0 and 500µm (Braith-
waite et al., 2012; Graham et al., 2012; Bowers, 2013).

In comparison to the importance of the larger particles in contribution to the total volume,

the cross-sectional area of particles was found to be highest in the smallest particles observed.

This demonstrates the significance of small particles for applications where the cross-sectional

area is important, such as in remote sensing (Figure 4, Bowers, 2003; Bowers et al., 2014).
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Figure 5: The common logarithm (log10) of the number of particles per cubic metre measured
at sizes between 0 and 500µm (Braithwaite et al., 2012; Graham et al., 2012; Bowers, 2013).

Although they make up a smaller contribution to the total particle volume, the number of

particles observed below 10µm are 106 times more prevalent than those observed above 300µm

(Fig. 5, Bowers, 2013).

2.1 Measurements of suspended particulate matter

The simplest and most direct method of measuring suspended matter concentration is through

the gravimetry of water samples. Samples of water can be reliably taken at both the sur-

face and also at depth using devices such as a Rosette sampler. The water is then filtering

through a pre-weighed 47mm glass-fibre filter (with a 0.7µm pore size), with the amount of

water used depending upon the turbidity, with preference for as much of the sample to be

filtered as possible without overloading the filter. Once the filtering has been completed, it

is necessary to dry the filter, normally in a drying over at 100�C for approximately 12 hours.

At this point, weighing the dried filters and removing the original weight will provide the

total suspended solids load, which when divided by the volume of water filtered will provide

the concentration. In order to find the mineral proportion of the suspended sediment load,
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the filter must be placed in a furnace at 500�C for a further 3 hours, removing the organic

material. Following the same process as with the total suspended solids concentration, it is

possible to calculate the mineral suspended solids concentration (MSS). Utilising these water

samples, acoustic and optical backscatter devices measure the signal profile through the water

column, and then calibrate the signal with the water samples, providing the concentration of

suspended sediments (Thorne et al., 1991; Boss & Pegau, 2001).

2.2 Threshold of movement

In order for suspension to occur within the marine environment, first the threshold of sedi-

ment movement must be surpassed. The threshold of movement depends upon the drag force

(Eq. 2.1), the lift force (Eq. 2.2) and the immersed weight (Eq. 2.3) acting upon the sediment

grains, all of which are dominated by the influence of the grain diameter.

Drag force, F (Davis, 2012)

F / ⌧0D
2 (2.1)

⌧0 is the bed shear stress, Nm�2

D is the particle diameter, m

Lift force, L (Davis, 2012)

L / ⌧0D
2 (2.2)

Immersed weight, W (Davis, 2012)

W / �⇢gD3 (2.3)

�⇢ is the density di↵erence, (⇢s-⇢), kgm�3

⇢s is the particle density, kgm�3

⇢ is the water density, kgm�3

46



g is the acceleration due to gravity, 9.81ms�2

In an attempt to quantify the relationship of forces under which movement occurs, the Shield’s

formula was constructed, taking into account the fluid forces (Kramer, 1932; Kramer, 1935;

Casey, 1935; Shields, 1936; Zanke, 2003). Shield’s parameter (✓cr) represents the entrainment

function (the ratio of shear forcings to gravity) of sediment grains within the water column

(Reeve et al., 2004). Using Shield’s equation (Eq. 2.4), it is possible to set the Shield’s

parameter to the level of entrainment categorised by sediment suspension and then to calculate

the critical shear stress threshold (⌧cr) required to result in sediment suspension.

Shields parameter, ✓cr (Shields, 1936)

✓cr =
⌧cr

�⇢gD
(2.4)

✓cr is the Shield’s critical threshold

⌧cr is the critical bed shear stress, Nm�2

When a body of water passes over the bed, a stress is generated relative to the bottom

topography, known as the bed shear stress (⌧0). Bed shear stress represents the e↵ect of

bottom topography on the interaction of the flowing water with the bed. A flat bed however,

with little discontinuity would comparably have a far lower bed shear stress at the same

current speed (van Rijn, 1984). Similarly, such a stress can be generated between two bodies

of water, moving at di↵erent speeds or of di↵erent densities, forming internal waves between

stratified layers (Stillinger et al., 1983). The process of the dissipation of this energy is referred

to as turbulence, in the form of turbulent kinetic energy. In this way, turbulent activity may

be increased by increasing either the fluid stresses or the bed shear stress. Fluid stresses can

act between two stratified layers moving at di↵erent velocities to one another, causing friction

which is then expressed as TKE. Similarly, bed shear stresses are caused when water moves

along the seabed with TKE increasing with increased bed roughness. The main time-varying
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fluid stress drivers of turbulence are tides and waves acting upon the entire ocean, with the

topographical variation such as bedforms predominately impacting upon shallow regions.
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2.3 Forms of suspended sediment transport

When the threshold of movement is met, sediment does not immediately enter suspension,

the process is more gradual. In this vein, the stages of movement can be split into three main

forms of sediment transport, which are fundamentally dependant on the particle’s diameter

and density:

(a) Bed load transport

This form of transport occurs when the lift force acting upon the grain surpasses that of

the drag forces, but not to the extent to allow suspension. Bed load transport can be

highly intermittent and sediment grains within this state are often observed to be rolling

or saltating along the bed.

(b) Suspended load transport

When the lift force surpasses the drag forces further, it is possible for suspension of

grains to occur. This form of transport is normally dependant upon tidal variation, with

particles kept in suspension for several hours or more.

(c) Wash load transport

When suspension is maintained indefinitely, this is referred to as sheet flow transport.

Here grains may often be maintained in suspension over an entire season or in some

cases, for years.
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3 Flocculation

In addition to the presence of singular grains, the predominance within suspended materials

falls upon multiple grain assemblages, known as flocs. As previously described, particle

assemblage composition varies greatly, the aggregation of constituents dictates the subsequent

size, structure and density of the suspended floc, and the settling velocity of the assemblage,

which controls whether it will settle or remain suspended (Gibbs, 1985; van Leussen, 1994;

Verney et al., 2009).

Water-borne clay particles predominately have a negative electrical charge and as such are

driven apart by the electrostatic repulsive force present (Sholkovitz, 1976; Eisma, 1986; As-

mala et al., 2014). However, when positively-charged particles are present, the van der Waals

force pulls these positive and negatively-charged particles to one another, creating weak parti-

cle aggregates. Due to water-filled gaps present between the particles that make up the flocs,

the density is less than that of single particle of the same size. As would be expected, regions

of high suspended matter concentration have a higher rate of collision between particles and

therefore the likelihood of aggregation is greater than in an environment where there is a

lower concentration and therefore fewer collisions (Dyer, 1986; Verney, 2009). The frequency

of collisions is mainly driven by shear turbulence and di↵erential settling (van Leussen, 1994).

In 1976, Sholkovitz described how the flocculation of particles varied within di↵erent propor-

tions of fresh river water and sea water. This study described an increase in flocculation with

increasing quantities of salt, suggesting that flocculation is salinity-dependant (Sholkovitz,

1976). It was suggested that increased salinity corresponded to an increase in the positively-

charged sodium particles (Na+2) required for flocculation (Sholkovitz, 1976). Despite the

fact that at this point salinity was believed to strongly a↵ect the flocculation of particles

uniformly, it is now known to mostly a↵ect clay particles and as such is a more dominant

process in clay particle-rich regions (Thill et al., 2001). Due to the varied composition of

aggregates, the e↵ect of salinity on general flocculative processes is less dominant, especially

in the case of large flocs, where size and density of the constituent particles are far greater

influences (Verney, 2006).

50



Organic material which is found in suspension tends to be linked to the presence of sus-

pended matter. Phytoplankton within the water column are positively-correlated with light

availability due their dependance upon sunlight for photosynthesis. The food chain within

the marine environment begins with phytoplankton, as such inhibitions to phytoplankton

production e↵ect the overall biological productivity of the ocean. As phytoplankton photo-

synthesise, they exude polysaccharides (referred to broadly as EPS - extracellular polymeric

substances) into the water column which then stick to suspended matter. When particles

flocculate within these polysaccharide-rich waters, the sugars strengthen the bonds between

particles, allowing them to maintain far larger assemblages than would be possible otherwise.

This is supported by a study by Chen and Eisma (1995), which showed that organic material

increases within the water column greatly increased the likelihood of successful and main-

tained flocculation. Similarly, Lunau et al. (2006) showed that diatom blooms and bacteria

encouraged the growth of flocs to larger sizes than would otherwise be expected, with a larger

proportion of macroflocs being found during times of diatom blooms.

As described, di↵erent processes influence the flocculation of sediment particles to large assem-

blages, in terms of their size and their composition. The size of flocs are often designated into

two distinct groups, microflocs (or microaggregates) and macroflocs (or macroaggregates).

Microflocs are small (up to 100-160µm) and dense, with a subsequently high resistance to

fragmentation by turbulent mixing (Manning & Dyer, 1999; Lafite, 2001). In comparison,

macroflocs are larger assemblages (up to several mm), that are less dense and easily frag-

mented by turbulent mixing (Manning, 2004; Jarvis et al., 2005). This was demonstrated

by Verney et al. (2009), who showed with experimental results from several studies, that

the maximum floc size present within the water column correlated well with the Kolmogorov

microscale boundary, a representation of the turbulent condition (Mikes et al., 2004; Verney,

2006; Winterwerp, 2006; Bowers et al., 2007).
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3.1 Stokes Law

A floc may contain in excess of “106 individual particulates” (Manning et al., 2007), with floc

density decreasing with growth (Koglin, 1977; Tambo & Watanabe 1979; Klimpel & Hogg,

1986; Manning et al., 2007). Despite the reduction in e↵ective density with floc growth, their

settling speed increases due to Stokes’ Law (Dyer & Manning, 1999).

Due to the complex nature of flocs, their settling does not simply follow the format of Stokes

Law (Kranenburg, 1994). Stokes Law describes the terminal settling velocity (ws) of single

spherical particles where the particle density is greater than that of water (Thorpe, 2005)

(Eq. 3.1).

Stokes Law (Thorpe, 2005)

ws =
gD2

9⌫

�⇢

⇢
(3.1)

ws is the terminal settling velocity, ms�1 g is acceleration due to gravity (= 9.81ms�2)

D is the particle diameter, m

⌫ is the kinematic viscosity, m2s�1

⇢ is the water density, kgm�3

⇢p is the particle (or solid) density, kgm�3

�⇢ is defined as ⇢p-⇢

The consensus in literature is that Stokes Law may be used to describe the settling of particles

up to a particle Reynolds number of 0.1 (McNown & Malaika, 1950). The particle Reynolds

number (Eq. 3.2) describes the ratio of inertial to viscous forces acting upon the particle

within the water column, a simple quantification of turbulent activity.

Reynolds number

Re =
wsD⇢p

⌫
=

Inertialforces

V iscousforces
(3.2)

Below a particle Reynolds Number of 0.1, inertial terms within the Navier-Stokes equations

may be neglected allowing for Stokes Law to be used. By rearranging the equation for the
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Reynolds number, the particle size at which this limit is exceeded can be described by the

following equation (Eq. 3.3):

Particle size limit using Reynolds number, Dmax

Dmax =
⌫

10ws⇢p
(3.3)

3.2 Sediment Pollution

The formation of flocculant masses involves the aggregation of matter within the water column

which can often include pollutants (Ackroyd et al., 1986; Stewart & Thomson, 1997; Aldridge

et al., 2003; Manning et al., 2007). These pollutants can be transported within flocs through

the water column. Pollutants of this form can include bacteria, agricultural e✏uents and

heavy metals. The potency of this form of pollutant dispersal means that flocculation within

coastal regions, especially those close to regions of high anthropogenic activity are closely

monitored (Uncles et al., 1998; James, 2002). In addition, modern waste treatment plants

now go to great extents to reduce the impact of pollutant flocculation and the resultant

dispersal of pollutants, through both chemical disaggregation and depuration, where waste is

purged of pollutants (Di Natale et al., 2011).

3.3 Turbulence and flocculation

Several studies have identified turbulence as a limiting factor to the size of flocs (Fugate &

Friedrichs, 2003; Bowers & Binding, 2006; Bowers et al., 2007). Although in the presence of

high levels of EPS (extracellular polymeric substances), flocs may form large aggregations of

many particles, this phenomenon is best observed in regions of weak turbulent shear (Eisma

et al., 1991). In the presence of high levels of turbulent shear, flocs are prone to disaggregation

(Winterwerp, 1998; Ellis et al., 2004). Winterwerp et al. (2006) described how particle size

and settling velocity decreased with increased shear stress. Fugate and Friedrichs (2003)
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described how the largest floc size within the water column is limited by the Kolmogorov

microscale (Bowers & Binding, 2006):

Maximum floc diameter, Dmax, limited by the Kolmogorov microscale (Fugate & Friedrichs,

2003; Bowers & Binding, 2006)

Dmax =

✓
⌫3

✏

◆1/4

(3.4)

⌫ is the kinematic molecular viscosity, m2s�1

✏ is the rate of turbulent kinetic energy dissipation per unit mass, Wkg�1

4 Particle settling

Shelf-seas make up only “7% of the surface area of the ocean” (Bauer et al., 2013; Rippeth

et al., 2014), but they are estimated to be responsible for “80% of organic carbon burial”

(Bauer et al., 2013; Rippeth et al., 2014) in the oceans. The pathway through which carbon is

transported from the ocean surface to bottom sediments is referred to as carbon sequestration

(Herndl & Reinthaler, 2013).

A facilitating component of the sequestration from the upper ocean is through the aggregation

and settling of marine particulates. When particles collide, they may aggregate to form larger

assemblages, held together by weak Van der Waals forces (Hunter & Liss, 1979). These

assemblages are extremely fragile and often break up when exposed to minimal turbulent

activity (Alldredge et al., 1990). However, in the presence of organic polysaccharides such as

those exuded from marine phytoplankton, particulate bonds may be strengthened, making

them more resistant and allowing them to reach larger sizes and thus increasing their speed

of settling (Fig. 6).

As they sink through the water column, flocculating particles attract both organic and inor-

ganic marine detritus. These particles are referred to as flocs, or more colloquially as marine
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(a) Single particles and microflocs. (b) Microflocs and macroflocs.

Figure 6: Particles flocculating in the presence of organic material (Kranck & Milligan, 1988).

snow (Herndl & Reinthaler, 2013). The rate of floc settling can be seen as a controlling factor

in the residence time of matter in the ocean surface, in addition to being a crucial parameter

for models of sediment transport (Malarkey et al., 2013). To this endeavour, understanding

the role of particle settling and flocculation impacts upon all aspects of the marine environ-

ment; including biological, chemical and geological processes.

As particles flocculate, their mass increases until they sink through the water column. The

level to which particles continue to flocculate is controlled by the amount of organic material

present. As the level of organic material varies from a low in the winter to a peak in the

summer (Sambrotto, 2014), flocculation and the speed of particle settling is expected to vary

on a seasonal cycle.

4.1 In-situ measurements of settling velocity

The rate of particle settling (or settling velocity) is most commonly directly quantified through

the use of settling velocity tubes (SVTs) (Owen, 1976; Malarkey et al., 2013). In this method,

water is stored within a tube, from which samples are removed at specific intervals. By

comparing the concentrations of the removed samples it is then possible to estimate the speed

at which the particles within suspension in the tube are settling. However, despite their wide

use, this method has been questioned (Mantovanelli & Ridd, 2006), where suggestion is that
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human error and the disturbance of in-situ samples may cause unaccountable errors within

the subsequent results. Another suggestion has been to use plate samplers, measuring the

immersed weight of material as it settles to the bottom of the settling tube (Mantonvelli &

Ridd).

There have been several laboratory measurements of the settling of particles. Manning and

Dyer (2002) examined the settling of particles of di↵erent sizes between 50µm and 800µm.

Manning and Dyer (2002) observed a particle of 50µm to settle at 0.15mms�1 (equivalent

to 12mday�1), with a particle of 800µm settling at 2mms�1 (equivalent to 160mday�1),

demonstrating the huge range of settling speeds. Manning et al. (2007) describes the use

of the LabSFLOC system, which uses a 25Hz (25 times each second) floc camera, with a

resolution of between 6.3µm and 20µm to image flocs as they settling. The LabSFLOC system

allows semi-automatic processing of the digital images produced to calculate the floc diameter

and the settling speed. Manning and Schoellhamer (2013) utilised the LabSFLOC system to

observe settling velocities over a transect in San Francisco Bay. They observed floc sizes

between 22µm and 639µm with settling velocities ranging between 0.04mms�1 (equivalent

to 3.5mday�1 for the smallest flocs and 15.8mms�1 (equivalent to 1, 365mday�1) for the

largest flocs. Although Manning and Schoellhamer (2013) were able to further improve upon

the understanding of settling velocity and floc size, upon the range shown in the laboratory

(Manning and Dyer, 2002).

Unfortunately, Manning and Dyer (2002) did not look at particles below 50µm, which often

make up a large proportion of those present in the water column (Bowers, 2013).

4.2 Factors controlling particle settling

The simplest explanation of the main controlling factors of a particles settling speed comes

in the form of Stokes Law (Winterwerp, 1998; Winterwerp, 2002). Stokes Law describes the

unhindered settling of a single spherical particle, a simple idealised expression of an in-situ

particle (Eq. 4.1):
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Stokes law for single, spherical particles (Winterwerp, 2002)

ws =
(⇢p � ⇢w)gD2

p

18µ
(4.1)

⇢p and ⇢w represent the density of the solid (particle) and water respectively, kgm�3

g represents acceleration due to gravity (9.81ms�2)

Dp represents the particle diameter, m

µ represents the dynamic viscosity of the water, kgm�1s�1

(Winterwerp, 2002)

However, particles within the ocean do not exist as single, spherical particles. As such, in the

case of non-spherical clusters of particles as most commonly found, referred to as flocs, the

settling speed is an inherently more complicated formulation (Eq. 4.2).

Stokes Law for flocculated particles (Winterwerp, 2002)

ws =
↵

18�

(⇢s � ⇢w)g

µ
D

3�nf
p

Dnf
�1

1 + 0.15Re0p.687
(4.2)

↵ and � are dimensionless shape parameters

D is the floc size, m

nf is the fractal dimension of the floc (the three-dimensional complexity)

Rep is the particle Reynolds number

In practice, equation 4.2 is di�cult to implement due to complexity of gathering detailed

information regarding the structure of the concerned flocs and their constituent arrangements.
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5 Turbulent activity

Turbulence is a stochastic process through which energy and momentum is transferred within

the ocean. The presence of turbulence is observed throughout almost the entirety of the water

column. Turbulence in the ocean occurs whereby kinetic energy produced mainly through

tidal activity and waves are dissipated in the form of turbulent vortices. Although turbulence

is visible as small-scale mixing within the water column, it can also be represented through

far larger-scale mixing which occurs between water bodies. Turbulence is present in the form

of eddies or vortices, often visible on the surface especially in areas of high turbulent activity.

Such processes can be observed on both the small visible scale or as part of larger oceanic

circulatory processes which may be visible from space.

Within a coastal shallow water environment such as within a shelf sea, the two main time-

varying generators of turbulence are tides and storm- and wind-driven waves.

5.1 Tides

In the open-ocean, the e↵ect of tides can often be small, however, in shallow tidal shelf seas,

tides greatly influence the processes and dynamics of the region. The influence of tides in

shelf seas is such that the dissipation of this energy can mix heat throughout the entire water

column (Simpson, 1998).

Tides are produced by the centrifugal and gravitational forces between orbiting planetary

bodies (Darwin, 1879). On Earth, the result of the gravitational pull of the moon is a bulging

of water on the side closest to the moon. Due to inertia, the centrifugal force exerted results

in a bulge on the side furthest from the moon. As the Earth rotates on its axis in orbit around

the Sun (S2 tide, 12 hours), this causes a propagation of this bulge around the Earth, which

is observed as a change in the local sea level, which results in two high tides in just over one

Earth day. The delay is a result of movements of the moon. As the Moon moves 1/28th of

the way round its own monthly orbit within the 24 hour period, the tides observed on earth

are also delayed by 1/28th during 24 hours, observed as an additional 50 minutes to complete

58



two tidal cycles and referred to as the M2 (lunar semi-diurnal, 12 hours 25 minutes) tidal

harmonic.

The synchronisation of the M2 and S2 variability is observed as spring and neap tidal variation,

when the tidal range is at its highest and lowest ranges respectively. A spring tide occurs

when the Moon is either between the Earth and the Sun or on the opposite side of the Earth

from the Sun, here the tidal bulges are at their highest and therefore the tidal ranges are

also at their highest. In contrast, a neap tide occurs when the Sun is at a right-angle to the

Earth and the Moon, the tidal bulge is at its smallest and the tidal range is at its lowest.

The Moon orbits the Earth approximately once every 28 days, thus spring-neap tidal cycles

occur approximately every two weeks.

Understanding the phase and amplitude of tidal harmonics such as S2 and M2 allows us to

predict precisely the variability of the tides using harmonic analysis. Although tidal forces

act across the whole of the Earth’s surface, in some areas the impact is greater than others

(Dushaw et al., 1997). The tidal amplitude of a location is dependant upon the bathymetry

of the ocean basin and the e↵ect of the Coriolis force. In certain locations, the e↵ect of these

variables can cause a point of zero tidal amplitude, referred to as an amphidromic point.

Tidal models

Due to the harmonic nature of tides, predicting the tides at a specific location requires archived

data from which to carry out harmonic analysis. Model systems such the TPXO (Topex-

Poseidon) global tidal model use tide gauge observations and data from long-range acoustic

transmissions as anchor points, between which the equations of motion and continuity are

solved within two dimensions, to predict localised tidal variability (Dushaw et al., 1997) (Eq.

5.1; 5.2; 5.3).

Equations of motion (Dushaw et al., 1997)

@u

@t
+ u

@u

@x
v
@u

@y
� fv = �g

@

@x
(⌘ + ⌘e)� ru (5.1)
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@v

@t
+ u

@v

@x
v
@v

@y
� fu = �g

@

@y
(⌘ + ⌘e)� rv (5.2)

Where u and v are the orthogonal components of the tidal current speed, ms�1

g is acceleration due to gravity, (= 9.81m2s�1)

f is the Coriolis parameter, �s�1

⌘ is the surface displacement relative to the mean sea level, m

⌘e is the equilibrium tidal response of the surface relative to the mean sea level, m

r is a parameterisation of drag

Continuity equation (Dushaw et al., 1997)

@⌘

@t
+

@

@x
(Hu) +

@

@
(Hv) = 0 (5.3)

Where H is the ocean depth

The propagation of tidal harmonics is highly dependant upon the localised topography, as such

concentrated regional data is often unhelpful for global analysis. The impact of this is most

apparent in the case of localised tidal harmonic resonance, such as that observed within the

Bay of Fundy and the Bristol Channel (Lanzoni & Seminara, 2002). More recent versions of

the TPXO global tidal model (TPXO 8.0, Figure 7) however use satellite time series to increase

the resolution of tidal input data and such allows for continuously improved representation

of tidal variability. Tidal currents are amplified on the shelf by local bathymetry. As such, in

shallow waters, the current speed increases whereas in deeper waters such o↵ the tidal shelf,

the current speed is negligible.
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5.2 Wind

Unlike tidal dissipation of energy, which can be modelled due to a well understood tidal

cycle, wind is often more erratic and thus a less predictable processes, with a high degree

of spatial variability (Green & Coco, 2014). There are two main impact regions in terms

of wind-driven resuspension of particles, shallow water resuspension and deep water episodic

resuspension (Bloesch, 1994). Wave resuspension which occurs in shallow waters occurs when

the elliptical orbits of waves act in a horizontal motion upon the bottom sediments; if this

force overcomes the bed friction and settling velocity, particles will be be suspended (Carper

and Bachmann, 1984). Therefore, due to the elliptical orbits reducing in size exponentially

with depth, shallow regions are more susceptible to resuspension than deeper regions (Green

& Coco, 2014). Deeper, episodic resuspension also occurs due to wind-driven internal waves

which act in stratified regions (Häkanson and Jansson, 1983).
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6 Remote sensing of suspended sediments

6.1 Remote sensing

Satellite remote sensing or (sometimes referred to as Earth Observation) is the method of

viewing the Earth using satellite imaging or high-resolution sensors. Ocean remote sensing

utilises intensities in wavelengths from the near ultra-violet ( 300nm) to the near infra-red

( 1000nm) and up to 1m in the case of radar applications. The forms of data which can be

extracted using satellites can usually be separated into four main distinctions:

1. Altimetry (topography)

2. Surface roughness

3. Temperature

4. Visible radiometry (colour)

From these four, many more can be subsequently deduced based upon the requirements of the

research - from the levels of pollution within an urban region (Gupta et al., 2006) to harmful

algal bloom monitoring (Kutser et al., 2006).

6.2 Ocean colour

Ocean colour imaging uses satellites to take high-resolution images of the Earth’s surface.

Ocean colour sensors record the spectral radiance (Wm�2m�1sr�1), which is then normalised

by the downwelling solar irradiance, to produce the remote sensing reflectance which is used

in satellite algorithms (RRS). This data is then analysed to extract the intensities within the

visible range of wavelengths between 400nm and 700nm, with precise ranges dependant upon

the sensor utilised. Satellite remote sensing is dependent upon the reflectance of sunlight in

the ocean, therefore it is dependent upon sunlight penetration to identify oceanic properties.

The penetration depth of sunlight is generally considered to be the point at which 90% of

the sunlight at the surface is attenuated, Gordon and McLuney (1975) found that the mean
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penetration depth for wavelengths between 500 and 600nm was approximately 20m and for

wavelengths between 600 and 700nm this was approximately 2m.

There are three main forms of satellite algorithms:

1. Empirical

Empirical algorithms use either single or multiple regressions to produce constants,

which when multiplied by the remote sensing reflectance (RRS) observed by the satellite

at a specific wavelength (�), will give the parameter (Topliss et al., 1989; Tassan,

1992; Binding et al., 2001; Lee et al., 2002; Werdell & Bailey, 2005; Campanelli et al.,

2017). The positive of this method is that it is easy to apply as it does not rely upon

understanding the relationship between remotely-sensed reflectance and the parameter.

However it often favours certain conditions, so may not be applicable over a wide spatial

area or throughout the year. Some empirical algorithms have therefore opted for look-

up tables with spatially-varying constants and the use of multiple constants over a year

(Gohin et al., 2002).

2. Semi-analytical

In comparison, semi-analytical algorithms are composed of solutions to the radiative

transfer equation (Lee et al., 2002). This method allows them to be implemented more

broadly, to a wider spatial area, although is often more computationally-tasking to

implement (Gohin et al., 2005; Nechad et al., 2010).

3. Quasi-analytical

Quasi analytical algorithms are used to calculate the inherent optical properties (IOP)

of the water column, absorption and backscattering (Lee et al., 2002; Le et al., 2009;

Mitchell et al., 2014). This signal is then spectrally decomposed into contributions by

di↵erent sources. Although they are computationally equivalent to empirical algorithms,

they often rely upon empirical coe�cients to relate IOPs to ocean parameters, such as

Chlorophyll-a concentration (Mitchell et al., 2014)
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There are a wide range of algorithms to process data from ocean colour satellites, including

but not exclusive to the following:

• Absorption by yellow/gelbsto↵ substances (Werdell et al., 2013)

• Absorption due to phytoplankton, 443nm (Werdell et al., 2013)

• Aerosol optical thickness, 869nm (Levy et al., 2007)

• Calcite concentration (Balch et al., 2011)

• Chlorophyll-a concentration (Gohin et al., 2005; Hu et al., 2012)

• Di↵use attenuation coe�cient (Werdell & Bailey, 2005)

• Fluorescence line height (Behrendfeld et al., 2009)

• Photosynthetically active radiation (PAR) (Harmel & Chami, 2016)

• Particulate organic carbon (POC) (Stramski et al., 2007, Evers-King et al., 2017))

• Particulate backscattering, 443nm (Werdell et al., 2013)

• Sea surface salinity (Font et al., 2010)

• Sea surface temperature (day and night)

• Suspended particulate matter (Gohin et al., 2005; 2011; Nechad et al., 2010)

Table 4 details the main recent/present satellites with ocean colour satellites and their re-

spective wavebands.
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6.3 MODIS

For this thesis, data from the MODIS (Moderate Resolution Imaging Spectroradiometer) in-

strument aboard the Aqua satellite was used, as such, processing methods described within

the following chapters are centred around those relating to MODIS-Aqua.

The MODIS-Aqua instrument began service in 2002, following a multi-national NASA-led

mission to improve the monitoring of ocean colour. The MODIS instrument has a resolu-

tion of 1km2, with a swath width of approximately 2,330km (NASA, 2016). The MODIS

Aqua satellite orbits the Earth approximately once every 99 minutes, with its swath passing

the same location either once or twice a day dependant upon the latitude and day length,

with higher latitude regions generally being more frequently sampled. However, due to the

di↵erence between the satellites orbit and the Earth’s rotation, the MODIS orbital track is

completed every 16 days where the same location is once more directly under orbit, a sun-

synchronous polar orbit (Figures 7 and 8). Data from MODIS-Aqua are supplied in the form

of granules, which are 5 minute snapshots taken along the orbital track. Daily, the MODIS-

Aqua instrument passes the North-West European shelf between 11am and 1pm UTC (Figure

7).
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Figure 7: Passover time of the MODIS-Aqua satellite over the north-west European shelf,
note that times are in decimal hours UTC (Universal Time, Coordinated).
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Figure 8: MODIS false colour swath image taken from EOSDIS WorldView for the 15th July
2014 (NASA EOSDIS, 2016).

The remote sensing of water properties can be described in three main steps:

1. Evaluate the e↵ects of reflection at the air-sea interface including removing the e↵ects of

atmospheric attenuation and scattering which control the upwelling radiant flux. This

provides the apparent optical properties (AOPs).

Reflectance ratio at a given wavelength, R(�) (Morel, 1973)

R(�) = Eu(�)/Ed(�) (6.1)

� is the respective wavelength of light, nm

Eu(�) is the upwelling irradiance (the rate of radiant energy which is emitted upwards

- away from the surface of the Earth) at a given wavelength, �, Wm2nm�1

Ed(�) is the downwelling irradiance (the rate of radiant energy which is emitted down-

wards - towards the surface of the Earth) at a given wavelength, �, Wm2nm�1

2. Interpret the spectral composition of the reflectance to extract the waters inherent

optical properties (IOPs: absorption, scattering and transmittance)
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3. Define water properties using algorithms based upon calculated IOPs.

Case 1 & Case 2 waters

Morel and Prieur (1977) devised a simple scheme for describing the varying influence of the

content of the oceans upon their optical properties. In this paper, water is classified into

extreme cases (Table 5).

Case Dominated by
1 Phytoplankton
2 Inorganic particles

Table 5: Two water cases defined by Morel & Prieur (1977)

Despite the evolution of algorithms for suspended materials, the case system defined by Morel

and Prieur (1977) holds fast and is often used to define distinctions between algorithm formats.

An example of this can be taken from the OC5 algorithm (Gohin et al., 2005; Gohin et al.,

2011), which makes a distinction in the wavelengths used to calculate suspended load, with

the green waveband used in case 1 waters and the red waveband used primarily in case 2

waters.
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6.4 Marine light

Understanding the behaviour of light with di↵erent substances is crucial to our knowledge of

the natural environment. In the ocean, absorption and scattering by suspended particles can

greatly a↵ect the level of light which eventually reaches the seabed.

The term light is usually used to describe radiation within the electromagnetic spectrum in

the visible band (wavelengths between 400 and 700µm), which is both visible to the human

eye and is the range within which plants may photosynthesise (Kirk, 2011). The propagation

of light can be described in terms of quanta or photons, representing units of electromagnetic

energy (Kirk, 2011). When reacting with a material, the propagating photon propagating

can either be absorbed or scattered (Figure 9).

Figure 9: Diagram representing the processes of absorption and scattering of light by a particle
in the water column (Boss et al., 2004b).

6.5 The optical properties of water

The optical properties of both pure water and seawater are well documented, with the e↵ect

of salt having a minimal impact upon the observed optical properties (Morel, 1974; Smith
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and Baker, 1981; Pope and Fry, 1997; Bowers, 2013).

Absorption, a

Absorption occurs when potential energy from the photon is lost to a substance (Jonasz &

Fournier, 2007). The total absorption in the water column is defined by absorption by water

molecules, absorption by chlorophyll, absorption by mineral suspended solids and absorption

by coloured dissolved organic matter (CDOM):

Absorption of marine light, a

a = aw + aChl + ap + aCDOM (6.2)

aw is the absorption by water, m�1

aChl is the absorption by Chlorophyll-a, m�1

ap is the absorption by non-algal suspended solids, m�1

aCDOM is the absorption by coloured dissolved organic matter (CDOM), m�1

Di↵erent substances absorb light at di↵erent e�ciencies. A way of measuring these e�ciencies

is the mass-specific absorption coe�cient, ap⇤(= ap/SPM), the absorption observed per unit

of mass of suspended sediments (SPM).

Scattering, b

When light is scattered, the photon is absorbed and instantaneously re-emitted without losing

energy, referred to as elastic scattering. The other, less common form of light scattering

is Raman scattering, where the re-emitted photon has a di↵erent energy to the absorbed

photon (Jonasz & Fournier, 2007). Scattering of light occurs through three main process:

reflection, refraction and di↵raction (Kirk, 2011; Bowers, 2013). To measure the e�ciency

of a substance to scatter light, the mass-specific scattering coe�cient is often used, bp ⇤ (=
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bp/SPM,wherebp = b� bw).

Scattering of marine light, b (Kirk, 2011)

b = 2⇡

Z ⇡

0
�(✓) sin ✓d✓ (6.3)

Where � is the volume scattering function and ✓ is the angle of scatterance.

bw is scattering by pure water, m�1.

Light which is scattered in water can be split into forward scattering (bf , m�1), scattering at

an angle less than 90� and backward scattering (or backscattering, bb, m�1), scattering at an

angle greater than 90�.

Scattering of marine light, b

b = bb + bf (6.4)

By assuming that scattered light is azimuthally symmetric, bb and bf can be represented as

the following function of the volume scattering function (Stramski et al., 2004).

Backscattering, bb (Kirk, 2011)

bb = 2⇡

Z ⇡

⇡/2
�(✓) sin ✓d✓ (6.5)

Forward scattering, bf (Kirk, 2011)

bf = 2⇡

Z ⇡/2

0
�(✓) sin ✓d✓ (6.6)

6.6 Backscattering, bb

The backscattering coe�cient (bb), is the fraction of incident light scattered backward per unit

distance travelled by the photons (Boss et al., 2004b). The use of backscattering in remote
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sensing is prevalent due to the relationship between remotely-sensed reflectance (RRS(�)) and

bb. Light scattering has been shown to be the “first order determinant of reflectance” (Babin

et al., 2003):

Remotely-sensed reflectance, RRS (Gohin et al., 2005)

RRS(�) = C
bb(�)

a(�) + bb(�)
(6.7)

Backscattering of marine light (bb) as a function of remotely-sensed reflectance (RRS) (Gohin

et al., 2005)

bb(�) =
RRS(�)a(�)

C �RRS(�)
(6.8)

Where C is a function of the solar zenith angle, the angle of observation and the surface

roughness (Gordon et al., 1975; Morel et al., 1995; Sydor & Arnone, 2002; Gohin et al.,

2005), sr�1

The volume scattering function (�, m�1sr�1) is the “radiant intensity in a given direction

from a volume element (Kirk, 2011). It is possible to calculate bb using the volume scattering

function measured at an angle of ⇡ 120� (Kirk, 2011):

Backscattering (bb) as a function of the volume scattering function (�) (Kirk, 2011)

bb ⇡ 7�(120�) (6.9)

The relationship between the backscattering coe�cient and the concentration of suspended

sediments is known as the mass-specific backscattering coe�cient (bbp⇤ = bbp/SPM).

Backscattering by suspended particles, bbp

bbp = bb � bbw (6.10)

In satellite remote sensing applications, bbp⇤ is generally assumed to be a constant (Gohin et
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al., 2005), implying a linear relationship between the backscattering coe�cient (bbp) and the

concentration of suspended sediments (TSS). However, field measurements have shown this

to be far from true. Table 2 outlines a series of values for bbp⇤ in the red waveband at 665nm

calculated in recent publications. The lowest value for bbp⇤ was 0.0003 m�2g�1 by Bowers et

al. (2014), with the largest value being 0.0137 m�2g�1 by Reynolds et al. (2016). Gohin et

al. (2005) described a remote sensing algorithm for suspended sediment concentration where

the assumed bbp⇤ is 0.0090m�2g�1, potentially leading to an overestimation of a factor of

approximately 30 in the minimum of Bowers et al. (2014) or an underestimation factor of

approximately 0.66 in the maximum of Reynolds et al. (2016).

Table 6: Observed values of the mass-specific backscattering (bbp⇤) at 665nm from recent
literature

Journal bbp⇤665nm,m2g�1

Maritorena et al., 2002 0.0041
Carder et al., 2003 0.0086
Babin et al., 2003 0.0058
Lee et al., 2005 0.0096
Gohin et al., 2005 0.0090 (OC5)
Bowers & Binding, 2006 0.0058
Nechad et al., 2010 0.0068
Neukermans et al., 2012 0.0050 (organic) & 0.0120 (mineral)
Bowers et al., 2014 0.0003 (organic) & 0.0058 (mineral)
Reynolds et al., 2016 0.0072 (organic), 0.0091 (mixed) & 0.0137 (mineral)

Backscattering by marine particles

In shelf seas, which make up the majority of the European coastal region, most light is

backscattered by a mixture of organic and mineral particles (Stramski et al., 2004; Bowers

et al., 2014). As such, backscattering observed within the water column can be correlated

with particulate properties; including particle abundance, size and particle composition (Boss

et al., 2003). In practical terms, the relationship between reflectance at the surface and

the backscattering coe�cient is used in the form of remote sensing algorithms to describe

properties not exclusive to the concentration of suspended sediments (Binding et al., 2005;

Gohin et al., 2005; Doxaran et al., 2009).
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Mineral particles are found to have a higher refractive index and therefore backscatter light

more e�ciently than organic particles (Twardowski et al., 2001; Stramski et al., 2004; Neuk-

ermans et al., 2012; Bowers et al., 2014). Twardowski et al. (2001) used Mie Theory to

model the refractive index from in-situ measurements of scattering, attenuation and particle

size in the Gulf of California. Twardowski et al. (2001) found low refractive indices in highly

organic waters with high concentrations of Chlorophyll-a, with higher refractive indices in

more mineral sediments. In waters which contain a mixture of organic and mineral particles,

aggregates known as flocs are more commonly observed than single particles. Flocs have

complex fractal structures which e↵ect their optical properties (Flory et al., 2004). Variabil-

ity in the fractal form in which aggregates are present in the water column exacerbates the

existing variability due to refractive indices observed as a result of the organic content of the

particles, thus impacting upon the way in which backscattering by flocs is observed. Boss et

al. (2003) described the increase in mass-specific scattering (b⇤p) with increased refractive in-

dex. In highly mineral waters, the high refractive index increases the e�ciency of particles to

backscatter light, additionally particle collision is less likely to result in successful flocculation

and thus particles generally have less of a fractal structure.

When considering single, spherical particles, Mie theory can be reasonably implemented.

However, in the case of flocs, they are neither single nor spherical, as such treating them like

this may be problematic. Bowers et al. (2014) described how the optical properties of a floc

depend upon the floc size, the fractal form, floc density and the refractive index. Bowers et al.

(2014) approximated these parameters in the form of the e↵ective backscattering e�ciency,

(Qbb = bbp/CSA), the observed backscattering coe�cient as a proportion of the cross-sectional

area of particles (CSA) per m3, inferred by laser di↵raction (Agrawal & Pottsmith, 2000).

Flory et al. (2004) found that Qbb decreased after a phytoplankton bloom, when the water

contained a high proportion of organic detritus. Similarly, Neukermans et al (2014) found an

increase in Qbb relative to the presence of increasingly mineral-dominated particles, with size

and density not found to have a significant e↵ect upon Qbb.

Flocculation alters the size distribution and abundance of particles which scatter light, leading
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to a shift toward larger sizes and a reduction in the relative abundance (Alldredge & Jack-

son, 1995). Originally, there was no distinct understanding of the e↵ective that flocculation

had upon the optical properties of marine particles (Costello et al., 1995; Bunt et al., 1999;

Hatcher et al., 2001). Despite this, it was identified that the fractal shape of flocs impacted

upon both the reflection and refraction of light in the water column (Hatcher et al., 2001).

Organic content has been understood to relate to floc formation and characteristics (Hatcher

et al., 2001), e↵ecting the availability of particles and the resistance of flocs to turbulent

energy dissipation (Dyer & Manning, 1999). Additionally, enhanced absorption by organic

particles was expected to reduce the relative backscattering observed by highly-organic floc-

culated particles (Meyer, 1979). Bowers and Binding (2006) described the potential indirect

influence of turbulent kinetic energy (TKE) upon the mass-specific backscattering coe�cient

(b⇤bp), through the influence upon flocculation. In high energy turbulent environments, large

flocculated particles are likely to be broken up in smaller particles, increasing the cross-

sectional surface area available to backscatter light and thus the mass-specific backscattering

of the suspended particles (Bowers & Binding, 2006).

Neukermans et al. (2012) looked at the variability in backscattering of marine particles with

respect to particle size, density and composition. In Neukermans et al. (2012), water samples

were taken using Niskin bottles from just below the surface. The concentration of suspended

solids within the samples was then determined gravimetrically as follows. Samples were

filtered through pre-weighed 0.7µm glass-fibre filters (GFFs), then the filters were dried for at

least 24 hours at 50�c. Comparing the new weight to that of the pre-weighed filter it was then

possible to determine the concentration of total suspended solids (TSS) within the sample.

The dried filters were ashed at 450�c for 1 hour in order to remove organic material present

and weighed once more to provide the concentration of mineral suspended solids (MSS).

Optical measurements of particle size distribution were taken using the LISST particle sizer

and also devices from the WetLabs ECO-BB9 to provide direct observations of backscattering

at 650nm. This paper reported that the mass-specific backscattering coe�cient, bbp⇤ at 650nm

was well correlated with particle composition, with predominately mineral particles having

coe�cients up to three times that of particles with a higher organic content (Figure 10).
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Figure 10: The influence of the organic fraction of particles upon the mass-specific backscat-
tering coe�cient at 650nm (Neukermans et al., 2012). POC and PIC refer to the particle
organic and inorganic contents of the suspended particles. The values of the x-axis can be con-
sidered to be the inverse of the mineral content used by Bowers et al. (2014), with high values
representing highly organic particles and lower values representing highly mineral particles.
Grey points are defined as case 1 and black points are defined as case 2.

Although the presumption of Neukermans et al. (2012) was that bbp⇤ was directly influenced

by particle size, only a weak relationship was found in this case, with this expected to be due

to the influence of varying particle density on the e�ciency of particles to backscatter light.

Bowers et al. (2014) followed on from this research by looking at the e↵ect of particulate

organic content upon particulate backscattering. Water samples were taken using a similar

process to that of Neukermans et al. (2012), the main di↵erence being that the GFFs were

ashed at 500�c for 3 hours in order to remove organic material for the MSS measurement.

In addition to using the LISST particle sizer, Bowers et al. (2014) used radiometer measure-

ments alongside spectrophotometer measurements of absorption to infer the backscattering

coe�cient, in lack of a device which directly measured backscatter. Bowers et al. (2014) found

that particles of high mineral content backscattered more e↵ectively than those of higher or-
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ganic content as observed by Neukermans et al. (2012). Bowers et al. (2014) showed that

62% of the variability in backscattering e�ciency could be explained by the mineral to total

suspended solids ratio (MSS/TSS) (Figure 11).

Figure 11: The influence of the mineral content of particles (MSS/TSS) upon the backscat-
tering e�ciency (Qbbp

) at 665nm (Bowers et al., 2014). Curve displayed is Qbbp
=

0.000087exp(6.9MSS/TSS). A represents the cross-sectional area (CSA).
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6.7 Mie Theory

Mie theory describes scattering of light by small, spherical particles, using Maxwell’s electro-

magnetic theory (Mie, 1908; Hergert & Wreidt, 2012). The original intention of this method

being to describe the change in colour of gold colloids with spherical diameter (Mie, 1908;

Hergert & Wreidt, 2012). The first scattering diagrams were subsequently published in 1925

(Gans, 1925; Blumer, 1925). These first iterations of the Mie theory, discounted the e↵ects

of absorption and the presence of aggregated non-spherical particles.

The flaw of this many particulates in the water column have a more fractal than spheri-

cal structure. Aggregates multiply the light scattered by the composing particles (Okada,

2010). Okada (2010) reviewed methods for the simulation of light scattering of aggregates

in an absorbing medium. Despite advances, Okada (2010) described how the computational

complexity of non-spherical Mie theory simulations meant they were still unable to be imple-

mented with accuracy on observed particles.

6.8 Ocean radiative transfer modelling

Radiative transfer theory describes the propagation of energy (light) in the ocean (Mobley,

2001; Mobley & Sundman, 2008). As light propagates through the ocean it is scattered and

absorbed. Radiative transfer models describe the distribution of light as it propagates through

a scattering and absorbing medium. One of the most commonly used radiative transfer models

is Hydrolight. Hydrolight is a one-dimensional radiative transfer modelling suite, computing

”radiant distributions and derived inherent optical properties for natural water bodies... as

a function of depth, direction and wavelength” (Sequoia, 2017), by inputting the absorption

and scattering parameters.
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7 Statistical modelling of suspended sediment concentration

Statistical modelling is a valuable technique allowing not only the analysis of important factors

controlling the variability of a parameter but also has the potential to be used as a method

of prediction (Rivier et al., 2012; Saulquin et al., 2014; Gohin et al., 2015, Saulquin et al.,

2015). When predicting tides, harmonic analysis is used to identify repeating cycles in tidal

variability. Statistical models aim to fit this variability to explanatory forcings, not only to

identify the dominant forcing in a particular area but also to enable prediction.

There have been two main statistical models of the suspended sediment concentration of note.

Rivier et al. (2012) produced a statistical model of the concentration of suspended sediments

using tides, waves and Chlorophyll-a in the English Channel (La Manche), whereas Saulquin

et al. (2014) described a time-varying regression model which additionally includes river

discharge in the region of the Gironde Estuary.

Rivier et al., 2012

Rivier et al. (2012) described statistical models based upon the influence of tides (in the form

of a tidal coe�cient), waves and Chlorophyll-a upon a log transformation of the concentra-

tion of suspended matter (Table 7). The study used the large dataset from MODIS-Aqua

(Moderate Resolution Imaging Spectroradiometer) and MERIS (Medium Resolution Imaging

Spectroradiometer) applied with an Ifremer semi-analytical OC5 algorithm for a 3-year period

within the English Channel, separating England and France. In order to boost the e↵ective-

ness of the model over the subject region, climatology values of SPM (averages over several

years, in this case 2003 to 2009) for each day of the year were used as a baseline variability

from which the secondary driver of variability was represented by the model parameters.

Model 1 - Tides

The first model (Fig. 12 and Fig. 13, Table 7) contained only the suspended material

concentration climatology and the relative variability of the tidal range as described by the

SHOM daily tidal coe�cient divided by the maximum tidal coe�cient. Values of R2 from
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regression with the remotely-sensed observations highlighted regions where the tide was a

strong driver of the suspended sediment variability, in this case highlighting the central and

eastern English Channel substantially. The tide-based model achieved R2 values of between

0.15 and 0.25 in the central Irish Sea and central English Channel, with the R2 reaching 0.4

in the Bristol Channel.

Figure 12: R2 coe�cient of determination for Model 1, implemented by Rivier et al. (2012).
Location 1 and 2 refer to time series a and b in figure 13.
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Figure 13: Time series of predicted and observed SPM concentration for model 1 from Rivier
et al., 2012. Locations a and b refer to locations 1 and 2 in figure 12.

Model 2 - Tides and Waves

The second model (Fig. 14 and Fig. 15, Table 7) added the e↵ect of waves as a multiplicative

forcing. The performance of the model was most improved in the Western English Channel

with the addition of waves, with an R2 over 0.4, however due to the multiplicative nature, the

model experienced reduced performance in the central English Channel, where waves were

not as dominant as implied by the model format.
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Figure 14: R2 coe�cient of determination for Model 2, implemented by Rivier et al. (2012).
Location 1 and 2 refer to time series a and b in figure 15 respectively.

Model 3 - Tides, Waves and Chlorophyll-a

The third model (Fig. 16 and Fig. 17, Table 7) integrated the e↵ect of Chlorophyll-a as

a multiplicative factor. The intention of including Chlorophyll-a within the algorithm was

to take account of flocculation processes, which are increased within organic-rich waters,

represented in this case by high concentrations of Chlorophyll-a. The assumption is that the

concentration of suspended particulate matter would be adversely a↵ected by increases in the

concentration of Chlorophyll-a. This model improved the representation of variability of the

suspended sediment concentration signal further in the Western English Channel, with an R2

of up to 0.7 in some locations surrounding the Scilly Isles and o↵ the Western Brittany coast.

Rivier et al. (2012) used the SHOM tidal coe�cient (SHOM, 2000) based upon the tidal

variation in Brest, in place of localised representations of the tidal activity. Although this

may not have a large influence over a small geographical area, it has the potential to limit the

response of the model to tidal activity when moving between tidal regimes, where the local
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Figure 15: Time series of predicted and observed SPM concentration for model 2 from Rivier
et al., 2012. Locations a and b refer to locations 1 and 2 in figure 14 respectively.

tidal dynamics may di↵er from that observed in Brest.

A flaw of the method used in Rivier et al. (2012) is that it assumes that all forcings have

a multiplicative relationship in terms of representing the suspended sediment concentration.

The issue of this is that if one forcing is low or high, this e↵ect will increase the impact of the

other forcing. The rationale for using a multiplicative form was to stabilise the high values

resulting from the log transformation method utilised. With the addition of Chlorophyll-a,

for the third model, the multiplicative form is less of an issue as the e↵ect of flocculation

can be seen as a modulating factor of the hydrodynamic resuspension of sediments repre-

sented by tide and wave activity. The limitation however of using Chlorophyll-a to represent

flocculation is that although it may be a good estimate of biological activity and thus the
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Figure 16: R2 coe�cient of determination for Model 3, implemented by Rivier et al. (2012).
Location 1 and 2 refer to time series a and b in figure 17 respectively.

EPS (extracellular polymeric substances), which may make flocs more resistant to turbulent

activity and thus grow larger, it does not take account of the influence of turbulent activity

upon flocculated particles in the winter. Turbulent shearing has been shown to limit the size

of flocs within the water column (Bowers et al., 2007). As flocculated particle assemblages

break into smaller constituent particles, they take longer to settle, a phenomena not directly

taken account of through the application of Chlorophyll-a. The first model as described in

Rivier et al. (2012) relies very much upon the climatology data, making it limited in its use

for prediction, with much of the seasonal variability imposed rather than being included by

the representation of wind or Chlorophyll-a.

85



Figure 17: Time series of predicted and observed SPM concentration for model 3 from Rivier
et al., 2012. Locations a and b refer to locations 1 and 2 in figure 16 respectively.

Model Formulation, SPM(day,lon,lat) =

1 SPMclim(day, lon, lat)( T idec(day)
max(T idec)

)↵(lon,lat)

2 a0(x, y)[T ide(day)]↵(lon,lat)[Waves(day, lon, lat)]�(lon,lat)

3 a0(x, y)[T ide(day)]↵(lon,lat)[Waves(day, lon, lat)]�(lon,lat)[ 1
1+Chl(day,lon,lat) ]

✓(lon,lat)

Table 7: The three model forms described in Rivier et al. (2012). Suspended particulate
matter (SPM) observations are from MODIS Aqua using the remote sensing algorithm defined
by Gohin et al. (2005). SPMclim represents the climatology of SPM used as a baseline.
T idec represents the SHOM (Service Hydrographique et Océanographique de la Marine) tidal
coe�cient. Waves represents the wave speed, estimated using the WaveWatch3 numerical
model. Chl represents the remotely-sensed Chlorophyll-a concentration.
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Saulquin et al., 2015

Similar to the Rivier et al. (2012) statistical models, the intention of Saulquin et al. (2015)

was to represent the time-varying geophysical processes which influence remotely-sensed sus-

pended matter concentration. The analysis of Saulquin et al. (2015) concentrated upon the

Gironde Estuary mouth, using wind and waves, tides and river discharge as explanatory forc-

ings. Unlike the Rivier et al. (2012) approach, instead of using a modulating factor, the

model was regressed seasonally, with the e↵ects of flocculation through varying particle size

referred to as a potential cause of the benefit of seasonal regression.

Saulquin et al. (2015) used the Markov switching multifractal (MSM) method (Calvet &

Fisher, 2001; Calvet & Fisher, 2004) which was used to model volatility between regime

changes. The necessary assumption of an MSM model is that the forecaster knows the pri-

mary forcing of the variability but does not know the direct correlation and thus represents

the relationship between input and output in the form of a density-based prediction (Calvet &

Fisher, 2001). Saulquin et al. (2015) used both homogenous (transition probability indepen-

dent of time) and non-homogenous (time-varying transition probability) Markov forms, with

and without autoregression (delayed or staggered impact of a forcing). Saulquin et al. (2015)

showed that the inclusion of the observation from the previous day in the autoregressive model

was able to improve the explanation of variance (from 80% to 93% in the non-homogenous

models and from 73% to 93% in the homogenous models, Figure 18).

Figure 18: The explained variance of the four models described by Saulquin et al. (2015).
HMM - the homogeneous non-autoregressive Markov model. HMM-AR - the homogeneous
autoregressive Markov model. NHHMM - the non-homogeneous non-autoregressive Markov
model. NHHMM-AR - the non-homogeneous autoregressive Markov model. dt represents the
considered number of days prior to the prediction date which were used in the prediction.
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Saulquin et al. (2015) noted the limitation of this form of prediction when without data for a

sustained period. The best of the four models (non-homogenous and autoregressive), showed

that moving from the use of data from the previous day to data from 15 days prior to the

prediction caused a drop in the explained variance on the concentration of suspended matter

from 73% to 40% (Figure 15).
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Part II

Backscattering of light by marine particles

8 Introduction

Remote-sensing algorithms are used to estimate in-situ properties of the water column. This

involves relating apparent optical properties (i.e. remote-sensing reflectance) to inherent

optical properties (i.e. scattering). In-situ measurements of suspended particulate matter

(SPM) show a strong correlation between the backscattering of light and SPM concentration

(Gohin et al., 2005). The rate of increase in backscattering relative to SPM concentration

is represented by the mass-specific backscattering coe�cient, b⇤bp . By assuming that the

b⇤bp is constant allows us to use the relationship between backscattering and remote sensing

reflectance, to directly infer the SPM concentration. However, this relationship has been

shown to change under di↵erent regimes of varying particle properties as observed in field

observations (Neukermans et al., 2012; Bowers et al., 2015) and is therefore not constant as

often assumed.

This chapter will aim to answer the following question:

Can observations of the influence of particle composition upon backscattering be integrated

into future remote-sensing algorithms of suspended sediment concentration?

In order to this, the following objectives will be carried out:

• Carry out field observations of suspended particle properties and the optical properties

of the water column at three locations (two in France and one in the U.K.).

• Analyse the influence of particle properties upon the particulate backscattering e�ciency

(Qbbp
) and mass-specific backscattering coe�cient (b⇤bp).

• Study the potential for improved representation of mass-specific backscattering in future

remote-sensing algorithms for the suspended sediment concentration.
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9 Methods

9.1 Fieldwork locations

Three study sites are included in this chapter; the Menai Strait in northwest Wales, the

Gironde Estuary on the west coast of France and the Seine Estuary on the northern coast of

France near to the centre of the English Channel (Figure 19). The three locations all have

their individual merits, with the Gironde and Seine Estuary datasets having the potential to

identify a range of di↵erent turbidities. In addition, the advantage of the site in the Menai

Strait is that due its local proximity it is possible to make comparable measurements on both

a spring and neap tide.

Figure 19: Fieldwork locations on a map of the bathymetry of north-west Europe.
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Menai Strait, Northwest Wales

The Menai Strait sits on the Northwest coast of Wales, between the Isle of Anglesey and

the mainland formed during the post-glacial period (Harvey, 1968) (Figure 20). The strait

is orientated southwest to northwest and has a length of approximately 20 kilometres and a

mean width of 800m down to 300m either end of the Swellies (Harvey, 1968). The depth of

the strait varies between 22m in the Swellies to 1-2m at the shallowest points, with a mean

depth of approximately 13m (Harvey, 1968; Bowers, 2003). The mean spring and neap tidal

ranges at Menai Bridge have been observed to be 6.6m and 3.4m on a spring and neap tide

respectively (Harvey, 1968). The flow has been shown to be dominate southwesterly along

the strait, with a mean maximum tidal flow of 1.5ms�1 with a mean maximum tidal flow of

0.8ms�1 northeasterly along the strait (Harvey, 1968).

Fieldwork within the Menai Strait took the form of three days, two on a spring and neap tide

in October 2013 and the third in August 2014. Measurements were taken from the Bangor

University small research vessel, RV Macoma.
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Gironde Estuary, Bay of Biscay (Gulf de Gascoigne), Western France

The Gironde Estuary sits on the western coast of France bordering the Atlantic Ocean (Figure

21). The Gironde Estuary is funnel-shaped, with a length of 180km and a surface area of

635km2 up to the junction with the Garonne and Dordogne rivers (Jalón-Rojas et al., 2015).

The mean spring and neap tidal ranges at the mouth have been observed to be 5m and 2.5m

on a spring and neap tide respectively (Bonneton et al., 2015).

Field observations within Gironde Estuary were taken in two two-week long sampling periods,

the first in March 2014 and the second in July 2014. Measurements were taken from the CNRS

research vessel, RV Côtes de la Manche.
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Bay of Seine, English Channel (La Manche), France

The Bay of Seine sits on the central northern coast of France, bordering the English Channel

(Figure 22). The Seine river is approximately 160km long and dominated by the high-sediment

load fluvial discharge through the Seine estuary, varying from 700m3s�1 in the winter to

370m3s�1 in the summer, amounting to 650,000 tonnes of sediments in 2004-2005 (Verney

et al., 2009). The Seine catchment area has been estimated at 74, 000km2, with over 40% of

the French population and industry concentrated around its banks (Brenon & Le Hir, 1999).

The mean spring and neap tidal ranges at the mouth of the estuary have been observed to

be 8m and 3m on a spring and neap tide respectively (Verney et al., 2009).

Observations were made during a three week field campaign within the Bay of Seine during

January 2015. These observations were also taken aboard the RV Côtes de la Manche.
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9.2 Sampling and processing

The maximum time between optical measurements and water sampling was always less than

10 minutes and for most of the stations less than 5 minutes.

Water sampling

Water samples were taken regularly during the sampling periods at all sites, unless weather

or ship movement interfered. Samples were filtered through pre-weighed and pre-combusted

47µm glass-fibre filters. Discretion was used in deciding the amount of water to be filtered,

dependant upon time taken to filter in the case of heavily turbid sample sites. Filters were

rinsed using at least 500ml of distilled water, to remove salt from the filter. All measurements

were taken in triplicate form and then averaged. If one sample gave results a magnitude higher

or lower than the other two, it was removed before averaging.

In order to calculate the total suspended solids (TSS) of the samples, the filters were dried in

a drying oven for 12 hours at 100�C. Following the drying process, the filters were weighed,

with the di↵erence between this mass and the pre-weighed filter mass representing the mass

of TSS present. The mass was then divided by the volume of water filtered to provide the

mass concentration.

Once the samples had been dried and weighed to calculate the TSS mass, the samples were

placed in a furnace at 500�C for 3 hours, with the aim of removing organic material present

on the filters. following this, the filters were weighed once more, with the remaining mass

representing the MSS present in the filter. The mineral content proportion was then calculated

by dividing MSS by TSS. The organic content proportion is 1-MSS/TSS.

Sequoia LISST measurements of particle size and volume concentration

For each sampling set, a profile was carried out using the Sequoia LISST (Laser In Situ

Scattering and Transmissometry) 100X type-C instrument. The LISST-100X measures the
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volume scattering function (VSF), in the form of the intensity of scattering at 32 angles

defined by concentric rings on the detector (Bale & Morris, 1987; Agrawal & Pottsmith, 2000;

Agrawal & Traykowski, 2001). In order to produce the size distribution of the particles from

the VSF, mathematical inversion is necessary, to find the multi-angle scattering required to

produce the observation (Hirleman, 1987; Agrawal et al., 1991; Agrawal & Pottsmith, 2000).

The scattered optical power from the LISST peaks at small angles for large particles and at

larger angles for smaller particles (Agrawal & Pottsmith, 2000). From this, it is possible to

calculate the volume concentration within each of the 32 sample size classes, logarithmically

spaced between 2.5 and 500 µm. To increase the validity of the observations, daily background

measurements were used to calibrate the field observations

Figure 23: A fractal floc made up of multiple aggregated particles, alongside the spherical
assumption made by the LISST (Verney et al., 2011).

The LISST assumes that particles are spherical when estimating the size distribution of a

body of suspended sediments (Figure 23). When studying the size distribution in a natural

environment, there has been some reservation as to the limitations of the LISST to accurately

measure the size distribution in regions containing a high concentration of non-spherical par-

ticles (Agrawal & Pottsmith, 2000). In highly turbid environments, where the optical trans-

mission is less than 30%, multi-scattering was proposed to occur which would overestimate
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the size of flocculated particles, skewing the size distribution (Agrawal & Pottsmith, 2000).

However, the study of Agrawal et al. (2008) found that natural particles of a non-spherical

form only tended to cause a skew to one size class above the actual size, equating to an

approximate 25% overestimation. From this, it was shown that particles that were “smooth,

rounded but with random shape” (fractal) could generally be observed to behave as spheres

(Agrawal et al., 2008). It is unlikely however that the impact of multi-scattering would e↵ect

results used in this study as devices such as the ECO-BB series would be similarly e↵ected,

causing saturation, therefore meaning that this data would not be included in analysis.

WETLabs ECO-BB3 & ECO-BB9 observations

The ECO-BB series devices directly measure the backscattering coe�cient, bb (Figure 24).

The ECO-BB3 and ECO-BB9 use three and nine emitters respectively to describe the backscat-

tering at several wavelengths (Table 8). All optical devices, including the BB3/BB9 were

deployed simultaneously alongside the LISST.

Instrument Wavelengths measured, nm
WetLabs ECO-BB3 470, 532, 650
WetLabs ECO-BB9 412, 440, 488, 510, 532, 595, 650, 676, 715

Table 8: Wavelengths measured by the WETLabs ECO-BB3 and ECO-BB9 devices (WET-
Labs, 2013; WETLabs, 2016).

Measurements in the Menai Strait using the BB3 and LISST deployed both devices separately

at corresponding times and held below the surface. Measurements made in France used a

deployment frame containing both devices, with the frame held below the surface to compare

to surface water samples. For the purpose of this study, the wavelength used for analysis is

650nm, due to its relationship with suspended sediment mass concentration and subsequent

use in satellite algorithms (Gohin et al., 2005; Neukermans et al., 2012; Bowers et al., 2014).

It is generally accepted that it is possible to measure the backscattering coe�cient using

measurements of scattered light between the angles of 100� and 150� (Oishi, 1990; Ma�one

& Dani, 1997; Boss & Pegau, 2001, Boss et al., 2004a). The ECO-BB series of backscatter
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meters record the volume-scattering, � (m�1sr�1), at the fixed angle of either 117� (BB3

(WETLabs, 2016)) or 124� (BB9, (WETLabs, 2013)) in the backward direction (Neukermans

et al., 2012). The ECO-BB instruments emit light at the specified wavelengths and then

detect how they are scattered backwards o↵ particles in the water column (Figure 21).

Figure 24: Schematic of a fixed-angle backscattering sensor, similar to that of the ECO-BB
devices. This example represents a source and detector at a single wavelength of light (Boss
et al., 2004b).

The data is then corrected for the e↵ects of temperature and absorption, in addition to the

influence of pure water irrespective of particulates (Neukermans et al., 2012; Zhang et al.,

2009), to provide the particulate volume-scattering, �P . By multiplying by 2⇡�, where �

= 1.1, the bbp is calculated (Neukermans et al., 2012; Sullivan & Twardowski, 2009), with

corrections for absorption and scattering as described in Sullivan et al. (2005). In the use as

part of the project, the WetLabs ECO BB software was used to carry out the post-processing,

automating the above calibration and correction. As the ECO-BB series were originally
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developed to be used in open ocean regions with low scattering regimes, some concern has

been raised as to the impact of saturation in highly scattering regions of high turbidity (such

as the estuary catchment area) with lesser concerns of absorption and scattering loss and the

influence of multi-scattering upon the measured signal (Doxaran et al., 2016). The result

of the high sensitivity of the ECO-BB series therefore is that high turbidities are likely to

oversaturate the signal, limiting the usable data under those conditions. It may be suggested

that this would skew results towards lower turbidity in less scattering regimes, however this

form of bias has not be observed in the literature.

Sullivan et al. (2013) also addresses the uncertainties relating to optical measurements of

backscattering, noting the importance of calibration and regularly cleaning the sensors be-

tween profiles. All ECO-BB devices were calibrated before deployment reducing uncertainty

from the baseline response, by standardising the dark o↵set. All sensors were also cleaned

with filtered water used between profiles to remove organic and mineral detritus which may

influence the signal. Sullivan et al. (2013) states that due to the multiplicative nature of

the scaling factor, calibration of this is also important as per cent increases or decreases in

the scaling factor would equate to relative increased in the recorded signal. Scaling factor

has been shown to increase as a function of time, at a rate of approximately 3% a year for

ECO-BB sensors.

Sub-sampling

During the field campaigns in the Gironde and Seine estuaries, due to the high turbidities

observed, the signal from the ECO-BB devices was often saturation, preventing measruement

of the backscattering coe�cient at many of the survey stations. As described by Doxaran et

al. (2016), in high turbidities multi-scattering can cause saturation of the signal. Observations

included in this chapter are limited to those where water filtration for suspended sediment

concentration were performed and where data from the LISST and ECO-BB devices were

successfully retrieved. In both the Seine and Gironde estuaries, suspended sediment samples

were observed to exceed 1,000 gm�3.
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Cross-sectional area of particles, CSA, m2/m3 = m�1

Following the method detailed in Bowers et al. (2014), all particles measured in the 32 size

classes by the LISST are assumed to be spherical. The cross-sectional area for a particle of

each size class in then estimated and multiplied by the number of particles in each size class.

When the summed areas for each size class are added to one another, this gives an estimation

of the total cross-sectional area of particles. An additional assumption was made that for

each size class, the particles all had a diameter equal to the mid-point particle size for that

class.

Backscattering E�ciency, Qbb = bb/CSA

The backscattering e�ciency was used to represent the e�ciency of particles to backscatter

per unit of particle cross-sectional area. The backscattering coe�cient at 650nm was used

from the ECO-BB device for the study site, with the cross-sectional area calculated from the

LISST volume concentrations in each size class as previously described.

Data from the fieldwork locations are summarised in table 9.
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10 Results

10.1 Backscattering of suspended solids

Figure 25 shows the backscattering coe�cient (bbp) varying with the concentration of total

suspended solids (TSS). It is notable that there is a a consistent positive gradient between

the concentration and the backscattering coe�cient, with a linear relationship providing a

coe�cient of determination defining that 80% of the variability may be explained.
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Figure 25: Variability in the backscattering coe�cient at 650nm, with TSS, the concentration
of total suspended solids, as observed at the field observation sites in the Menai Strait, the
Gironde Estuary and the Seine Estuary over all campaigns. The correlation provided an R2,
coe�cient of determination of 0.80. Following a t-Test, the relationship provided a p-value
of < 0.05 (2.304E-21), inferring a significant relationship between the two variables. The
error bars represent the range for observations of backscattering and of concentration of total
suspended solids.
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10.2 Backscattering e�ciency, Qbbp
= bbp/CSA

As detailed in Bowers et al. (2014), the backscattering e�ciency is the backscattering co-

e�cient per unit of cross-sectional area of particles. Figure 26 shows the variability in the

backscattering e�ciency with the mineral content of the particles. An exponential fit has been

included through the data, which is able to represent 64% of the variability in this dataset.
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Figure 26: Variability in the backscattering e�ciency, Qbbp
=bbp/CSA, with MSS/TSS, mineral

content of sampled particulates, as observed at the field observation sites in the Menai Strait,
the Gironde Estuary and the Seine Estuary over all campaigns. The correlation provided
an R2, coe�cient of determination of 0.64. Following a t-Test, the relationship provided a
p-value of < 0.05 (2.3388E-08), inferring a significant relationship between the two variables.
The error bars represent the range of backscattering e�ciency and of the mineral content.
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10.3 Mass-specific backscattering coe�cient, bbp⇤

The mass-specific backscattering coe�cient represents the relationship between the concen-

tration of total suspended solids and the observed backscattering. As such, this is the most

direct relationship to those in present remote-sensing algorithms. As stated previously, present

remote-sensing algorithms assume b⇤bp to be constant. Figure 27 shows that there is a factor

of 4 variability in the observed values for b⇤bp . Using a logarithmic relationship, it was possible

to represent 36% of the variability in b⇤bp using the concentration of total suspended solids

alone.

0 10 20 30 40 50 60 70 80
0.5

1

1.5

2

2.5

3

3.5

4

4.5
x 10

−3

TSS, gm−3

b
b

p

* 
a
t 
6
5
0
n
m

, 
m

−
2
g

−
1

 

 

MS W Neap

MS W Spring

MS S

GIR Mar

GIR Jul

BofS
b

b
p

*  = 0.0007TSS0.2853, R2 = 0.36

Figure 27: Variability in the mass-specific backscattering coe�cient, bbp⇤ = bbp/SPM , with
the concentration of total suspended solids, as observed at the field observation sites in the
Menai Strait, the Gironde Estuary and the Seine Estuary over all campaigns. The correlation
provided an R2, coe�cient of determination of 0.36. Following a t-Test, the relationship
provided a p-value of < 0.05 (0.00625), inferring a significant relationship between the two
variables. The error bars represent the range for observations of mass-specific backscattering
and of concentration of total suspended solids.
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Figure 28 shows the influence of mineral content on the mass-specific backscattering coe�cient

(b⇤bp). Although there is scatter in the observations there is a distinct increase in the observed

bbp⇤ with the mineral content, from this it is possible to make a positive fit with an R2

representing 38% of the observed variability.
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Figure 28: Variability in the mass-specific backscattering coe�cient, bbp⇤ = bbp/SPM , with
MSS/TSS, the mineral content of sampled particulates, as observed at the field observation
sites in the Menai Strait, the Gironde Estuary and the Seine Estuary over all campaigns.
The correlation provided an R2, coe�cient of determination of 0.38. Following a t-Test,
the relationship provided a p-value of < 0.05 (5.1264E-54), inferring a significant relationship
between the two variables. The error bars represent the range for observations of mass-specific
backscattering and of mineral content.
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10.4 Median grain size, D50

In order to approximate the influence of particle size upon the mass-specific backscattering

coe�cient, D50, the median particle diameter is used. A negative power fit shows that as

the median particle size gets larger, bbp⇤ reduces, representing 43% of the observed variability

(Figure 29).
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Figure 29: Variability in the mass-specific backscattering coe�cient,bbp⇤ = bbp/SPM , with
D50, the mass median grain size in µm as observed at the field observation sites in the
Menai Strait, the Gironde Estuary and the Seine Estuary over all campaigns. The correlation
provided an R2, coe�cient of determination of 0.43. Following a t-Test, the relationship
provided a p-value of < 0.05 (1.6928-23), inferring a significant relationship between the two
variables. The error bars represent the range for observations of mass-specific backscattering
and mass-median particle diameter.
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Figure 30: Variability in D50, the mass median grain size in µm, with MSS/TSS, the mineral
content of sampled particulates, as observed at the field observation sites in the Menai Strait,
the Gironde Estuary and the Seine Estuary over all campaigns. The correlation provided
an R2, coe�cient of determination of 0.59. Following a t-Test, the relationship provided a
p-value of < 0.05 (2.4428E-23), inferring a significant relationship between the two variables.
The error bars represent the range for observations of mass-median particle diameter and of
mineral content.

The expectation is that as the organic proportion of the suspended material grows, that

sustained flocculation increases and therefore the particle size. Figure 30 shows the median

particle size varying with the mineral content, with a power fit providing an R2 which repre-

sents 59% of the observed variability in the particle size.
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11 Discussion

11.1 Backscattering coe�cient, bbp

The concentration of total suspended solids shows a near linear relationship with the backscat-

tering coe�cient, bbp , with an R2 of 0.80. Notably there was some scatter around the linear

fit at the Menai Strait winter neap site, which from consulting the data table is expected to

be due to low b⇤bp values observed at several of the sample points.

11.2 Backscattering e�ciency, Qbb

As also observed by Bowers et al. (2014), the mineral content was shown to influence the

relationship between the particle surface area and the backscattering of light. The fit found

by Bowers et al. (2014) was shown to represent most of the variability in this dataset although

this studies fit was able to increase this representation from a R2 of 0.58 to an R2 of 0.64,

an improvement upon the R2 of 0.62 achieved in Bowers et al. (2014). As this improvement

is minimal it may be proposed that this di↵erence may be due to the method of inferring

backscattering from radiometer readings used by Bowers as opposed to the direct observations

of backscattering used throughout this study. Nevertheless, the similarity between the two

fits suggest that the Bowers et al. (2014) method for inferring backscattering was indeed

successful. The refractive index increases for highly mineral particles, the strong relationship

between the mineral content andQbbp
would fit with the previous observation of backscattering

increasing with the refractive index (Twardowski et al., 2001; Boss et al., 2004; Stramski et

al., 2004, Bowers et al., 2014).

11.3 Mass-specific backscattering coe�cient, b⇤bp

A commonly used representation of the e�ciency of a particle to backscatter light is the mass-

specific backscattering coe�cient, b⇤bp , the relationship between the backscattering coe�cient

and the total suspended solid concentration. Over 36% of the variability in the mass-specific
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backscattering coe�cient was shown to be represented by the concentration of total suspended

solids alone, showing that as the concentration grows the relative e�ciency of the particulate

mass to backscatter increases.

In addition, with a power fit this study was able to represent 38% of the variability observed

in the mass-specific backscattering coe�cient using the mineral content of the particles. This

is a large improvement upon previous observed relationships, with Neukermans et al. (2012)

representing only 18.5% of the variability using the comparable organic content and Bowers

et al. (2014) representing 20% using the mineral content. A key note is that the value for b⇤bp

is shown to vary from approximately 0.001 m2g�1 to 0.0041 m2g�1, emphasising the flawed

notion that this can be assumed to remain constant as implemented in present remote-sensing

algorithms.

It is expected that the observed relationship between the total suspended solids concentration

and the b⇤bp is a secondary e↵ect of the influence on the refractive index by the mineral content

(Twardowski et al., 2001), as noticeable in Figure 36. Twardowski et al. (2001) describes

how particles of an increased mineral content have a higher refractive index. In this analysis,

the highest observed concentrations coincided with those that with a higher mineral content,

thus influencing the observed relationship between total suspended solids concentration and

mass-specific backscattering.

11.4 Mass-median particle size, D50

The backscattering e�ciency showed that the relationship between particle surface area and

the backscattering coe�cient is strongly dependant upon the mineral content of the particle.

It is generally presumed that size of a particle does not directly control the mass-specific

backscattering coe�cient, bbp⇤, with no significant relationships observed in the literature

(Neukermans et al., 2012). Nevertheless often particle size is related to the mineral content of

a particle, with flocculated organic particles more likely to reach larger observed sizes. Using

a negative power fit, it was possible to represent 43% of the observed variability in b⇤bp using

the median particle size, D50. However, when examined further, when observations of the
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median particle size were compared to the mineral content, the negative power fit represented

59% of the observed variability and thus it is proposed that the observed relationship between

the D50 and b⇤bp is a secondary relationship controlled by the observed influence of mineral

content on the mass-median particle size. Another consideration, as made by Agrawal et al.

(2008), is that as a particle grows in size due to flocculation, the surface area available to

scattering will diminish, resulting in a further reduced level of backscattering. In the samples

observed in this study, smaller particles were found to be more mineral than larger particles,

which tended to increased organic content. Further analysis would benefit from the inclusion

of sample sites containing high levels of faecal matter, which present the characteristics of

being both small and highly organic particles.

Neukermans et al. (2012) observes a higher range of values of mass-specific backscattering,

bbp⇤ (0.02-0.02m2g�1), than in this study (0.001-0.042m2g�1). However, it must be noted

that the observed values for Qbb in Neukermans et al. (2012) are higher also (0-0.12) in

comparison to this study (0-0.08), suggesting that the backscattering per unit cross-sectional

particulate area was higher at many of the Neukermans et la. (2012) locations than those

covered in this study, which were spread internationally (the East Atlantic coastline, the

Mediterranean Sea and South America. Bowers et al. (2014) surveyed similar locations to

those used in this thesis chapter, observing a range of bbp⇤ similar to that of this study

(0-0.005m2g�1) and a range of Qbb less than that of this study (0-0.045). The suggestion

therefore is that backscattering per unit mass and per unit cross-sectional area was higher in

the study of Neukermans et al. (2012), but that the study of Bowers et al. (2014) showed

a similar bbp⇤ range to this study and a lower range of Qbb , This study can be shown to fit

between the ranges of data observed in Neukermans et al. (2012) and Bowers et al. (2014).

11.5 Future developments

As described in the methods section of this thesis, due to saturation of the optical devices

in high turbidities, some data was excluded from this study. Future field observations could

look to improve upon this issue, by implementing HydroScat type instruments which perform
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under a higher threshold of turbidity (Doxaran et al., 2009).

Similarly, this study would benefit from the inclusion of Hydrolight radiative transfer mod-

elling to reinforce the observations. This would allow further exploration of the variability in

both mass-specific backscattering, bbp⇤ but also backscattering e�ciency, Qbb .

11.6 Implications

The expectation from the literature is that mineral particles would be better at backscattering

light as they have a higher refractive index. There is no substantiated reason to explain that

smaller particles would be better at backscattering than larger particles. In the datasets

included in this study, smaller particles are observed to be more mineral in content and as

such the link between size and backscattering e�ciency can be presumed to purely a secondary

one.

For remote-sensing, it may be challenging to begin to include notions of the influence of

particle size, surface area or mineral content upon the mass-specific backscattering coe�cient

without adding additional errors with the resulting assumptions. However, this study was

able to find a relationship between the total suspended solids concentration and the mass-

specific backscattering coe�cient which could be used in an iterative approach to improve

the represent remote-sensing algorithm and reduce the present shortcomings.

11.7 Remote-sensing algorithm iteration of b⇤bp

Using the concentration of total suspended solids, it was possible to predict 36% of the

variability in the mass-specific backscattering coe�cient (b⇤bp = 0.0007SPM0.2853). Although

this is not a strong relationship, it has potential to improve present remote sensing algorithms

which assume a constant b⇤bp by adding this variability. In order to demonstrate the potential

of such an inclusion a simple adaption of post-algorithm remotely-sensed suspended matter

concentration was used to estimate seasonal variability in b⇤bp .

b⇤bp0 is the constant mass-specific backscattering coe�cient assumed by Gohin et al. (2005)
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(0.009m2g�1).

SPM0 is the present estimation of the concentration of suspended particulate matter from

Gohin et al. (2005).

1. Using the remotely-sensed concentration from Gohin et al. (2005), it is possible to make

a first estimate of b⇤bp1, the new mass-specific backscattering coe�cient.

Mass-specific backscattering, bbp⇤ iteration, step 1

bbp
⇤
1
= 0.0007(SPM0)

0.2853 (11.1)

2. Dividing the original SPM concentration (SPM0) by the original mass-specific backscat-

tering coe�cient (b⇤bp0) provides the backscattering coe�cient from Gohin et al. (2005).

This can then be multiplied by the new estimation of the mass-specific backscattering

coe�cient (b⇤bp1) to make a new estimate of the SPM concentration (SPM1).

Mass-specific backscattering, bbp⇤ iteration, step 2

bbp
⇤
1
SPM0

bbp
⇤
0

= SPM1 (11.2)

3. Steps 1 and 2 must now be completed iteratively until the values for b⇤bp and SPM fall

on the line (bbp
⇤
1
= 0.0007(SPM0)0.2853).

4. Using the new value for bbp
⇤, it is now possible to recalculate SPM using the Gohin et

al. (2005) algorithm.

Implementing the above iterative sequence, it is possible to estimate b⇤bp . Below is an example

of a time series of b⇤bp using this approximation.
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Figure 31: Estimate of mass-specific backscattering, b⇤bp , using iteration of equation inferred
from field observations of the influence of the concentration of suspended material upon the
b⇤bp . The location is 51.95�N, -6.08�E, in the southern Irish Sea. The observations used come
from remotely-sensed suspended particulate matter concentration derived from MODIS Aqua
using the algorithm described in Gohin et al. (2005).

Figure 31 shows a clear seasonal variation in the time series, with a higher b⇤bp in the winter

and lower value in summer. Most likely, this is due to the mineral content of particles being

higher in the winter, with particles being more organic in the summer, when the ocean is

more biologically productive. The estimates of b⇤bp were significantly lower than the value of

0.009m2g�1 used in Gohin et al. (2005). However, the example method described must be

interpreted with the caveat that they were produced using the post-algorithm output used

to estimate the backscattering coe�cient. Future adaption would require iteration to involve

full recalculation of the algorithm to better evaluate the possible applicability. Similarly, as

noted earlier, the observations of Neukermans et al. (2012) showed a far larger range of values
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of bbp⇤ than observed in this study, potentially limiting the fit used for this iterative example.

Inclusion of a larger range of value of bbp⇤ would hopefully make the range developed using

this method more feasible for application within future remote sensing algorithms.
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Part III

Statistical analysis of remotely-sensed

variability in suspended material

concentration

12 Introduction

Using a remote sensing algorithm, it is possible to estimate the concentration of marine

suspended materials from observations of ocean colour from earth-orbiting satellites. This

method relies upon the relationship between remotely-sensed reflectance and backscattering

of light in-situ, which is known to have an almost linear relationship with suspended matter

concentration (Gohin et al., 2005; Bowers & Binding, 2006). The benefit of such a method of

observation is great, due to its regular data sampling and large spatial coverage. A limitation

however of taking observations from space is that atmospheric processes e↵ect observations

and in general observations only represent properties of the water column’s surface. Rivier et

al. (2012) and Saulquin et al. (2015) described the use of statistical models developed using

the satellite archive as prediction tools when observations are unavailable.

This chapter will aim to answer the following question:

Can the remote-sensing archive be used to describe and predict the concentration of surface

suspended sediment?

In order to do this, the following objectives will be carried out:

• Analyse the temporal and spatial variability in the remotely-sensed suspended sediment

concentration archive from MODIS Aqua between 2002 and 2015.

• Expand and develop the statistical modelling method used by Rivier et al. (2012) in

the English Channel to the whole northwest European shelf.
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13 Methods

13.1 OC5 Algorithm

The OC5 algorithm uses and inverted semi-analytical model to derive SPM concentration

from remote-sensing reflectance (and normalised water-leaving radiance). The following steps

(Equations 13.1 to 13.5) were used in the OC5 algorithm to estimate the suspended matter

concentration from remote sensing reflectance observed using the MODIS-Aqua instrument.

The remote sensing reflectance at a given wavelength is a function of backscattering, bbp , and

absorption, a, at this wavelength, modulated by C, a function of the solar zenith angle, the

angle of observation and the surface roughness (Gordon et al., 1975; Morel et al., 1995; Sydor

& Arnone, 2002; Gohin et al., 2005).

Remotely-sensed reflectance, RRS (Austin, 1974; Preisendorfer, 1976; Gordon et al., 1975;

1988; Lee et al., 1994; Gohin et al., 2005)

RRS(�) = C
bb(�)

a(�) + bb(�)
(13.1)

Backscattering in water can be split into three main components; backscattering by pure

water, bbw , backscattering by Chlorophyll-a, bbChl
and backscattering by non-algal particles,

bbp . The relationship between backscattering of particles and the mineral concentration is

represented as b⇤bp (= bbp/SPM , backscattering per unit mass of total suspended solids).

For more information regarding the processes which control backscattering in water, see the

introduction of this thesis and the chapter regarding field observations, where observations of

backscattering by particles are discussed.

Backscattering coe�cient, bb, m�1 (Gohin et al., 2005)

bb(�) = bbw(�) + bbChl
(�) + b⇤bp(�)SPM (13.2)

Similarly, absorption in water is made up of absorption by pure water, aw, absorption by
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suspended solids, aSPM , in addition to absorption by phytoplankton and endogenous yellow-

substances, ap+CDOM . The relationship between absorption and the concentration of sus-

pended sediments is similarly represented by a⇤ (= a/SPM , absorption per unit mass of

total suspended solids). Absorption by exogenous yellow substances, aCDOM and the mass-

specific absorption, a⇤, are proposed to have an exponential slope with wavelength, S (Gohin

et al., 2005). Babin et al. (2003b) proposed an S value of 0.0176nm�1 for the coastal water

of Europe.

Absorption coe�cient, a, m�1 (Gohin et al., 2005)

a = aw(�) + ap+CDOM(Chl)(�) + a⇤(�)SPM + aCDOM (�r)exp(�S[555� �r]) (13.3)

Both absorption and backscattering of pure water were well-documented in laboratory exper-

iments (Morel et al., 2007). In the case of Gohin et al. (2005), b⇤bp and a⇤ were assumed to

be constant (Bowers et al., 2002; Babin et al., 2003). As discussed in the fieldwork chapter

of this thesis, this assumption is flawed, with developments in field observations pursuing

improved representation of variability in b⇤bp in future remote sensing algorithms (Bowers et

al., 2014).

Equation 13.4 relates remote sensing reflectance from the satellite and reflectance.

Assumed linear relationship of R⇤(�) (Gohin et al., 2005)

R⇤(�) = ↵0 + ↵1RRS(�) (13.4)

↵0 and ↵1 represent regression coe�cients between RRS and the optical properties controlling

reflectance.

Using the shorthand of R⇤ to describe the linear fit approach relating optical properties and

remotely-sensed reflectance as defined in equation 13.4, equation 13.5 describes the overall

equation for mineral suspended sediments from remotely sensed reflectance obtained from

MODIS-Aqua.
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Algorithm for mineral suspended sediments using remotely-sensed reflectance from MODIS

Aqua at 550nm and 650nm (Gohin et al., 2005; Rivier et al., 2012)

SPMmineral =
R⇤(�)[aw + ap+y]� [bbw + bbChl

]

b⇤bp � a⇤R⇤(�)
(13.5)

In this chapter, the concentrations of suspended matter used were produced using an adapted

version of the OC5 algorithm detailed in equations 13.1 to 13.5 (Gohin et al., 2005; Gohin et

al., 2011). In order to improve the ability of the algorithm in highly turbid waters, a revision

was made from the 2005 version of the OC5 algorithm, which relied upon remotely reflectance

in the green waveband (550nm). Although the OC5 algorithm using the 550nm waveband

performs well on the continental shelf, due to saturation it underestimates the concentration

is more turbid coastal waters. In these more turbid waters, the red waveband (650nm) was

shown to outperform the saturated green waveband (550nm) signal (Nechad et al., 2010). The

updated algorithm therefore moves from the green waveband (550nm) to the red waveband

(650nm) when the concentration is greater than 4gm�3 (Petus et al., 2010; Nechad et al.,

2010; Gohin et al., 2011; Rivier et al., 2012). By switching from green to red in highly turbid

waters, the saturating e↵ect in the green waveband observed at high suspended loads is not

present at higher concentration outputs of the algorithm.

Gohin et al. (2005) uses a linear relationship between in-situ values bb
a+bb

and bb
a+bb

inferred

from remotely-sensed radiance. At low levels of remotely-sensed reflectance, there is sown to

be a positive bias in this linear relationship, with higher levels of bb
a+bb

observed by the satellite

than from in-situ observations due to limitations in the atmospheric correction. The result of

this, is that at very low levels of remotely-sensed reflectance, there will be overestimation of the

signal. In practical use, this will only be an issue when concentrating on SPM concentrations

below 1gm�3 (Gohin et al., 2005; Gohin et al., 2011; Rivier et al., 2012).

Gohin et al. 2005 describes validation of the algorithm using the 550nm wavelength, from

measurements within the Bay of Biscay. Extensive validation of the two-wavelength imple-

mentation of the Gohin et al. (2005) OC5 algorithm can be found in Gohin et al. (2011).
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Gohin et al. (2011) showed successful performance of the algorithm at 26 in-situ observation

stations across Europe (concentrating on sites in the Mediterranean Sea and the North Sea).

Atmospheric correction

Atmospheric correction is a key process within ocean colour remote sensing. Without correct-

ing for the presence of the atmosphere, the atmospheric radiance adds to the ocean surface

radiance within the visible spectrum (Austin, 1974). Additionally, atmospheric correction

is used to exclude data due the presence of cloud cover which may obscure ocean surface

observations (Figure 32). The main algorithm used with the MODIS and SeaWiFS (Sea-

viewing Wide Field of View Sensor) instruments was developed by Gordon and Wang (1994),

following the launch of the first MODIS satellite in 2002, this was then validated using in-situ

observations (Wang et al., 2005; Zibordi et al., 2006; IOCCG, 2010).

Top of atmosphere radiance, Lt,Wm�2sr�1 (IOCCG, 2010)

Lt(�) = Lr(�) + La(�) + Lra(�) + t(�)Lwc(�) + T (�)Lg(�) + t(�)t0(�)cos✓0[Lw(�)N ]

Lr is the Rayleigh radiance, Wm�2sr�1

La is the scattering by aerosols, Wm�2sr�1

Lra is the multiple interaction term between molecules and aerosols, Wm�2sr�1

t0 and t are the di↵use transmittances of the atmosphere from the sun to the surface and the

surface to the sensor respectively

Lwc and Lg are components of radiance due to whitecaps on the sea surface and specular

reflection of direction sunlight, Wm�2sr�1

LwN is the normalised water-leaving radiance, Wm�2sr�1

T is the direct transmittance from the surface to the sensor
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Radiance path, Lpath (IOCCG, 2010)

Lpath(�) = Lr(�) + La(�) + Lra(�)

Figure 32: Cloudy MODIS image taken from EOSDIS WorldView for the 13th February 2013
(NASA EOSDIS, 2016).

The above equations display the constituent components of the radiance observed by the

satellite. In order to output the normalised water leaving radiance, Lw(�)N , it is necessary to

calculate the other components of the equation. The following steps are taken when carrying

out the atmospheric correction upon a MODIS remotely-sensed image:

1. The Rayleigh radiance, Lr(�), is computed from lookup tables that are created using

vector radiative transfer theory (which includes the e↵ects of polarisation) (Wang, 2002;

Wang, 2005; IOCCG, 2010);

2. The Whitecap radiance, Lwc(�), is then modelled from the wind speed at the sea surface

(Moore et al., 2000).

122



3. The sun glint radiance observed at the top of the atmosphere, T (�)Lg(�), can be in

the most part removed from the observations. The remaining sun glint e↵ects may be

removed using a model of sea surface slope distribution as a basis (Cox & Munk, 1954;

Wang & Bailey, 2001; IOCCG, 2010).

4. In the near infra-red, Lw(�)N is minimal and is used to estimate the remaining atmo-

spheric biases. La(�) and Lra(�) can be extrapolated to visible wavebands using aerosol

modelling techniques (IOCCG, 2010). Aerosol models account for the scattering e↵ect

upon La(�) and Lra(�), which increases as the aerosol concentration increases (Shettle

& Fenn, 1979).

5. t0(�) and t(�) are estimated using Yang & Gordon (1997), to then calculate the Lw(�)N

within the visible wavelengths.

From this, the spectra of LW (�)N is used as to calculate optical products. From the water-

leaving radiance, a linear relationship is used to calculate the remote sensing reflectance at

the sea surface (using Equation 13.8 and the values for ↵ in Table 10).

Calculating remote sensing reflectance from normalised water leaving radiance (Wm�2sr�1)

(Gohin - personal communication, 2013)

RRS(�) = LW (�)N/↵(�) (13.8)

Table 10: The conversion values, from normalised water-leaving radiance to remote sensing
reflectance (Gohin, 2013 - Personal communication)

Wavelength, �, nm ↵
412 171.182
443 188.754
488 194.178
531 184.944
551 189.998
667 152.439

It has been proposed that due to assumptions which are made in the atmospheric correction

of MODIS data, unintentional error may be added to the remote-sensing algorithm of Gohin
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et al. (2005) (Aznay & Santer, 2009; Rivier et al., 2012).
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13.2 Usable remote-sensing observations

Unfortunately, in some circumstance atmospheric correction is still unable to provide usable

observations of the Ocean’s surface, referred to as atmospheric correction failure. This is

prevalent in the presence of clouds (Figure 32) or in the case of coastal adjacency. The

following monthly figures (Figures 33 and 34) demonstrate the percentage of daily images

which provided usable data points.

Two main features can be identified from the following figures detailing the percentage of

usable data provided from MODIS:

• There is a latitudinal variability in the percentage of usable data, with locations with

more southerly latitudes providing a higher percentage of usable data than those further

north. In the northern North Sea, the percentage of usable data varies between 5% and

25%, whereas in the Mediterranean Sea, the percentage of usable data varies between

25% and 65%.

• The percentage of usable data varies between the winter and the summer, with lower

levels of usable data in the winter and higher levels in the summer. At one location

in the Irish Sea, only 7% of data was usable in January, whereas the same location

provided 38% of usable data in July.
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13.3 Processing of remote-sensing observations

Remote-sensing data of the Chlorophyll-a and suspended particle matter (SPM) concentra-

tions observed by the MODIS Aqua satellite were obtained through the Ifremer public FTP

(file transfer protocol):

ftp://ftp.ifremer.fr/ifremer/cersat/products/gridded/ocean-color/atlantic/modis/

The data were then extracted from the daily NetCDF4 source files and stored in the form of

yearly datasets. Each file included observations at a resolution of 1km2 for each pixel, from

a longitude of �12�E to 12.99�E and a latitude of 36�N to 60�N (1667km longitudinally by

2401km latitudinally). Figure 35 shows a section of the total dataset, the English Channel,

at the full resolution of 1km2.

Figure 35: Suspended particulate matter concentration from MODIS Aqua at a resolution of
1km2 in the English Channel on the 30th January 2008.
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In order to reduce the impact of low data availability due to atmospheric correction failure

upon the statistical analysis, the daily images were averaged spatially into 10km2 grids,

excluding NaN values (not a number, due to atmospheric correction failure or land) into a

grid of 166 by 240 pixels. Figure 36 demonstrates the spatial averaging e↵ect upon the full

resolution dataset present in Figure 35.

Figure 36: Spatially-averaged suspended particulate matter concentration at a resolution of
10km2 from the source data at 1km2 from MODIS Aqua in the English Channel on the 30th
January 2008.
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Statistical model construction

The main purpose of producing statistical models of suspended matter concentrations, such

as those detailed in Table 11, is to better understand the role that sediment transport forcings

have upon remotely-sensed surface suspended sediment concentrations and how they may vary

spatially and temporally. In addition, comparing outputs of these models to observations sug-

gest how well variation in observed suspended matter concentration can be explained through

the use of minimal input parameters. This has implications not only for understanding local

and regional dynamics but also has potential to provide simple prediction methods.

The main hydrodynamic factors controlling the resuspension of sediments at a predictable

scale are tides (both semi-diurnal and spring-neap) and wind-driven waves. Tides act from

the bed to stir up loose bed sediments and are e�cient in shallow regions with high tidal

current speeds. Whereas, wind-generated waves at the ocean surface drive mixing through

the water column, reducing in vigour with increasing depth. driven suspension acts from the

air-sea interface downwards. The e↵ect of wind upon resuspension is most apparent in areas

of either low tidal activity or areas where the tide alone is unable to bring sediment to the

surface, such as in deeper water.

Whereas hydrodynamic forcings act to resuspend sediment, flocculation of particles into larger

aggregates acts to increase the settling speed of suspended particles, hampering the impact

of hydrodynamic forcings. The most e↵ective form of flocculation of particles occurs in the

presence of organic-derived polysaccharides such as those excreted by marine organisms. To

represent the presence of this organic material within the statistical models, Chlorophyll-a

concentrations are used as a proxy. Bathymetry is an important factor, with hydrodynamic

influence on resuspension of sediments diminishing with depth. For the purpose of these

statistical models, because the coe�cients vary spatially and with the bathymetry, they take

into account the influence of depth.

Tides

In order to represent the spring-neap variability of the tides, the maximum daily tidal current
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speed in metres per second (ms�1) is used, calculated from the tidal phases and amplitudes

from the latest iteration of the global TPXO 8.0 Atlas solution (Egbert et al., 1994; Egbert

& Erofeeva, 2004; Egbert et al., 2010; Ray et al., 2010). This was chosen as an alternative

to the spatially centralised SHOM Brest tidal coe�cient favoured by Rivier et al., 2012

(SHOM, 2000), in order to better represent spatial variability in tidal activity. The values

were calculated for each day and each latitude and longitude grid location of the shelf region.

The model output was interpolated from the 1/30th degree output of TPXO to 10km2 for

the statistical model, with the maximum tidal current speed for each day calculated (Figure

37).

Figure 37: Maximum tidal current speed from the TPXO 8.0 output of the north-west Euro-
pean shelf.

Wind
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The wind speed used as an input is taken from the ECMWF (European Centre for Medium-

term Weather Forecasts) wind model output (Figure 38). The wind speed at the ocean surface

is measured in metres per second (ms�1), calculated from the U and V orthogonal velocity

components using the Pythagorean theorem. The output was interpolated from the 25km2

grid to 10km2 and 10 days to 1 day for the statistical model. Wind speed was chosen instead

of the significant wave height as with Rivier et al. (2012), to take account of the varied

influence of the wind speed on the ocean surface as used in the numerical model designed by

Bowers (2003).

Figure 38: Maximum windspeed taken from a year of ECMWF model output of the north-
west European shelf.
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Bathymetry

Figure 39: GEBCO bathymetry of the north-west European shelf. The scale is limited to
250m to accentuate shallower waters. Areas of the shelf in this region may exceed 2500m o↵
the continental shelf.

The bathymetry of the northwest European shelf is shown to have a steep drop along the

shelf break west of France and Ireland (Figure 39). The Irish Sea is observed to have a

channel between the Scotland-Northern Ireland entrance and the Republic of Ireland-England

entrance, which is approximately 150m deep. Elsewhere in the Irish Sea, the North Sea and

the English Channel, the depth is shown to vary between 0 and 100m.

Suspended sediment and Chlorophyll-a concentrations

Suspended sediment and Chlorophyll-a concentrations were obtained from the Ifremer publicly-

available database of remote sensing observations. The suspended sediment and Chlorophyll-a

concentrations were calculated from remote sensing reflectance from MODIS Aqua (Gohin et
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al., 2005; Gohin et al., 2011; Hu et al., 2012). In order to include concentrations for each

day, the observations were averaged over 10x10 sets of 1km2 resolution observations (Fig. 35;

36), in order to reduce the impact of atmospheric correction failure upon the input data to

the model. Figures 33 and 34 show the percentage of days where atmospheric correction was

successful over the shelf region, both in each month of the year and over the entire MODIS

Aqua period for this study from 2002 to 2015.

Model Formulation, SPM(day,lon,lat) =

1 SPMT = (a1(lon, lat)sin(
2⇡(day�a2(lon,lat))

365 ) + a3(x, y)) ⇤ T ide(day, x, y)
2 SPMTW = (b1(lon, lat)sin(

2⇡(day�b2(lon,lat))
365 ) ⇤Wind(day, x, y)) + SPMT

3 SPMTWC = (c1(lon, lat)sin(
2⇡(day�c2(lon,lat))

365 ) ⇤ ( 1
Chl(day,lon,lat))) ⇤ SPMTW

Table 11: Statistical model formations used within the statistical modelling chapter. The
table details all three models, SPMT (tide only), SPMTW (tides and wind) and SPMTWC

(tides, wind and Chlorophyll-a). The inputs are as detailed above: the tidal current speeds
are calculated from TPXO 8.0 Atlas solution; the wind speed from the ECWMF wind model
and the suspended sediment and Chlorophyll-a concentrations were remotely-sensed using
MODIS Aqua. The grid locations are represented by lon for longitude and lat for latitude.

A key factor in the resuspension of sediments is the settling speed of particles, which increases

as particles flocculate. Particles are expected to flocculate most in the spring and summer

months, when photosynthetic activity generally peaks, causing high particle settling speeds.

In contrast, in the winter when photosynthetic activity is often lower, flocculation is less

e�cient and thus the settling speed of particles would be expected to be at its lowest. To

take account of this seasonal variation in flocculation, the production of the model involves a

least-squares regression to fit a sine curve coe�cient upon the forcings of the wind, the tides

and Chlorophyll-a. The model assumes that the coe�cients will vary sinusoidally, although

the amplitude and phase are allowed to vary for the regression aiming to take account of

regions with little seasonal variability represented by a sine curve. Rivier et al. (2012)

depended solely upon Chlorophyll-a to derive the influence of flocculation, with the inclusion

of Chlorophyll-a in this model aiming to build upon the imposed sinusoidal variability.
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14 Results

14.1 Suspended particulate matter in north-west Europe

Figure 40 shows the average of all remotely-sensed concentrations of suspended matter within

each season, observed within the period of June 2002 and May 2015. Figure 41 shows the

remotely-sensed concentrations of suspended matter at three locations (one in the Irish Sea,

one in the English Channel and one in the North Sea).

Figure 40: Average suspended matter concentration from usable data observed in Winter,
Spring, Summer and Autumn from MODIS-Aqua images between 2002 and 2015.
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Figure 41: Remotely-sensed suspended particulate matter concentration time series from
MODIS in 2012 at three locations: the Irish Sea, the English Channel and the North Sea, as
shown in figure 46.
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Spatial variability

The concentration of suspended particulate matter is shown to be highest along the Irish

Sea coastline and in the southern North Sea, surrounding the East Anglian coastal region,

with a large plume of suspended material. A high concentration of SPM is also observed

around the coast of the Isle of Wight in the north central English Channel. In the figure

for the spring-averaged concentration, there is a noticeably higher concentration on the shelf

which is believed to be due to the presence of coccolithophores and is not non-algal (Balch

et al., 2005). Coccolithophores peak in concentration when the water is less turbid, the

level of turbulent activity drops and their is a high level of biological productivity, peaks in

coccolithophores therefore most commonly coincide with the spring bloom and the summer

months.

Temporal variability

The concentration of suspended material is observed to vary from the highest concentration

in the winter, where wind and wave activity are at their greatest to the summer where the

concentration of suspended material is at its lowest. This e↵ect is exacerbated by the seasonal

variability in the settling speed of particles due to increased flocculation in the summer,

resulting in an even lower concentration at this time than would otherwise be expected if

only accounting for variability in wind and wave activity.
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14.2 Spring-neap tidal variability in SPM

The sum of the M2 and S2 tidal harmonics leads to tidal range variability at a cycle of

approximately 14 days. Within this cycle, the period of the largest tidal range is referred to

as the spring tide, the period of the smallest tidal range referred to as the neap tide. During

a spring tide, a larger volume of water must be moved between the ebb and flood and as such

the tidal current speeds are greater. The result is a variation in the maximum current speed

observed in approximately 14 day cycles, with resuspension rates peaking following the spring

tide and therefore also the concentration of suspended material (Figure 42).

Figure 42: Remotely-sensed suspended matter concentrations on a neap and successive spring
tide from MODIS-Aqua. The neap tide image was taken on the 2nd October 2015, with the
spring tide image was taken on the 25th September 2015.

Figure 43 demonstrates the amplification of the concentration of suspended particulate matter
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on a spring tide over that observed on a neap tide. The area surrounding the North coast of

France and the central English Channel are shown to observed concentrations on the spring

tide up to 5 times that observed on the neap tide.

Figure 43: Amplification of remotely-sensed suspended matter concentrations on the spring
tide over that observed on the neap tide by MODIS-Aqua. The neap tide values used were
taken on the 2nd October 2015, with spring tide values taken on the 25th September 2015.
Values o↵ the land that are white signify points where data was unavailable for one or other
of the two datasets.
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14.3 Storm-events

During storms, large wind-driven waves drive a large increase in the resuspension rate. As

storms are most prevalent in the winter, when also the settling speed is lower (Bowers, 2003;

Ellis et al., 2008), sediment resuspended by storms at this time of the year is liking to remain

in suspension for several days to weeks following the initial event.

The winter period of 2013 to 2014 was hailed as the stormiest winter on record by meteo-

rological agencies in both the U.K. and Ireland (Matthews et al., 2014). The e↵ect of this

extreme winter was detailed in Gohin et al. (2015), associated to this thesis.

Figure 44: Remotely-sensed suspended matter concentration following a storm event from
MODIS-Aqua. The image was taken on the 9th March 2014.

Figure 44 shows large areas of turbidity, notably around the Isle of Wight and the area of

Cherbourg. The central English Channel (especially towards the western mouth) are shown
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to observed far lower concentrations than the two adjacent coastlines.

14.4 Chlorophyll-a in north-west Europe

Chlorophyll-a concentration can be used as a representation of the phytoplankton productivity

in the ocean. The Chlorophyll-a data for this thesis was processed using the NASA algorithm

described by Hu et al. (2012).

Figure 45 shows the average of all remotely-sensed concentrations of Chlorophyll-a within

each season, observed between the period of June 2002 and May 2015.

Figure 45: Average Chlorophyll-a concentration from usable data observed in Winter, Spring,
Summer and Autumn from MODIS-Aqua images between 2002 and 2015.
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Temporal variability

Chlorophyll-a concentration is shown to peak in the spring period (between April and June)

(Figure 45), coinciding with the spring phytoplankton bloom. Similarly, notable mainly in the

Spring and Summer, there is blooming along the shelf break (o↵ the west coast of Ireland),

which causes increased concentrations of Chlorophyll-a.

Spatial variability

The locations with the highest concentration of Chlorophyll-a are generally observed to be

shallower coastal areas (such as in Liverpool Bay). In the Spring period, the concentration is

shown to peak further from the coastline in the southern North Sea.
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Figure 46: Location of observation points
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Figure 47 shows a time series of Chlorophyll-a concentration observed in 2012 at three loca-

tions (see figure 46).
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Figure 47: Remotely-sensed Chlorophyll-a concentration time series from MODIS in 2012 at
three locations: the Irish Sea, the English Channel and the North Sea, as shown in figure 46.

All three locations show peaks in the spring period, with secondary peaks later in the year

(coinciding with the autumn bloom). Despite similar temporal variability, the spring peaks are

separated by almost two months (day 90 - day 150) between the Irish Sea location (53.6�N ,

4�W ) and the North Sea location (53.6�N , 3�E). Additionally the Irish Sea location and

English Channel location (50�N , 0�W ) have a seasonal range twice that of the North Sea

location (0-6mgm�3 in comparison to 0-3mgm�3).

143



14.5 Model 1, Tides

SPMT = (a1(lon, lat)sin(
2⇡(day�a2(lon,lat))

365 ) + a3(x, y)) ⇤ T ide(day, x, y)

Irish Sea (53.6�N , 4�W )

The top time series in Figure 48 shows the output of model 1 alongside the remotely-sensed

observations for the location in the Irish Sea (red point in Figure 46). The seasonal variability

in the concentration is predicted well by model 1, with peaks in the concentration during the

winter months and troughs in the summer when the concentration drops, with the highest R2

of the three locations, 0.332. The main secondary feature of the variability is the spring-neap

tidal variation, which is represented in model 1. The model does not represent the irregular

peaks in concentration, especially during the winter months (January-March 2010) and also

as illustrated in summer peaks (July 2010; 2011; 2012), leading to an RMSE of 1.324gm�3

(10% of the highest observed concentration at this location).

English Channel (50.0�N , 0�W )

The middle time series in Figure 48 shows the output of model 1 alongside the remotely-sensed

observations for the location in the English Channel (green point in Figure 46). Although the

features described for the Irish Sea location are also visible in the English Channel, model

1 does not represent the spring-neap variability in concentration to the same degree, with

under-prediction in the concentration range in the winter months. This location has the low-

est R2 value of the three described, at 0.285. The model does not represent the irregular peaks

in concentration observed in the winter months, above the existing seasonal and spring-neap

variability, leading to an RMSE of 1.111gm�3 (13% of the highest observed concentration at

this location). In 2010 and 2011, the model is shown to overestimate the concentration during

the summer months, maintaining spring-neap variability which is minimal in the remotely-

sensed observations.

North Sea (53.6�N ,3�E)
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he bottom time series in Figure 48 shows the output o model 2 alongside the remotely-sensed

observations for the location in the North Sea (blue point in Figure 46). The model predicts

the seasonal variability in the range of values observed during spring-neap cycles in the North

Sea demonstrated by the R2 value of 0.306, however the model predicts a clear spring-neap

variability, which is not necessarily as clear in the observations. In comparison to the Irish

Sea and English Channel locations, there is a higher level of variability around the model

prediction in the observations, with an RMSE of 1.621gm�3 (12.5$ of the highest observed

concentration at this location).

Overall, model 1 is shown to represent the spring-neap tidal variation well at all three lo-

cations, matching with the remotely-sensed observations. The model also clearly represents

the seasonal variation in the spring-neap concentration range, with a larger range of concen-

trations in the winter than at the summer at the three locations. The model is shown to

underperform in representation of surges in concentration, relating to storms (such as that

in the March 2010), where the observations exceed the model prediction. This can also be

seen in further erratic peaks (such as those in the summer of 2012), where there are multiple

peaks in the concentration which are not represented by the model.

145



2
0
1
0

2
0
1
0
.5

2
0
1
1

2
0
1
1
.5

2
0
1
2

2
0
1
2
.5

2
0
1
3

05

1
0

1
5

Y
e
a
r

SPM, gm
−3

5
3
.6

°
N

, 
4

°
W

 

 
O

b
se

rv
a
tio

n
s

M
o
d
e
l 1

2
0
1
0

2
0
1
0
.5

2
0
1
1

2
0
1
1
.5

2
0
1
2

2
0
1
2
.5

2
0
1
3

05

1
0

Y
e
a
r

SPM, gm
−3

5
0
.0

°
N

, 
0

°
W

 

 
O

b
se

rv
a
tio

n
s

M
o
d
e
l 1

2
0
1
0

2
0
1
0
.5

2
0
1
1

2
0
1
1
.5

2
0
1
2

2
0
1
2
.5

2
0
1
3

05

1
0

1
5

Y
e
a
r

SPM, gm
−3

5
3
.6

°
N

, 
3

°
E

 

 
O

b
se

rv
a
tio

n
s

M
o
d
e
l 1

F
ig
u
re

48
:
P
re
d
ic
ti
on

of
su
sp
en

d
ed

se
d
im

en
t
co
n
ce
nt
ra
ti
on

u
si
n
g
m
od

el
1
(t
id
es
)
al
on

gs
id
e
re
m
ot
el
y-
se
n
se
d

ob
se
rv
at
io
n
s.

T
h
re
e

lo
ca
ti
on

s
ar
e
in
cl
u
d
ed

to
il
lu
st
ra
te

th
e
m
od

el
,
on

e
in

th
e
Ir
is
h
S
ea

(5
3.
6�
N
,
4�
W

,
R

2
=
0.
33

2,
R
M
S
E
=

1.
32

4g
m

�
3
),
th
e
E
n
gl
is
h
C
h
an

n
el

(5
0.
0�
N
,
0�
W

,
R

2
=
0.
28

5,
R
M
S
E
=

1.
11

1g
m

�
3
)
an

d
th
e
N
or
th

S
ea

(5
3.
6�
N
,
3�
E
,
R

2
=
0.
30

6,
R
M
S
E
=

1.
62
1g

m
�
3
).

L
oc
at
io
n
s
p
lo
tt
ed

in
F
ig
.
46
.

146



Figure 49 shows the values of R2 between the statistical prediction from model 1 and the

remotely-sensed observations. Over the shelf region, the model is shown to predict over 45%

of the variability with R2 values as high as 0.6 in the central Irish Sea and on the East coast

of England.

Figure 49: The R2 coe�cient of determination between the model 1 prediction and remotely-
sensed observations.
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Figure 50 shows the root-mean squared error from the statistical model based upon tides.

The root-mean squared error of the prediction from model roughly follows the observed con-

centration, with high error in the coastal regions of the Eastern Irish Sea and o↵ the East

Anglian coast.

Figure 50: The root-mean squared error, RMSE, between the model 1 prediction and
remotely-sensed observations.
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The coe�cient a1 describes the amplitude of the sine curve fitted to the annual variation

in the tidal current speed in a regression with the remotely-sensed observations (Figure 51).

High amplitudes are observed in areas with high concentrations, including the Irish Sea and

the East Anglian coast. Additionally, high values for a1 are observed o↵ the Shelf, north of

Spain and in the Western North Sea.

Figure 51: The coe�cient a1 representing the amplitude of the sine curve fitted to the annual
variation in the tidal current speed in a regression with the remotely-sensed observations.
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The coe�cient a2 represents the phase of the sine curve fitted to the annual variation in the

tidal current speed in a regression with the remotely-sensed observations (Figure 52). The

correlated phase di↵erence is shown the be predominately between 80 and 120 days. Values

o↵ the shelf are shown to be significantly less, at 20 to 40 days.

Figure 52: The coe�cient a2 representing the phase di↵erence of the sine curve fitted to the
annual variation in the tidal current speed in a regression with the remotely-sensed observa-
tions.
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The coe�cient a3 represents the additional component of the sine curve fitted to the tidal

current speed in the regression with the remotely-sensed observations, with values ranging

between 0 and 30 on the shelf (Figure 53). Values o↵ the shelf are shown to far exceed those

on the shelf, where there is a tidal current speed less than 0.25ms�1 and the depth exceeds

1000m.

Figure 53: The coe�cient a3 representing the additional component of the sine curve fitted
to the tidal current speed in the regression with the remotely-sensed observations.
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14.6 Model 2, Tides & Wind

SPMTW = (b1(lon, lat)sin(
2⇡(day�b2(lon,lat))

365 ) ⇤Wind(day, x, y)) + SPMT

Irish Sea (53.6�N , 4�W )

The top time series in Figure 54 shows the output of model 2 alongside the remotely-sensed

observations for the location in the Irish Sea (red point in Figure 46). The inclusion of wind

within model 2 adds to the representation of peaks in both the winter and the summer.

Additionally, there is a reduction in the overestimation of SPM concentration in the summer

in comparison to model 1, due to the generally reduced wind speed during the summer months.

The inclusion of wind speed adds up to 0.5gm�3 to the winter concentration prediction and

lowers the winter prediction by 0.6gm�3, bringing the model closer in line with the remotely-

sensed observations. Model 2 shows a modest increase in R2 from 0.332 in model 1, to 0.373

in model 2, with a reduction in the RMSE from 1.324gm�3 in model 1 to 1.121gm�3 in model

2, most likely associated with the improved winter-summer variability.

English Channel (50.0�N , 0�W )

The middle time series in Figure 54 shows the output of model 1 alongside the remotely-

sensed observations for the location in the English Channel (green point in Figure 46). At

this location, there is only minor improvement in the performance of the model, with an

R2 of 0.327 over 0.285 in model 1 and a small reduction in the RMSE from 1.111gm�3 to

1.012gm�3.

North Sea (53.6�N ,3�E)

The bottom time series in Figure 54 shows the output of model 2 alongside the remotely-

sensed observations for the location in the North Sea (blue point in Figure 46). This location

shows the best improvement in model performance of the three locations described with the

inclusion of wind. There is a reduction in the summer concentration by up to 0.8gm�3 in line

with the remotely-sensed concentration. Similarly, the addition of wind speed increases the

winter concentration prediction by 0.8gm�3. This can be shown to represent the increased

seasonality of the model with the inclusion of wind speed. The R2 at the North Sea location
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is shown to increase from 0.306 in model 1, to 0.416 in model 2, with a reduction in the RMSE

from 1.621gm�3 to 1.406gm�3.

The improvement with the inclusion of the wind speed is shown to vary spatially, with loca-

tions such as the Irish Sea and North Sea showing improved representation of the seasonal

variability in the SPM concentration. In contrast, only minimal improvement from model 1

is shown in the English Channel.
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Figure 55 shows the values of R2 between the statistical prediction from model 2 and the

remotely-sensed observations.

Figure 55: The R2 coe�cient of determination between the model 2 prediction and remotely-
sensed observations.
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Model 2 shows a slight decrease in the coastal error described by RMSE, although this rep-

resents less than a 3% decrease in coastal regions (Figure 56).

Figure 56: The root-mean squared error, RMSE, between the model 2 prediction and
remotely-sensed observations.
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The coe�cient b1 describes the amplitude of the sine curve fitted to wind speed in the regres-

sion with the remotely-sensed observations (Figure 57). In addition to high amplitudes in

coastal regions associated with high concentrations (the Irish Sea and southern North Sea),

the amplitude is shown to be high on the shelf break region of the Celtic Sea and southern

Irish Sea, o↵ the coast of Cornwall.

Figure 57: The coe�cient b1 representing the amplitude of the sine curve fitted to the wind
speed in the regression with the remotely-sensed observations.
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The coe�cient b2 describes the phase di↵erence of the sine curve fitted to the wind speed

in the regression with the remotely-sensed observations (Figure 58). The phase di↵erence is

shown to be between 140 and 180 days in the Irish Sea and Celtic Sea, with a phase di↵erence

of 100 to 120 days in the North Sea region. The phase di↵erence from the regression is highly

variable o↵ the shelf due to the di�culty in regression in a region with a concentration below

1gm�3.

Figure 58: The coe�cient b2 representing the phase di↵erence of the sine curve fitted to the
wind speed in the regression with the remotely-sensed observations.
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14.7 Model 3, Tides, Wind & Chlorophyll

SPMTWC = (c1(lon, lat)sin(
2⇡(day�c2(lon,lat))

365 ) ⇤ ( 1
Chlor(day,lon,lat))) ⇤ SPMTW

Irish Sea (53.6�N , 4�W )

The top time series in Figure 59 shows the output of model 3 alongside the remotely-sensed

observations for the location in the Irish Sea (red point in Figure 46). The inclusion of

Chlorophyll-a into model 3 increases further the seasonality in spring-neap tidal cycle of SPM

concentration, with a lower range in the summer and a larger range in the winter. The model

shows improved representation of higher concentration peaks (up to 6gm�3 than model 2),

however this leads to overestimation for the spring and summer period (April-September) in

the Irish Sea location. The model R2 at this location increases from 0.373 in model 2, to

0.558 in model 3, with a reduction in the RMSE from 1.121gm�3 in model 2 to 0.896gm�3

in model 3.

English Channel (50.0�N , 0�W )

The middle time series in Figure 59 shows the output of model 3 alongside the remotely-sensed

observations for the location in the English Channel (green point in Figure 46). Similarly to

the Irish Sea location, model 3 shows improved representation of the timing of the peaks in

concentration, however the model under-predicts the actual concentration peak in the winter

and slightly overestimates in the summer. Due to the increased representation of peak timing

in this model, the R2 in this location increases to 0.617 from 0.416 in model 2. Due to the

over-prediction of this model, there is only a modest decrease in the RMSE, from 1.012�3 to

0.823gm�3.

North Sea (53.6�N ,3�E)

The bottom time series in Figure 59 shows the output of model 3 alongside the remotely-

sensed observations for the location in the North Sea (green point in Figure 46). The inclusion

of Chlorophyll-a improves the seasonality in the concentration further, with the minimum

and maximum values closely aligned between observation and prediction in both timing and

intensity. Despite this, there is only minimal representation of the spring-neap variation
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observed through remote-sensing. Model 3 improves on the R2 in model 2, from 0.416 to

0.667, with a reduction in the RMSE from 1.406gm�3 to 0.821gm�3

The inclusion of Chlorophyll-a in model 3 is shown to improve the prediction at all three

locations, however in the case of the Irish Sea location, this leads to over-prediction for the

spring and summer. In contrast, the English Channel location prediction shows that the model

under-predicts the concentration in the winter and slightly over-predicts the concentration in

the summer.
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Figure 60 shows the prediction R2 of the suspended sediment concentration using model 3.

Model 3 improves the prediction R2 within stratifying regions including the central Irish Sea

and the English Channel.

Figure 60: The R2 coe�cient of determination between the model 3 prediction and remotely-
sensed observations.
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Model 3 shows a further reduction in the RMSE, concentrated in the stratifying regions of

the Irish Sea (Figure 61). In regions with no stratification, there is little improvement in the

error as compared to model 2.

Figure 61: The root-mean squared error, RMSE, between the model 3 prediction and
remotely-sensed observations.
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The coe�cient c1 describes the amplitude of the sine curve fitted to inverse of the Chlorophyll-

a concentration in the regression with the remotely-sensed observations (Figure 62). The

high amplitudes in coastal regions are associated with high concentrations (the Irish Sea and

southern North Sea) as in the previous two sine curves. The amplitude is shown to be raised

along the shelf break, within the Irish Sea and North of Scotland.

Figure 62: The coe�cient c1 representing the amplitude of the sine curve fitted to the inverse
of the Chlorophyll-a concentration in the regression with the remotely-sensed observations.
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The coe�cient c2 describes the phase di↵erence of the sine curve fitted to the inverse of the

Chlorophyll-a concentration in the regression with the remotely-sensed observations (Figure

63). There is a lot of noise in the phase di↵erence, however there are broader patterns in the

main areas of the region. The phase di↵erence is shown to be erratic along the shelf due to

the low concentrations in these regions. In the Celtic Sea and southern Irish Sea, the phase

di↵erence is shown to be between 310 and 330 days, and lower at 290 to 310 days in the

northern Irish Sea and the southern North Sea. The phase di↵erence in the northern North

Sea is shown to be between 320 and 340 days. The phase di↵erence drops to between 210

and 250 days in the eastern English Channel.

Figure 63: The coe�cient c2 representing the phase di↵erence of the sine curve fitted to
the inverse of the Chlorophyll-a concentration in the regression with the remotely-sensed
observations.
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15 Discussion

The purpose of this chapter was to test a statistical model using tides, wind and Chlorophyll-a

to predict the concentration of suspended material on the U.K. and Atlantic French shelf. In

addition to expanding the method described by Rivier et al. (2012), the model pertained in

this chapter aims to improve upon the performance and broad applicability in the shelf sea

region.

15.1 Model 1, Tides

Using tides alone, with a coe�cient seasonal sine curve, the model is shown to predict both

the seasonal variabiltiy in the observed concentration and also the spring-neap tidal cycle in

the concentration. The model was shown to predict between 30 and 65% of the variability

in the concentration. This shows a large improvement upon the predictability of Rivier et al.

(2012). The model shows increased performance in the central English Channel over Rivier

et al. (2012), in addition to a significant improvement (R2 greater than 0.45 in comparison

to less than 0.05) in the western English Channel and Celtic Sea.

15.2 Model 2, Tides and Wind

There is a slight improvement in the prediction with the inclusion of wind in the model

prediction. In comparison to the model of Rivier et al. (2012), the increase in performance

is not as substantial as much of the seasonal variability is accounted for in the sine curve

seasonal coe�cient used in the tidal model. The model 2 improvement is shown to vary

spatially, with some locations showing more improvement than others. The English Channel

location shows very little improvement with the inclusion of wind in the model. However, the

two other locations show increased representation of the seasonal di↵erence between winter

and summer on the SPM concentration (higher in the winter, lower in the summer).
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15.3 Model 3, Tides, Wind and Chlorophyll

The inclusion of Chlorophyll-a in the statistical model has the e↵ect of increasing the rep-

resentation of stratification in the model. When the concentration of Chlorophyll-a is high

in the summer, the concentration of suspended sediment in the model drops steeply. Model

3 shows that the inclusion of Chlorophyll-a in a multiplicative form improves the timing of

drops in the concentration (coinciding with periods of high biological activity). However,

inclusion of Chlorophyll-a in this form leads the model to over-predict in the summer (Irish

Sea, Figure 66) and under-predict in the winter (English Channel, Figure 66).

All three models are shown to underestimate the concentration in the first winter (2010),

which shows a large peak in the remotely-sensed concentration of SPM. The wind speed is

higher than normal for the winter at this point, but not at a level proportional to the peak

in concentration. It is likely that this is due to prolonged wind-driven wave activity, which

has maintained suspension and allowed increasing amounts of bed sediment to be suspended

leading up to period covered by the time series.

15.4 Limitations

• The model format assumes that the process of settling speed and flocculation of particles

may be represented by a sinusoidal curve with only one peak and trough. Although this

has its benefits in terms of use as a prediction tool, it may limit its accuracy. As

flocculation is influenced by biological activity, in certain areas it is likely there will be

more than one peak (i.e. spring and autumn blooms).

• The depth of each grid location is not taken account of directly as a parameter in the

statistical model formulation. As the statistical coe�cients are set for each location

independently, their variability will therefore be influenced by depth, with any influence

of shallow or deep waters taken account of by the coe�cient itself, without the need for

depth as a separate parameter. It would be expected that depth would act to reduce

the coe�cients, due to decreased depth-averaged turbulent activity in deeper regions.
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• As the model considers each location independently for statistical analysis, the process

of tidal or wind-driven advection is discounted in the model. This could improve the

representation of plume regions where suspended sediments may be advected in the

surface layer of the water column.

• This statistical model format does not take account of delayed or prolonged impact

of the hydrodynamical forcings, such as following storm activity or large spring tides,

which may sustain the suspended sediment concentration following the original peak.

• In the present form, the model is unable to directly take account of stratification. Future

use could include the numerical models of stratification to represent this (Simpson &

Bowers, 1984; Elliott & Clarke, 1991; Elliott et al., 1991).

• Spatial-averaging of the remote-sensing data was necessary for statistical analysis in

regions with poor atmospheric correction due to clouds or land adjacency. In some

areas, this potentially could either dampen or exacerbate the variability. Future appli-

cation could modulate the use of spatial-averaging dependant upon the success rate of

atmospheric correction.

15.5 Implications

The final model described in this chapter is shown to predict over 70% of the observed

variability in the majority of the shelf region of northwest Europe. This shows not only that

improvements can be made upon the method described in Rivier et al. (2012), but that the

method can also be applied over a far broader area. Much of this improvement may decided

by the sine curve seasonal coe�cients used, which appear to take account of the influence of

flocculation upon variation in the settling speed over the shelf. The model assumes a sine

curve in this respect which is potentially an oversimplification as the reality is likely to be one

of multiple peaks at certain locations, accounting for the presence of spring and autumnal

blooms.

The method described by Saulquin et al. (2015) states that over 80% of the variability in the
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suspended matter concentration in the Gironde may be accounted for. The model described

in this chapter is shown to produce comparable levels of performance over a significantly

larger spatial area, without the inclusion of river discharge data. Despite this, as the spatial

resolution of Saulquin et al. (2015) is finer, it would be expected that inclusion of river

discharge would be beneficial to future model performance. Much of the data used in this

chapter is easily accessible, allowing this method to be used in new shelf seas regions with

little di�culty.

There are several proposed improvements to future iterations of this model format:

• Inclusion of temporally-averaged wind, to account for sustained impact of wind events

such as storm activity. This could come in the form of a density-based prediction similar

to that of Saulquin et al. (2014) and Gohin et al. (2015), using several representations

of wind which are averaged over 3, 5, 10, 25, and 50 days, with diminishing influence.

• River discharge as described in Saulquin et al. (2014) is an important factor influencing

the concentration of surface suspended sediments in coastal regions. The exclusion of

river discharge in the statistical model is likely to be the cause of larger values of RMSE

around major rivers. To include river discharge may be more challenging than Saulquin

et al. (2014) to expand over a larger area as in this chapter. Using the main regional

rivers of northwest Europe may however be useful as an alternative to inclusion of each

coastal river/estuary, for both calculation and data accessibility purposes.

• If remote-sensing data of increased temporal resolution were available, it may be possible

to include high frequency tidal variability within the statistical format. In addition to

MODIS-Aqua used for this study, utilising data from MODIS-Terra, MERIS and VIIRS

could allow increased frequency of images, with up to 4 images for each day.

The following is a preliminary assessment of the potential of using MODIS-Aqua,

MERIS and VIIRS to expand the data frequency for this form of analysis:
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Figure 64: The frequency of satellite data points on 1st April 2012 fromMODIS-Aqua, MERIS
and VIIRS, courtesy of Ifremer (ftp.ifremer.fr) at 1km2 resolution. A value of 3 in this case
represents data at one pixel for all satellites, with 0 representing lack of coverage for that
pixel on this day.

Figure 64 shows that in pixels where there is data on this day, the frequency of daily

data points is often at least two (51.44% of pixels). 34.48% of pixels observed only one

data point, with only 14.08% pixels providing data from MODIS-Aqua, MERIS and

VIIRS on this day.
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Figure 65: The maximum time di↵erence in hours between first and last observed satellite
data points on 1st April 2012 from MODIS-Aqua, MERIS and VIIRS, courtesy of Ifremer
(ftp.ifremer.fr) at 1km2 resolution. A value of 0 in this case may either represent a lack of
observations for that pixel or for the presence of only one data point.

Figure 65 suggests that the application of increasing the frequency of data points used

in analysis to at least two is feasible. However, two points in a very short time period

(less than 1 hour), may do little to increase representation of variability within a day,

especially if both points fell during the slack tide for example. Figure 68 shows the

maximum time di↵erence between pixels with two or more data points on the 1st April

2012. Further analysis shows that 32.33% of locations with two or more data points,
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had observations with a timeframe of less than one hour separating them. Between one

and two hours time di↵erence, this increased to 33.12%. Between a timeframe of two

and three hours separation, the coverage dropped to 25.26%, with only 9.29% having a

separation of up to four hours. This is promising for further analysis as the majority

(67.67%) of pixels with a frequency of two or more daily observations across the three

satellites had maximum time separations of between 1 and 4 hours.

The inclusion of MODIS-Terra data would would hope to expand this coverage further,

providing the potential for semi-diurnal analysis.

Expansion into analysis of future data could involve the use of data from the geostation-

ary satellite SEVIRI (Spinning Enhance Visible and Infrared Imager), which provides

a repeat cycle of coverage of 15 minutes of Europe (Neukermans et al., 2012b; Ody et

al., 2016). Neukermans et al. (2012b) describes the potential use of SEVIRI data in

mapping turbidity, to analysis diurnal variability.

• Direct implementation of stratification in the statistical model output could be pro-

gressed using a numerical model such as that described by Elliott & Clarke (1991).
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Part IV

Numerical model of suspended sediment

concentration

16 Introduction

Water clarity or turbidity is highly variable within the shelf sea environment, impacting upon

both human interaction with the coastal ocean (i.e. fisheries), coastal engineering and the

success of benthic driven food webs. Also important are the secondary processes relating

to resuspension of sediments, namely pollutant dispersion and carbon sequestration. The

ability to successfully model the concentration of suspended sediment in the water column

to complement satellite remotely-sensed observations of the oceans surface when atmospheric

correction fails, leads to more e↵ective management of the marine environment. This chapter

describes a simple method of numerically modelling suspended sediment concentration, rel-

ative to the main drivers of variability in the concentration of suspended sediments - wind,

tides and settling speed.

This chapter will aim to answer the following question:

How well can a simple turbulent energy based numerical model of suspended sediment concen-

tration perform in comparison to the satellite archive of remotely-sensed surface suspended

sediments?

In order to do this, the following objectives will be carried out

• Produce a two-layer numerical resuspension model of the suspended sediment concen-

tration using varied representation of the particle settling speed.

• Compare the output from the numerical model to the MODIS Aqua archive of remotely-

sensed suspended sediment.
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17 Methods

17.1 Resuspension model

In order to maintain sediment in suspension energy must be inputted into the water

column. Without the presence of this energy, sediment will soon settle. In the presence

of this input of energy, the lift and drag forces generated may exceed the resisting forces

of the settling particles, allowing particles to become suspended. Within the water

column, this energy comes through the forcing of wind-generated waves (W) and tides

(U). The rate at which sediment sinks through the water column, (ws), is modulated by

the hydrodynamic forces. Bowers (2003) described the balance between resuspension

and settling speed, neglecting advection and assuming a fully-mixed water column, in

the form of the following equation:

Balance of the resuspension and settling of suspended sediments (Bowers, 2003)

P

g0h2
=

wsc

h
(17.1)

P is the rate of energy input by tides and wind (Equation 10.3), kgm�3s�1

g
0
is the reduced gravity of sediment in suspension, ms�2

h is the water depth, m

ws is the particulate settling speed ms�1

c is the suspended sediment concentration, kgm�3

Equation 17.1 describes the scenario at which the forces driving resuspension (on the

left-hand side of the equation) are balanced by the forces driving the settling of particles

(on the right-hand side). When the two sides equal one another, as in Equation 17.1,

the concentration remains static. Following on from this, Bowers (2003) derived the

rate of change in concentration as the level at which the resuspending forces exceed the

settling forces:
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Change in suspended sediment concentration (Bowers, 2003)

dc

dt
=

2P

g0h2
� 2wsc

h
(17.2)

The rate of energy input (P) from tides and wind-generated waves are expressed in the

following form:

The rate of energy input by tides and wind, P (Bowers, 2003)

P = �(
4

3⇡
kb⇢wU

3

| {z }
Tides

+ ks⇢aW
3

| {z }
Wind

) (17.3)

kb and ks are the bottom and surface drag coe�cients

⇢w and ⇢a are the densities of water and air, kgm�3

U is the depth-averaged tidal current speed, ms�1

W is the wind speed, ms�1

� is the e�ciency of resuspension

For the purpose of this model, it is assumed that the supply of sediment at the bed is

infinite. In reality, the supply is limited by the thickness of suspendable sediments on

the bed and eventually the presence of unsuspendable sediments and bedrock. However,

when using realistic setup parameters, this eventuality is unlikely to be achieved.

In order to explain the resuspension model used in this chapter, figure 66 shows the pre-

dicted variability in suspended particulate matter at three locations over the U.K. and

Atlantic French region. Theses examples describe the performance of the resuspension

model to predict the concentration of suspended material with a static settling speed

(ws) of 12mday�1 (0.14mms�1) for the year.

175



50 100 150 200 250 300 350
0

2

4

6

Day of the year

S
P

M
, 
g
m

−
3

−4.65°E, 53.9°N, R2 = 0.640, RMSE = 0.426

 

 

Model

Observations

50 100 150 200 250 300 350
0

20

40

60

Day of the year

S
P

M
, 
g
m

−
3

−1.1°E, 50.5°N, R2 = 0.142, RMSE = 5.7661

 

 

Model

Observations

50 100 150 200 250 300 350
0

50

100

150

Day of the year

S
P

M
, 
g
m

−
3

1.7°E, 51.7°N, R2 = 0.085, RMSE = 14.173

 

 

Model

Observations

Figure 66: Modelled and remotely-sensed observations of suspended sediment concentrations
at three locations over the U.K. and Atlantic French region. The model is without thermal
stratification and with a constant settling speed of 12mday�1 (0.14mms�1).

Figure 66 shows that the model performs well in estimating the magnitude of the ob-

servation site, however, there is minimal seasonal variability predicted by the models

in comparison to that of the remotely-sensed observations. Similarly, the lack of a

stratifying water column is clearly noted in the summer months at all three locations.
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Figure 67: The coe�cient of determination, R2 between the remotely-sensed observations
of suspended sediment concentration and the modelled suspended sediment concentration
without thermal stratification and with a static settling speed of 12mday�1 (0.14mms�1).

Figure 67 shows the R2 value describing the proportion of the remotely-sensed obser-

vations that are explained by the numerical model using a static settling speed (ws).

Although the southern Irish Sea and Celtic Seas have high calculated R2 values in

the order of 0.55 to 0.75, the English Channel and the North Sea show more irregular

model performance. It is noted that regions o↵ the Atlantic Shelf and the Mediterranean

Sea provide high values for R2, however this is expected to be due to the relatively low

seasonal variability and low concentrations observed in both the model and in remotely-

sensed observations in these regions.
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Figure 68: The root-mean squared error, RMSE, between the remotely-sensed observations
of suspended sediment concentration and the modelled suspended sediment concentration
without thermal stratification and with a static settling speed of 12mday�1 (0.14mms�1).

Figure 68 shows the values of root-mean squared error (RMSE) between the observations

and the numerical model when using a static settling speed. The values observed range

between more than 6gm�3 in the North Sea to generally less than 3gm�3 in the central

Irish Sea.

17.2 Heating and stirring model

A key process within the dynamics of the ocean and especially shallow temperate shelf

seas, is seasonal stratification. It is generally observed that surface heating increases

in the summer and decreases in the winter. Likewise, the observed wind speed is at

its highest in the winter and at its lowest in the summer. The result of this is that
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surface heating heading into the summer months is not mixed thoroughly throughout

the water column due to decreased turbulent kinetic energy (TKE). The result of this is

a warm layer of mixed water at the surface, sitting above a cooler unmixed layer. This

phenomenon is referred to as thermal stratification, forming a temperature denoted

thermocline. As surface heating decreases and the wind speed increases towards the

winter months, this causes the thermocline to be broken down and the water column to

be fully mixed.

The ability of the water column to stratify can be termed to be in part controlled by the

depth, with deeper waters requiring a higher level of turbulent kinetic energy in order to

be mixed throughout. Similarly, regions with a high level of turbulent kinetic energy, in

areas of high tidal activity for example, remain mixed at deeper depths than areas with

lesser turbulent kinetic energy. As defined in Simpson & Bowers (1979), the presence

of waters which stratify seasonally could be identified using the value of h/u3 (Simpson

& Hunter, 1974; Pingree & Gri�ths, 1978; van Leeuwen et al., 2015), the depth over

the cube of the maximum tidal current amplitude, which the limit being greater than

55 to maintain stratification.

The approach of using tidal activity to term stratification is a helpful one, in as much as

the tides are easily predicted through harmonic analysis. However, Simpson et al. (1978)

proposed to include wind-driven mixing in the calculation, as described in Simpson &

Bowers (1981). From this, Simpson & Bowers (1984) developed a simple model of

heating and stirring with two vertical layers, to be implemented over shelf-sea regions.

Elliot & Clarke (1991) improved upon the model described in Simpson & Bowers (1984)

by using an alternative parameterisation of the flux of heat between the surface of the

ocean and the air. This two-layer thermal model describes seasonal stratification within

the northwest European shelf seas using the e↵ects of surface heating, wind mixing

and stirring due to tides. The model was able to reproduce the seasonal temperature

structure as observed by XBT observations, to an agreement of better than 1�C (Elliot

et al., 1991). XBT (expendable bathythermograph) sensors are free-falling thermistor

179



probes, attached to a boat with a self-detaching signal cable. The northern North

Sea however had a less accurate representation of thermal stratification as the vertical

thermal structure here is near linear with depth, so using a two-layer form is a poor

representation of this (Elliot & Clarke, 1991).

The model equations are:

Incoming short-wave radiation, QS (Elliot & Clarke, 1991)

QS = 117 + 103cos(
2⇡

365
(day � 171)) (17.4)

QS is the incoming short-wave radiation, Wm�2

Wind function, fW (Elliot & Clarke, 1991)

fW = 11.2 + 2.5W (17.5)

fW is the wind function used in the calculation of the heat flux at the ocean surface,

ms�1, with W being the wind speed, ms�1

Heat flux function of surface and dew point temperatures, TM (Elliot & Clarke, 1991)

TM = 0.5(TS + TD) (17.6)

TM is used in calculation of the heat flux, �C

TS is the temperature of the surface layer, �C

TD is the dew point temperature (provided by the MetO�ce), �C

Thermal exchange coe�cient,  (Elliot & Clarke, 1991)

 = 4.5 + 0.05TS + fW (0.35 + 0.0015TM + 0.0012TM
2 + 0.47) (17.7)
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 is the thermal exchange coe�cient

Change in the net flux of heat through the sea surface, dQT /dt (Elliot & Clarke, 1991)

dQT

dt
= QS + (TD � TS) (17.8)

QT is the net flux of heat through the sea surface (positive = in, negative = out), Wm�2

Equation 17.9 defines the first change in the potential energy anomaly, E, a function of

the wind speed, W.

Change in the potential energy anomaly, dE/dt (Elliot & Clarke, 1991)

dE

dt
=

�agQTd

2CP
+ �Cd⇢aW

3 (17.9)

E is the potential energy anomaly, Jm�3 (Bowers, 1984)

g is acceleration due to gravity, (=9.81ms�2)

CP is the specific heat capacity of water, Jkg�1�C�1

⇢a is density of air, kgm�3

W is the wind speed, ms�1

Bulk water column temperature expression, h�T (Elliot & Clarke, 1991)

h�T =
QT

CP⇢
� dTB (17.10)

h is the depth of the mixed layer, m

�T is the di↵erence in temperature between the surface and bottom layers (TS-TB), �C

⇢ is the water density, kgm�3

TB is the bottom layer temperature, �C
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Mixed layer depth, h (Elliot & Clarke, 1991)

h = d+
2E

⇢g↵h�T
(17.11)

↵ is the coe�cient of the thermal expansion of water

If the mixed layer depth (h) is equal to the total depth (d):

Bottom temperature if the the water is fully-mixed, TS (Elliot & Clarke, 1991)

TS =
QT

CP⇢d
(17.12)

The bottom temperature (TB) is assumed to therefore be equal to the surface depth

(TS).

If the mixed layer depth (h, m) is less than the total water column depth (d, m), then

the surface layer depth (h1) is equal to the mixed layer depth (h).

Bottom layer depth, h2 (Elliot & Clarke, 1991)

h2 = d� h (17.13)

h2 is the bottom layer depth, m

Surface layer temperature, TS (Elliot & Clarke, 1991)

TS = TB +
h�T

h1
(17.14)

The second change to the potential energy anomaly, E, is a function of the tidal current

speed, U (Eq. 17.15)

Change in the potential energy anomaly, dE/dt (Simpson & Bowers, 1984; Elliott &
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Clarke, 1991)

dE

dt
= ✏kb⇢U

3 4

3⇡
(17.15)

✏ is the e�ciency of tidal mixing

kb is the bottom drag coe�cient

U is the tidal current speed, ms�1

If the potential energy anomaly, E, is greater than 0, the value is returned to 0 in order

to calculate the surface layer depth. The result of this being that if the potential energy

anomaly (E) is 0, the surface layer depth must also be 0 (Eq. 17.16)

Surface layer depth, h1 (Elliot & Clarke, 1991)

h1 =
2E

⇢g↵(TS � TB)(h1 � d)
(17.16)

↵ is the coe�cient of thermal expansion of seawater

If the surface layer depth (h1) is equal to 0m, the bottom temperature is calculated

using the following equation:

Bottom layer temperature, TB (Elliot & Clarke, 1991)

TB =
Q

CP⇢d
(17.17)

If the surface layer depth (h1) is equal to 0m, the water column is fully mixed and thus

the surface and bottom temperatures are assumed to be equal (TS=TB).

If the surface layer depth (h1) is greater than 0m, the bottom temperature is calculated

using the following equation:
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Bottom layer temperature if the water is stratified, TB (Elliot & Clarke, 1991)

TB = TS � TS � TB

h1 � d
(17.18)

There are several assumptions necessary to run this model, which are detailed within

Table 12.

Table 12: Table of constants for the heating and stirring model (Simpson & Bowers, 1984;
Elliott & Clarke, 1991)

Variable Value
Specific heat capacity of water, CP 3,900Jkg�1�C�1

Drag coe�cient, CD 0.0013
Acceleration due to gravity, g 9.81m2s�1}

kb 0.0025
� 0.00006
ks 0.0012
Density of water, ⇢ 1025 kgm�3

Density of air, ⇢a 1kgm�3

Coe�cient of the thermal expansion of seawater, ↵ 0.00021

17.3 Model inputs and run time

As with the statistical modelling chapter, the bathymetry came from GEBCO, the tidal

current speed from TPXO 8.0 Atlas and the wind speed from the ECMWF wind model.

For the stratification model, it was necessary to provide the dew point temperature,

which was obtained through the MetO�ce DataPoint service over the entire shelf region.

In order to allow the model to reach a steady state based on the starting temperature

(8�C) and suspended sediment concentration (5gm�3) assumptions, each model was

run for a minimum of 30 years using a climatology of the input parameters. Although

the suspended sediment concentration observed by satellite could be used instead of the

assumption, the change in runtime would be minimal. When variation was repeated

each year, the model was assumed to be stable, allowing for interpretation of the results

using the final input data.
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17.4 Stratification

Figure 69 shows the temperature predicted in the surface and bottom layers of the water

column at three points over the model region. Although all three observe seasonal sum-

mer stratification, there is only minimal spring-neap tidal stratification observed in first

and third locations, with the second location presenting more persistent stratification

over approximately 60 days.

185



5
0

1
0

0
1

5
0

2
0

0
2

5
0

3
0

0
3

5
0

02468

1
0

1
2

1
4

1
6

1
8

L
o

n
g

itu
d

e
 =

 5
4

.0
 d

e
g

re
e

s 
n

o
rt

h
, 

L
a

tit
u

d
e

 =
 −

4
.0

 d
e

g
re

e
s 

e
a

st

D
a

y 
o

f 
th

e
 y

e
a

r

Temperature, °
C

 

 
S

u
rf

a
ce

 L
a

ye
r

B
o

tt
o

m
 L

a
ye

r

5
0

1
0

0
1

5
0

2
0

0
2

5
0

3
0

0
3

5
0

02468

1
0

1
2

1
4

1
6

1
8

L
o

n
g

itu
d

e
 =

 5
4

.0
 d

e
g

re
e

s 
n

o
rt

h
, 

L
a

tit
u

d
e

 =
 3

.0
 d

e
g

re
e

s 
e

a
st

D
a

y 
o

f 
th

e
 y

e
a

r

Temperature, °
C

 

 
S

u
rf

a
ce

 L
a

ye
r

B
o

tt
o

m
 L

a
ye

r

5
0

1
0

0
1

5
0

2
0

0
2

5
0

3
0

0
3

5
0

02468

1
0

1
2

1
4

1
6

1
8

L
o

n
g

itu
d

e
 =

 5
0

.2
 d

e
g

re
e

s 
n

o
rt

h
, 

L
a

tit
u

d
e

 =
 0

.0
 d

e
g

re
e

s 
e

a
st

D
a

y 
o

f 
th

e
 y

e
a

r

Temperature, °
C

 

 
S

u
rf

a
ce

 L
a

ye
r

B
o

tt
o

m
 L

a
ye

r

F
ig
u
re

69
:
P
lo
t
sh
ow

in
g
th
e
te
m
p
er
at
u
re

m
od

el
le
d
at

th
e
su
rf
ac
e
an

d
b
ot
to
m

la
ye
rs

of
th
e
w
at
er

co
lu
m
n
at

th
re
e
lo
ca
ti
on

s
in

th
e

m
od

el
re
gi
on

.
R
eg
io
n
s
w
h
er
e
th
e
tw

o
te
m
p
er
at
u
re
s
d
i↵
er

re
p
re
se
nt

p
er
io
d
s
of

th
er
m
al

st
ra
ti
fi
ca
ti
on

.
T
h
e
to
p
p
lo
t
fe
at
u
re
s
a
p
ro
fi
le

fr
om

a
lo
ca
ti
on

at
54

� N
,
�
4�
E
,
in

th
e
Ir
is
h
S
ea
,
n
ea
r
th
e
Is
le

of
M
an

.
T
h
e
m
id
d
le

p
lo
t
fe
at
u
re
s
a
p
ro
fi
le

fr
om

a
lo
ca
ti
on

at
54

� N
,

3�
E
,
in

th
e
N
or
th

S
ea
.
T
h
e
b
ot
to
m

p
lo
t
fe
at
u
re
s
a
p
ro
fi
le

fr
om

a
lo
ca
ti
on

at
50

.2
� N

,
0�
E
,
in

th
e
E
n
gl
is
h
C
h
an

n
el

b
et
w
ee
n
B
ri
gh

to
n

(E
n
gl
an

d
)
an

d
L
e
H
av
re

(F
ra
n
ce
).

186



17.5 How well does the model represent thermal stratification?

To compare the performance of the model to the h
u3 contour method defined in figure

71, figure 70 displays the peak temperature di↵erence between bottom and surface as

defined by the model. Few locations are shown to not stratify in the peak of summer,

however many locations have only a minimal temperature di↵erence between surface

and bottom. Areas that are West of the shelf break along the Irish and Western French

coast are shown to observed significant peak temperature di↵erences between the layers

of 6�C. Similarly, the Northern half of the North Sea, along the coast of Norway is

predicted to show a temperature di↵erence in excess of 8�C.

Figure 70: The peak temperature di↵erence between the surface and bottom layers of the
water column as modelled using Elliot and Clarke (1991).

Generally, the model output of peak temperature di↵erence is shown to relate favourably

to the stratifying regions as dictated by the h/u3 parameterisation. Both the model

and the parameterisation identify the southern North Sea, the English Channel and the

central Irish Sea as areas which would be expected to stratify in the summer.
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Figure 71: Regions expected to be stratified based upon the use of log10 over h/u3, as defined
in Simpson and Hunter (1974) and Pingree and Gri�ths (1978).
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In order to compare the performance of the Simpson and Hunter (1974) and Elliot and

Clarke (1991) methods, a point density scatter plot (Figure 72) is able to distinguish

the relationship. This method is implemented in comparison to a standard scatter to

illustrate the density variability when working over a 6,004,901 pixel grid. The plot

shows a positive correlation, with the highest temperature di↵erences corresponding to

the highest values for h/u3. The plot produces an S-curve, with the the highest densities

of points found in areas with a peak temperature di↵erence less than 2�C and areas

with a temperature di↵erence over 7�C.

The relationship between peak temperature di↵erence calculated from Elliot and Clarke

(1991) and the h/u3 values from Simpson and Hunter (1974), can be represented by the

following expression, with an R2 of 0.775 and an RMSE of 17.9.

Elliot and Clarke (1991) peak temperature di↵erence and h/u3 (Simpson & Hunter,

1974).

h/u3 = 0.79�T 2 + 5.5�T + 40 (17.19)

h is the water depth, m

u is the tidal current speed, ms�1

�T is the di↵erence between surface and bottom temperature, �C

The R2 value along with qualitative assessment, suggest that the Elliot and Clarke

(1991) model can be used as a good approximation of stratification in the two-layer

model for resuspension.
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Figure 72: Point density comparison of h/u3 method (as defined by Simpson and Hunter
(1974) and Pingree and Gri�ths (1978)) and the peak temperature di↵erence modelled using
Elliot and Clarke (1991). The density grid has the dimensions of 0.1�C and a value of h/u3

of 1. Values which are shaded white, represent 0 points for that pixel.
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17.6 Two layer resuspension model

In temperate waters such as those of the north-western European shelf which are of

concern in this chapter, thermal stratification is often observed in the summer. In

the summer, the rate of solar input is at the highest, corresponding with reduced wind

stirring. The process of stratification will be described further within the next section of

this chapter, regarding the heating and stirring model used to dictate when stratification

occurs.

When modelling the resuspension of sediment under these conditions, it is necessary to

adapt the one layer model formulation (Equation 17.2) to take account of the two layers.

When water is stratified, resuspension at the bed is driven by the e↵ect of the tides,

with the wind e↵ect from the surface not having a direct e↵ect upon bed resuspension,

this is taken into account by the alternate use of PT to denote tidal input of energy,

excluding the e↵ect of the wind, with P representing both the input of the wind and

tides.

Between the top and bottom layers, entrainment occurs, resulting in parcels of water

being interchanged between the two layers. The rate of entrainment between the surface

and bottom layers is driven by both the tide and wind, resulting in an indirect influence

of wind upon the sediment concentration in the bottom layer when the water is stratified.

Change in concentration c1, in the upper layer of the water column (Bowers, 2003)

dc1
dt

=
Uew

h1
(c2 � c1)�

wsc1
h1

(17.20)

Change in concentration c2, in the lower layer of the water column (Bowers, 2003)

dc2
dt

=
2PT

g0h2
+

Uet

h2
(c2 � c1) +

wsc1
h2

� 2wsc2
h2

(17.21)

c1 and c2 denote the surface and bottom suspended sediment concentrations, kgm�3

Uew is entrainment due to wind-driven waves, m3s�1
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(a) One vertical layer, not thermally stratified.
(b) Two vertical layers, thermally stratified.

Figure 73: Diagram describing the components of the resuspension model (Bowers, 2003).
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Uet is entrainment due to tides, m3s�1

h1 and h2 are the thickness of the surface and bottom layers, h = h1 + h2, m

The rate of energy input by tides, PT (adapted from Bowers, 2003)

PT = �
4

3⇡
kb⇢wU

3 (17.22)

� is the e�ciency of resuspension

kb is the bottom drag coe�cient

⇢w is the density of water, kgm�3

U is the tidal current speed, ms�1

The above equations (Eq. 17.20-17.22) show the rate of change in the concentration

of sediment in the upper layer (c1) and the lower layer (c2). When the water initially

becomes stratified, the concentration is at first considered equal in both layers (diagram

(b), Figure 73). Similarly, when stratification breaks down and the water returns to

a one-layer formation, the concentration is first assumed to be a mixture of the two

stratified layers (diagram (a), Figure 73).

Static settling speed

Figure 74 displays the model prediction of suspended material concentration with a

seasonally-stratifying water column and a static settling speed (12mday�1, 0.14mms�1).

As there is no variation in the settling speed used from the non-stratifying model run,

the main di↵erence between the two runs occurs during the intermittent stratification

during spring-neap cycles between day 150 and day 200 in the first example in figure

74. Here the model is shown to stratify on the neap tides during this period.
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Figure 74: Modelled and remotely-sensed observations of suspended sediment concentrations
at three locations over the U.K. and Atlantic French region. The model is with stratification
and with a constant settling speed of 12mday�1 (0.14mms�1).

In the latter half of the year, the model shows a great disparity between the observed and

predicted concentrations. This is evidenced by an increase in concentration observed

that is almost twice that which is predicted.
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Figure 75: The coe�cient of determination, R2, between the remotely-sensed observations of
suspended sediment concentration and the modelled suspended sediment concentration with
stratification and with a static settling speed of 12mday�1 (0.14mms�1).

With a static settling speed, figure 75 shows that the coe�cient of determination, R2

reaches between 0.5 and 0.6 in the Celtic Seas and southern Irish Sea. In the En-

glish Channel, the R2 lowers to below 0.3 in the region between the Isle of Wight and

Cherbourg.

195



Figure 76: The root-mean squared error, RMSE, between the remotely-sensed observations of
suspended sediment concentration and the modelled suspended sediment concentration with
stratification and with a static settling speed of 12mday�1 (0.14mms�1).

Figure 76 shows the root-mean squared error, to be at its highest in areas corresponding

to high concentrations, in the Western Irish Sea and the southern North Sea. A high

RMSE is also observed in the central Irish Sea, corresponding to the low R2 calculated.
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Figure 77: The sine curve representing settling speed over the year as used in the numerical
model input. The settling speed is shown the vary between 7mday�1 (0.08mms�1) in January
and 17mday�1 (0.2mms�1) in July.

Figure 78 displays the model prediction of suspended material concentration with both

a seasonally-stratifying water column and also a seasonally-variable settling speed (rep-

resented by a sine curve, varying between 7mday�1 (0.08mms�1) on the 1st of January

to 17mday�1 (0.2mms�1) on the 1st of July, Fig. 77).
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Figure 78: Modelled and remotely-sensed observations of suspended sediment concentrations
at three locations over the U.K. and Atlantic French region. The model is with stratification
and with a seasonally-varying settling speed between 7mday�1 (0.08mms�1) in January and
17mday�1 (0.2mms�1) in July.

Improving upon the static settling speed prediction, with a seasonal settling speed, the

model is better able to match the rate of increase in remotely-sensed concentration

observed, although the increase is still not as pronounced as in the observations.

To demonstrate the ability of the final model to predict the suspended sediment, the

following two figures (Fig. 79; 80) display the prediction of the suspended sediment

concentration in the summer and the winter alongside that of the remotely-sensed ob-

servations.
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The summer prediction is shown to reproduce the main regions of high concentration,

namely those in the Bristol Channel, the Thames Mouth and the Irish Sea, however

the model over predicts the concentration. In addition the model predicts a far higher

concentration of the East coast of England than observed.
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Similarly to the summer prediction, the model over predicts the concentration of sus-

pended material in the winter. In the winter, this is most notable o↵ the coast of

Cherbourg on the French side of the English Channel and also near to the Scilly Isles.

Figure 81: The coe�cient of determination, R2, between the remotely-sensed observations of
suspended sediment concentration and the modelled suspended sediment concentration with
stratification and with a seasonally-varying settling speed between 7mday�1 (0.08mms�1) in
January and 17mday�1 (0.2mms�1) in July.

The R2 value calculated is over 0.1 greater than with a static settling speed (Fig. 81).

This is especially apparent in the central English Channel and the southern Irish Sea

where the R2 exceeds 0.8 o↵ the coast of Cornwall.
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Figure 82: The root-mean squared error, RMSE, between the remotely-sensed observations of
suspended sediment concentration and the modelled suspended sediment concentration with
stratification and with a seasonally-varying settling speed between 7mday�1 (0.08mms�1) in
January and 17mday�1 (0.2mms�1) in July.

As with the static settling speed model, the regions of high turbidity correspond to

those of high RMSE (Fig. 82). The central English Channel observes RMSE levels in

excess of 7gm�3 of the northern French coastline.
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18 Discussion

Settling speed

When using a static settling speed, the model was unable to represent the seasonal

variability in the spring-neap variation of the suspended concentration as described by

Bowers (2003) and discussed in the chapter considering particle settling speed of this

thesis. As suggested by Bowers (2003), with the inclusion of seasonally varying settling

speed into the model (higher in the summer and lower in the winter), a seasonal variation

was observed in the spring-neap variation of the suspended matter concentration akin

to that of the observations. The inclusion of a seasonally-varying settling speed is in

the form of a sine curve. The presumption of this format is that the settling speed will

be highest in the summer as organically-derived polysaccharides will be at their peak at

this period, leading to a higher rate of successful flocculation. There are several caveats

that could also a↵ect the rate of flocculation and subsequent settling speed:

– In several locations, spring and autumnal blooms may also be observed in phy-

toplankton populations. The resulting exuded EPS (extracellular polymeric sub-

stances) released during these periods of high biological activity may also be linked

to periods of increased flocculation and settling. As these occurrences are spatially

variable, the broad approach as described for this model may not coherently ac-

count for the timing and duration described by a singular mid-summer peak in

settling speed.

– Similarly, the amplitude of variability in the settling speed in the numerical model

is assumed to be constant over the spatial area. For the same reasons as addressed

in the previous point, certain areas are likely to observe larger variability in the

settling speed than others.
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Spatial comparison

– The model represents the remotely-sensed observations with R2 values between

0.6 and 0.8 within the Irish and Celtic Seas. The model is less able to predict the

concentration in the shallow regions north of Liverpool Bay and in the Western

Irish Sea, with an R2 of 0.4.

– In the English Channel, the model is able to predict the variability with an R2

of ⇡ 0.7 in the western English Channel, lowering to an R2 of 0.4 in the Eastern

English channel (East of Cherbourg).

– The model is able to predict the concentration of SPM in the North Sea, south of

55�N , with an R2 of 0.65 in the region of the East Anglian plume. However in

the northern North Sea, the model is only able to account for less of the observed

variability with an R2 of 0.4, discounting the shallow waters along the Eastern

Scottish coast, where the R2 is greater at between 0.6 and 0.75.

– The model was able to represent the temporal variability with an R2 value of over

0.45 within much of the Irish Sea and the East Anglian plume.

Temporal di↵erences

The numerical model with both stratification and a seasonally-varying settling speed

produces values of R2 over 0.8 at several locations (including the first example in figure

78) when compared with the remotely-sensed observations. Comparisons with the static

settling speed run of the model show an improvement in the representation of seasonal

variability in the spring-neap range of observed suspended sediment concentrations.

The settling speed was shown to influence the range of observations occurring over a

spring-neap cycle, with reduced winter settling speed leading to an increased range in

SPM concentrations. The third location in figure 50 shows that the range of settling

speeds used in the model are less than those necessary to match the observation, with

spring-neap variability almost twice that of the model in the winter months.
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All three examples in figure 50, appear to stratify seasonally, with the observed concen-

tration dropping over the summer months with little observed spring-neap variability.

Although the stratification is represented in the first example, the model runs for the

second and third locations do not appear to stratify to the same extent as observed

during this period. Ideally the numerical model would stratify in all three locations,

however this is something which could be addressed in a future iteration.

Implications

This model demonstrates that a simple turbulent kinetic energy-based model can be

used to represent between 50 and 90% of the observed variability in the remotely-sensed

suspended matter concentration at the surface. However the model does not include

the role of river discharge which greatly influences the concentrations of SPM in close

proximity to large estuaries. Similarily, the model does not represent stratification as

consistently as observed through remote-sensing. Even with improved representation

of stratification and seasonal variability (with temporally and spatially varying settling

speed), the model would be limited to its two-layer form for complicated coastal environ-

ment. This suggests that although it is useful when in comparison to remote sensing ob-

servations and comparing the influence of broader hydrodynamics parameters, for more

detailed analysis it may be more favourable to use more computationally-developed

hydrodynamic models such as those described by Guillou et al. (2016).

With this in mind, there are several potential improvements which could improve the

numerical prediction of suspended materials:

• Estimations of river discharge in coastal regions, as with Saulquin et al. (2015). This

may be especially important in regions dominated by the influx of riverine sediments

such as in the Gironde and Seine estuaries.

• Further vertical layers in the water column, to describe varied vertical settling and

flocculation (Ellis et al., 2008).
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• A native hydrodynamic model, specialised to shelf sea dynamics.

• Di↵erent forms of particles, more representative of the size distributions and composition

observed in the field.

• Better representation of the bed, including variable bed shear stresses and varied erodi-

bility.
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Part V

Remote sensing of particle settling speed

19 Introduction

As remotely-sensed observations of suspended sediments at the surface are limited by

the settling speed of these particulates, it may be possible to use the observed presence of

particles to infer information regarding their settling. The rate at which tides and wind

resuspend sediment through near bottom turbulence can be quantified within physical

models (Bowers, 2003; Ellis et al., 2008; Rivier et al., 2012).

Bowers (2003) predicted that the range of suspended sediment concentrations observed

over a spring-neap cycle would be greater in the winter and lesser in the summer due

to increased settling speed in the summer. Unfortunately, Bowers (2003) did not have

the range of satellite observation to test this.

This chapter will aim to answer the following question:

Can the settling speed of marine particles be quantified using remotely-sensed surface

suspended sediment concentration from MODIS-Aqua?

In order to do this, the following objectives will be carried out:

• From the remote-sensing archive, quantify the seasonal variability in spring-neap vari-

ation in the concentration of suspended sediments as proposed by Bowers (2003).

• Explore whether this seasonal modulation may be used to estimate the settling speed

over the shelf using remote-sensing observation of the suspended sediment concentration.

• Compare these estimates of the settling speed to those of laboratory and field observa-

tions of particle settling.
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20 Methods
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Figure 83: MODIS remotely-sensed observations of suspended sediment south of the Isle of
Man, 53.4 � N,�4 � E. The dashed lines are used to represent the monthly minimum and
maximum concentrations. This makes it possible to observe seasonal variability in the range
of concentrations observed.

As can be seen in Figure 83, the highest range of concentrations observed occur in the winter

months, between November (day 290) and February (day 60), as predicted by Bowers (2003).

Bowers (2003) proposed that this is due to the range of concentration observed over a spring-

neap tidal cycle being larger in the winter than in the summer.
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SPM = 5.22*TIDE+0.69
July
SPM = 0.80*TIDE+0.31

Figure 84: MODIS remotely-sensed observations of suspended sediment south of the Isle
of Man, 53.65�N,�4.89�E between 2008 and 2010. The observations are plotted against the
maximum daily tidal current speed relative to each observation at the same location, estimated
using the output from TPXO 8.0 Atlas as described in the statistical model chapter. The
variability from lowest maximum daily tidal current speed to highest maximum daily tidal
current speed represents spring-neap variability. Two lines of best fit are plotted through the
data points, one to represent points observed in January and another for points observed in
July. The equations describing these two lines may be found in the legend. For each line, a
t-Test produced p-values less than 0.05, suggesting that the dc/du values are significant (for
January, p = 1.6439E-15; for July, p = 0.042965).

The range of concentrations observed over a spring-neap cycle can be described by the slope of

the suspended sediment concentration, c, with the tidal current speed, u. Figure 84 displays

the variability in the suspended matter concentration with the maximum daily tidal current

speed. The slope of these lines can be expressed simply as dc/du. In the example above the

value for dc/du in the winter is over 6 times larger than that in the summer, describing a

larger range of suspended sediment concentrations observed over a spring-neap tidal cycle in
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the winter than the summer.

In Bowers (2003), the equations for a simple turbulent energy-based numerical model are used

to predict the concentration of suspended sediment over the year using information about the

tides, wind-driven waves and an estimation of the particle settling speed. Part of this equation

defines the change of concentration over time as a function of the tidal current speed. By

rearranging these equations, it is possible to estimate the particle settling speed as a function

of dc/du, the change in the concentration over a spring-neap cycle over the change in the

maximum daily current speed observed.

Equation 20.1 describes the forces which act to suspend or settle material in the ocean, The

left term representing the turbulent kinetic energy dampened by the water depth the force

is acting over. The right term represents the settling of suspended material acting over the

depth of the water column. When dc/dt is 0, the steady state concentration can be described

by equation 20.1.

Steady-state suspended sediment concentration (Bowers, 2003)

c =
P

g0hws
(20.1)

c is the suspended sediment concentration, kgm�3

P is the rate of energy input from the tides and wind, kgm�3s�1

g’ is reduced gravity, ms�2

h is the water depth, m

ws is the particle settling speed, ms�1

Equation 17.3 describes the rate of energy input from winds and tides, P. By inputting

equation 17.3 into equation 20.1 (equation 20.2) and then di↵erentiating equation in terms of

the current speed, u, it is possible to rearrange the term in terms of dc/du and ws (equations

20.3 and 20.4).
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Steady-state suspended sediment concentration, with rate of energy input, P, expanded

c =
�( 4

3⇡kb⇢wu
3 + ks⇢aw3)

g0hws
(20.2)

� is the e�ciency of resuspension

kb and ks are the bottom and surface drag coe�cients

⇢w is the water density, kgm�3

u is the tidal current speed, ms�1

w is the wind speed, ms�1

Change in concentration with change in daily maximum tidal current speed

dc

du
=

� 4
⇡kb⇢wu

2

g0hws
(20.3)

By using the MODIS suspended sediment observations as the concentration (c) and the tidal

model output approach detailed in the numerical model in the previous chapter, it is possible

to calculate dc/du for each month of the year. By rearranging equation 20.4 it is then possible

to use dc/du to estimate the settling speed (ws) for each month of the year.

Settling speed (ws) as a function of dc/du

ws =
� 4
⇡kb⇢wu

2

g0h dc
du

(20.4)
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21 Results

Using equation 20.4 it is then possible to estimate the particle settling speed from the slope

between suspended material concentration and tidal current speed, dc/du.

A t-Test was carried out for each pixel, in each monthly period. The relationship identified by

the dc/du values in January were shown to produce values almost entirely throughout under

the p = 0.05 threshold. Figure 85 displays the p-values for July, where there are several small

regions where the dc/du relationships are not significant.

Figure 85: p-values produced by t-Test for the dc/du relationship in July over the northwest
European shelf. Values less than 0.05 represent a significant relationship, with red pixels
representing locations with p-values greater than or equal to 0.05, which are therefore deemed
to not be significant.
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Figure 86: Settling speed in January as calculated using equation 20.5. Map covers the
region of the northwest European shelf. Settling speed calculated ranges from 0 to 20 mday�1

(0.25mms�1).

Figure 86 displays the estimated settling speed for the month of January. A high settling

speed is observed within the English Channel, in addition to o↵ the Southeast coast of Ireland

and the Norfolk coast.
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Figure 87: Settling speed in July as calculated using equation 20.5. Map covers the region
of the northwest European shelf. Settling speed calculated ranges from 0 to 20 mday�1

(0.25mms�1).

The July settling speed shows not only an increase in settling speed in the regions highlighted

in the winter, but also an expansion into Liverpool Bay and north of the Belgian coast (Figure

87).
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Figure 88: Settling speed estimated for each month of the year at three locations: the Irish
Sea, the English Channel and the North Sea. The locations of each point correspond to the
red dot on the adjacent map.

In order to look at the month-by-month variation in the estimated settling speed, three

locations have been used (Figure 88). All three locations show a peak in settling speed

within the summer months however the duration of the peak varies from the pronounced

peak observed in August in the English Channel location, to the less pronounced peak at the

Irish Sea location. There is also large variability between the three points in the magnitude

of settling speeds estimated, with the range being 1mday�1 and 11mday�1 in the Irish Sea,

to between 0.2mday�1 and 1.2mday�1 in the North Sea.
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22 Discussion

In Bowers (2003), a simple numerical model of resuspension detailed seasonal modulation of

the spring-neap variability in the suspended sediment concentration, describing the potential

link to the particle settling speed. Using the remotely-sensed observations of the suspended

sediment concentration, it was possible to estimate the bulk settling speed. The bulk settling

speed represents the net settling of the body of suspended material in contrast to referring to

the settling of a specific particle of a given size.

22.1 Estimations of settling speed

From the remotely-sensed observations of suspended material concentration and the daily

maximum tidal current speed from the model, it was possible to calculate values for dc/du

for each spring-neap tidal cycle. From this, by implementing Equation 20.4 derived from the

simple turbulent kinetic energy-based resuspension model described by Bowers (2003), it was

possible to estimate the particulate settling speed from the observed values of dc/du.

From the maps of settling speed in January and July, there are several things to note:

• The settling speed is observed to be higher in July than January.

• Areas such as the central Irish Sea, the English Channel and the East Anglian coast all

experience high levels of settling speed.

From the single point estimations of settling speed, there are several things to note:

• At all locations, there was an observed seasonal variation in the settling speed.

• Generally, the settling speed was at its lowest in the winter months.

• There was variability in the timing of the peak of the settling speed, with some locations

peaking in the spring and some in the summer, with the North Sea location observing

a peak before and after the summer.

The estimations of settling speed were found to be in excess of 20mday�1 at several locations
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over the shelf region. Studies such as those by Manning and Dyer (2002) and Soulsby et al.

(2013) would suggest that this settling speed corresponds to a particle diameter of approx-

imately 75µm. In field observations, this size would be considered relatively small but it is

expected that the settling speed calculated in the above chapter represents the variability

in settling speed upon the bulk of the suspended material. In this case, it is appropriate to

define the bulk settling speed as the overall settling speed which is representative for a body

of suspended material.

This study has provided overview of the spatial and temporal variability of the settling of

marine particles using the novel method relating to the dc/du term. So far, there is no large

scale estimation of settling speed variability of this nature in the literature, with observa-

tions limited to laboratory investigations and deployments of settling velocity tubes (Dyer &

Manning, 1999; Soulsby et al., 2013).

As predicted by Bowers (2003) a seasonal variability in the settling speed was observed. It

is expected that this seasonal change is due to the variation in particle properties. At times

when there is assumed to be low level of EPS (extracellular polymeric substances) in the

water (during the winter) and a high level of turbulent shear, the settling speed is shown to

be at its lowest (Verney et al., 2011; Safak et al., 2013; Soulsby et al., 2013). In periods where

the level of EPS is expected to increase (during the summer or within a bloom period) and

the level of turbulent shear is less (within the middle of the year), the settling speed is shown

to be higher.

At present, there is no data to validate the remotely-sensed settling speeds provided, however

further work could involve the integration of settling speed observations through metadata

analysis at di↵erent locations at multiple points in the year as a form of validation, including

studies such as Verney et al. (2011). However, due to the fine spatial resolution of such survey

data for validation often occurring in the coastal zone, it would most likely be necessary to

use higher resolution remote sensing data for validation.
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22.2 Limitations

One noted caveat of this method of estimation regards the requirement of a high enough con-

centration to provide reasonable regression in order to calculate the value of dc/du necessary

for the calculation. Areas with low concentration (< 1gm�3) are unlikely to provide reason-

able estimates of the settling speed and therefore subsequent estimates on these grounds must

be treated with caution.

Within the results chapter, it was shown that it is possible to estimate the settling speed of

particles within the water column using remotely-sensed observations of the suspended partic-

ulate matter concentration to monitor the response of the concentration to the local maximum

tidal current speed. By monitoring the rate of decrease or increase in the concentration with

change in the relative tidal current speed, the expression dc/du may be estimated. Using a

formulation derived from the model formulae of Bowers (2003), this can be directly related to

the particle settling speed using assumptions derived from peer-reviewed literature. In spite

of the potential issues that may arise from using assumptions in the case, it can be proposed

that overestimation or underestimation of these assumptions would have little consequence

on overarching settling speed dynamics observed. To this vein, these assumptions may act

to dampen the clear response described acting to overestimate the winter settling speed and

underestimate the summer settling speed, further increasing the seasonal variability. The key

assumptions used in this calculation can be described as follows:

E�ciency of sediment resuspension, �

The value for the e�ciency of sediment resuspension represents the fraction of turbulent

kinetic energy (TKE) required to maintain sediment in suspension. The value used in Bowers

(2003) was estimated using observations over the year from 10-day averages from gravimetric

measurements of total suspended sediment concentration within the Menai Strait, Anglesey.
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Bottom drag coe�cient, kb

The bottom drag coe�cient is also assumed to be constant in the formulation. In reality,

variation would be expected dependent upon the variation in seafloor roughness. It can be

proposed that in the winter, the seafloor would be rougher due to increased wave-driven winter

erosion, therefore increasing the drag coe�cient (Howarth, 1998; Werner et al., 2003; Safak,

2016). If this variation was observed, it would act to increase the estimated settling speed in

the winter and likewise decrease the settling speed in the summer. As this would act against

the observation variability, it could be seen to dampen the settling speed, overestimating in

the winter and underestimating in the summer.

Reduced gravity, g
0
= g ⇢s�⇢

⇢

• The acceleration due to gravity is uniformly cited a 9.81ms2 on Earth so this is used in

this formulation.

• The density of water, ⇢ can be assumed to be between 1000kgm�3 for fresh water

and 1050kgm�3 for water of high salinity, averaging at 1025kgm�3 as a default water

density.

• In the case of the solid density of particles in the water, ⇢s, the formulation assumes that

this is 1500kgm�3, 57% of the solid density of quartz (2650kgm�3) leading to a reduced

gravity, g
0
of 5m2s�1. As this is most contentious assumption in this formulation, two

scenarios may be assumed, in the winter as particles are smaller, more mineral and

more dense the solid density could increase to 1600kgm�3 and in the summer where

particles are bigger, more organic and less dense, the solid density could decrease to

1400kgm�3 (estimates from Dyer & Manning, 1999). These two values would lead

to a g
0
of 5.5m2s�1 in the winter and 3.5m2s�1 in the summer, therefore acting to

increase the winter settling speed by a factor of 1.1 and depress the summer settling

speed by a factor of 0.7. The below figure shows the settling speed using the present

formation and that with an approximated seasonally-varying reduced gravity, clearly
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showing overestimation in the winter and underestimation in the summer.
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Figure 89: Influence of reduced gravity (g’) upon the settling speed (ws) of marine particles.

As described in the above assumptions made in the settling speed calculation, it can be

proposed that use of these assumptions would not act against the observed variability but

instead, the variability would in reality have a larger amplitudinal dynamic but within the

same seasonal phase (Figure 89).

22.3 Semi-diurnal and spring-neap variability

Due to the low frequency of observations, the expected minimum period of dc/du calculation

and estimation of the settling speed, would be over a spring-neap cycle of approximately 14.5

days. However, it is proposed that there would be variability in the settling speed within this

14.5 day period (Figure 90).
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Figure 90: Proposed settling speed induced by the spring-neap tidal cycle.

Verney et al. (2011) described floc formation over a semi-diurnal tidal cycle, estimating lower

floc diameters during the flood and ebb tides, with peaks during the slack tides. Increases

in floc size have been shown to correspond with an increased rate of settling (Manning &

Dyer, 1999; Soulsby et al., 2013). Similar to that of Verney et al. (2011), van der Lee (2000)

described floc variation and settling speed over an ebb flood cycle, with floc size and settling

peaking during the slack periods between ebb and flood. As such it can be expected that

the settling speed would follow a similar variation to that predicted by Verney et al. (2011),

peaking in settling speed during the slack tide and dropping on the flood and ebb tides (Figure

91).
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Figure 91: Approximated settling speed variability over a semi-diurnal tidal cycle (Verney et
al., 2011), excluding flood-ebb tidal asymmetry.

The spring-neap variation would modulate the turbulent shearing observed over a semi-diurnal

tide. Thus, on a spring tide, where tidal currents would be largest and turbulent shearing

greatest, the floc size would be lower than on the neap tide during less turbulent shearing.

The settling speed can thus be proposed to vary in the form where it is lowest during the

spring tide and highest during the neap tide, with the ebb and flood variability on top of this.

Using the dc/du method (Equation 20.5) may not be possible to analyse semi-diurnal vari-

ability with present satellite limitations, which normally allow for only one image each day of

a location. It is possible that with advancements in geostationary satellites, that variability

over a spring-neap cycle in settling speed may be explored. Within the region covered by this

thesis (northwest European shelf), there are several locations which may provide two images

for each day, where MODIS swath granules overlap.

The statistical modelling chapter of this thesis describes the application of data of MODIS-

Terra, MERIS, VIIRS and SEVIRI which would be similarly applicable for this study. In

addition to increasing frequency for analysis of the spring-neap cycles of settling speed, this
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expansion would have the capability to examine semi-diurnal variability as proposed. Sim-

ilarly, using multiple remote sensing datasets may aid in improving temporal and spatial

resolution for future validation of this method.

22.4 Do Chlorophyll-a or sea surface temperature (SST) relate directly to

particle settling speed?

In the statistical model of Rivier et al (2012) and the statistical modelling chapter of this

thesis, Chlorophyll-a was used as an approximation of the photosynthetic productivity of

the water column. The rationale for using this it to approximate flocculation and thus the

influence of settling speed upon particles. Flocculation is catalysed by the EPS (extracellular

polymeric substances) which are released during the degradation of phytoplankton following

a bloom. It is has therefore been suggested that this may cause a delay in the e↵ect of a peak

in Chlorophyll-a upon the level of EPS and thus the rate of particle settling. In addition,

assuming Chlorophyll-A represents flocculation does not take account of the influence of

turbulent shearing upon floc size which may occur during the winter, causing a drop in the

settling speed. To counter this, Rivier et al. (2012) proposed the use of the sea surface

temperature as a representation of flocculation throughout the year, highest in the summer

an lowest in the winter. Figure 92 compares the estimation of the settling speed, to the sea

surface temperature and Chlorophyll-a concentration at a location in the southern Irish Sea.
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Figure 92: The estimated settling speed (ws) alongside the sea surface temperature (SST)
and Chlorophyll-a concentration at a location in the southern Irish Sea (51.95�N,�6.08�E).
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Using the Chlorophyll-a concentration, the peak in May occurs approximately a month before

that of the settling speed in June. This may represent the period of breakdown of phyto-

plankton and the time needed for the release of EPS into the water column. However, the

sea surface temperature is shown to peak in August, with an additional peak noticeable in

the settling speed in September. A potential avenue of future research could involve relating

the importance of both the sea surface temperature and the Chlorophyll-a concentration to

flocculative processes and settling speed.

22.5 Implications

There are several implications from the ability to provide a first estimate of the settling speed

of the water column:

• Numerical models for sediment transport often require heavily parameterised estimates

of settling speed (Baugh & Manning, 2007). This method provides estimations of set-

tling speed for each month, allowing a mean estimation for the two inclusive spring-neap

tidal cycles. Manning and Bass (2006) observed that as the populations of microflocs

and macroflocs also change over a semi-diurnal tidal cycle, that the settling speed also

varied by a factor of 5 over this period. Unfortunately, due to irregular daily observations

from remote-sensing, it would not be possible to resolve variability at a semi-diurnal

scale using this method. Despite this, the first order spring-neap variability from this

method could be used to constrain the second order semi-diurnal variability in more

precise estimations.

• Pollutant monitoring requires accurate understanding of the settling speed of pollu-

tants (Aldridge et al., 2003). Although this study does not directly look at pollutant

dispersion or pollutant transport, flocculated particles are known to often contain pollu-

tants. When estimating the floc settling of pollutants in analysis of pollutant dispersion,

estimates such as those described would provided valuable insight.
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• Understanding the settling of marine flocs also has an important role in monitoring

carbon sequestration with studies of Bianci (2011) and Bauer et al. (2013) describing

the importance of flocculation in the sequestration of both inorganic and organic carbon.

Bauer et al. (2013) estimated that flocculated coastal sediments account for 45% of the

net carbon burial in shelf sea regions. Providing estimates of the rate of settling as those

in this study alongside measurements of inorganic and organic carbon concentration

could allow for future identification of the key areas of shelf seas responsible for this

important pathway of carbon sequestration.

• Although not explored within this study, particle size alongside particle density are

key factors controlling the settling speed of marine particles (see equation 3.1). Future

analysis could expand upon this study with inclusions of estimates of particle size (van

der Lee et al., 2009).
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Part VI

Conclusions

The thesis centres upon methods to improve the monitoring of suspended material in coastal

shelf seas. In addition to field observations looking at understanding assumptions made

in remote-sensing algorithms, other chapters looked at utilising the present remote-sensing

archive to develop statistical models and to test numerical simulations. This chapter sum-

marises the main conclusions and future developments from the chapters in this thesis:

Part III - Backscattering of light by marine particles

• The mass-specific backscattering coe�cient, bbp⇤, which is assumed constant in remote-

sensing algorithms was shown to vary by over a factor of 4 in the field observations.

• Correlation between the concentration of total suspended solids and the mass-specific

backscattering coe�cient, bbp⇤, produced an R2 value of 0.36. Although this is not a

high value of R2, it does present the possibility of iterative estimation of bbp⇤ in future

remote-sensing algorithms. b⇤bp was shown to correlate with the mineral content, with

an R2 of 0.38, literature suggested this relationship to be due to the increase in the

refractive index with mineral content. This was also proposed to be the main factor

influencing the relationship between total suspended solids concentration and b⇤bp , as

the highest concentrations were observed to be more mineral.

• The mass-specific backscattering coe�cient, bbp⇤ was shown to be dependent on the

particle size, D50, with an R2 of 0.43. Analysis alongside other observations suggested

that this was less due to small particles being better scatterers and more due to small

particles being highly mineral in the observation data set.

The results of this study were found to fit within those of Neukermans et al. (2012) and

Bowers et al. (2014). The range of bbp⇤ and Qbb values were less than those observed by

Neukermans et al. (2012) but slightly higher than those observed by Bowers et al. (2013) for

228



Qbb . This study was shown to reinforce the role of particle size and cross-sectional area upon

backscattering following from Neukermans et al. (2012) and Bowers et al. (2014) through

the use of Qbb . Additionally, this study showed a statistically significant relationship between

mineral content and b⇤bb . The study found a new relationship between total suspended solids

concentration and b⇤bp , outlining the potential use in an iterative algorithm. The range of

values observed were less than those of Neukermans et al. (2012), which may limit the

wider applicability of the iterative algorithm as it is presently described. However, future

inclusion of further data from a larger range of locations in the same iterative format may

allow significant improvement upon the spatial and temporal performance of remotely-sensed

algorithms for suspended sediment concentration.

Part IV - Statistical analysis of remotely-sensed variability in suspended material

concentration

• Using only tides, it was possible to predict between 40% and 65% of the variability of

the suspended matter concentration on the shelf.

• The inclusion of tides in model 2, improved the prediction of short-term wind-driven

resuspension by 5%.

• The inclusion of Chlorophyll-a as a multiplicative factor provided expression of strat-

ification in the model at stratifying locations. In areas, that did not stratify, this in-

clusion lowered the concentration representing the seasonal variability in settling speed

expected.

The statistical model made significant improvements upon that of Rivier et al. (2012), ex-

panding the area from the English Channel to the northwest European shelf and improving

the performance of model 3. The chapter showed that the inclusion of a sine curve to represent

the seasonal influence of each forcing (tides, wind and Chlorophyll-a) was highly beneficial.

Model 1 was shown to represent both the general seasonal variability in the SPM concen-

tration and also the spring-neap variability. Potential improvements were discussed in the

use of multiple satellites and geostationary satellites to improve temporal coverage further.
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Additionally, there is potential to improve the performance of the model further with river

discharge data, especially in areas surrounding large rivers. The dependence upon the tidal

coe�cient in Rivier et al. (2012) greatly limited the spatial applicability of that model, how-

ever the use of a tidal model will allow the model in this study to be simply applied to other

areas of the world.

Part V - Numerical model of suspended sediment concentration

• Using the simple numerical model with stratification and imposed seasonal settling

speed, it was possible to achieve R2 values between 0.6 and 0.8 in the Irish and Celtic

Seas when compared with the remotely-sensed observations.

• The model was slightly less proficient in the English Channel, with R2 values between

0.4 and 0.7.

• The performance of the model suggested it to be a reasonable alternative to more

complex numerical simulations when computational performance is not su�cient.

Despite the simple, two-layer nature of the numerical model used, it was shown to perform

well in representing the main features of the annual variation in SPM concentration. Settling

speed (ws) was shown to be a crucial controlling factor of the performance of the model, with

significant improvement with the inclusion of an imposed seasonally-varying settling speed.

Future improvements to this could include increased vertical resolution (from the two-layer

form), increased temporal resolution (hourly) and the use of the estimated ws from Chapter

VI to improve the representation of ws in the model.

Part VI - Remote sensing of particle settling speed

• Using the numerical formulation derived from Bowers (2003), it was possible to estimate

the particle settling speed from remotely-sensed suspended matter concentration.

• Settling speeds estimated were at levels up to 60mday�1 (0.8mms�1), comparable to

those observed of particles in laboratory experiments and using settling velocity tubes.

• This novel approach has the potential to provide first order estimates of settling speed
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on a monthly timescale for uses such as the modelling of sediment transport, pollutant

dispersion and carbon sequestration.

• It is suggested that the settling speed would also experience second order variability

with varying properties over a spring-neap tidal cycle and indeed over a semi-diurnal

tidal cycle, however, due to constraints of satellite temporal coverage, this method is

unlikely to be su�cient at those higher temporal resolutions.

Chapter VI demonstrated an novel approach, to use remotely-sensed observations of SPM to

estimate the settling speed ws of particles in the water column. Although laboratory and

in-situ measurements exist of ws, they are laborious and spatially and temporally sensitive.

This method estimated values of ws which were within the range observed in-situ, reinforcing

the validity of these preliminary results. This approach has the potential to allow large-scale

surveying of ws using remote-sensing, which could be easily applied to other areas with similar

tidal controls upon SPM. The chapter described the potential for validation using existing and

future measurements of ws, alongside higher resolution remote-sensing images. Using remote-

sensing data such as that of SEVIRI was discussed as a possibility to use this same novel

method to examine diurnal variability in ws. Not only does information regarding the particle

settling speed influence our understanding of sediment dynamics (improving upon present ws

model parameterisation) but has impacts for wider fields such as pollutant monitoring and

carbon sequestration.
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Optical properties of the ”clearest” natural waters. Limnology & Oceanography. 52 (1).

217-229.

NASA. (2016). Moderate Resolution Imaging Spectrophotometer.

Available at: https://modis.gsfc.nasa.gov/data/ [Accessed 11/04/15].

NASA EOSDIS (2016). EOSDIS Worldview.

Available at: https://worldview.earthdata.nasa.gov/ [Accessed 25/05/15].

Nechad, B., Ruddick, K.G., & Park, Y. (2010). Calibration and validation of a generic multi-

sensor algorithm for mapping of total suspended matter in turbid waters. Remote Sensing of

Environment. 114. 854-866.

Neukermans, G., Loisel, H., Mériaux, X., Astoreca, R., & McKee, D. (2012). In situ vari-

ability of mass-specific beam attenuation and backscattering of marine particles with respect

to particle size, density and composition. Limnology & Oceanography. 57(1). 124-144.

Neukermans, G., Ruddick, K.G., & Greenwood, N. (2012b). Diurnal variability of turbid-

246



ity and light attenuation in the southern North Sea from the SEVIRI geostationary sensor.

Remote Sensing of Environment. 124. 564-580.

Oishi, T. (1990). Significant relationship between the backward scattering coe�cient of sea-

water and the scatterance at 120 degrees. Applied Optics. 29. 4658-4665.

Ody, A., Doxaran, D., Vanhellemont, Q., Nechad, B., Novoa, S., Many, G., Bourrin, F.,

Verney, R., Pairaud, I., & Gentil, B. (2016). Potential of high spatial and temporal ocean

colour satellite data to study the dynamics of suspended particles in a micro-tidal river plume.

Remote Sensing in Coastal Environments. 8 (3).

Owen, M.W. (1976). Determination of the settling velocities of cohesive muds. HR Walling-

ford Report No. IT. 161. 18 pp.

Petus, C., Chust, G., Gohin, F., Doxaran, D., Froidefrond, J-M., & Sagarminaga, Y. (2010).

Estimating turbidity and total suspended matter in the Adour River plume (South Bay of

Biscay) using MODIS 250-m imagery. Continental Shelf Research. 30. 379-392.

Pingree, R.D., & Gri�ths, D.K. (1978). Tidal fronts on the Shelf Seas around the British

Isles. Journal of Geophysical Research. 83.

Pope, R.M., & Fry, E.S. (1997). Absorption spectrum (380-700nm) of pure water, II: Inte-

grating cavity measurements. Applied Optics. 36 (33). 8710-8723.

Preisendorfer, R.W. (1976). Hydrological Optics I-VI. U.S. Department of Commerce, NOAA,

Hawaii, USA.

Rast, M., Bezy, J.L., & Bruzzi, S. (2010). The ESA Medium Resolution Imaging Spectrora-

diometer MERIS a review of the instrument and its mission. International Journal of Remote

Sensing. 20 (9).

Ray, R.D., Egbert, G.D., & Erofeeva, S.Y. (2010). Tide predictions in shelf and coastal

waters: status and prospects in Coastal Altimetry, Vignudelli, S., Kostianoy, A., Cipollini, P.,

& Benveniste, J. Springer.

Reeve, D., Chadwick, A., & Fleming, C. Coastal engineering: process, theory and design

247



practice. SPON Press, Taylor & Francis Group, England.

Reynolds, A., Stramski, D., & Neukermans, G. (2016). Optical backscattering by particles in

Arctic seawater and relationships to particle mass concentration, size distribution, and bulk

composition. Limnology and Oceanography. 61. 1869-1890.

Rippeth, T.R., Lincoln, B.J., Kennedy, H.A., Palmer, M.R., Sharples, J., & Williams, C.A.J.

(2014). Impact of vertical mixing on sea surface pCO2 in temperature seasonally stratified

shelf seas. Journal of Geophysical Research: Oceans. 119 (6). 3868-3882.
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Service Hydrographique et Océanographique de la Marine, Brest. 564-UJA.

Simpson, J.H., & Hunter, J.R. (1974). Fronts in the Irish Sea. Nature. 1250. 404-406.

Simpson, J.H., Allen, C.M., & Morris, N.C.G. (1978). Fronts on the continental shelf. Journal

of Geophysical Research. 83. 4607-4614.

Simpson, J.H., & Bowers, D.G. (1979). Shelf sea fronts’ adjustments revealed by satellite IR

imagery. Nature. 280. 648-651.

Simpson, J.H., & Bowers, D.G. (1981). Models of stratification and frontal movement in shelf

seas. Deep Sea Research. 28A. 727-738.

Simpson, J.H., & Bowers, D.G. (1984). The role of tidal stirring in controlling the seasonal

heat cycle in shelf seas. Annales Geophysicae. 2. 411-416.

Simpson, J.H., & Brown, J. (1987). The interpretation of visible band imagery of turbid

shallow seas in terms of the distribution of suspended particles. Continental Shelf Research.

7. 1307-1313.

249



Simpson, J.H. (1998). Tidal processes in shelf seas. The Sea 10.

Slade, W., & Boss, E. (2015). Spectral attenuation and backscattering as indicators of average

particle size. Applied Optics. 54 (24).

Smith, R.C., & Baker, K. (1981). Optical properties of the clearest natural waters (200-

800nm). Applied Optics. 20 (2).

Soulsby, R.L., Manning, A.J., Spearman, J., & Whitehouse, R.J.S. (2013). Settling veloc-

ity and mass settling flux of flocculated estuarine sediments. Journal of Marine Geology

(2013).339. 1-12;

Stillinger, D.C., Helland, K.N., & van Atta, C.W. (1983). Experiments on the transition of

homogeneous turbulence to internal waves in a stratified fluid. 131. 91-122.

Sullivan, J.M., Twardowski, M.S., Donaghay, P.L., & Freeman, S.A. (2005). Use of optical

scattering to discriminate particle types in coastal waters. Applied Optics. 44. 1667-1680.

Stewart, C., & Thomson, J.A.J. (1997). Vertical distribution of butyltin residues in sediments

of British Columbia harbours. Environmental Technology. 18. 1195-1202.

Stramski, D., Boss, E., Bogucki, D., & Voss, K.J. (2004). The role of seawater constituents

in light backscattering in the ocean. Progress in Oceanography. 61. 27-50.
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