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Summary 

The main aini of this work is the study of Petrov-Galerkin finite ele- 

nient methods and their application to the numerical solution of transient 

non-linear partial differential equations. We use as examples numerical algo- 

rithms for the solution of the Regularised Long Wave equation and Burgers' 

equation. 
Firstly the theoretical background to the finite element method is dis- 

cussed. 
In the following chapters finite element methods based on the Petrov- 

Galerkin approach are set up. Firstly we set up Galerkin's method, and 

later the least squares method and a Petrov-Galerkin method containing 

a piecewise constant weight function. The appropriate element matrices are 

determined algebraically using the computer algebra package Maple. Finally 

we set out to extend the least squares algorithm to include quadratic B-spline 

elements. 
The numerical algorithms for the RLW equation have been tested by 

studying the motion, interaction and development of solitary waves. We have 

shown that these algorithms can faithfully represent the amplitude of a single 

solitary wave over many time steps and predict the progress of the wave 

front with small error. In the interaction of two solitary waves the numerical 

algorithms reproduce the change in amplitudes and the phase advance, and 

phase retardation caused by the interaction. The development of an undular 

bore is modelled and we demonstrate that its shape, height and velocity are 

consistent with earlier results. 

Simulations arising from three different initial conditions for Burgers' 
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time finite elements. The results are compared with published data and found 

to be consistent. Also, simulations arising from four different initial condi- 

tions for Burgers' Equation are studied using a Petrov-Galerkin method with 

quadratic B-spline finite elements and a piecewise constant weight function. It 

is demonstrated that the results obtained agree well with earlier work. 

The L2 and L,,, error norms for all problems are, where possible, com- 

pared with published data. We conclude that Petrov-Galerkin methods are 

eminently suitable for the numerical solution of transient non-linear partial 

differential equations leading, as we have shown, to very accurate results. 

111 



Contents 

Acknowledgements 

Summary 

1 Introduction 

I 

1 

ii 

1 

2 Finite Element Methods 3 
2.1 Introduction ........................... 3 

3A Galerkin Finite Element Scheme For The RLW Equation 10 
3.1 Introduction ........................ .... 10 
3.2 The finite element solution ............... .... 11 

3.2.1 Stability Analysis 
................. .... 

15 

3.3 Test problems ....................... .... 16 
3.3.1 Conservation laws for the RLW equation .... .... 

16 

3.3.2 Error norms .................... .... 18 
3.3.3 Solitary wave motion ............... .... 19 
3.3.4 Two wave interactions 

.............. .... 44 
3.4 Discussion 

......................... .... 
48 

4A Least-Squares Finite Element Scheme For The RLW 

Equation 49 

4.1 Introduction 
............................ 49 

4.2 The finite element solution .................... 50 

4.2.1 Stability Analysis 
..................... 55 

IV 



4.3 Test problems ........................... 56 

4.3.1 Solitary wave motion ................... 
57 

4.4 Modelling an undular bore 
.................... 

78 

4.5 Discussion 
............................. 83 

5A Petrov-Galerkin Algorithm For The RLW Equation 85 
5.1 Introduction 

.......................... .. 85 
5.2 The finite element solution .................. .. 

86 

5.2.1 Stability Analysis 
................... .. 

88 

5.3 Validation ........................... .. 89 
5.4 Modelling an undular bore 

.................. .. 107 
5.5 Discussion 

........................... .. 
121 

6A Least-Squares Finite Element Scheme For Burgers' 
Equation 122 

6.1 Introduction .................. .......... 122 

6.2 The finite element solution .......... .......... 123 
6.2.1 Stability Analysis 

........... .......... 127 
6.3 Test problems ................. .......... 128 
6.4 Discussion 

................... .......... 
147 

7A Petrov-Galerkin Finite Element Scheme For Burgers' 
Equation 148 

7.1 Introduction 
.................. .......... 

148 

7.2 The finite element solution .......... .......... 150 
7.2.1 Stability Analysis 

........... .......... 154 
7.3 The initial state ................ .......... 155 
7.4 Test problems ................. .......... 157 
7.5 Discussion 

................... .......... 
181 

8A Least-Squares Quadratic B-Spline Finite Element Scheme 

For The RLW Equation 182 

8.1 Introduction 
............................ 182 

8.2 The B-spline finite element solution ............... 
182 

V 



9 General Conclusions 

Bibliography 

189 

192 

VI 



Chapter 1 

Introduction 

In Chapter 2, we describe weighted residual methods, Galerkin, Petrov- 

Galerkin, least square method. 
In Chapter 3, a Galerkin Finite Element scheme is set up for The Reg- 

ularised long Wave Equation. The element matrices are determined alge- 
braically using MAPLE. Assembling the element matrices together and us- 
ing a Crank-Nicolson difference scheme for the time derivative leads to a set 

of quasi-linear equations which are solved by a tridiagonal algorithm. The 

method is tested by calculating how the L2 and L,, error norms change 
during the motion of a single and double solitary wave and comparing this 

work with the error found by earlier authors for a similar experiment. Three 

conservative quantities Cl, C2, C3 are also computed for simulations using a 

single solitary wave and double solitary wave as initial condition. Besides this 

the interaction of two solitary waves, both of small amplitude, are simulated. 
In Chapter 4, we set up a numerical algorithm for the solution of the Reg- 

ularised Long Wave Equation using a least squares finite element method 

together with a Crank-Nicolson difference scheme for the time derivative 

which leads to a set of quasi-linear equations which are solved using a tridi- 

agonal algorithm. A linear stability analysis is used to show that the scheme 
is unconditionally stable. The L2 and L. error norms have been calculated 
for single and double solitary wave simulations and compared with the error 
found by earlier authors. Three conservative quantities Cl, C2, C3 have been 
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computed. Lastly the development of an undular bore from an appropriate 
initial condition is simulated. 

In Chapter 5, we set up a Petrov-Galerkin scheine for the Regularised 

Long Wave Equation using quadratic elements and piecewise constant weight 
functions. 

In chapter 6, we set up a numerical solution of Burgers' Equation using 

a least squares approach with linear elements. This leads to set of quasi 
linear equations which can be solved using a tridiagonal algorithm. A linear 

stability analysis is set up which shows that the scheme is unconditionally 

stable. We describe simulations arising from three different initial conditions 

and the results of these experiments are compared with published data. As 

the analytic solution is expressed in closed form the L2 and L, ), error norms 

are easily calculated. The results of our computations are given in Figures 

and Tables and are compared with the analytic solutions given by Kakuda 

and Tosaka. 

In Chapter 7, a Petrov-Galerkin scheme using quadratic elements together 

with a piecewise constant weight function is set up for Burgers' Equation. 

Similar problems are discussed. 

In Chapter 8, a least-squares quadratic B-Spline finite element scheme is 

set up for the the Regularised Long Wave Equation. A computer program 
based on this approach is in progress of being developed. 

Finally, in Chapter 9 we draw conclusions on this work. 
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Chapter 2 

Finite Element Methods 

2.1 Introduction 

The term finite element was first used by Clough [31] in 1960. Since its 

inception, the literature on finite element applications has grown exponen- 

tially, [21,35,101,104,105] and today there are numerous journals which 

are primarily devoted to the theory and applications of the finite element 

method [921. 

The finite element method is now widely accepted as the first choice nu- 

merical method in all kinds of structural engineering applications in aerospace, 

naval architecture and the nuclear power industry. Applications to fluid me- 

chanics are currently being developed for the study of tidal motion, thermal 

and chemical transport and diffusion problems, as well as for fluid-structure 

interactions. 

During the nineteen-sixties, research on the finite element method was 

widely pursued simultaneously in various parts of the world, particulary in 

the following directions. 

a) The method was reformulated as a special case of the weighted residual 
method. 

b) A wide variety of elements were developed including bending ele- 

ments, curved elements. 
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c) The method was recognised as a general method for the solution of par- 
tial differential equations. Its applicability to the solution of nonlinear and 
dynamic problems of structures was amply demonstrated as was its extension 
into other domains such as soil mechanics, fluid mechanics and thermody- 

namics. Solutions were obtained to engineering problems hitherto thought 

intractable [36]. 

In the finite difference approximation of a differential equation, the deriva- 

tives in the equation are replaced by difference quotients which involve the 

values of the solution at discrete mesh points of the domain. The result- 
ing discrete equations are solved, after imposing the boundary conditions, 
for the values of the solution at the mesh points. Although the finite differ- 

ence method is simple in concept, it suffers from several disadvantages. The 

most notable are the inaccuracy of the derivatives of the approximated so- 
lution, the difficulty in imposing the boundary conditions along nonstraight 
boundaries, the difficulty in accurately representing geometrically complex 
domains, and the inability to employ nonuniform and nonrectangular meshes. 

The finite element method overcomes some of the difficulties of the finite 

difference method because it is based on integral formulations. The geoniet- 

rical domain of the problem is represented as a collection of finite elements 

and can be divided into nonuniform and nonrectangular elements if the need 

arises [92]. 
Modern finite element integral formulations are mainly obtained by two 

different procedures: variational formulations and weighted residual formu- 

lations [3]. 

Variational models usually involve finding the nodal parameters that 

yield a stationary (maximum or minimum) value of a specific integral re- 
lation known as a functional. It is well known that the solution that yields 

a stationary value of the functional and satisfies the boundary conditions, is 

equivalent to the solution of an associated differential equation known as the 
Euler equation. If the functional is known, then it is relatively easy to find 

the corresponding Euler equation. 
Most engineering and physical problems are initially defined in terms of 

a differential equation. The finite element method requires an integral for- 
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mulation so that one must search for the functional whose Euler equation 
has been given. Unfortunately, this is a difficult and sometimes impossible 

task, therefore there is an increasing emphasis on the various weighted resid- 

ual techniques that can generate an integral formulation directly from the 

original differential equations. 
The generation of finite element models by weighted residual techniques 

is a relatively recent development. However, these methods are increasingly 

important in the solution of differential equations. 
Let us start with finding an unknown function u which satisfies a certain 

operator equation: 

Au =f in 1= (a, b) (2.1) 

where f is a known function and S2 is the domain of interest. A is a real 
differential operator of order 2rn (m is positive). The differential operator A is 

linear in u and its derivatives appear linearly in A. Otherwise A is nonlinear. 
The boundary conditions can contain the derivatives up to 2rn -I and 

at each boundary point there are rn boundary conditions. If the boundary 

conditions involve u and derivatives of order less than m then they are called 

essential. Otherwise they are natural. 

In the weighted residual method the solution u is approximated by the 
interpolation functions (kj through: 

N 

UN =E cjoj (2.2) 

j=1 

where cj are unknown parameters to be determined. 

The best choice of the approximated functions 4; are polynomials be- 

cause polynomials are easy to manipulate, both algebraically and computa- 
tionally. Polynomials are also attractive from the point of wiew of the Weier- 

strass approximation theorem which states that any continuous function may 
be approximated, arbitrarly closely, by a suitable polynomial. 

The choice of the approximation Oj is required to satisfy the following 

conditions: The approximation must 
(a) have geometrical invariance, 
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(b) contain a complete polynomial which includes all the lower terms, and 
(c) have sufficient continuity and parameters to represent the solution. 
Substitute the approximate solution (2.2) into the operator equation 

(2.1). This operation defines a residual RN: 

RN=Au -f (2.3) 

where RN is a function of the chosen independent functions cß1 and the un- 
known parameters cj. To determine the unknown parameters cj using the 

weighted residual method one can set the integral, over the domain Sl, of the 

product of the residual and some weight functions 0, to be zero: 

fiRNdxO 1=1,... ,N 
(2.4) 

where the weight functions, in general, are not the same as the approximation 
functions 4j. The equation (2.4) can be simplified to the form: 

VlifiOjdx)Cj _f Oifdx 

J=1 
JS2 S2 

or 
N 

E Ajici = fi (2.5) 
j=1 

where: 
A, j =J OjAO. dx 

f= Oi f dx 

For different choices of the weight functions we find different types of the 

weighted residual technique (2.4). 

For O; = 0j, the weighted residual method (2.4) is called the Galerkin 

method while the weighted residual approach is called the Petrov-Galerkin 

method, if %; 4 O;. 

To find the least square method one determines the parameters c; by 

minimising the integral of the square of the residual (2.4): 

=0 IR' dx dc; N 

6 



or 

f RN R 
RNdx =0 (2.6) 

The Equation (2.6) can be written in simplified form: 

N 

Ach Ac; dx)c =f (Aos)fdx 
j-1 S2 

or 

N 
E Aijcj = f, (2.7) 
j=1 

where 
A2; = f(A)(A)dx 

fz = f(A)fdx 
Another popular method for solving the boundary value problem is the 

collocation method. The idea behind this approach is to make the residual 
in Equation (2.3) zero at N selected points in the domain S2 : 

RN(S1) =0i=1,... ,N 
(2.8) 

or 

N 
Ec. 

iAO. i(xi) = f(x; ) i=1,... 
,N 

(2.9) 
j=1 

Equation (2.9) gives a system of N equations in the N unknown parameters 

cj which can be solved numerically. 
For both variational and weighted residual formulations the following 

restrictions are generally accepted as a means of establishing convergence 

of the finite element model as the mesh is increasingly refined: [3] 

a) (A necessary criterion) the element interpolation functions must be 

capable of modelling any constant values of the dependent variable or its 

7 



derivatives, to the order present in the defining integral statement, in the 

limit as the element size decreases. 

b) (A sufficient criterion) the element shape functions should be chosen 

so that at element interfaces the dependent variable and its derivatives, of up 

to one order less than those occurring in the defining integral statement, are 

continuous. 
The basic ideas introduce certain terms that are used in the finite-element 

analysis of any problem: [92] 

a) Finite-element discretisation. First, the continuous region or line is 

represented as a collection of a finite number n of subregions, say segments 
for example. This is called the discretisation of the domain by segments. Each 

of these segments is called an element. The collection of elements is called 
the finite-element mesh. One can discretise the domain, depending on the 

shape of the domain, into a mesh of more than one type of element. 
b) Error estimate. There are three kinds of error in a finite-element solu- 

tion: 

(i) errors due to the approximation of the domain 
(ii) errors due to the approximation of the solution 
(iii) errors due to numerical computation. 

c) Number and location of the nodes. The number of the location of the 

nodes in an elements depends on 
(i) the geometry of the element 
(ii) the degree of the approximation (i. e., the degree of the polynomials), 
(iii) the variational form of the equation. 

d) Assembly of elements. The assembly of elements, in a general case, is 
based on the idea that the solution is continuous at the interelement bound- 

arses. 

e) Accuracy and convergence. The accuracy and convergence of the finite- 

element solution depends on the differential equation solved and the elements 
used. The word "accuracy" refers to the difference between the exact solution 
and the finite-element solution, and the word "convergence" refers to the 
accuracy as the number of elements in the mesh is increased. 

f) The time dependent problems. For time dependent problems, there are 
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derivatives, to the order present in the defining integral statement, in the 

limit as the element size decreases. 

b) (A sufficient criterion) the element shape functions should be chosen 

so that at element interfaces the dependent variable and its derivatives, of up 
to one order less than those occurring in the defining integral statement, are 
continuous. 

The basic ideas introduce certain terms that are used in the finite-element 

analysis of any problem: [92] 

a) Finite-element discretisation. First, the continuous region or line is 

represented as a collection of a finite number n of subregions, say segments 
for example. This is called the discretisation of the domain by segments. Each 

of these segments is called an element. The collection of elements is called 
the finite-element mesh. One can discretise the domain, depending on the 

shape of the domain, into a mesh of more than one type of element. 
b) Error estimate. There are three kinds of error in a finite-element solu- 

tion: 

(i) errors due to the approximation of the domain 
(ii) errors due to the approximation of the solution 
(iii) errors due to numerical computation. 

c) Number and location of the nodes. The number of the location of the 

nodes in an elements depends on 
(i) the geometry of the element 
(ii) the degree of the approximation (i. e., the degree of the polynomials), 
(iii) the variational form of the equation. 

d) Assembly of elements. The assembly of elements, in a general case, is 

based on the idea that the solution is continuous at the interelement bound- 

aries. 

e) Accuracy and convergence. The accuracy and convergence of the finite- 

element solution depends on the differential equation solved and the elements 

used. The word "accuracy" refers to the difference between the exact solution 

and the finite-element solution, and the word "convergence" refers to the 

accuracy as the number of elements in the mesh is increased. 

f) The time dependent problems. For time dependent problems, there are 
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two steps to be followed: 

i) The partial differential equations are approximated by the finite element 

method to obtain a set of ordinary differential equations in time. 
ii) The ordinary differential equations in time are solved approximately 

by finite difference methods to obtain algebraic equations, which are then 

solved for the nodal values. 
The basic steps for the solution of a differential equation using the finite 

element method is as follows: [92] 

a) Divide the given domain into a finite elements. Number the nodes (the 

points of subdomains where the function is evaluated) and the elements. Gen- 

erate the geometric properties (such as; coordinates, cross-sectional area, and 

so on) needed for the problem. 
b) Evaluate the element equations by constructing a suitable weighted 

residual formula of given differential equation using: 

N 

u=u;,; (2.10) 

where Oj are the chosen interpolation functions. 

If we substitute the Equation (2.10) in the chosen weighted residual for- 

m. ula, we will find the formula: 

{he}{ue} = {Fe} (2.11) 

c) Assemble the element contributions to find the equation for the whole 

problem. 
d) Impose the boundary conditions of the problem. 

e) Solve the overall system of equations. 
f) Compute the solution and represent the results in tabular and/or 

graphical form. 
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Chapter 3 

A Galerkin Finite Element 

Scheme For The RLW Equation 

3.1 Introduction 

The regularised long wave(RLW) equation is solved by Galerkin's method 

using linear space finite elements. In simulations of the migration of a single 

solitary wave this algorithm is shown to have good accuracy for small am- 

plitude waves. In addition, for very small amplitude waves (< 0.09) it has 

higher accuracy than an approach using quadratic B-spline finite elements 

within Galerkin's method. The interaction of two solitary, waves is modelled 
for small amplitude waves. 

The RLW equation plays a major role in study of non-linear dispersive 

waves [19,89]. There is experimental evidence to suggest that this description 

breaks down if the amplitude of any wave exceeds about 0.28, since wave 
breaking is then observed with water waves [89]. 

The RLW equation has been solved numerically by Eilbeck and McGuire 

[37] Bona et al [19] and, more recently, by Jain et al [64]. We have stud- 
ied the RLW equation using Galerkin's method with both cubic [40] and 

quadratic [46] B-spline finite elements and a least squares technique [83,84] 

with space-time linear finite elements [49]. Here we use Galerkin's method 
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with linear finite elements [83,84] to construct a numerical solution. We dis- 

cuss the properties and advantages of this method and compare its accuracy 
in modelling a solitary wave with that of numerical algorithms described in 

references [64], [46] and [49]. Finally, the interaction of two solitary waves of 

small amplitude is studied. 

3.2 The finite element solution 

We solve the normalised RLW equation 

Ut + U, + EUU, - µUxxt = 0, (3.1) 

where c, µ are positive parameters and the subscripts x and t denote differ- 

entiation. When the RLW equation is used to model waves generated in a 

shallow water channel the variables are normalised in the following way. Dis- 

tance x and water elevation U are scaled to the water depth h and time t is 

scaled to , /9, where g is the acceleration due to gravity. Physical boundary 

conditions require U -+ 0 as Ix 1-ý oo. 
When applying Galerkin's method we minimise the functional [103] 

rL 

J [Ut + U, + EUUx - mUxxt]W; dx = 0, (3.2) 
0 

where W, is a weight function, with respect to the nodal variables. 
A uniform spatial array of linear finite elements is set up 

0= xo < Xi ... < xN = L. A typical finite element of size 
Ox = (x,,, +l - x,,, ), mapped by local coordinates ý, where 

x= xm + ýAx, 0<ý<1, makes, to integral (3.2), the contribution 

I1[Ut 
++ OxOU- 

O(3.3) 

where to simplify the integral, 0 is taken to be constant over an element. This 

leads to 

fi [Ut + vU{ - bUUýt]W; de, (3.4) 

11 



where 
6= µ 

Qß. 2 

and 
v= 

0x 
(1 + eÜ) 

is taken as locally constant over each element. The variation of U over the 

element [x., 
n, x,,, +1] is given by 

2 

Ue=EN, uj, (3.5) 
j=1 

where Ni, N2 are linear spatial basis functions and ul(t), u2(t) are the nodal 

parameters. With the local coordinate system e defined above the basis func- 

tions have expressions [103] 

N, =1-ý, 

N2=ý. 

For Galerkin's method we identify the weight functions W; with the basis 
functions Nj giving 

f1 
[Ut + vU{ - bUU£t]N; dý. (3.6) 

Integrating by parts leads to 

ri 
[(Ut + vUý)NN + 6UftN, ]dý. (3.7) 

0 

Now if we substitute for U using Equation (3.5), an element's contribution 
is obtained in the form 

21 

ý(NkTl + vNkuk)N; + bNkN3 
dtk]dý, 

(3.8) 
k=1 

10 

where the prime denotes differentiation with respect to ý, which in matrix 
form becomes 

[Ae + bDej 
e 

dt 
+ CcUe, (3.9) 
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where 
ue = (u1, u2) 

r, 

are the relevant nodal parameters. The element matrices are 

i 
AJk 

-/ NjNkd 
, 0 

Ck =vfiN; Nk, 
u 

Dj'k=f NjNk 
0 

where J, k take only the values 1 and 2. The matrices A', Ce and De are 
thus 2x2, and have the explicit forms 

Ae -1 6 
2 

1 

1 

2 

CC - 
1v 
2 

-1 

-1 

1 

1 

1 -1 De 
i 

-1 
1 

and v given by 

v Ax 
(1 + Eu1), 

is constant over the element. 
Formally assembling together contributions from all elements leads to the 

matrix equation 

[A + bD] 
d+ 

[C]u = 0, (3.10) 

and u= (uo, u1, ... , UN)T , contains all the nodal parameters. The matrices 
A, C, D are tridiagonal and row ni of each has the following form: 

A: (1,4,1) 

13 



D: (-l, 2, -1) 
C 

ý(-Vm-1, 

VM-1 - Vm, Vm) 

A typical member of (3.10) is 

dR1- b)um-1 + (2 + 2b)u, n + (I - b)um+, l 

2(2Jm-1 -Vm)Um - I'Umum+l, 
(3.11) 

where v71 is given by 

vm _ 
x(1 

To obtain a numerical solution for this set of ordinary differential cqua- 
tions we can use a Crank-Nicolson approach and centre on 
t= (n + 2At and let 

du, 
3.12) 

dt At 
(um 

- um), 

um =1u, t+l (3.13) 2( '+ 
um ) 

Hence we obtain the recurrence relationship 

(1 -b- 
tvm-1)um '1 + (2 -+ 2b + 

At 
-1 - Um])utt±l 

6434 
1 Ot 

n+l 
At 

+6 -b+4 vm)um+l =6-b+4 vm_ý)u'; ý-1 
2 At 1 At (3 + 2b -4 [um-1 - vm])'um + (6 -b-4 v1n)uýý+i. (3.14) 

The boundary conditions U(0, t) =0 and U(L, t) =0 require uo =0 and 

UN = 0. The above set of quasi-linear equations has a matrix which is tridiag- 

onal in form so that a solution using the Thomas algorithm is possible, how- 

ever, due to the presence of the non-linear term an inner iteration may be 

required. 
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3.2.1 Stability Analysis 

The growth factor g of the error c, ' in a typical Fourier mode of amplitude 

En 

Eý = E'i exp(i jkOx) (3.15) 

where k is the triode number and Ox the element size, is determined for a, 
linearisation of the numerical scheme. 

In the linearisation it is assumed that the quantity U in the nonlinear 

term is locally constant. Under these conditions the error Ejl satisfies the 

same finite difference scheme as the function 
dý and we find that a typical 

member of Equation (3.14) has the form 

(I -b- 
At 

);; 11 +(2+ 2b)c"+i 
6 40x 3 

At 
n+l 

1 At 
r1 

ý-b+ 40x 
)E+1 - (6 -b+ 40x 

)E"i-I 

+(3 + 2b)Em + (ý -b- 4ox %ý+ý, (3.16) 

where 
bµ 

Ox2 

substituting the above Fourier mode gives 

(p + iq)fn+i = (p - zq)Ef 

where 
p= (3 - 2b) cos[kAx] + (3 + 2b) 

and At 
q= 20x sin[k\x]. 

Writing En+1 = gE'ý, it is observed that g=p and so has unit modu- 
lus. Hence the linearised scheme is unconditionally stable. 
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3.3 Test problems 

With the boundary conditions U -- 0 as x -* ±oo the solitary wave 

solution of the RLW equation is [89] 

U(x, t) = 3csech2(k[x - vt - x0]), (3.17) 

where 

and 

cc 

4j(1 + cc)' 

V=1+ cc, 

is the wave velocity. It is expected that this solution will also be valid for 

sufficiently wide finite regions. 

3.3.1 Conservation laws for the RLW equation 
Partial differential equations posses an infinite number of conservation 

laws. An important state in the development of the general method of solu- 

tion for the RLW equation is that solutions obey a number of independent 

conservation laws. Definition [2], pages 21-22. 

For the partial differential equation 

U(x, 1, u(x, t)) = 0, 

where xER, tER (real numbers) are temporal and spatial variables 

and u(x, t) ER the dependent variable, a conservation law is an equation of 
the form 

t'r'y +äx; =o 
which is satisfied for all solutions of the equations. Where T; (x, t) the con- 

served density, and Xi(x, t), the associated flux, which are in general, func- 

tions of x, t, u and the partial derivatives of u; ät shows the partial derivative 

with respect to t; and äx the partial derivative with respect to x. If addi- 
tionally, u tends to zero as Ix 1-H oo sufficiently rapidly 

C, / °° 

J ri(x, y) at 
.=0. 
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Therefore 
jT(x, 

y), 

where b, a constant, is the conserved density. 

For the RLW equation there are only three conservation laws [86], 

f+oo 
i) Cl =f Udx, 

J 00 
+ 

1i) C2 =f 
c[U2 

+ [l(Ux)2]dx, 

+00 
iii) C3 =J [U3 +3 U2 ]dx. 

In the simulations of solitary wave motion that follow the invariants C1, C2 

and C3 are monitored to check the conservation of the numerical algorithm. 

i) We assume (a) that U, U, Uxt -+ 0 as x -+ ±oo and (b) Cl = fo. Udx 

exists. When Equation (3.1) is multiplied by U° =1 and then integrated 

between x= -R and x=R, gives 

fR 
Ucdx + [U +6 Ul - µUxcýx=HR = 0. 

R 

Because of (a) the integrated terms vanish in the limit as R-+oo, and hence 

we have 

J (Ut)dx =d'=0. 

TCi is a constant. 
ii) When Equation (3.1) is multiplied by U and then integrated between 

x=-R and x=R, an integration by parts of the final term on the left hand 

side gives R 

J (UUt + µUxU., t)dx k 

+[ 
1 

U2 +3 U3 - µUUxr]s -R = 0. 

Because of (a) the integrated terms vanish in the limit as R-4oo, and hence 

we have 
I(uut 

+ UU) µx xa dx x=2 dt - 0. 

17 



Thus C2 is a constant. 
iii) When Equation (3.1) is multiplied by U2 + 2U and then integrated 

between x= -R and x=R, an integration by parts gives 

a I 

fi{( 
U3)t + (U2)t]dx 

+[U2 + U3 + U9]x=RIi 
= 0. 

Because of (a) the integrated terms vanish in the limit as R-+oo, and hence 

we have 
d 1-00 t U3 21 dG3 
dt 

ý3+U )dx =3 dt - 0. 

Thus C3 = constant. 

3.3.2 Error norms 

The L2 and L,, error norms 
N 

Uexact 
- 

Uri 112 = [Ox I Ujcxact 
_ 

U2 I2] JIE 

1 

and 
Uexact 

- 
Un II = maxi f Ujexact 

_ 
Ur I' 

measure the mean and maximum differences between the numerical and an- 

alytic solutions. 
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Table 3.1 

Invariants and error norms for single solitary wave 

amplitude=0.3, Ox = 0.125, At = 0.1, -40 <x< 60. 

method time Ci C2 C3 L2 x 103 Lý x 103 

0 3.97993 0.810461 2.57901 0.002 0.007 

2 3.98016 0.810532 2.57924 0.060 0.028 

4 3.98039 0.810610 2.57950 0.116 0.054 

6 3.98060 0.810677 2.57972 0.170 0.077 

Galerkin 8 3.98083 0.810752 2.57996 0.224 0.100 

10 3.98105 0.810822 2.58020 0.276 0.120 

linear 12 3.98125 0.810884 2.58041 0.325 0.139 

elements 14 3.98144 0.810947 2.58061 0.370 0.155 

16 3.98165 0.811014 2.58083 0.417 0.171 

18 3.98187 0.811095 2.58110 0.467 0.185 

20 3.98206 0.811164 2.58133 0.511 0.198 

G alerkin 

quadratic [46] 20 3.97989 0.810467 2.57902 0.220 0.086 

1. s 

linear [49] 20 3.9820: 1 0.808650 2.57302 4.688 1.755 

f. d [46] [64] 

cubic 20 4.41219 0.897342 2.85361 196.1 67.35 

3.3.3 Solitary wave motion 

In all simulations c=µ=1. To allow comparison with earlier simulations 

of the motion of a single solitary wave [46,49,64] Equation (3.17) is taken 

as initial condition at t=0, with range -40 <x< 60, Ox = 0.125, 

At = 0.1, xo =0 and c=0.1 so that the solitary wave has amplitude 0.3. 

The simulation is run to time t= 20 and the L2 and L,, error norms and 

the invariants Cl, C2, C3, whose analytic values can be found as 

6c Cl ==3.9799497, 

12c2 48kc2µ 
C2 =k+5=0.81046249, 
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C3 
2=3 
(1 + 

5c) 
= 2.5790007, 

are recorded throughout the simulation: see Table (3.1). In Figure (3.1) the 

initial wave profile and that at t=20 are compared. It is clear that, by 

t= 20, there has been little degradation of the wave amplitude and that any 

non-physical oscillations that may have developed on the wave are too small 

to be observed. The distribution of error shown in Figure (3.2) is concen- 

trated near the wave maximum and oscillates smoothly between -2 x 10-4 

and +3 x 10-5. Results previously obtained, at time t= 20, with quadratic 
B-spline finite elements, of length Ox = 0.1, within a standard Galerkin 

approach [46], with a finite difference scheme based upon cubic spline inter- 

polation functions [46,64] with space step Ox = 0.1 and with a least squares 

method with linear elements [49] are given for comparison in Table (3.1). 

This simulation of a solitary wave of amplitude 0.3 leads, at t= 20, to 

an L,, error norm with value 0.198 x 10-3, while the quantities C1, C27 C3 

change by less than 0.1%. In a simulation of a solitary wave of amplitude 0.3 

the least squares algorithm leads, at t= 20, to an Lc error norm with value 
1.755 x 10-3, while the quantities C1, C2, C3 change by up to 0.25%. In a 

corresponding simulation using a B-spline method with quadratic spline el- 

ements the error norm at t= 20 is only 0.086 x 10-3 and the quantities 
C1, C2, C3 change by less than 8x 10-4%. 

The difference scheme used by Jain at al [64] is based upon cubic spline in- 

terpolation functions. We have implemented this algorithm [46] and find that 

for a solitary wave of amplitude 0.3 at t= 20 the L,, error norm has a value 

of about 68 x 10-3, it is also found that the quantities C1, C2, C3 increase from 

the analytic value by about 10%. These errors are considerably higher than 

those obtained with the present algorithm and conservation is correspond- 
ingly poor. We see that for solitary waves of amplitude 0.3 Galerkin's method 

with linear elements is more accurate than the least squares approach with 
linear elements but is less accurate algorithm than Galerkin with quadratic 

splines, while the finite difference scheme is least accurate of all. 
In a second simulation the migration of a single solitary wave with the 

smaller amplitude 0.09 in Tables (3.2) to (3.8) we examine the effect of 
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various space/time steps. The smaller amplitude 0.09 is modelled using the 

same range and space/time steps as quoted in [46,49,64]. The results given 
in Table (3.4) are obtained. At time t= 20 for single solitary wave in Figure 

(3.3) is plotted. The analytic values of the invariants are Cl = 2.109407, 

C2 = 0.127302, C3 = 0.388806. This simulation of a solitary wave of ampli- 

tude 0.09 leads to an L,,, error norm, at t= 20, of about 0.20 x 10-3, while 

the quantities C2, C3 change by less than 0.03%, Cl changes by less 0.1%. 

With the least squares algorithm [49] the L«, error norm, at t= 20, is 

0.24 x 10-3, while the quantities C1, C21 C3 change by similar amounts to 

those above. In a corresponding simulation using a B-spline method with 

quadratic spline elements [46] the error norm at t= 20 is 0.432 x 10-3 and 

while the quantities C2, C3 change by less than 8x 10-4%, Cl changes by 

about 0.12%. 

With the cubic finite difference scheine [64] it is found that 
Loo = 4X 10-3 at time t= 20 and that the quantities C1, C21 C3 increase from 

the analytic value by about 10% during the course of the experiment. These 

errors are considerably higher than those obtained with the present algorithm 

and conservation is poor. We find that the least squares algorithm [49] has 

the highest mean accuracy and also, for this smaller solitary wave, better 

conservation than exhibited in Table (3.1). 
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X 

Figure 3.1 Profiles of the solitary wave 

at t=0 and t= 20. 
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Figure 3.2 The error = exact-numerical 

solution at t= 20 for the solitary wave 

in Figure (3.1) plotted on a larger scale. 
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X 

Figure 3.3 Profiles of solitary wave 

at t= 20, amplitude=0.09, Ox = 0.125, 

Jt = 0.1, -40 <x< 60. 
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Table 3.2 

Invariants and error norms for single solitary wave 

amplitude=0.09, ý1x = 0.025, At = 0.025, -40 <x< 60. 

method time C, C2 C3 L2 x 10" L,, X 103 

0 2.10705 0.127306 0.388804 0.062 0.390 

2 2.08668 0.124791 0.381033 3.806 1.116 

4 2.06634 0.122321 0.373405 7.567 2.205 

6 2.04607 0.119886 0.365889 11.296 3.314 

Galerkin 8 2.02611 0.117520 0.358587 14.950 4.367 

10 2.00628 0.115196 0.351417 18.557 5.396 

linear 12 1.98650 0.112906 0.344353 22.129 6.413 

elements 14 1.96681 0.110657 0.337420 25.657 7.402 

16 1.94710 0.108446 0.330604 29.145 8.360 

18 1.92752 0.106288 0.323955 32.579 9.316 

20 1.90798 0.104180 0.317459 35.953 10.248 
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Table 3.3 

Invariants and error norms for single solitary wave 

amplitude=0.09,0x = 0.05, At = 0.05, -40 <x< 60. 

method time Cl C2 C3 L2 x 103 L,, x 103 

0 2.10704 0.127304 0.388803 0.088 0.390 

2 2.10818 0.127399 0.389097 0.341 0.274 

4 2.10921 0.127493 0.389391 0.660 0.200 

6 2.11018 0.127590 0.389690 0.984 0.296 

Galerkin 8 2.11111 0.127688 0.389995 1.313 0.393 

10 2.11196 0.127782 0.390284 1.637 0.492 

linear 12 2.11274 0.127877 0.390578 1.957 0.599 

elements 14 2.11339 0.127970 0.390868 2.275 0.708 

16 2.11392 0.128067 0.391165 2.588 0.813 

18 2.11430 0.128169 0.391479 2.902 0.921 

20 2.11441 0.128267 0.391784 3.209 1.023 
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Table 3.4 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.125, At = 0.1, -40 <x< 60. 

method time Cl C2 C3 L2 x 103 La x 103 

0 2.10702 0.127302 0.388804 0.138 0.390 

2 2.10779 0.127303 0.388807 0.116 0.274 

4 2.10840 0.127303 0.388809 0.150 0.193 

6 2.10890 0.127303 0.388809 0.213 0.136 

Galerkin 8 2.10931 0.127303 0.388809 0.283 0.142 

10 2.10963 0.127304 0.388811 0.347 0.148 

linear 12 2.10985 0.127304 0.388812 0.401 0.151 

elements 14 2.10994 0.127304 0.388812 0.445 0.154 

16 2.10986 0.127305 0.388814 0.480 0.155 

18 2.10959 0.127305 0.388815 0.510 0.156 

20 2.10906 0.127305 0.388815 0.535 0.198 

Galerkin 

quadratic [46] 20 2.10460 0.127302 0.388803 0.563 0.432 

Ls 

linear [49] 20 2.10769 0.127260 0.388677 0.347 0.239 

f. d [46] [64] 

cubic 20 2.333 0.140815 0.430052 14.45 3.996. 
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Table 3.5 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.25, At = 0.2, -40 <x< 60. 

method time C, C2 C3 L2 X 103 L,, X 103 

0 2.10700 0.127302 0.388804 0.195 0.390 

2 2.10773 0.127305 0.388815 0.140 0.274 

4 2.10827 0.127308 0.388827 0.110 0.193 

6 2.10865 0.127312 0.388837 0.105 0.136 

Galerkin 8 2.10893 0.127315 0.388847 0.114 0.096 

10 2.10908 0.127318 0.388858 0.129 0.067 

linear 12 2.10913 0.127321 0.388868 0.142 0.050 

elements 14 2.10905 0.127325 0.388879 0.153 0.051 

16 2.10882 0.127329 0.388889 0.162 0.051 

18 2.10840 0.127332 0.388899 0.169 0.051 

20 2.10774 0.127335 0.388908 0.177 0.067 
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Table 3.6 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ax = 0.5, At = 0.4, -40 <x< 60. 

method time Cl C2 C3 L2 x 103 L«, x 103 

0 2.10695 0.127301 0.388804 0.275 0.390 

2 2.10762 0.127308 0.388826 0.199 0.274 

4 2.10805 0.127315 0.388847 0.161 0.193 

6 2.10831 0.127321 0.388868 0.158 0.136 

Galerkin 8 2.10842 0.127328 0.388888 0.174 0.096 

10 2.10843 0.127335 0.388908 0.196 0.067 

linear 12 2.10836 0.127341 0.388929 0.218 0.057 

elements 14 2.10818 0.127348 0.388949 0.240 0.066 

16 2.10788 0.127355 0.388970 0.262 0.075 

18 2.10741 0.127361 0.388990 0.285 0.085 

20 2.10671 0.127368 0.389010 0.309 0.094 
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U 

Figure 3.4 Profiles of solitary waves at 

times from t=0 to t= 20, amplitude=0.09, 

Ox=0.5, Ot=0.4, -40 <x <60. 
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Table 3. t 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 1.0, At = 0.8, -40 <x< 60. 

method time C1 C2 C3 L2 X 103 Lx, X 103 

0 2.10684 0.127300 0.388804 0.390 0.390 

1.6 2.10737 0.127311 0.388838 0.318 0.294 

3.2 2.10772 0.127321 0.388871 0.322 0.222 

4.8 2.10792 0.127332 0.388904 0.373 0.168 

Galerkin 6.4 2.10802 0.127343 0.388937 0.444 0.147 

8.0 2.10805 0.127354 0.388970 0.517 0.146 

linear 9.6 2.10804 0.127364 0.389004 0.588 0.158 

elements 11.2 2.10800 0.127375 0.389037 0.658 0.185 

12.8 2.10792 0.127386 0.389070 0.727 0.212 

14.4 2.10778 0.127397 0.389102 0.797 0.239 

16.0 2.10757 0.127407 0.389135 0.869 0.264 

17.6 2.10726 0.127418 0.389168 0.944 0.293 

19.2 2.10681 0.127429 0.389201 1.022 0.317 

20.8 2.10617 0.127439 0.389233 1.105 0.345 
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Table 3.8 

Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 4.0, At = 0.8, -40 <x< 60. 

method time Ci C2 C3 L2 x 103 L,, x 103 

0 2.10615 0.127281 0.388803 0.779 0.390 

1.6 2.10834 0.127468 0.389380 0.784 0.294 

3.2 2.11035 0.127654 0.389957 1.108 0.291 

4.8 2.11223 0.127841 0.390533 1.534 0.531 

Galerkin 6.4 2.11402 0.128027 0.391109 1.983 0.689 

8.0 2.11575 0.128214 0.391684 2.438 0.775 

linear 9.6 2.11744 0.128400 0.392259 2.890 1.065 

elements 11.2 2.11908 0.128586 0.392833 3.340 1.157 

12.8 2.12069 0.128772 0.393406 3.787 1.293 

14.4 2.12225 0.128957 0.393979 4.230 1.555 

16.0 2.12374 0.129143 0.394551 4.671 1.531 

17.6 2.12513 0.129328 0.395123 5.110 1.807 

19.2 2.12639 0.129513 0.395694 5.551 1.970 

20.8 2.12744 0.129698 0.396265 5.997 1.887 
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Table 3.9 

Error norms for single solitary wave at 
t= 20 amplitude=0.09, -40 <x< 60. 

,, x At L2x101 L,,,, x101 

0.025 0.025 35.9 10.3 

0.05 0.05 3.21 1.023 

0.125 0.1 0.535 0.198 

0.25 0.2 0.177 0.067 

0.5 0.4 0.31 0.094 

1.0 0.8 1.11 0.345 

4.0 0.8 6.00 1.89 

Table 3.10 

Invariants and error norms for single solitary wave 

amplitude=0.09, Ax = 0.05, At = 0.05, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 L, x 103 

0 2.10940 0.127301 0.388805 0.008 0.002 

2 2.10975 0.127396 0.389098 0.313 0.111 

4 2.11011 0.127494 0.389400 0.625 0.196 

6 2.11047 0.127590 0.389697 0.929 0.293 

Galerkin 8 2.11086 0.127691 0.390009 1.239 0.391 

10 2.111245 0.127791 0.390317 1.551 0.490 

linear 12 2.11159 0.127884 0.390604 1.854 0.596 

elements 14 2.11198 0.127982 0.390909 2.162 0.704 

16 2.11236 0.128077 0.391203 2.463 0.810 

18 2.11275 0.128179 0.391515 2.772 0.917 

20 2.11312 0.128274 0.391809 3.072 1.021 
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Table 3.11 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ax = 0.125, At = 0.1, -80 <x< 120. 

method time Ci C2 C3 L2 X 103 L,, X 103 

0 2.10940 0.127301 0.388805 0.000 0.000 

2 2.10941 0.127302 0.388808 0.013 0.008 

4 2.10942 0.127303 0.388809 0.026 0.012 

6 2.10943 0.127304 0.388812 0.037 0.016 

Galerkin 8 2.10943 0.127304 0.388813 0.048 0.019 

10 2.10944 0.127304 0.388814 0.059 0.024 

linear 12 2.10946 0.127305 0.388816 0.069 0.027 

elements 14 2.10946 0.127305 0.388818 0.078 0.032 

16 2.10947 0.127306 0.388819 0.088 0.038 

18 2.10947 0.127307 0.388821 0.097 0.039 

20 2.10948 0.127307 0.388822 0.106 0.041 
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Figure 3.5 Profiles of the solitary wave 

at t=0 and t= 20 amplitude=0.09, 

Ox = 0.125, At = 0.1, -80 <x< 120. 
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Table 3.12 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.25, At = 0.2, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 Lý x 103 

0 2.10940 0.127302 0.388806 0.000 0.000 

2 2.10944 0.127305 0.388816 0.008 0.003 

4 2.10947 0.127308 0.388827 0.016 0.006 

6 2.10950 0.127312 0.388836 0.024 0.009 

Galerkin 8 2.10953 0.127315 0.388847 0.032 0.012 

10 2.10957 0.127318 0.388857 0.040 0.015 

linear 12 2.10960 0.127321 0.388867 0.047 0.018 

elements 14 2.10963 0.127325 0.388878 0.055 0.021 

16 2.10967 0.127328 0.388889 0.063 0.024 

18 2.10970 0.127332 0.388899 0.070 0.026 

20 2.10973 0.127335 0.388910 0.078 0.029 
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Figure 3.6 Profiles of the solitary wave 

at tilTies t=0,10,20 amplitude=0.09, 
Ox = 0.25, At = 0.2, -80 <x< 120. 
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'f'able 3.13 

Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.5, At = 0.4, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 L., x 103 

0 2.10940 0.127301 0.388806 0.000 0.000 

2 2.10947 0.127308 0.388827 0.027 0.009 

4 2.10954 0.127315 0.388847 0.053 0.019 

6 2.10960 0.127321 0.388868 0.079 0.028 

Galerkin 8 2.10967 0.127328 0.388888 0.105 0.038 

10 2.10973 0.127335 0.388909 0.132 0.047 

linear 12 2.10979 0.127341 0.388929 0.158 0.057 

elements 14 2.10986 0.127348 0.388950 0.183 0.066 

16 2.10993 0.127355 0.388971 0.209 0.075 

18 2.10999 0.127361 0.388991 0.235 0.085 

20 2.11005 0.127368 0.389012 0.260 0.094 

'Fable 3.14 
Error norms for single solitary wave at 

t= 20, amplitude=0.09, -80 <x< 120. 

Ax At L2x103 L x103 

0.05 0.05 3.072 1.021 

0.125 0.1 0.106 0.041 

0.25 0.2 0.078 0.029 

0.5 0.4 0.260 0.094 
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In Table (3.9) we examine the effect of various space-step/time-step com- 
binations and find that the highest accuracy is obtained with space step 0.25 

combined with time step 0.2. The recurrence relationships (3.14) are second 

order accurate in the space and time step and errors initially decrease as At 

and Ox are made smaller. However since the number of elements grows as 

the steps At and Ox are decreased the number of numerical operations re- 

quired to solve the matrix recurrence relationships also grows and eventually 
build up of truncation errors causes the L2 and Lc,,, error norms to increase 

as shown in Table (3.9). In Figure (3.4) we plot profiles for the solitary wave 

at times from t=0 until t= 20. 

As the amplitude of a solitary wave is reduced the pulse broadens and it 

may be necessary to increase the solution range in order to maintain accu- 

racy. The effect of the doubling the range from -40 <x< 60 

to -80 <x< 120 is demonstrated in Tables (3.10) to (3.13). In Table (3.14) 

the maximum improvement in accuracy is obtained for Ax = 0.25, At = 0.2 

when both error norms are reduced by a factor of about 2.3. We draw for 

these values in Figure (3.6) at times t=0,10,20. In Figure (3.5) is plotted 

profiles of the solitary wave at t=0 and t= 20, amplitude 0.09, Ox = 0.125 

and At = 0.1, with the range -80 <x< 120. 

The error norms and invariants for an even smaller solitary wave, ampli- 
tude = 0.03, are given in Tables (3.15) to (3.17). With the range 

-80 <x< 120, Ox = 0.25 and At = 0.2 we obtain excellent results. Through- 

out the simulation the L2 and L,,,, error norms remain less than 5x 10-5, while 

the invariants C2 and C3 change by less than 5x 10-3% and Cl changes by 

about 0.023% by time t= 20. The effect of changes in the space and time 

steps is examined in Table (3.18). The smallest error norms are obtained with 

the choice Ox = 0.25 and At = 0.2. In Figure (3.7) is plotted for the solitary 

wave at t=0 and t= 20, amplitude 0.03, with the range -80 <x< 120. 
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Table 3.15 
Invariants and Error nouns for single solitary wave 

amplitude=0.03, Ox = 0.125, At = 0.1, -80 <x< 120. 

method time Ci C2 C3 L2 x 103 Lý x 10: ' 

0 1.205554 0.024167 0.072938 0.015 0.042 

2 1.205629 0.024167 0.072938 0.020 0.034 

4 1.205693 0.024167 0.072938 0.032 0.028 

6 1.205752 0.024167 0.072938 0.046 0.023 

Galerkin 8 1.205801 0.024168 0.072938 0.059 0.019 

10 1.205842 0.024167 0.072938 0.073 0.018 

linear 12 1.205880 0.024168 0.072938 0.086 0.021 

elements 14 1.205909 0.024168 0.072939 0.099 0.025 

16 1.205935 0.024168 0.072939 0.112 0.029 

18 1.205957 0.024168 0.072939 0.124 0.032 

20 1.205968 0.024168 0.072939 0.136 0.035 
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Table 3.16 

Invariants and Error norms for single solitary wave 

amplitude=0.03, Ox = 0.25, At = 0.2, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 L,, x 103 

0 1.205551 0.024167 0.072938 0.021 0.042 

2 1.205627 0.024168 0.072938 0.017 0.034 

4 1.205685 0.024168 0.072938 0.014 0.028 

6 1.205730 0.024168 0.072938 0.013 0.023 

Galerkin 8 1.205766 0.024168 0.072939 0.012 0.019 

10 1.205792 0.024168 0.072939 0.012 0.015 

linear 12 1.205811 0.024168 0.072939 0.012 0.013 

elements 14 1.205823 0.024168 0.072939 0.013 0.010 

16 1.205832 0.024168 0.072939 0.014 0.008 

18 1.205834 0.024168 0.072940 0.014 0.007 

20 1.205834 0.024168 0.072940 0.015 0.006 
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Figure 3.7 Profiles of solitary wave at 

0 and 20 amplitude=0.03, Ox = 0.25, 

At=0.2, -80<x<120. 
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Table 3.17 
Invariants and Error norms for single solitary wave 

amplitude=0.03, Ax = 0.5, At = 0.4, -80 <x< 120. 

method time Cif C2 C3 L2 x 103 Lx 10: 3 

0 1.205545 0.024167 0.072938 0.030 0.042 

2 1.205613 0.024168 0.072938 0.025 0.034 

4 1.205660 0.024168 0.072939 0.025 0.028 

6 1.205690 0.024168 0.072939 0.029 0.023 

Galerkin 8 1.205707 0.024168 0.072940 0.034 0.019 

10 1.205716 0.024168 0.072940 0.038 0.015 

linear 12 1.205722 0.024168 0.072941 0.042 0.015 

elements 14 1.205724 0.024169 0.072941 0.045 0.015 

16 1.205723 0.024169 0.072942 0.047 0.015 

18 1.205720 0.024169 0.072942 0.048 0.015 

20 1.205715 0.024169 0.072943 0.050 0.015 

'T'able 3.18 
Error norms for single solitary wave at 

t= 20, amplitude=0.03, -80 <x< 120. 

Ax At L2X103 L,, X103 

0.125 0.1 0.136 0.035 

0.25 0.2 0.015 0.006 

0.5 0.4 0.050 0.015 

43 



3.3.4 Two wave interactions 

As initial condition we use [19] 

U(x, i) = 3clsech2(kl[x - vli - x1]) 

where 

and 

+3c2scch2(k2[x - v21 - x2]), (3.18) 

1 ECj 

4p(1 + ccj)' 

ý= 1+cci, 

evaluated at t=0 produce two solitary waves. Again in these simulations we 

take c=µ=1. The one of the amplitude 3c1 sited at x= xl and that of 

amplitude 3c2 at x= x2. An interaction occurs when the larger is placed to 

the left of the smaller. We study such an interaction with cl = 0.2, 

; ri = -177, c2 = 0.1 and x2 = -147 running the simulation for a time 400 

and using the region -200 <x< 400 with Ox = 0.12 and At = 0.1. Since 

there is no exact analytic two wave solution, the accuracy of the simulation 
is guaged by degree of conservation produced by the algorithm. We find that 

with the space/time step combination 0.12/0.1 the quantities Cl, C2, C3 

show a higher degree of conservation than with the choice 0.05/0.05. 

In Table (3.19) the variation of the invariants during the simulation with 
Ax = 0.12, At = 0.1 are listed; each changes by less than 0.45%, while 

Figure (3.9) shows the interaction profile at times from 0 to 400 in steps of 

100. Figure (3.8) is plotted Interaction profiles of the solitary waves at times 

from t=0 until t= 400. 
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Table 3.19 

Invariants for interaction of two solitary waves 

amplitudes 0.6 and 0.3, Ox = 0.12, At = 0.1. 

time Ci C2 C3 

0 9.8586 3.2449 10.7788 

'10 9.8642 3.2456 10.7809 

80 9.8683 3.2475 10.7872 

120 9.8719 3.2491 10.7928 

160 9.8751 3.2506 10.7 979 

200 9.8786 3.2523 10.8036 

240 9.8825 3.2544 10.8109 

280 9.8854 3.2557 10.8156 

320 9.8883 3.2569 10.8197 

360 9.8907 3.2576 10.8220 

400 9.8930 3.2585 10.8251 

By time t= 400, the larger wave has passed through the smaller to reach 

the point x= 311.56 whilst the smaller has reached x= 281.68. A very small 

wave of amplitude 0.63 x 10-4 has been left behind at x= 233.8. Undisturbed 

by an interaction, the larger wave would reach 303 and the smaller 293 by 

time t= 400. The interaction has caused a phase advance of 6x = 8.56 in 

the larger wave and a phase retardation of Sx = -11.32 in the smaller. This 

observation is in qualitative agreement with earlier numerical experiments 

on very much larger amplitude waves [181. The accuracy of these results is 

expected to be effected by the relatively large space and time steps used. 
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Figure 3.8 Interaction profiles of the solitary waves 

at times from t=0 to t= 400 in the steps of 40. 

46 

-200 -100 0 100 200 300 400 



n'7 

UI 

X 

Figure 3.9 Interaction profiles of the solitary waves at times 

from t=0 to t= 400 in the steps of 100. 
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3.4 Discussion 

The Galerkin approach with linear finite elements set up in Section (3.2) 

leads to an unconditionally stable algorithm which models well the anipli- 
tude, position and velocity of a single solitary wave of small amplitude over 

a extended time scale. 
The interaction of two solitary waves, both of small amplitude, is similarly 

simulated. By time t= 400 the interaction is virtually complete and the waves 
have emerged with, practically, their former amplitude and velocity. Phase 

shifts in line with those observed by earlier workers [18] are found. 
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Chapter 4 

A Least-Squares Finite Element 

Scheme For The RLW 

Equation 

4.1 Introduction 

The RLW equation is solved by a least squares technique using linear 

space-time finite elements. In simulations of the migration of a single soli- 
tary wave this algorithm is shown to have higher accuracy and better con- 

servation than a recent difference scheme based on cubic spline interpolation 

functions. In addition, for very small amplitude waves (< 0.09) it has higher 

accuracy than an approach using quadratic B-spline finite elements within 
Galerkin's method. The development of an undular bore is modelled. 

The regularised long wave (RLW) equation plays a major role in the study 

of non-linear dispersive waves since it describes a large number of important 

physical phenomena, such as shallow water waves and ion acoustic plasma 

waves [19,89]. There is experimental evidence to suggest that this description 

breaks down if the amplitude of any wave exceeds about 0.28 [89]. 

Numerical work on the RLW equation has been undertaken by, amongst 
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others, Eilbeck and McGuire [37], Bona et al [19] and, more recently, by Jain 

et al [64]. We have used the method of collocation and Galerkin's method 

within a B-spline finite element formulation to find stable, efficient and accu- 

rate numerical solutions to non-linear partial differential equations. In par- 

ticular, we have studied the RLW equation using Galerkin's method with 
both cubic [40] and quadratic [46] B-spline finite elements. Here we use a 
least squares technique with space-time linear finite elements [83,84] to con- 

struct a numerical solution. We discuss the properties and advantages of this 

method and compare its accuracy in modelling a solitary wave with that of 

numerical algorithms described in references [64] and [46]. Finally, simula- 

tions of the development of an undular bore are undertaken. 

4.2 The finite element solution 

We solve the normalised RLW equation 

Ut+Ux+EUU�-IU t=0, (4.1) 

where c, µ are positive parameters and the subscripts x and t show differ- 

entiation. When the RLW equation is used to model waves generated in a 

shallow water channel the variables are normalised in the following way. Dis- 

tance x and water elevation U are scaled to the water depth h and time t is 

scaled to VA, where g is the acceleration due to gravity. Physical boundary 

conditions require U -ý 0 as Ix 1-ý oo. 

When applying the least squares approach and using space-time finite 

elements, we consider the Variational Principle [83,84] 

tL 

aff [(Jt + U. x + EUU - uU ]2dxdt 
00 

A uniform linear spatial array of linear finite elements is set up 
0= xo < xi """<z, v = L. A typical finite element of size 
Ax = (=ßm+, - xm), At mapped by local coordinates ý, 'r where 

x= x�i + ýAx, 0<<1, t= TAt, 0< 7- < 1, makes, to integral (4.2), the 
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contribution 
11 

öff [u + 
At 

re + 
ýx 

UUe - 
ßx2 LýeeTýýdýdT, (4.3) 

00 

where to simplify the integral, U is taken to be constant over an element. 
This leads to 

f0'f'[U, + vUe - bUUýT]a[UT + vUU - bUUýT]d dr, (4.4) 

where 
b 

Oxz , 

and 
v 0-(1 + EU) 

is taken as locally constant over each element. The variation of U over the 

element [Xm, xm+1] is given by 

2 
E Nj(uff + TAU j), (4.5) 

=1 

where Ni, N2 are linear spatial basis functions. The u1, u2 are the nodal pa- 

rameters which are temporally linear and change by the increments'Aui, Due 

in time At. With the local coordinate system ý defined above the basis func- 

tions have expressions [103] 

N1=1-, 

N2=ý. 

Write the second term in the integrand of (4.4) as a weight function 

1 
SW =ZW., Au, = 8[UT + vUf - bU«, ]. (4.6) 

j=1 

Using, from (4.5), the result that 

1 
öUe = N, TOuj, (4.7) 

j-1 
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in (4.6) we have 

W; = N; + TvN?. (4.8) 

Substituting into Equation (4.4) gives 

fJ [UT + vU£ - bUUýT][Nj + rruNj]dedrr, (4. J) 
00 

which can be interpreted as a Petrov-Galerkin approach with weight function 

Wj, as well as a least squares formulation. Integrating by parts leads to 

fo ii f[(U 
T+vU)(N, +rvN,: )+UJý, N]dýdT. (4.10) 

Now if we substitute for U using Equation (4.5), an element's contribution 
is obtained in the form 

211 
10 f[(Nuk 

+ vN(uk + Tuk))(N3 + TrvN) 
k_1 

+bNNNjlOuk]d dT. (4.11) 

Integrate (4.11) with respect to 7 giving in matrix notation 

[A + (Ce + VeT) +I Be + bDe]Due 

+[Ce +I B']ue, ( 4.12) 

where 
ue = (111, u2) 

1", 

are the relevant nodal parameters. The element matrices arc 

Aj'ti = 
J'NjNkde, 

Bjk 
- v2 

f 
N, 

iNkdýl 
0 

Ck=v Nj Nk, dý, 
0 
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Djk =f Nj'Nk. d 
, 

0 

where j, k take only the values 1 and 2. The matrices Ae, ß`, C` and I)" are 

thus 2x2, and have the explicit forms 

e121 A=6, 
12 

1 -1 B'=v2 
, 

-1 1 

Ce =Iv 
-1 1 

9 
-1 1 

1 -1 D' _ 
-1 1 

0) Cc +l eT 
=v 

-1 

1 

and v given by 

v= Ox(l+Enl), 

is constant over the element. 

Formally assembling together contributions from all elements leads to the 

matrix equation 

[A + 
2(C+CT)+ 3B+bD]Du+ 

[C + 
1B]u 

= 0, (4.13) 

and u= (uo, ui, """, UN)T , contains all the nodal parameters. The matrices 

A, B, C, D are tridiagonal and row rn of each has the following form: 

A: 
6(1,4,1) 

D: (-1,2, -1) 
2222 Fj 

-2m liven-I +vm, _Vmý 
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217n-11 Vni-1 - v7n, v1n) 

ýC CT) : (0, vm-1 - Urn, 0) 

(CT 
- 

C): (v'n1-1iO, 
-v 1). 

Hence identifying u= u" and Du = Un+1 - u" we can write Equation (4.13) 

as 

[A+2(C+CT)+ IB+bD]u"+' 

_ [A + 
2(CT 

- C) -6B+ bD]u', (4.14) 

a scheme for updating u" to time level t= (n + 1)Ot. A typical member of 
(4.14) is 

I1z 
n+1 ý6 

-Ö- 3'Um-1) um-1 

ý(2 
33 

+2b+2[vm-1 -Vm]+ 
1[vm-1+v, 

i])uri 1 

+(6 -b-1 3vm)u +' 

11 
(ý-b+ v m-1 

+ 
1ýva 

-1)un m-1 

21 
az ?L 

111 
+(6 - b- 

2 v�ß +6 v"Ju L+ll (4.15) 

where v,,,, is given by 

vin = 
Ax 

(1 + Cu", 

The boundary conditions U(0, t) =0 and U(L, t) =0 require u0 =0 and 

UN = 0. The above set of quasi-linear equations has a matrix which is tridi- 

agonal in form so that a solution using the Thomas algorithm is direct and 

no iterations are necessary. 
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4.2.1 Stability Analysis 

The growth factor g of the error ý in a typical Fourier mode of amplitude 
En 

,= E" exp(i jkLx) (4.16) 

where k is the mode number and Ox the element size, is determined for a 
linearisation of the numerical scheme. 

In the linearisation it is assumed that the quantity U in the nonlinear 
term is locally constant. Under these conditions the error c, ' satisfies the 

same finite difference scheme as the function b, and we find that a typical 

member of Equation (4.15) has the form 

2r2)c'ý+i 
(1 -b-1 r2)f7 li + (2 + 2b + 
633 

+(- -b- 
3r2) 

n+l = (6 -b+ 
Zr 

+ 
-r2)('; 

ß-(3+2b-3r2)E,, +(ý-b-2r-ß 
Ir2)(4.17) 

where 
b- µ 

0x2 

and At 
r= 

Lx 

substituting the above Fourier mode gives 

912=p+P p+Q' 
where 

p= (cos[kzx] + 2)2 + 36b2(cos[kzx] - 1)l 

+12b(2 - cos[kLx] - cos2[kOx]) 

p= (r4 - 12br2)(cos[kLx] - 1)2 + r2(1 - cos[kOx])(7 cos[kOx] + 5) 

(ý - (4r4 + 24br2)(cos[kLx] - 1)2 + 4r2(1 - cos[kOxJ)(cos[kAxJ + 2) 

and r= öx < 1, so that Ig 1< 1 and the scheme is unconditionally stable. 
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4.3 Test problems 

With the boundary conditions U ---3 0 as x -3 foo the solitary wave 

solution of the RLW equation is [89] 

U(x, t) = 3csech2(k[x - vt - x0]), (4.18) 

where 
k2 cc 

= 
4µ(1 + Ec), 

and 

v=1+cc, 

is the wave velocity. It is expected that this solution will also be valid for 

sufficiently wide finite regions. 
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Table 4.1 

Invariants and error norms for single solitary wave 

amplitude=0.3, Ox = 0.125, At = 0.1, -40 <x< 60. 

method time Ci C2 C3 L2 x 103 L, x 103 

0 3.97993 0.810461 2.57901 0.002 0.007 

2 3.98017 0.810284 2.57842 0.550 0.252 

4 3.98041 0.810111 2.57785 1.090 0.487 

6 3.98064 0.809935 2.57726 1.610 0.699 

Least 8 3.98085 0.809749 2.57666 2.109 0.892 

Squares 10 3.98108 0.809574 2.57608 2.591 1.065 

linear 12 3.98128 0.809390 2.57547 3.049 1.224 

elements 14 3.98150 0.809217 2.57490 3.485 1.372 

16 3.98169 0.809030 2.57428 3.905 1.510 

18 3.98186 0.808830 2.57352 4.310 1.639 

20 3.98203 0.808650 2.57302 4.688 1.755 

Galerkin 

quadratic [46] 20 3.97989 0.810467 2.57902 0.220 0.086 

f. d [46], [64] 

cubic 20 4.41219 0.897342 2.85361 196.1 67.35 

4.3.1 Solitary wave motion 

In the following simulation of the motion of a single solitary wave 

=µ=1. To make comparison with earlier simulation results [46,64] 

Equation (4.18) is taken as initial condition with range -40 <x< 60, 

Ax = 0.125, At = 0.1 and xo = 0, with c=0.1 so that solitary wave has 

amplitude 0.3. The simulation is run to time t= 20 and the L2 and L", error 

norms and the invariants Cl, C2, C3, whose analytic values can be obtained 

as 
Cl =k -3 . 9799497, 

12c2 48kc2P 

Cz =+5=0.81046249, 

z 
G=3 

6c 
(1 + 

4c) 
= 2.579007, 
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are recorded throughout the simulation: see Table (4.1). In Figure (4.1) the 

initial wave profile and that at t= 20 are compared. It is clear that, by 

t= 20, there has been little degradation of the wave amplitude and that 

any non-physical oscillations that may have developed on the wave are very 

small to be observed. The distribution of error along the wave profile is shown 
in Figure (4.2). The error is concentrated near the wave maximum and 

oscillates smoothly between -2 x 10-3 and +2 x 10-3. Results previously 
found, at time t= 20, with quadratic B-spline finite elements, of length 

Ax = 0.1, within a standard Galerkin approach [46] and also with a finite 

difference scheme based upon cubic spline interpolation functions [46,64] 

with space step Ax = 0.1 are given for comparison. 

In the simulation of a solitary wave of amplitude 0.3 the least squares 

algorithm leads, at time t= 20, to an L,, error norm with value 1.755 x 10-3, 

while the quantities C1, C2, C2 change by up to 0.25%. In a corresponding 

simulation using a B-spline method with quadratic spline elements the error 

norm at time t= 20 is only 0.086 x 10-3 and the quantities Cl, C2, C3 change 
by less than 8x 10-'%. 

The difference scheme used by Jain et al [64] is based upon cubic spline 
interpolation functions. We have implemented this algorithm to provide corn- 

parative results [46]. These have been checked against the Figures provided 

in reference [64] and show that for a solitary wave of amplitude 0.3 at I= 20 

the L,,,, error norm has a value of about 68 x 10-3, it is also obtained that 

the quantities Cl, C2, C3 increase from the analytic value by about 10% dur- 

ing the course of the experiment. These errors are considerably higher than 

those obtained with the present algorithm and conservation is correspond- 

ingly poor. We see that for solitary waves of amplitude 0.3 the least squares 

approach leads to a less accurate algorithm than Galerkin with quadratic 

splines but is more accurate than the finite difference scheme described. 

In a second simulation involving the migration of a single solitary wave 

with the smaller amplitude 0.09 and using the same range and space/Linie 

steps as quoted in [64] and [46] the results given in Table (4.2) are ob- 
tained. The analytic values of the invariants are Cl = 2.109407, 

C2 = 0.127302, C3 = 0.388806. 
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X 

Figure 4.1 Profiles of the solitary wave at t=0 and t= 20. 

"1o, 

X 

Figure 4.2 The error= exact-numerical solution at t= 20 

for solitary wave in Figure (4.1) plotted on a larger scale 
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This simulation of a solitary wave of amplitude 0.09 leads, with the least 

squares algorithm, to an L,,,, error norm, at t= 20, of 0.24 x 10-3, while 
the quantities C21 C3 change by about 0.03%, Cl changes by less 0.1%. In 

a corresponding simulation using a B-spline method with quadratic spliiie 

elements the error norm at t= 20 is 0.432 x 10-3 and while the quantities 
C21 C3 change by less than bx 10-4%, Cl changes by about 0.12%. 

With the cubic finite difference scheme [64] it is obtained that 
Loo =4x 10-3 at time = 20 and that the quantities Cl, C2, C3 increase from 

the analytic value by about 10% during the course of the experiment. These 

errors are considerably higher than those found with the present algorithm 

and conservation is poor. We find that the least squares algorithm has the 

highest accuracy and also, for this smaller solitary wave, better conservation 

than exhibited in Table (4.1). Profiles of the solitary waves at times from 

t=0 to t= 20 are shown in Figure (4.3). 
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Table 4.2 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.125, At = 0.1, -40 <x< 60. 

method time Cl C2 C3 L2 x 103 L« x 10'3 

0 2.10702 0.127302 0.388804 0.138 0.390 

2 2.10773 0.127298 0.388792 0.106 0.274 

4 2.10825 0.127293 0.388776 0.110 0.193 

6 2.10864 0.127289 0.388765 0.138 0.136 

Least 8 2.10892 0.127286 0.388757 0.172 0.096 

Squares 10 2.10907 0.127281 0.388742 0.205 0.067 

linear 12 2.10911 0.127276 0.388726 0.237 0.067 

elements 14 2.10903 0.127272 0.388714 0.265 0.082 

16 2.10880 0.127269 0.388704 0.292 0.118 

18 2.10837 0.127264 0.388689 0.320 0.168 

20 2.10769 0.127260 0.388677 0.347 0.239 

Galerkin 

quadratic [46] 20 2.10460 0.127302 0.388803 0.563 0.432 

f. d [46,64] 

cubic 20 2.333 0.140815 0.430052 14.45 3.996 
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Figure 4.3 Profiles of the solitary waves at 

times from t=0 to t= 20 amplitude=0.09, 

Ax=0.125, Ot=0.1. 
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Table 4.3 

Invariants and error norms for single solitary wave 

amplitude=0.09, Ax = 0.025, At = 0.025, -40 <x< 60. 

method time Cl C2 C3 L2 x 10'; L«, x 101 

0 2.10705 0.127306 0.388804 0.062 0.390 

2 2.10792 0.127319 0.388843 1.413 0.371 

4 2.10878 0.127346 0.388929 2.861 0.740 

6 2.10946 0.127358 0.388965 4.300 1.116 

Least 8 2.11003 0.127366 0.388992 5.720 1.478 

Squares 10 2.11063 0.127391 0.389072 7.151 1.834 

linear 12 2.11113 0.127413 0.389139 8.565 2.222 

elements 14 2.11146 0.127426 0.389179 10.004 2.607 

16 2.11175 0.127462 0.389292 11.419 2.969 

18 2.11177 0.127489 0.389373 12.862 3.374 

20 2.11151 0.127506 0.389425 14.289 3.759 
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Table 4.4 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.05, At = 0.05, -40 <x< 60. 

method time Ci C2 C3 L2 x 103 L«, x 103 

0 2.10704 0.127304 0.388803 0.088 0.390 

2 2.10781 0.127302 0.388800 0.182 0.274 

4 2.10843 0.127298 0.388789 0.339 0.193 

6 2.10896 0.127296 0.388784 0.506 0.160 

Least 8 2.10944 0.127296 0.388784 0.671 0.213 

Squares 10 2.10978 0.127289 0.388763 0.829 0.256 

linear 12 2.11002 0.127283 0.388747 0.977 0.293 

elements 14 2.11017 0.127283 0.388746 1.112 0.328 

16 2.11014 0.127278 0.388731 1.246 0.361 

18 2.10991 0.127271 0.388711 1.378 0.394 

20 2.10940 0.127264 0.388686 1.503 0.426 
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Table 4.5 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.25, At = 0.2, -40 <x< 60. 

method time Ci C2 C3 L2 x 10: ' L,, x 103 

0 2.10700 0.127302 0.388804 0.195 0.390 

2 2.10764 0.127298 0.388794 0.147 0.274 

4 2.10806 0.127294 0.388782 0.141 0.193 

6 2.10829 0.127290 0.388772 0.166 0.136 

Least 8 2.10841 0.127287 0.388 '161 0.205 0.096 

Squares 10 2.10841 0.127284 0.388751 0.247 0.075 

linear 12 2.10831 0.127280 0.388740 0.290 0.089 

elements 14 2.10812 0.127277 0.388730 0.333 0.101 

16 2.10779 0.127274 0.388719 0.375 0.114 

18 2.10729 0.127270 0.388708 0.419 0.127 

20 2.10655 0.127267 0.388696 0.464 0.158 
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Table 4.6 

Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.5, At = 0.4, -40 <x< 60. 

method time Cl C2 C; 3 L2 x 103 L,, x 103 

0 2.10695 0.127301 0.388804 0.275 0.390 

2 2.10750 0.127294 0.388782 0.242 0.274 

4 2.10779 0.127286 0.388760 0.305 0.193 

6 2.10791 0.127279 0.388738 0.399 0.136 

Least 8 2.10791 0.127272 0.388716 0.493 0.130 

Squares 10 2.10785 0.127265 0.388694 0.584 0.155 

linear 12 2.10771 0.127258 0.388671 0.672 0.184 

elements 14 2.10750 0.127251 0.388649 0.760 0.212 

16 2.10718 0.127243 0.388627 0.847 0.239 

18 2.10668 0.127236 0.388604 0.935 0.265 

20 2.10595 0.127229 0.388581 1.024 0.290 
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Table 4.7 

Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 1.0, At = 0.8, -40 <x< 60. 

method time Cl C2 C3 L2 x 103 L., x 103 

0 2.10684 0.127300 0.388804 0.390 0.390 

1.6 2.10725 0.127286 0.388762 0.396 0.294 

3.2 2.10749 0.127273 0.388720 0.544 0.222 

4.8 2.10762 0.127259 0.388678 0.729 0.201 

Least 6.4 2.10768 0.127246 0.388637 0.920 0.245 

Squares 8 2.10770 0.127232 0.388595 1.111 0.305 

linear 9.6 2.10768 0.127219 0.388554 1.301 0.367 

elements 11.2 2.10763 0.127206 0.388513 1.490 0.428 

12.8 2.107153 0.127193 0.388472 1.679 0.491 

14.4 2.10738 0.127179 0.388431 1.868 0.548 

16 2.10715 0.127166 0.388391 2.056 0.614 

17.6 2.10681 0.127153 0.388350 2.243 0.668 

19.2 2.10631 0.127140 0.388310 2.429 0.733 

20.8 2.10563 0.127127 0.388269 2.614 0.789 

67 



Table 4.8 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 4.0, At = 0.8, -40 <x< 60. 

method time Cl C2 C3 L2 x 103 L,, x 103 

0 2.10615 0.127281 0.388803 0.779 0.390 

1.6 2.10829 0.127411 0.389206 0.945 0.294 

3.2 2.11026 0.127542 0.389608 1.505 0.432 

4.8 2.11212 0.127672 0.390010 2.135 0.573 

Least 6.4 2.11389 0.127802 0.390411 2.771 0.851 

Squares 8 2.11560 0.127932 0.390811 3.399 1.072 

linear 9.6 2.11727 0.128062 0.391210 4.016 1.090 

elements 11.2 2.11889 0.128191 0.391608 4.621 1.489 

12.8 2.12047 0.128320 0.392005 5.215 1.631 

14.4 2.12198 0.128449 0.392402 5.798 1.717 

16 2.12341 0.128578 0.392797 6.370 2.077 

17.6 2.12472 0.128706 0.393192 6.933 2.079 

19.2 2.12588 0.128834 0.393586 7.487 2.345 

20.8 2.12684 0.128962 0.393979 8.033 2.578 

Invariants and error norms for single solitary wave are given in Tables 

(4.3) to (4.8). In Table (4.9) we examine the effect of various space-step/time- 

step combinations and find that the highest accuracy is found with space 

steps between 0.125-0.25 combined with time steps in the range 0.1-0.2. Pro- 

file of solitary wave at time t= 20 is given in Figure (4.4). 
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Table 4.9 
Error norms for single solitary wave at 
t= 20, amplitude=0.09, -40 <x< 60. 

Ax At L2X103 L,, X103 

0.025 0.025 14.3 3.76 

0.05 0.05 1.50 0.426 

0.125 0.1 0.347 0.239 

0.25 0.2 0.464 0.158 

0.5 0.4 1.02 0.290 

1.0 0.8 2.61 0.789 

4.0 0.8 8.03 2.58 

Table 4.10 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.05, At = 0.05, -80 <x< 120. 

method time Cl C2 C3 L2 x 10's La x 10'3 

0 2.10940 0.127301 0.388805 0.008 0.002 

2 2.10942 0.127301 0.388805 0.140 0.050 

4 2.10942 0.127300 0.388803 0.288 0.104 

6 2.10942 0.127297 0.388792 0.430 0.155 

Least 8 2.10948 0.127303 0.388811 0.565 0.207 

Squares 10 2.10943 0.127294 0.388782 0.699 0.246 

linear 12 2.10939 0.127285 0.388755 0.833 0.285 

elements 14 2.10939 0.127282 0.388744 0.961 0.321 

16 2.10935 0.127273 0.388718 1.085 0.351 

18 2.10930 0.127264 0.388689 1.209 0.381 

20 2.10927 0.127257 0.388669 1.328 0.413 
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Table 4.11 
Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.125, At = 0.1, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 L,, x 10'; 

0 2.10940 0.127301 0.388805 0.000 0.000 

2 2.10941 0.127297 0.388793 0.027 0.011 

4 2.10941 0.127292 0.388777 0.055 0.022 

6 2.10941 0.127288 0.388765 0.081 0.031 

Least 8 2.10943 0.127285 0.388755 0.105 0.040 

Squares 10 2.10942 0.127280 0.388739 0.131 0.051 

linear 12 2.10942 0.127275 0.388723 0.156 0.060 

elements 14 2.10943 0.127271 0.388713 0.181 0.070 

16 2.10945 0.127269 0.388704 0.206 0.078 

18 2.10945 0.127264 0.388691 0.233 0.087 

20 2.10946 0.127261 0.388679 0.255 0.095 
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Table 4.12 

Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.25, At = 0.2, -80 <x< 120. 

method time C, C2 C3 L2 x 103 L0., x 103 

0 2.10940 0.127302 0.388806 0.000 0.000 

2 2.10944 0.127298 0.388794 0.045 0.015 

4 2.10947 0.127294 0.388783 0.091 0.031 

6 2.10950 0.127291 0.388772 0.136 0.046 

Least 8 2.10953 0.127287 0.388762 0.181 0.061 

Squares 10 2.10957 0.127284 0.388751 0.225 0.075 

linear 12 2.10960 0.127280 0.388740 0.270 0.089 

elements 14 2.10963 0.127277 0.388730 0.314 0.101 

16 2.10967 0.127274 0.388721 0.357 0.115 

18 2.10970 0.127270 0.388709 0.401 0.128 

20 2.10973 0.127267 0.388699 0.443 0.140 
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Table 4.13 

Invariants and error norms for single solitary wave 

amplitude=0.09, Ox = 0.5, At = 0.4, -80 <x< 120. 

method time Ci C2 C3 L2 x 103 L«, x 10'' 

0 2.10940 0.127301 0.388806 0.000 0.000 

2 2.10947 0.127294 0.388783 0.100 0.033 

4 2.10954 0.127287 0.388761 0.199 0.065 

6 2.10960 0.127280 0.388739 0.298 0.096 

Least 8 2.10967 0.127272 0.388717 0.395 0.126 

Squares 10 2.10973 0.127265 0.388695 0.493 0.155 

linear 12 2.10980 0.127258 0.388672 0.589 0.184 

elements 14 2.10986 0.127251 0.388650 0.685 0.212 

16 2.10993 0.127244 0.388628 0.780 0.239 

18 2.10999 0.127237 0.388606 0.874 0.265 

20 2.11005 0.127230 0.388584 0.967 0.290 

Table 4.14 
Error norms for single solitary wave at 

t= 20, amplitude=0.09, -80 <x< 120. 

Ax At L2x103 L,, x103 

0.05 0.05 1.328 0.413 

0.125 0.1 0.255 0.095 

0.25 0.2 0.443 0.140 

0.5 0.4 0.967 0.290 
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Table 4.15 

Invariants and error norms for single solitary wave 

amplitude=0.03, Ox = 0.125, At = 0.1, -80 <x< 120. 

method time Ci C2 C3 L2 x 103 L,, x 10,1 

0 1.20555 0.024167 0.072938 0.015 0.042 

2 1.20562 0.024167 0.072936 0.015 0.034 

4 1.20568 0.024166 0.072934 0.018 0.028 

6 1.20572 0.024166 0.072933 0.023 0.023 

Least 8 1.20575 0.024165 0.072931 0.029 0.019 

Squares 10 1.20577 0.024164 0.072929 0.035 0.015 

linear 12 1.20578 0.024164 0.072927 0.042 0.013 

elements 14 1.20579 0.024163 0.072925 0.047 0.014 

16 1.20579 0.024162 0.072922 0.054 0.016 

18 1.20578 0.024162 0.072920 0.060 0.020 

20 1.20577 0.024161 0.072918 0.067 0.023 
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Table 4.16 

Invariants and error norms for single solitary wave 

amplitude=0.03, Ox = 0.25, At = 0.2, -80 <x< 120. 

method time Cl C2 C3 L2 X 103 L«, X i0 

0 1.20555 0.024167 0.072938 0.021 0.042 

2 1.20562 0.024167 0.072938 0.019 0.034 

4 1.20567 0.024167 0.072938 0.020 0.028 

6 1.20569 0.024167 0.072937 0.024 0.023 

Least 8 1.20571 0.024167 0.072937 0.030 0.019 

Squares 10 1.20572 0.024167 0.0712937 0.034 0.015 

linear 12 1.20573 0.024167 0.0712937 0.038 0.013 

elements 14 1.20573 0.024167 0.072937 0.041 0.013 

16 1.20572 0.024167 0.072936 0.043 0.013 

18 1.20572 0.024167 0.072936 0.045 0.013 

20 1.20571 0.024167 0.072936 0.047 0.013 
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Table 4.1 7 
Invariants and error norms for single solitary wave 

amplitude=0.03, Ax = 0.5, At = 0.4, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 L,;, x 10' 

0 1.20555 0.024167 0.072938 0.030 0.042 

2 1.20560 0.024167 0.072938 0.029 0.0,34 

4 1.20563 0.024167 0.072937 0.036 0.028 

6 1.20565 0.024167 0.072937 0.046 0.02,3 

Least 8 1.20565 0.024167 0.072936 0.055 0.022 

Squares 10 1.20566 0.024167 0.072936 0.062 0.022 

linear 12 1.20566 0.024167 0.072936 0.068 0.022 

elements 14 1.20565 0.024167 0.072935 0.073 0.022 

16 1.20565 0.024166 0.072935 0.077 0.022 

18 1.20565 0.024166 0.072934 0.081 0.021 

20 1.20564 0.024166 0.072934 0.086 0.021 

As the amplitude of a solitary wave is reduced the pulse broadens and it 

may be necessary to increase the solution range in order to maintain accu- 

racy. The effect of doubling the range from -40 <x< 60 to -80 <x< 120 

is demonstrated in Table (4.14). The maximum iniprovemeut in accuracy is 

found for Ax = 0.125, At = 0.1 where the L2 error norm is halved and 

the L,,,, error norm is reduced by more than half, from 0.24 x 10-3 down to 

0.095 x 10-3. In Tables from (4.10) to (4.13) invariants and error norms are 

demonstrated for single solitary wave. 

Invariants and Error norms for single solitary wave are given in Tables 

(4.15) to (4.17) . 
The error norms and invariants for an even smaller solitary 

wave, amplitude =0.03, are given in Table (4.16) 
. With the range 

-80 <x< 120, Ax = 0.25 and At = 0.2 we find excellent results. Through- 

out the simulation the L2 and L,, error norms remain less than 5x 10', while 

the invariants C2 and C3 change by less than 3x 10-3% and Cl changes by 

about 0.013% by time t= 20. The effect of changes in the space and time 
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Figure 4.5 Profiles of the solitary waves at t=0,10,20 

ainplitude=0.03, Ox = 0.25, At = 0.2. 
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steps is examined in Table (4.18). The smallest error norms are obtained with 

the choice 0x = 0.25 and At = 0.2. Profiles of the solitary wave at Limes 

t=0,10,20 are shown in Figure (4.5). 

'kable 4.18 
Error norms for single solitary 

wave at t= 20 amplitude =0.03, 

-80 < r<120. 

Ox At L2X103 L X103 

0.125 0.1 0.067 0.023 

0.25 0.2 0.047 0.013 

0.5 0.4 0.086 0.021 

4.4 Modelling an undular bore 

A bore is formed when a deeper stream of water flows into an area of still 

water in a long horizontal channel. When the transition between the deeper 

stream and the still water has a very gentle slope, the slope will steepen and 

a bore will form. There is experimental evidence to show that when the ratio 

of the change in level to the depth of still water is less thaiº 0.28 the bore is 

undular, otherwise one or more undulation is breaking [89]. 

To study the development of an undular bore we follow Peregrine [89] 

and use as initial condition 

U(x, 0) = 0.5U0[l - tanli ], ("1.19) 

where U(x, 0) denotes the elevation of the water above the equilibrium surface 

at time t=0. The change in water level of magnitude UO is centred on 

x=x, and d measures the steepness of the change. The smaller the value of 

d the steeper is the slope. To compare with earlier studies of water waves we 

take the parameters to have the following values: E=1.5, y=0.16666667, 

Uo = 0.1 and d=5.0. The physical boundary conditions require that U -* 0 

as x --> oo and U -4 Uo as x -3 -oo. To limit the effect of boundaries 
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on the numerical solution we take xo = -60 and XN = 300 together with 
Ax = 0.24, At = 0.1 and run the simulation until t= 200. 

As the simulation proceeds undulations begin to develop and grow, inov- 
ing back along the profile as the leading edge moves to the right. The function 

profile at time t= 200 is the shown in Figure (4.6). This profile is consistent 

with those for other time slots shown in references [89] and [46]. The tempo- 

ral development of the amplitude of the leading undulation is given in Figure 

(4.7). There is quantitative agreement between this graph and the appropri- 

ate graph shown in Figure 5 of [89]. As we see, after a short incubation period 
lasting until about t= 28, the leading undulation begins to grow and reaches 

a height of 0.125 at t= 80 and subsequently 0.161 at t= 160. This agrees 

with the results reported by Peregrine [89] who observes an incubation pe- 

riod lasting until t= 27 and finds an amplitude of 0.126 at t= 80. A space/ 

time curve for the leading undulation is given in Figure (4.8). After time 

t= 30 the velocity of the wave is, within the experimental error, constant 

at 1.080 ± 0.002 throughout the simulation (tot = 200). This velocity is coii- 

sistent with that of a solitary wave of height 0.16; an observation also made 
by Peregrine [89]. For times in excess of 400 the leading undulation, which 
is almost a detached solitary wave, has an amplitude of 0.186 and a velocity 

of 1.093 which are appropriate for such a solitary wave. Results for undular 

bore until t= 200 by taking d=5.0 are demonstrated in Table (4.19). 

The steeper initial profile obtained by taking d=2.0 has also beeil stud- 
ied. The leading undulation begins growing almost as soon as the simulation 

starts and proceeds smoothly attaining an amplitude of 0.177 at t= 160, in 

good agreement with Peregrine's observation [89] of 0.175 at t= 160, there- 

after growth continues in a smooth monotonic manner. Results for undular 

bore until t= 200, with d=2.0 are given in 't'able (4.20). 
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Table 4.19 

Results for undular bore until 
t= 200, c=1.5, µ=0.1666666 t, 

Uo=0.1, d=5.0. 

time Ubig ibig * Ax 

0 0.1000 -7.6800 
20 0.1000 38.6400 

40 0.1047 87.6000 

60 0.1149 109.2000 

80 0.1255 130.8000 

100 0.1358 152.4000 

120 0.1453 174.0000 

140 0.1539 195.8400 

160 0.1614 217.4400 

180 0.1681 239.2800 

200 0.1739 261.1200 
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Table 4.20 

Results for undular bore until 
t= 200, c=1.5, µ=0.16666667, 

U0=0.1, d=2.0. 

time Ubig ibig * Ax 

0 0.1000 -32.8800 
20 0.1198 67.4400 

40 0.1330 88.5600 

60 0.1433 109.9200 

80 0.1519 131.2800 

100 0.1594 153.1200 

120 0.1662 174.7200 

140 0.1721 196.5600 

160 0.1774 218.4000 

180 0.1822 240.2400 

200 0.1865 262.3200 
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Figure 4.6 The undulation profile at time t= 200 for a gentle slope d=5. 
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Figure 4.7 The growth in the amplitude of the leading undulation d=5. 
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Figure 4.8 A space/time graph for the leading undulation d=5. 

4.5 Discussion 

The space/time least squares approach with linear finite elements set. up 
in Section (4.2) leads to an unconditionally stable algorithm which faithfully 

models the amplitude, position and velocity of a single solitary wave over a 

extended time scale. 
The development of an undular bore from an appropriate initial condition 

is simulated. The undulations develop smoothly. During the experiment the 

leading undulation has the expected characteristics. Its shape, height and 

velocity are consistent with earlier work [46,89]. With the steeper initial 

condition d=2 and Uo = 0.1 we find that, at time t= 200 the leading 

undulation has an amplitude of 0.186 and a velocity of 1.092 f 0.002. These 

results are not dissimilar to those obtained by boundary forcing the RIýW 

equation with Uo = 0.1 [48], where at t= 200 the leading solitary wave 
has an amplitude 0.178 and a velocity 1.089. As the simulation proceeds to 
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longer times the undulations continue to develop sinoothly and monotonically 
into a train of independent solitary waves. By time I= 400 the leading 

undulation in both simulations has become virtually it solitary wave with 

amplitude 0.186 and velocity 1.093. None of the instabilities found by Jain 

et al [64] are observed. 
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Chapter 5 

A Petrov-Galerkin Algorithm 

For The RLW Equation 

5.1 Introduction 

The regularised long wave equation is solved by a Petrov-Galerkiii method 

using quadratic B-spline spatial finite elements. A linear recurrence relation- 

ship for the numerical solution of the resulting system of ordinary differential 

equations is obtained via a Crank-Nicolson approach involving a product ap- 

proximation. The motion of solitary waves is studied to assess the properties 

of the algorithm. The development of an undular bore is studied 
Peregrine [89] was the first to derive the regularised long wave (RLW) equa- 

tion 

Ul+Ux+UUx-µUxx1=O, (5.1) 

where t is time, x is the space coordinate, U(x, t) is the wave amplitude and 

it is a constant, as the governing equation for the lossless propagation of 
long wavelength water waves along a long straight channel. It is also used to 

model the development of an undular bore. 

The RLW equation has the solitary wave solution 

U(x, t) = 3csech2(k[x - xo - vt]), (5.2) 
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where 

k= 
4µ(l+ c), 

V=1 +c. (5.3) 

The RLW solitary waves may not have velocities lying in the range 

0<v<1. 
We have previously studied the interaction of RIM solitary waves [40] 

using a Galerkin algorithm based on linear elements [46]. In the following 

we will set up a Petrov-Galerkin solution using quadratic B-spline finite el- 

ements. The numerical algorithm so obtained is validated by modelling the 

motion of solitary waves. The algorithm is then used to model all undular 

bore. 

5.2 The finite element solution 

A uniform linear spatial array of linear finite elements is set up 

0= x0 < x1 < ... < XN =L covering the simulation region. A typical finite 

element of size Ox = (x,,, +l - x�t) is mapped by local coordinates ý related 

to the global coordinates x by Axe =x-x,,,, 0<ý<1. The trial function 

for a quadratic B-spline finite element is 

U= (1 
-2++ 

(1 + 2- 22)Sni + 26171+1, (5.4) 

where the quantities S,,, are nodeless element parameters. At the node x,,, 

the nodal variables U,,, and U,,, are given in terms of the parameters S,,, by 

Um = 
Sm + Sin-1, OxU, 

7, = 2(6�, 
- 

ým-1ýý (5.5) 

where the prime denotes differentiation with respect to X. 
When a Petrov-Galerkin method [103] is applied to Equation (5.1) with 

weight functions W� the weak form 

xN 

J wm(Ut + UL + UUý µUxxt)dX = 0, (5.6) 
x0 
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where Tit = 0,1, ... ,N-1, 
is produced. With weight functions of the forlu 

W-51, 
xni x< : C7n+11 

m- 

1 0, ; 1; < X71LI ; I; > 5mnL+1I 

Equation (5.6) becomes for a single element [xm, xrn+l] 
X_+ 1 

y.. a 
(Ut + Ux + UUx - µU,, t) dx = 0. (5.7) 

integrating leads to 
x+n+ 1 

U1dx [U]xn+l + [u2]x-+, 
µ[U.. 

]17n'+l 
= 

0. (" 
. 

8) 

X- X- 

Lm 

G 

With a Crank-Nicolson approach in time we centre on (it +z )At and obtain 
the well known second order accurate expression for U"+1 and its firne 
derivative as 

U= _(Un + U"+1), 

_ U'ti+l - UTA Dt At 
( )' 

where the superscripts Ti and n+1 are time labels. Using Taylor expansions 
for U"+1 and U" about (n + 2)At enables us to find for U2 at (n + 1)A1 the 

expression 
U2 = U, 1+1 U, i, 

which is also second order accurate in time. 

Substituting these expressions into Equation (5.8) produces 

1 ant}I 

+2[, Tni l Uýý]ý 
ntj - At 

[UT, _ Ux ]X,, +' = 0, (5.9) x 

which with (5.5) leads to the quasi-linear recurrence relationship 
-} 1 (1 

- CY -- CY (Sm-1 +ýn 
in 

n 
in-1 

(4 + 2(3 + `ý[S' - 5fl i)S 
ý+1 + t+i 

+ Ct + CgSn + jn ])br+i = 
(1 +- )any-i + (4 + 2d)6�a + 

(1 -a- 0)b;;, +i, (5.10) 

87 



where 
3At 6« 

13 -- 20x' Ox2' 
(5.11) 

and rn = 0,1,. .., 
N-1, ia=0,1,.... 

With boundary conditions UO, UN prescribed, leading to 
ý71 +6o = U0 and ýN_1 +bN = UN, the first and last equations corresponding 
to in = 0, N-1 have the reduced forms 

(3+ +30-+[60" -I-bi])dö+l+(1+a-, 3+a[S +6i])67 

_(3-a+3ß)äß+(1-a-/3)Si+aUu+2aU0, 

and 

(1-CC- -a[ýN-2+aN_u, N-2+(3-a + 3ý-a(6N-2+Snt-11)SN'1 

_(1 a -ß)S_2+(3+a+3ß3)S 1-aUN-2al' JN- 

The above set of quasi-linear equations has a matrix which is tridiagonal 

in form so that a solution using the Thomas algorithm is direct and no 
iterations are necessary. 

5.2.1 Stability Analysis 

The growth factor g of the error c, " in a typical Fourier mode of amplitude 
En 

Eý - E" exp(i jkLx) (5.12) 

where k is the mode number and Ox the element size, is determined for a 
linearisation of the numerical scheme. 

In the linearisation it is assumed that the quantity U in the nonlinear 
term is locally constant. Under these conditions the error cj" satisfies the 
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same finite difference scheme as the function S, ' and we find that a typical 

member of Equation (5.10) has the form 

1-a rý 
c"+i 

(4 + 20 /ý) ETmý + 
1+i - NI ni-1 

ýý1 +a- ýIErniz+ýl 
- 11 +a- ß\ 

nn-1 

where 

and 

ý4 + 20)c n+ ýl 
- CY - 

ýiýCm+l ý5.13ý 

30t 
2Ax 

6µ 
/ý 

0x2 

substituting the above Fourier mode gives 

where 

j 

ý_ (2 - 2/3)cos[kOx] +(4+2/. 3) 

and 
q= 2a sin[kLx]. 

Writing c,, +' = gcn, it is observed that y=Y and so has unit modulus q 
therefore scheme is unconditionally stable. 

5.3 Validation 

In the following simulation of the motion of a single solitary wave 

µ=1. To make comparison with earlier simulation results [46,49, fig] 

Equation (5.2) is taken as initial condition with range -40 <x< 60, 

Ox = 0.125, At = 0.1 and x0 = 0, with c=0.1 so that the solitary wave has 

amplitude 0.3. The simulation is run to time t= 20 and the L2 and L" error 

norms and the invariants Cl, C2, C3, whose analytic values can be found as 

Cl ==3.9799497, 
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12c2 48kc2µ 
C2 =-+50.81046249, 

z 
C3 = 

3(1 
+ 

4c) 
= 2.579007, 

are recorded throughout the simulation: see Table (5.1). 

Table 5.1 

Invariants and error norms for single solitary wave 

amplitude=0.3, Ox = 0.125, At = 0.1, -40 <x< 60. 

method time Ci C2 C,; L2 x 103 L,,,, x 103 

0 3.97993 0.810461 2.57901 0.002 0.007 

2 3.97994 0.810460 2.57901 0.022 0.009 
4 3.97995 0.810459 2.57900 0.045 0.018 

6 3.97996 0.810455 2.57899 0.067 0.027 

Petrov 8 3.97995 0.810445 2.57895 0.090 0.034 

Galerkin 10 3.97996 0.810442 2.57895 0.115 0.043 

quadratic 12 3.97995 0.810435 2.57892 0.137 0.052 

elements 14 3.97993 0.810425 2.57889 0.162 0.061 

16 3.97992 0.810418 2.57887 0.183 0.069 

18 3.97989 0.810408 2.57883 0.206 0.074 

20 3.97986 0.810399 2.57880 0.227 0.081 

Galerkin 

quadratic [46] 20 3.97989 0.810467 2.57902 0.220 0.086 

f. d [46] [64] 

cubic 20 4.41219 0.897342 2.85361 196.1 67.35 

1. s 

linear [49] 20 3.98203 0.808650 2.57302 4.688 1.755 
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The quantity Cl is constant to 4 and C3 to 3 decimal places, while C2 

changes by up to 1 in the 4th decimal place. This degree of conservation is 

not as good as that obtained with Galerkin's method with quadratic B-spline 

elements but is superior to that obtained with the other methods listed. The 

errors, at time t= 20, found with the present method are comparable with 

those obtained using Galerkin and smaller than those obtained with the other 

2 methods. 
In Figure (5.1) the initial wave profile and that at t= 20 are compared. 

It is clear that, by t= 20, there has been little degradation of the wave 

amplitude. The distribution of error along the wave profile is shown in Fig- 

ure (5.2); the maximum error is located on either side of the pulse maximum 

and varies up to about ±9 x 10-5. 

In a second simulation involving the migration of a single solitary wave 

with the smaller amplitude 0.09 and using the same range and space/time 

steps as quoted in [46] and [64] the results given in Table (5.2) are ob- 

tained. The analytic values of the invariants are Cl = 2.109407, 

C2 = 0.127302, C3 = 0.388806. 
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Figure 5.1 Profiles of the solitary wave at t=0 and t= 20. 
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Figure 5.2 The error=exact-nuinerical solution at t= 20 

for the solitary wave in Figure (5.1) plotted on a larger scale. 
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(5.10) to (5.13). Now it is found that the smallest errors are obtained with 

space steps between 0.125-0.25 combined with the time steps 0.1-0.2. 

The error norms and the invariants for an even smaller solitary wave, 

amplitude = 0.03, are given in the Tables (5.15) to (5.17). Now the lowest 

errors are found when Ox = 0.25, At = 0.2. With the range 

-80 <x< 120 error norms for single solitary wave at t= 20, 

amplitude = 0.03, are demonstrated in the Table (5.18). 

Table 5.3 

Invariants and Error norms for single solitary wave 

amplitude=0.09, Ox = 0.025, At = 0.025, -40 <x< 60. 

method time CL C2 C3 L2 x 103 L,, x 10; 

0 2.107050 0.127306 0.388804 0.062 0.390 

2 2.084932 0.124578 0.380376 3.906 1.042 

4 2.062838 0.121896 0.372093 7.795 2.090 

6 2.041034 0.119285 0.364032 11-627 3.122 

Petrov 8 2.019413 0.116728 0.356142 15.425 4.145 

Galerkin 10 2.002002 0.114685 0.349842 18.522 5.010 

quadratic 12 2.002191 0.114667 0.349786 18.742 5.161 

elements 14 2.002268 0.114651 0.349736 18.995 5.339 

16 2.002206 0.114631 0.349676 19.285 5.522 

18 2.002002 0.114614 0.349622 19.593 5.692 

20 2.001500 0.114588 0.349542 19.944 5.868 
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Table 5.4 

Invariants and Error norms for single solitary wave 

amplitude=0.09, Ox = 0.05, At = 0.05, -40 <x< 60. 

method time Ci C2 C3 L2 x 103 La, x 103 

0 2.107036 0.127304 0.388803 0.088 0.390 

2 2.107366 0.127210 0.388515 0.268 0.274 

4 2.107547 0.127114 0.388219 0.521 0.240 

6 2.107695 0.127023 0.387937 0.775 0.388 

Petrov 8 2.107791 0.126931 0.387656 1.027 0.434 

Galerkin 10 2.107823 0.126840 0.387374 1.274 0.524 

quadratic 12 2.107763 0.126748 0.387089 1.517 0.609 

elements 14 2.107567 0.126654 0.386799 1.752 0.689 

16 2.107238 0.126562 0.386515 1.983 0.766 

18 2.106703 0.126466 0.386220 2.216 0.846 

20 2.105908 0.126370 0.385922 2.446 0.922 
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Table 5.5 
Invariants and Error norms for single solitary wave 

amplitude=0.09, Ox = 0.25, At = 0.2, -40 <x< 60. 

method time CI C2 C3 L2 X 103 LX 10' 

0 2.106995 0.127302 0.388804 0.195 0.390 

2 2.107695 0.127302 0.388805 0.139 0.274 

4 2.108199 0.127302 0.388805 0.110 0.193 

6 2.108551 0.127302 0.388805 0.104 0.136 

Petrov 8 2.108 789 0.127302 0.388806 0.114 0.096 

Galerkin 10 2.108913 0.127302 0.388806 0.128 0.067 

quadratic 12 2.108921 0.127302 0.388806 0.142 0.061 

elements 14 2.108803 0.127302 0.388806 0.155 0.088 

16 2.108535 0.127302 0.388806 0.169 0.125 

18 2.108073 0.127302 0.388806 0.186 0.179 

20 2.107357 0.127301 0.388804 0.211 0.254 
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Table 5.6 

Invariants and Error norms for single solitary wave 

amplitude=0.09, Ox = 0.5, At = 0.4, -40 <x< 60. 

method time C1 C2 G3 L2 x 103 L,,,, x 10.1 

0 2.106945 0.127301 0.388804 0.275 0.390 

2 2.107553 0.127301 0.388805 0.199 0.274 

4 2.107916 0.127301 0.388805 0.160 0.193 

6 2.108101 0.127301 0.388806 0.155 0.136 

Petrov 8 2.108149 0.127301 0.388806 0.169 0.096 

Galerkin 10 2.108090 0.127301 0.388806 0.189 0.067 

quadratic 12 2.107939 0.127301 0.388806 0.210 0.057 

elements 14 2.107688 0.127301 0.388806 0.232 0.064 

16 2.107307 0.127301 0.388805 0.255 0.091 

18 2.106751 0.127301 0.388805 0.282 0.130 

20 2.105952 0.127301 0.388804 0.315 0.184 

Table 5.7 
Invariants and Error norms for single solitary wave 

amplitude=0.09, Ax = 1.0, At = 0.8, -40 <x< 60. 

method time Cl C2 C3 Lz x 103 Lam;, x 103 

0 2.106840 0.127300 0.388804 0.390 0.390 

4 2.107557 0.127300 0.388805 0.341 0.193 

Petrov 8 2.107506 0.127300 0.388805 0.510 0.146 

Galerkin 12 2.107127 0.127300 0.388804 0.682 0.174 

quadratic 16 2.106422 0.127300 0.388804 0.853 0.234 

elements 20 2.104989 0.127299 0.388802 1.034 0.293 
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Table 5.8 
Invariants and Error norms for single solitary wave 

amplitude=0.09, Ox = 4.0, At = 0.8, -40 <x< 60. 

method time C, C2 C3 L2 x 103 L,, x 10'3 

0 2.106151 0.127281 0.388803 0.779 0.390 

Petrov 3.2 2.106648 0.127281 0.388803 0.913 0.234 

Galerkin 6.4 2.106617 0.127281 0.388803 1.537 0.406 

quadratic 9.6 2.106304 0.127281 0.388803 2.200 0.727 

elements 12.8 2.105791 0.127281 0.388802 2.849 0.961 

16.0 2.104991 0.127281 0.388801 3.479 1.048 

19.2 2.103634 0.127281 0.388799 4.091 1.159 

20.8 2.102606 0.127281 0.388797 4.390 1.409 

Table 5.9 
Error norms for single solitary wave at t= 20 

amplitude=0.09, -40 <x< 60. 

Ox At L2 x 103 L,, x 10:; 

0.025 0.025 19.9 5.87 

0.05 0.05 2.45 0.922 

0.125 0.1 0.537 0.316 

0.25 0.2 0.211 0.254 

0.5 0.4 0.315 0.184 

1.0 0.8 1.03 0.293 

4.0 0.8 4.39 1.41 
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Table 5.10 

Invariants and Error norms for single solitary wave 

amplitude=0.09, Ox = 0.05, At = 0.05, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 L,, x 103 

0 2.109396 0.127301 0.388805 0.008 0.002 

2 2.108924 0.127207 0.388516 0.248 0.136 

4 2.108437 0.127111 0.388217 0.488 0.240 

6 2.107983 0.127020 0.387938 0.716 0.340 

Petrov 8 2.107496 0.126926 0.387645 0.944 0.437 

Galerkin 10 2.107028 0.126833 0.387357 1.168 0.528 

quadratic 12 2.106534 0.126737 0.387062 1.388 0.613 

elements 14 2.106031 0.126641 0.386763 1.612 0.692 

16 2.105555 0.126548 0.386477 1.831 0.765 

18 2.105078 0.126454 0.386188 2.054 0.846 

20 2.104596 0.126360 0.385896 2.276 0.924 
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Table 5.11 

Invariants and Error norms for single solitary wave 

amplitude=0.09 , Ox = 0.125, At = 0.1, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 L«, x 103 

0 2.109400 0.127301 0.388805 0.000 0.000 

2 2.109412 0.127303 0.388811 0.007 0.004 

4 2.109426 0.127305 0.388817 0.013 0.007 

6 2.109435 0.127307 0.388822 0.019 0.009 

Petrov 8 2.109448 0.127309 0.388828 0.025 0.012 

Galerkin 10 2.109456 0.127310 0.388831 0.030 0.014 

quadratic 12 2.109474 0.127312 0.388838 0.035 0.015 

elements 14 2.109483 0.127314 0.388843 0.040 0.018 

16 2.109491 0.127315 0.388846 0.044 0.019 

18 2.109499 0.127316 0.388851 0.048 0.021 

20 2.109505 0.127317 0.388854 0.053 0.023 
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Table 5.12 

Invariants and Error norms for single solitary wave 

amplitude=0.09, Ax = 0.25, At = 0.2, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 L(, x 103 

0 2.109402 0.127302 0.388806 0.000 0.000 

2 2.109403 0.127301 0.388805 0.006 0.002 

4 2.109405 0.127302 0.388806 0.012 0.004 

6 2.109403 0.127302 0.388805 0.018 0.006 

Petrov 8 2.109406 0.127302 0.388806 0.024 0.007 

Galerkin 10 2.109408 0.127302 0.388806 0.030 0.009 

quadratic 12 2.109407 0.127302 0.388806 0.036 0.011 

elements 14 2.109407 0.127302 0.388807 0.042 0.013 

16 2.109407 0.127302 0.388807 0.048 0.015 

18 2.109405 0.127301 0.388805 0.054 0.017 

20 2.109408 0.127302 0.388806 0.060 0.018 
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Table 5.13 

Invariants and Error norms for single solitary wave 

amplitude=0.09, Ox = 0.5, At = 0.4, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 Lý x 10'' 

0 2.109404 0.127301 0.388806 0.000 0.000 

2 2.109405 0.127301 0.388806 0.024 0.007 

4 2.109406 0.127301 0.388806 0.048 0.014 

6 2.109407 0.127301 0.388806 0.072 0.021 

Petrov 8 2.109407 0.127302 0.388807 0.096 0.029 

Galerkin 10 2.109406 0.127301 0.388806 0.120 0.036 

quadratic 12 2.109405 0.127301 0.388806 0.144 0.043 

elements 14 2.109406 0.127301 0.388806 0.167 0.051 

16 2.109406 0.127302 0.388806 0.191 0.058 

18 2.109406 0.127301 0.388807 0.215 0.066 

20 2.109407 0.127301 0.388806 0.238 0.073 

Table 5.14 
Error norms for single solitary wave at t= 20, 

amplitude=0.09, -80 <x< 120. 

Ax At L2 x 103 Lý x 10' 

0.05 0.05 2.276 0.924 

0.125 0.1 0.053 0.023 

0.25 0.2 0.060 0.018 

0.5 0.4 0.238 0.073 
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Table 5.15 

Invariants and Error norms for single solitary wave 

amplitude=0.03, Ox = 0.125, At = 0.1, -80 <x< 120. 

method time Cl C2 C3 L2 x 103 La, x 103 

0 1.205554 0.024167 0.072938 0.015 0.042 

2 1.205617 0.024166 0.072934 0.014 0.034 

4 1.205669 0.024165 0.072931 0.017 0.028 

6 1.205710 0.024164 0.072927 0.022 0.023 

Petrov 8 1.205743 0.024163 0.072924 0.028 0.0.19 

Galerkin 10 1.205771 0.024162 0.072921 0.035 0.015 

quadratic 12 1.205791 0.024161 0.072917 0.041 0.013 

elements 14 1.205806 0.024160 0.072914 0.047 0.014 

16 1.205811 0.024158 0.072910 0.053 0.016 

18 1.205817 0.024157 0.072907 0.059 0.018 

20 1.205814 0.024156 0.072903 0.065 0.020 
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Table 5.16 

Invariants and Error norms for single solitary wave 

amplitude=0.03, Ox = 0.25, At = 0.2, -80 <x< 120. 

method time Ci C2 C3 L2 x 103 L,,, x 1.0.3 

0 1.205551 0.024167 0.072938 0.021 0.042 

2 1.205625 0.024167 0.072938 0.017 0.034 

4 1.205682 0.024167 0.072938 0.014 0.028 

6 1.205726 0.024167 0.072938 0.013 0.023 

Petrov 8 1.205758 0.024168 0.072938 0.012 0.019 

Galerkin 10 1.205783 0.024168 0.072938 0.012 0.015 

quadratic 12 1.205799 0.024167 0.072938 0.012 0.013 

elements 14 1.205809 0.024167 0.072938 0.012 0.010 

16 1.205816 0.024167 0.072938 0.013 0.008 

18 1.205817 0.024168 0.072938 0.013 0.007 

20 1.205815 0.024168 0.072938 0.014 0.006 
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Table 5.17 

Invariants and Error norms for single solitary wave 

amplitude=0.03, Ax = 0.5, At = 0.4, -80 <x< 120. 

method time C, C2 C3 L2 x 103 L,,,, x 10'' 

0 1.205545 0.024167 0.072938 0.030 0.042 

2 1.205608 0.024167 0.072938 0.025 0.034 

4 1.205651 0.024167 0.072938 0.025 0.028 

6 1.205677 0.024167 0.072938 0.029 0.023 

Petrov 8 1.205688 0.024167 0.072938 0.034 0.019 

Galerkin 10 1.205693 0.024167 0.072938 0.038 0.015 

quadratic 12 1.205694 0.024167 0.072938 0.042 0.015 

elements 14 1.205691 0.024167 0.072938 0.045 0.015 

16 1.205685 0.024167 0.072938 0.047 0.015 

18 1.205667 0.024167 0.072938 0.048 0.015 

20 1.205668 0.024167 0.072938 0.050 0.015 

Table 5.18 
Error nouns for single solitary wave at t= 20 

amplitude=0.03, -80 <x< 120. 

Ax At L2x103 L. x103 

0.125 0.1 0.065 0.020 

0.25 0.2 0.014 0.006 

0.5 0.4 0.050 0.015 
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5.4 Modelling an undular bore 

To study the development of an undular bore we follow Peregrine (89j and 

use as initial condition 

- U(x, 0) = 0.5U0[l - tanh( xd x`- )] (5.14) 

where U(x, 0) denotes the elevation of the water above the equilibrium surface 

at time t=0. The change in water level of magnitude U0 is centred on 

x=x, and d measures the steepness of the change. The smaller the value 

of d the steeper is the slope. For the simulation we take the parameters to have 

the following values: E=1.0, p=0.16666667, UO = 0.1 and d=5.0. The 

physical boundary conditions require that U -4 0 as x -4 oo and U -ý U,, 

as x -+ -oo. To limit the effect of boundaries on the numerical solution we 

take xo = -100 and XN = 500 together with Ox = 0.15, At = 0.15 and 

run the simulation until t= 400. These step sizes were chosen following the 

results given in Section (5.3) which appear to imply that these will lead to 

optimum accuracy. 

Table 5.19 
Results for an undular bore UO = 0.1. 

time Ci C2 C3 U",, X", u� 
0 10.0074 0.9759 3.0235 

50 15.2670 1.5101 4.6800 0.1049 46.40 

100 20.5262 2.0442 6.3362 0.1215 99.05 

150 25.7860 2.5 785 7.9929 0.1367 151.55 

200 31.0460 3.1128 9.6497 0.1495 204.35 

250 36.3064 3.6472 11.3068 0.1596 257.15 

300 41.5670 4.1816 12.9639 0.1671 310.10 

350 46.8272 4.7160 14.6209 0.1727 363.05 

400 52.0872 5.2503 16.2777 0.1768 416.15 
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Figure 5.3 The undulation profile 

at time t=0 for a gentle slope cl = 5. 
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Figure 5.4 The undulation profile 

at time t= 50 for a gentle slope d=5. 
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Figure 5.5 The undulation profile 

at time t= 100 for a gentle slope d=5. 
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Figure 5.6 The undulation profile 

at time t= 400 for a gentle slope d=5. 

111 

300 320 340 360 380 400 420 440 



0.1 

0.1 

0.1 

0.1 

E 
0.1 

0.1 

0.1 

0.1 

0. 

Figure 5.7 The growth in the amplitude 

of the leading undulation d=5. 
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Figure 5.8 A space/time graph for 

the leading undulation d=5. 
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Table 5.20 

Results for an undular bore Uo = 0.1, d=2.0, 

t,,,, = 400, -Ax = 0.15, At = 0.15, µ=0.16666667. 

time Cl C2 C3 

0 10.0074 0.9910 3.0708 

50 15.2671 1.5253 4.7274 

100 20.5267 2.0595 6.3839 

150 25.7863 2.5937 8.0404 

200 31.0459 3.1280 9.6971 

250 36.3057 3.6622 11.3537 

300 41.5654 4.1965 13.0103 

350 46.8252 4.7308 14.6670 

400 52.0851 5.2650 16.3237 

Table 5.21 
Results for an undular bore Uo = 0.1, d=2.0. 

time UmLax X7zax 

0 0.1000 -100 
50 0.1310 47.30 

100 0.1452 99.35 

150 0.1557 152.00 

200 0.1638 204.80 

250 0.1698 257.75 

300 0.1745 310.70 

350 0.1779 363.80 

400 0.1806 416.90 
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Figure 5.9 The undulation profile 

at time t=0 for a gentle slope d=2. 
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Figure 5.10 The undulation profile 

at time t= 50 for a gentle slope d=2. 
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Figure 5.11 The undulation profile 

at time t= 100 for a gentle slope d=2. 
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Figure 5.12 The undulation profile 

at time t= 400 for a gentle slope d= `ý. 
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Figure 5.13 The growth in the amplitude 

of the leading undulation d=2. 
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Figure 5.14 A space/time graph 

for the leading undulation d=2. 
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The undulation profile at times t=0,50,100 for a gentle slope (1 = 5.0 is 

given in Figures (5.3), (5.4), (5.5). By time I= 400 the fully developed uii- 

dular bore of Figure (5.6) is obtained. The temporal growth and space-time 

graph for the leading undulation are given in Figures (5.7) and (5.8). The 

amplitude of the leading undulation has stablised at about 0.17 7 when it has 

a velocity of 1.062. The values are fully consistent with those for an li". LW 

solitary wave. 
From the results given in Table (5.19) we calculate that the growth rates 

in the quantities Cj are All = 0.1052, A, 12 = 0.01069, "3 = 0.02899 which 

compare well with the theoretical values Mi = 0.1050, M2 = 0.01067, 

M3 = 0.03375. 
In Table (5.20) is demonstrated results for an undular bore with 

UO = 0.1, d=2.0. We give results for all undular bore with U0 = 0.1, 

d=2.0 in Table (5.21). The undulation profile at times I=0,50,100,400 for 

a gentle slope d=2.0 is shown in Figures (5.9) to (5.12). Mlle growth in the 

amplitude and a space/time graph for the leading undulation d=2.0 are 

given in Figures (5.13) and (5.14). 

5.5 Discussion 

The Petrov-Galerkin approach with quadratic B-spline finite elements 

set up in Section (5.2) leads to an unconditionally stable algoritliin which 

faithfully models the amplitude, position and velocity of a single solitary 

wave over a extended time scale. 
An undular bore is also modelled well and the results obtained agree well 

with earlier work. 
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Chapter 6 

A Least-Squares Finite Element 

Scheme For Burgers' 

Equation 

6.1 Introduction 

Burgers'equation may be considered as model equation for the decay of 
turbulence within a box of length L. In the form [22,32] 

Ut+UUx-vUxx=o, (G. 1) 

the subscripts t and x denote differentiation. Here t is Linie, x is a space 

coordinate and U(x, t) is velocity. The quantity v measures the fluid viscos- 
ity and is related to the Reynolds number Re defined with reference to a 

representative velocity Uo and the scale length of the turbulent field L by 
U0 L 

Re = (6.2) 

li 

Physical boundary conditions require U to be zero at the ends of the box, so 
that U-p0as x-+0, L 

Burgers' equation is one of very few non-linear partial differential equa- 
tions which can be solved analytically for arbitrary initial data [61). These 
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solutions, in many cases, involve infinite series which for small values of v may 

converge very slowly. 
Numerical algorithms for the solution of Burgers' equation have been 

proposed by many authors. Varoglu and Finn [99] set up space-time finite 

elements incorporating characteristics with which to obtain a numerical so- 
lution via a weighted residual method. Caldwell and Smith [24] use cubic 

spline finite elements, Evans and Abdullah [39] a group explicit finite dif- 

ference method, Kakuda and Tosaka [67] a generalised boundary element 

approach, Mittal and Singhal [79] a technique of finitely reproducing non- 
linearities to obtain a set of stiff ordinary differential equations which are 

solved by a Runge- Kutta-Chebyshev method while Ali et al [5] use collocation 

over cubic B-spline finite elements and Nguyen and Reynen [83] developed 

a Petrov-Galerkin method based on a least squares approach. Some of their 

are very successful in modelling the solutions. In this paper we apply a space- 

time least-squares finite element algorithm, based on the work of Nguyen and 
Reynen [83], to the numerical solution of Burgers' equation. Some standard 

problems are studied and comparisions are made with published results. 

6.2 The finite element solution 
When applying the least squares approach and using space-time finite 

elements, we consider the Variational Principle [83] 

ftL 
sJ [U+ Üv- U]l[txdl = 0, (6.3) 

0 

A uniform linear spatial array of linear finite elements is set up 

0= xo < Xi < ... < XN = L. A typical finite element of size 
Ax = (x,,,, +1 - xm), At mapped by local coordinates 6, T where 

x= xm + eAx, 0<1, t= rAt, 0< rr < 1, snakes, to integral (6.3), the 

contribution 
11 

6t 
ff [UT + pxOUý -0 2U(412dedýr, (6.4) 
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where to simplify the integral, U is taken to be constant over an element. This 
leads to 

ff [U7 + WC - bUE«]S{Ur + vUf - bUtý]dýdr, (6.5) 
00 

where 
vLt b 
0x2 , 

and the Courant number 
Uz t 

V= Ox 

is taken as locally constant over each element. The variation of U over the 

element [x, 
n, x�1+1] is given by 

2 

Ue = Nj(uj + TOuj), (6.6) 

j=1 

where Ni, N2 are linear spatial basis functions. The ul, u2 are the nodal pa- 

rameters which are temporally linear and change by the increments Dul, Duz 

in time At. With the local coordinate system ý defined above, the basis func- 

tions have expressions [83] 

N1=1-, 

N2=ý. 

Write the second term in the integrand of (6.5) as a weight function 

ýW - WAuj = 8[UT + vUt - bU«]. (6.7) 
j=1 

Using, from (6.6), the result that 

2 

JU' =EN; 7-Au,, (6.8) 
j=1 

in (6.7) we have 

W; = N; + TvNý. (6.9) 
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Substituting into Equation (6.5) gives 

ff[U 
+ vU- bUef][N+ rvN]ded-r, (6.10) 

which can be interpreted as a Petrov- G alerkin approach with weight func- 

tion W3.1 as well as a least squares formulation. Integrating by parts leads 

to 

r1 f1 

J/ [(UT + vUU)(N; + TvN,. ) + 6UCN, ]dýdrr. (6.11) 
a0 

Now if we substitude for U using Equation (6.6), an element's contribution 

is obtained in the form 

2 
/' 11 

U 

f[(Nuk 

J+ vN(uk + TAUk))(N+ rvN) 

+bNNN; (Uk + TL Uk)}dý(IT. (6. l2) 

Integrate (6.12) with respect to T giving in matrix notation 

[Ae +1 (Cc + CCT) +I Be +2 De]Au' 

23 
1 

+[C e+2 Be + bDe]ue, (6.13) 

where 
e 7' 

u= (Uli u2) 1 

are the relevant nodal parameters. The element matrices are 

A; k = 
f1 

NiNkde, 

Bak = V2 
fv 

Ný Nkr, 

Cjk =vf NN Nkde, 
0 

Dik =0 NjNkde, 
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where j, k take only the values 1 and 2. The matrices Ae, Be, Ce and De are 
thus 2x2 and have the explicit forms 

e121 ik 612, 

e21-1 Bakv 

-1 

1 -1 
C; k2v 

-1 

1 -1 Dk= 
-1 1 

and v given by 

[fi t 
v= U1Qx, 

is constant over the element. 
Formally assembling together contributions from all elements leads to the 

matrix equation 

[A+ (C+Cr)+3B+2D]Du 

1 
+[C + 

1B+bD]u 
= 0, (6.14) 

and u= (uo, ul, ..., uN)T, contains all the nodal parameters. The matrices 
A, B, C, D are tridiagonal and row rrt of each has the following foriti: 

A: (1,4,1) 

D: (-1,2, -1) 
B: 

-Um_1i'U 
2 

ni-1 
+ 'U 

2 

ms -U 
2) 

in 

C 
2l-vm-I i vm-1 - Vm, V7n) 
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Hence identifying u= fL and Du = u"+i -u" we can write Equation (6.14) as 

[A + 
2(C+Cr)+ 1B 

+, 
bD]u"+` 

_ [A+ l(CT 
- C) - 

6B- bD]un, 
(6.15) 

a scheme for updating u" to time level t= (n + 1)Ot. A typical meinher 

of (6.15) is 

1b12 
n+1 (2 1j j (ý 

-2- 3Vm-1 
)"U 

n-1 
+ (3 +b+ 

2l"Um-1 - VrnJ 

3+ 

UmJ 1)u', i-} 1 
IV m-1>, & 

-f-( 
I-b 

v2 )uf`+1 - 623T "n+l- 
(1 b112, 
lb +-+ -V7n-1 + -Um-I)u'7n-1 

+(2 -b-6 lU; n-1 + Vmj)U7i 

1611 
+(6 +- 2v" + 6v»ß)"u'? i+1, 

(6.16) 

where v7, is given by 
At 

n Um = 
m" 0: 1 

u 

The boundary conditions U(0, t) =0 and U(L, t) =0 require uO =0 and 

UN = 0. The above set of quasi-linear equations has a matrix which is tridi- 

agonal in form so that a solution using the Thomas algorithm is direct, and 
no iterations are necessary. 

6.2.1 Stability Analysis 

The growth factor g of the error E, in a typical Fourier mode of amplitude 

Eý 

c= E" exp(i jkLx) (6.17) 

where k is the mode number and Ox the element size, is determined for a 
linearisation of the numerical scheme. 
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In the linearisation it is assumed that the quantity U in the nonlinear term 

is locally constant. Under these conditions the error cin satisfies the same finite 

difference scheme as the function S and we find that a typical member of 
Equation (6.16) has the form 

(ý-ý)Ef}1,, +(3+b)77, 

(6.18) 3- b)Em + (6 + 
2)ß'm+" 

where 
1) _ 

vOt 
Dx2 

substituting the above Fourier mode gives 

P-Q 

where 
P=3cos2[ 1+3 

2 

and kAx 
Q= 2b(1 - cosy[ 2 

]), 

and cos2[kAXI <1 so that Ig I< 1 and the scheme is unconditionally stable. 

6.3 Test problems 

Simulations arising from three different initial conditions will be de- 

scribed and the results of these experiments compared with published data. 

We use boundary conditions U=0 at the ends of the box x=0 and 

x=L. 

(a) Take as initial condition [5,83] 

U(x, t)_(X)[ ýý t+( 
to 

)1 CXP(hvt 
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where 
to = exp( 

1 
gv) , 

evaluated at t=1. This is a very useful initial condition as the resulting 
analytic solution is expressed in closed form so that the L2 and L,, error 
norms are easily calculated for any value of v. To test convergence we set 
v=0.5 and vary At and Ox and run simulations to time t=3.25 over 

a region of length L=8.0. In Table (6.5) the L2 and L... error norms are 

quoted. We observe that as the magnitudes of the space and time steps an, 

reduced the error norms become progressively smaller. Even with the smallest 

step values used we do not achieve minimum values of these norms. Accuracy 

is high, however, we cannot reproduce the accuracy for v=0.005 of 
L2 = 0.000235 and L.. = 0.000688 at I=3.25 found by Ali et al [5] using 
cubic B-spline finite elements of length 0x = 0.02 with a time step At = 0.1. 

Table 6.1 
Problem (a). Error norms 

v=0.5, At = 0.05, 
Ax 0.08,0<x<8. 

time L2 ' Lý 

1.00 0.000000 0.000000 

1.75 0.001715 0.001611 

2.50 0.001901 0.001496 

3.25 0.001900 0.001321 
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Table 6.2 
Problem (a). Error norms 

v=0.05, At = 0.05, 
Ax = 0.03,0<x<3. 

time L2 Lc 

1.00 0.000000 0.000000 

1.75 0.001170 0.002022 

2.50 0.001366 0.001947 

3.25 0.001420 0.001787 

Table 6.3 
Problem (a). Error norms 

v=0.005, At = 0.05, 

Ox=0.012,0<x<1.2. 

time L2 Lý 

1.00 0.000000 0.000001 

1.75 0.004479 0.019973 

2.50 0.005511 0.021157 

3.25 0.006295 0.021901 

Table 6.4 

Problem (a). Error norms 

v=0.001, At = 0.025, 

Ax = 0.005,0 <x<1. 

time L2 Lý 

1.00 0.000001 0.000010 

1.75 0.003240 0.024452 

2.50 0.002048 0.018070 

3.25 0.005888 0.046279 
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Table 6.5 
Problem (a). Error norms 

at time t=3.25, v=0.5. 

Ax At L2 L,, 

0.16 0.05 0.003685 0.002376 

0.08 0.05 0.001900 0.001321 

0.04 0.025 0.000950 0.000656 

0.02 0.0125 0.000475 0.000326 

0.01 0.0125 0.000255 0.000194 

0.01 0.00625 0.000241 0.000164 

0.005 0.00625 0.000128 0.000095 

Table 6.6 
Problem (a). Error norms at time t=3.25 

various values of v and L. 

Il Xmax =L 
Ox At L2 _io0 

0.5 8 0.08 0.05 0.001900 0.001321 

0.05 3 0.03 0.05 0.001420 0.001787 

0.005 1.2 0.012 0.05 0.006295 0.021901 

0.001 1.0 0.005 0.025 0.005888 0.046279 
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Table 6.7 
Problem(a). Analytic and numerical solutions 

v=0.5, Ot=0.05, Ax=0.08. 

t 1.0 1.0 1.75 1.75 2.5 2.5 3.25 8.25 

x exact numeric exact numeric exact numeric exact numeric 

0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.80 0.3611 0.3611 0.1903 0.1905 0.1237 0.1242 0.0893 0.0898 

1.60 0.3833 0.3833 0.2669 0.2677 0.1923 0.1931 0.1466 0.1473 

2.40 0.1435 0.1435 0.1945 0.1961 0.1773 0.1787 0.1520 0.1532 

3.20 0.0215 0.0215 0.0803 0.0809 0.1083 0.1095 0.1133 0.1146 

4.00 0.0015 0.0015 0.0201 0.0201 0.0454 0.0458 0.0626 0.0633 

4.80 0.0001 0.0001 0.0032 0.0032 0.0136 0.0137 0.0263 0.0265 

5.60 0.0004 0.0003 0.0030 0.0030 0.0087 0.0087 

6.40 0.0005 0.0005 0.0023 0.0023 

7.20 0.0005 0.0005 

A second set of simulations using this initial condition with various values 

of v have been run up to time t=3.25 and the error norms given in 't'able 

(6.6). In Tables from (6.1) to (6.4) we examine error nouns. The length of 

the region L is dictated by the spread of the solution. 

In Figures (6.1) to (6.4) we compare the numerical solution for 

v=0.5,0.05,0.005,0.001, shown by continuous curves, with the analytic 

solutions represented by circular points. In all cases the agreement is very 

close and compares well with that obtained by Nguyen and Reynen [83]; see 

their Figures 1 and 2. To enable a more quantitive assessment to be made the 

numerical and analytic solutions are compared at various points and times 

in Tables (6.7) to (6.10). These show that, in general, the largest error is 

observed on the steeper downward parts of the curve, particularly at later 

times. 
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Table 6.8 
Problem(a). Analytic and numerical solutions 

v=0.05, At = 0.05, Ox = 0.03. 

t 1.0 1.0 1.75 1.75 2.5 2.5 3.25 3.25 

x exact numeric exact numeric exact numeric exact numeric 

0.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.3 0.2070 0.2070 0.1150 0.1154 0.0778 0.0783 0.0579 0.0585 

0.6 0.2195 0.2195 0.1664 0.1672 0.1243 0.1251 0.0972 0.0981 

0.9 0.0516 0.0516 0.1064 0.1083 0.1095 0.1113 0.0990 0.1006 

1.2 0.0031 0.0031 0.0283 0.0287 0.0529 0.0542 0.0644 0.0660 

1.5 0.0000 0.0000 0.0036 0.0036 0.0144 0.0146 0.0264 0.0271 

1.8 0.0003 0.0003 0.0024 0.0024 0.0072 0.0074 

2.1 0.0003 0.0003 0.0014 0.0014 

2.4 0.0002 0.0002 

Table 6.9 
Problem (a). Analytic and numerical solutions 

v=0.005, Ot=0.05,0x=0.012. 

1.0 1.0 1.75 1.75 2.5 2.5 3.25 3.25 

x exact numeric exact numeric exact numeric exact numeric 

0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.12 0.1200 0.1200 0.0686 0.0697 0.0480 0.0492 0.0369 0.0379 

0.24 0.2400 0.2400 0.1371 0.1380 0.0960 0.0972 0.0738 0.0750 

0.36 0.3591 0.3591 0.2057 0.2059 0.1440 0.1448 0.1108 0.1118 

0.48 0.3490 0.3490 0.2733 0.2719 0.1919 0.1921 0.1477 0.1484 

0.60 0.0024 0.0024 0.2996 0.2981 0.2381 0.2369 0.1843 0.1845 

0.72 0.0000 0.0000 0.0287 0.0309 0.2425 0.2455 0.2173 0.2165 

0.84 0.0002 0.0002 0.0376 0.0459 0.1918 0.2024 

0.96 0.0006 0.0007 0.0277 0.0359 

1.08 0.0008 0.0009 
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nC 
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X 

Figure 6.1 Problem (a). Numerical solutions for 

v=0.5, Ox == 0.08, At = 0.05, shown by 

continuous curves for times t=1,1.75,2.5,3.25. 

Analytic solutions are shown by circular points. 
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Figure 6.2 Problem (a). Numerical solutions for 

v=0.05, Ox = 0.03, At = 0.05, shown by 

continuous curves for times t=1,1.75,2.5,3.25. 

Analytic solutions are shown by circular points. 
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Figure 6.3 Problem (a). Numerical solutions for 

v=0.005, Ox = 0.012, At = 0.05, shown by 

continuous curves for times t=1,1.75,2.5,3.25. 

Analytic solutions by circular points. 
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Figure 6.4 Problem (a). Numerical solutions for 

v=0.001, Ax = 0.005, At = 0.025, shown by 

continuous curves for times t=1,1.75,2.5,3.25. 

Analytic solutions by circular points. 
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Table 6.10 
Problem (a). Analytic and numerical solutions 

v=0.001, At = 0.025, Ax = 0.005. 

t 1.0 1.0 1.75 1.75 2.5 2.5 3.25 3.25 

x exact numeric exact numeric exact numeric exact numeric 

0.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.1 0.1000 0.1000 0.0571 0.0577 0.0400 0.0407 0.0308 0.0314 

0.2 0.2000 0.2000 0.1143 0.1146 0.0800 0.0806 0.0615 0.0622 

0.3 0.3000 0.3000 0.1714 0.1715 0.1200 0.1204 0.0923 0.0928 

0.4 0.4000 0.4000 0.2286 0.2285 0.1600 0.1602 0.1231 0.1234 

0.5 0.2500 0.2500 0.2857 0.2854 0.2000 0.2000 0.1538 0.1541 

0.6 0.0000 0.0000 0.3429 0.3420 0.2400 0.2398 0.1846 0.1847 

0.7 0.0002 0.0001 0.2800 0.2796 0.2154 0.2153 

0.8 0.0396 0.0416 0.2462 0.2459 

0.9 0.1113 0.1576 

1.0 0.0000 0.0000 

(b) Sine curve initial condition 

U(x, 0) = SIII(7rx), (6.19) 

over 0<x<1. This problem has been widely studied [83,99]. 'lo compare 

with previous work, in particular with the most detailed solution given by 

Kakuda and Tosaka [67], let v have the values 1,0.1,0.01. The results of 

our computations are given in Figures (6.5), (6.6) and (6.7) as continuous 
lines and are compared with analytic values taken from [67]. Agreement is 

good. 
Qualitative comparisons can be made using the point values of the solu- 

tions given in Tables from (6.11) to (6.13). Solutions obtained here are seen 
to be as accurate as those obtained by Kakuda and Tosaka [67]. 
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Table 6.11 
Problem (b). Analytic and numerical solutions for v=a, 

Ox = 0.005, At = 0.005. 

t 0.02 0.02 0.04 0.04 0.10 0.10 0.22 0.22 

x numeric exact numeric exact numeric exact numeric exact 

0.1 0.2430 0.2437 0.1963 0.1970 0.1092 0.1095 0.0345 0.0345 

0.2 0.4650 0.4662 0.3764 0.3776 0.2092 0.2098 0.0658 0.0659 

0.4 0.7690 0.7699 0.6272 0.6283 0.3474 0.3479 0.1074 0.1075 

0.6 0.7911 0.7904 0.6521 0.6514 0.3593 0.3591 0.1087 0.1087 

0.8 0.5009 0.4994 0.4168 0.4151 0.2285 0.2278 0.0678 0.0678 

0.9 0.2653 0.2643 0.2213 0.2202 0.1212 0.1207 0.0358 0.0357 
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X 

Figure 6.5 Problem (b). Numerical solution 

for v=1.0, Ax = 0.005, At = 0.005, shown 

by continuous curves for various labelled times. 

Analytic solutions are shown by circular points [67]. 
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Figure 6.6 Problem (b). Numerical solution 

for v=0.1, Ox = 0.005, At = 0.005, shown 

by continuous curves for various labelled times. 

Analytic solutions are shown by circular points [67]. 
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Figure 6.7 Problem (b). Numerical solutions 

for v=0.01, Ox = 0.005, At = 0.005 shown 

by continuous curves for the labelled times. 

Analytic solutions are shown by circular points 167]. 
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Table 6.12 
Problem (b). Analytic and numerical solutions for 

v=0.1, Ox=0.005, At=0.005. 

t 0.05 0.05 0.25 0.25 0.75 0.75 1.50 1.50 

x numeric exact numeric exact numeric exact numeric exact 

0.1 0.2590 0.2587 0.1606 0.1603 0.0836 0.0834 0.0438 0.0438 

0.2 0.5001 0.5001 0.3166 0.3162 0.1658 0.1655 0.0859 0.0858 

0.4 0.8596 0.8599 0.5937 0.5941 0.3174 0.3174 0.1557 0.1556 

0.6 0.9376 0.9374 0.7646 0.7653 0.4190 0.4192 0.1835 0.1833 

0.8 0.6299 0.6290 0.6560 0.6537 0.3601 0.3590 0.1330 0.1325 

0.9 0.3405 0.3394 0.3965 0.3926 0.2147 0.2131 0.0736 0.0732 

Table 6.13 

Problem (b). Analytic and numerical solutions for 

v=0.01, Ax = 0.005, At=0.005. 

t 0.4 0.4 0.8 0.8 1.2 1.2 3.0 3.0 

x numeric exact numeric exact numeric exact numeric exact 

0.1 0.2590 0.2587 0.1606 0.1603 0.0836 0.0834 0.0438 0.0438 

0.2 0.2763 0.2745 0.1791 0.1774 0.1324 0.1309 0.0608 0.0601 

0.4 0.5389 0.5379 0.3544 0.3528 0.2629 0.2613 0.1212 0.1202 

0.6 0.7737 0.7735 0.5251 0.5240 0.3918 0.3904 0.1813 0.1802 

0.8 0.9408 0.9410 0.6876 0.6871 0.5186 0.5175 0.2397 0.2386 

0.9 0.9516 0.9489 0.7627 0.7630 0.5779 0.5778 0.2433 0.2416 
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(c) Initial condition [67,79] 

sin(ira ), 0<x<1 

U(x, 0) sin(7rx), 1<x<2 

0,2 <x<5. 

Use boundary conditions U(0, t) = U(6, t) = 0. Values of v are 0.1,0.01. 

solution curves are given in Figures (6.8) and (6.9). Both solution sets tend 

to zero smoothly as x -> 6. Comparing Figure (6.8), for v=0.1, with 
Figure 1 of Mittal and Singhal [79] indicates that there is complete agree- 

ment at earlier times, up to about t=6, but thereafter some slight de- 

viation occurs since these authors force their solution to become zero at 

t=5. Again if we compare Figure (6.9), for v=0.01, witli Figure I1 of 
[67] and Figure 2 of [79] we see that the right hand extremity of the curve 
for time t= 10 has reached x=5 in [67] whereas in Figure (6.9) and [ 99], it 

has only reached x=4.5. In addition, our curve for t=2 tends to confirm 

the solutions of this problem obtained in [79] rather than those in [67]. 
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Figure 6.8 Problem (c). Numerical 

solutions for v=0.1, Ox = 0.01, At = 0.05, 

shown at times t=0.0,0.5,1,2,4,6 and 8 

by continuous curves. 
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Figure 6.9 Problem (c). Numerical solutions 

for v=0.01, Ax = 0.01, At = 0.05, shown 

at times t=0.0,0.5,1,2,4,6,8 and 10 

by continuous curves. 
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6.4 Discussion 

The space/time least squares approach with linear finite elements set up 
in Section (6.2) leads to an unconditionally stable algorithm which faithfully 

models known solutions for Burgers' equation. 

Superficially this algorithm may appear identical with that used by Nguyen 

and Reynen [83] upon which it is based, however, the linearisation employed 
is very different. 

Although we both approximate the non-linear term by UUU = UUx, where 
U is a constant, the present authors then assume that U has the form of a 

simple step function that is constant over each finite element x,,, +1], 
[tn' to+1] taking the value to be U leading to the algorithin given at the end 

of Section (6.2). Nguyen and Reynen [83] do not describe their assumptions 

explicitly but we can deduce from the text and the equation they derive 

for üm 1 

(ý_ 
b 

_3vs), uM-1+(3+b+3, Vz), u, +t 

1b12 
n+l 

U112n 

+(6-2-3v )um+i=(6+2-ý2v-f-6 )unz-1 

21611 
+(3 -b- 3vl)un-}-(6 +2- 2v-f- 6v2u,,, +i' 

that they assume U is constant over two adjacent spatial elements 
[xm-1, x7 j, [X771,71+ [t'' t'ý+1], taking the value 2(Uni -}- 

Un+l), im plying 

an overlapping step function leading to 

U_ 
Ot 1 ýUn +U '). 
0x2 mm 

From the evidence of the results presented here and in [83] either assumption 

appears equally valid and to produce similar results. 
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Chapter 7 

A Petrov-Galerkin Finite 

Element Scheme For Burgers' 

Equation 

7.1 Introduction 

Burgers' equation is solved by a Petrov-Galerkin method using quadratic 
B-spline spatial finite elements. A linear recurrence relationship for the 

numerical solution of the resulting system of ordinary differential equations is 

obtained via a Crank-Nicolson approach involving a product approximation. 
Standard problems are solved to assess the properties of the algorithm. 

As a model of flow through a shock wave, based upon the Navier-Stokes 

equations for one-dimensional non-stationary flow of a compressible viscous 
fluid, we obtain [32] 

Wt + ßWWx = 
4V*Wxx, 

(7.1) 

where the subscripts t and x denote differentiation; W is the excess of flow 

velocity over sonic velocity, 3= (y + 1)/2, 'y is the ratio of specific heats 

Cp/C� and v* is the kinematic viscosity at sonic conditions. With the nor- 
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malisations 
U=OW, 3v` 

the one dimensional Burgers' equation is obtained 

Ut+UU. -Wx=0. (7.2) 

Here t is time, x is the space coordinate and U(x, t) is velocity. The initial 

conditions are 

U(x, 0) = fo(x), 0 <x< L, 

and the boundary conditions are 

U(O, 1) = U0, U(L, t) = UL, 

where L is the length of the channel. 
Burgers' equation may also be treated as a model equation for the decay 

of turbulence in a box, where U is velocity and [22] 

1 
v= Re 

The quantity Re is the Reynolds number defined with reference to a repre- 
sentative velocity Uo and the scale length of the turbulent field L by 

He = 
U0L 

V* 
(7.3) 

Physical boundary conditions require U to be zero at the ends of the box, so 
that U--+0asx-+0, L. 

Burgers' equation is one of very few non-linear partial differential equa- 
tions which can be solved analytically for arbitrary initial data [61]. These 

solutions, in many cases, involve infinite series which for small values of v 
may converge very slowly. 

Numerical algorithms for the solution of Burgers' equation have been 

proposed by many authors. Varoglu and Finn [99] set up space-time finite 

elements incorporating characteristics with which to obtain a numerical so- 
lution via a weighted residual method. Caldwell and Smith [24] use cubic 
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spline finite elements, Evans and Abdullah [39] a group explicit finite dif- 
ference method, Kakuda and Tosaka [67] a generalised boundary element, 
approach, Mittal and Singhal [79] a technique of finitely reproducing non- 
linearities to obtain a set of stiff ordinary differential equations which are 
solved by a Runge-Kutta-Chebyshev method, while Ali et al [5] use collo- 
cation over cubic B-spline finite elements and Nguyen and Reynen [83] de- 

veloped a least squares approach with linear elements. We have applied a 
similar space-time least-squares finite element algorithm, based on the work 

of Nguyen and Reynen [83], to the numerical solution of Burgers' equation 
[50]. 

Here we develop a Petrov- Galerkin solution to Burgers' equation using 

quadratic B-spline finite elements. Some standard problems are studied and 

comparisions are made with published results. 

7.2 The finite element solution 
A uniform linear spatial array of linear finite elements is set up 

p= x1 < Xi ... < xN = L. A typical finite element of size 
Ox = (xm+i - xm) is mapped by local coordinates ý given by Axe =x-x,,,, 
0<<1, see Figure (7.1) [43] 

. 
The trial function for a quadratic 13-spline 

finite element is 

U= (1 - 2ý + ý2)8m-j + (1 + 2C -2 ý2)&n + METTE+i. (7.4) 
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e 

x. x.. t 

Figure 7.1 Quadratic B-Splines covering a uniform mesh. Spline Q. 

extends over three elements [x,,,, 
_i, x,, ], [x,,,, xr, +i], [x,,, +,, x,,, +21. The 

splines Qm-i, Qm, Qm+i cover the element [x,,,, x,,, +l]; all other splines are 

zero over this element [43]. 

The quantities 6, are nodeless element parameters. The nodal variables U,,, 

and U., at the node x= xm, are given in terms of the parameters 6,,, by 

U1n = bm + Sm-1, (7.5) 

OxUn 
= 218n+ 

- 
am-1 ), (7.6) 

where the prime denotes differentiation with respect to x. 
When a Petrov-Galerkin method is applied to Equation (7.2) with weight, 

functions W,,, the weak form 

JXN 
Wm(Ut + UUx - vU. �)dx (7.7) 

o 
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where m=0,1,... ,N-1, is produced. With weight functions of the form 

1 x� <x< x�, � 

0, < x�� x>x, n+i, 

Equation (7.7) becomes for a single element [x�� x�, +i] 
, gy m+ I 

(Ut+UUx-vU4dx=0. (7.8) 
f 

Integrating leads to 
xm} 11 

Výý 
xm- - 

0. (1.9) L 
Employing a Crank-Nicolson approach in time by centring on (ii +z )At 

to obtain second order accurate expressions for U+2, its time derivative 

and (U2)"+2 as 
U= 1(U, 

ß + U71+1), 

vU 
_1 Un+l - U, ý at At 

( )' 

U2 = U'1+' U", 

where the superscripts n and 7a +1 are time labels. 

Substituting into Equation (7.9) produces 

1 

J 
(Un+l 

- 
Un)dx + Ur+lý 

n+ At 
�m 2l 

_ rUx+I + U. 1-1 him+' = 0, (7.10) 

which with (7.4)-(7.6) leads to the quasi-linear recurrence relationship 
(1- [jinn + Sinn ])p+1 

in-I 

+(4 + 20 a[am+1 - Sm-1i)am 1 

+(1 - (3 } [Sin + 6n ])6 +i = (1 + Q)an-I 
M+l 

+(4 - 2ß)b + (1 + O)Srm+1l 

where 
3At 

13 _ 
3vOt 
Axe 

(7.11) 

(7.12) 
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and rn = 0,1,... ,N-1, n=0,1,.... 
With boundary conditions Uo, UN prescribed, leading to 

bn 1 
ýo = Uo and ýý, 

_ 1+S= UN, the first and last equations corresponding 
to m= 01 N-1 have the reduced forms 

(3+3/3+a[5 +5i])cö+i+(1-0+a[8 +ji])8i+' 

_ (3 - 3/3)8 + (1 + ß)S + (2ß + aUo)Uo, 

and 

(1 -ýi-a[6N'I '1 
-2+SN-1J)6N 

2+(3+3/3-ca[8N-2+SN-1115N l1 

_ (1 + ß)S 
_2 

+ (3 - 3ß)dN_1 + (2ß - OUN)Un. 

Alternative boundary conditions äx =0 at both ends of the region im- 

ply L_1 = Jo and dN = 6N-1 and the first and last equations are replaced 
by 

(5+13+ afJ1 -3ýOj, o 
i+(1-, Q-I-a[So-I- 

_ (5-/ß)5T +(1+ß)5 , 

and 

[bN-2+8N_1]) N 
2+(5 ý3 a[3cSN-1 -bN-21 n 11 

= (1 + ß)S1 11 
-2 

The above set of quasi-linear equations has a matrix which is tridiagonal 
in form so that a solution using the Thomas algorithm is direct and no 
iterations are necessary. 
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7.2.1 Stability Analysis 

The growth factor g of the error Ej" in a typical Fourier mode of amplitude 
E, 

Eý =c exp(ijkzx) 

where k is the mode number and Ox the element size, is determined for it 
linearisation of the numerical scheme. 

In the linearisation it is assumed that the quantity U in the nonlinear term 

is locally constant. Under these conditions the error Eý satisfies the same finite 

difference scheme as the function b3 and we find that a typical member of 
Equation (7.11) has the form 

(1 - ß)E n+11 + (4 + 2ý3)En+l 
/ýl n+l =({ 

(1 
NIE7n+1 - 

(1 +, 3), n m-1 

--(4 - 2ß) Em + (1 ý-1@)Erº+1, (7.14) 

where 
1) 3 vOt 

Axt 

substituting the above Fourier mode gives 

P-Q 
9 ý= 

P+Q 

where 
P= 4cos2 [kýx 1+2 

and kQx 
Q=4ß(1-cost [2 ])>0ý 

and cosy k°' <I so that <1 and the scheme is unconditionally staple. 
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7.3 The initial state 

The global approximation, UN(x, t), to the function U(x, t) based on 

quadratic B-splines is 
N 

UN(X, t) _ Qj(x)Sj(t), (7.15) 
=-1 

where the 8j are time dependent parameters. The quadratic B-splines 

(Q_1, Qo, ... , 
QN) thus form a basis for functions defined over [0, L]. Rewrite 

Equation (7.15) for the initial conditions as 
N 

UN(x, 0) =E Qj (x) 8O, (7.16) 
j=-1 

where 
S are unknown parameters to be determined. 

Require UN to satisfy the following constraints. 
(a) It must agree with the initial condition U(x, 0) at the knots xo, x1i ... , xN; 

Equation (7.5) leads to N+1 conditions, and 

(b) The first derivative of the initial condition U'(L, 0) and the numerical 

approximation UN must agree at x=L. Equation (7.6) gives a further con- 

dition. 

The initial vector is then the solution of the matrix equation 

AS° = v, 

where 
11 

11 

11 

11 
A=, 

11 

11 

-2 2 
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do 
_1 

so 
0 

so 
1 

so 

ýN- 
i 

so 

and 
U" 0 

U° 

U2 

b= 

U N° 
Ax UN 

These equations may be solved recursively as 

and 

forj=N-1,..., 0. 

aN =2 (UN +2ý: C UNý 

6N-1 = -(UNO - 20xUN)7 

6°-1 =U; -60 
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7.4 Test problems 

Simulations arising from four different initial conditions will be described 

and the results of these experiments compared with published data. Prob- 

lems (a) and (b) model the decay of turbulence within a box and we use 
boundary conditions U=0 at the ends of the box x=0 and x=L. Prob- 
lems (c) and (d) describe the flow through a shock wave and for these the 
boundary conditions are U -* 1 as x -3 xo and (c) U -+ 0.2, 

(d)U-+ 0.0, asx-4XN. 
To make quantitative comparisons between solutions obtained by different 

methods we use the L2 and L00 error norms which measure the üieann and 

maximum errors respectively in each numerical solution. 
(a) Take as initial condition [5,50] 

10 Out 

where 
), exp(8v 

evaluated at t=1. This is a very useful initial condition as the resulting 

analytic solution is expressed in closed form so that the L2 and LQ, error 

norms are easily calculated for any value of v. To test convergence we set 
0.5 and vary At and 0x and run simulations to time t=3.25 over 

a region of length L=8.0. In Table (7.1) the L2 and L,,,, error norms are 

quoted. We observe that the smallest values for the error norms 
L2 = 0.0001 and L, = 0.00008 at time t=3.25, are achieved with 
Ox = 0.08 and At = 0.05. These error norms are similar in size to those 

obtained earlier by Ali et al [5] L2 = 0.000235 and L. = 0.000688 at 
t=3.25 using cubic B-spline finite elements of length Ox = 0.02 with a time. 

step At = 0.1. It is clear from Table (7.1) that if the space and time steps 

are increased or reduced in size from the optimum values the magnitudes of 
both error norms increase. In Tables from (7.2) to (7.5) we demonstrate error 

norms with various values of v. 
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Table 7.1 
Problem (a). Error norms 

at time t=3.25, v=0.5. 

Ax 'At L2 L«, 

0.32 0.2 0.0013 0.0010 

0.16 0.1 0.00038 0.00029 

0.16 0.05 0.00032 0.00024 

0.08 0.05 0.0001 0.00008 

0.06 0.04 0.0025 0.0045 

0.04 0.025 0.4786 1.9280 

Table 7.2 
Problem (a). Error norms 

v=0.5, L x=0.08, At=0.05. 

time L2 L 

1.00 0.000000 0.000000 

1.75 0.000147 0.000125 

2.50 0.000117 0.000095 

3.25 0.000100 0.000082 
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Table 7.3 
Problem (a). Error norms 

v=0.05, Ox=0.03, Ot=0.05. 

time L2 Lý 

1.00 0.000000 0.000000 

1.75 0.001136 0.002705 

2.50 0.001010 0.001751 

3.25 0.000912 0.001281 

Table 7.4 
Problem (a). Error norms 

v=0.005, Ox=0.012, Ot=0.05. 

time L2 L. 

1.00 0.000000 0.000001 

1.75 0.000346 0.000843 

2.50 0.000232 0.000578 

3.25 0.000185 0.000450 

Table 7.5 
Problem (a). Error norms 

v=0.001, Ox = 0.005, At = 0.025. 

time L2 Lc 

1.00 0.000000 0.000000 

1.75 0.001028 0.007245 

2.50 0.000411 0.002439 

3.25 0.000214 0.001223 
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Table 7.6 
Problem(a). Error norms at time 

t=3.25 various values of v and L. 

I/ Xmax =L Ax At L2 Lý 

0.5 8 0.08 0.05 0.0001 0.00008 

0.05 3 0.03 0.05 0.0009 0.0013 

0.05 8 0.16 0.1 0.0008 0.0009 

0.005 1.2 0.012 0.05 0.0002 0.0005 

0.001 1.0 0.005 0.025 0.0002 0.0012 

Table 7.7 
Problem (a). Analytic and numerical solutions 

v=0.5, At =0.05, Ax=0.08. 

t 1.0 1.0 1.75 1.75 2.5 2.5 3.25 3.25 

x exact numeric exact numeric exact numeric exact numeric 

0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.80 0.3611 0.3611 0.1903 0.1902 0.1237 0.1237 0.0893 0.0893 

1.60 0.3833 0.3833 0.2669 0.2668 0.1923 0.1922 0.1466 0.1465 

2.40 0.1435 0.1435 0.1945 0.1945 0.1773 0.1773 0.1520 0.1519 

3.20 0.0215 0.0215 0.0803 0.0804 0.1083 0.1084 0.1133 0.1133 

4.00 0.0015 0.0015 0.0201 0.0201 0.0454 0.0454 0.0626 0.0626 

4.80 0.0001 0.0001 0.0032 0.0032 0.0136 0.0136 0.0263 0.0263 

5.60 0.0004 0.0003 0.0030 0.0030 0.0087 0.0086 

6.40 0.0005 0.0005 0.0023 0.0023 

7.20 0.0005 0.0005 
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Table 7.8 
Problem(a). Analytic and numerical solutions 

v=0.05, At = 0.05, Ox = 0.03. 

t 1.0 1.0 1.75 1.75 2.5 2.5 3.25 3.25 

x exact numeric exact numeric exact numeric exact numeric 

0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.30 0.2070 0.2070 0.1150 0.1150 0.0778 0.0778 0.0579 0.0579 

0.60 0.2195 0.2195 0.1664 0.1664 0.1243 0.1243 0.0972 0.0972 

0.90 0.0516 0.0516 0.1064 0.1064 0.1095 0.1094 0.0990 0.099() 

1.20 0.0031 0.0031 0.0283 0.0283 0.0529 0.0530 0.0644 0.0644 

1.50 0.0001 0.0001 0.0036 0.0036 0.0144 0.0144 0.0264 0.0265 

1.80 0.0000 0.0000 0.0003 0.0003 0.0024 0.0024 0.0072 0.0072 

2.10 0.0003 0.0003 0.0014 0.0014 

2.40 0.0002 0.0002 

Table 7.9 
Problem(a). Analytic and numerical solutions 

v=0.005, At = 0.05, Ox = 0.012. 

t 1.0 1.0 1.75 1.75 2.5 2.5 3.25 3.25 

x exact numeric exact numeric exact numeric exact numeric 

0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.12 0.1200 0.1200 0.0686 0.0686 0.0480 0.0480 0.0369 0.0369 

0.24 0.2400 0.2400 0.1371 0.1371 0.0960 0.0960 0.0738 0.0738 

0.36 0.3591 0.3591 0.2057 0.2057 0.1440 0.1440 0.1108 0.1108 

0.48 0.3490 0.3490 0.2733 0.2734 0.1919 0.1919 0.1477 0.1477 

0.60 0.0024 0.0024 0.2996 0.3004 0.2381 0.2382 0.1843 0.1843 

0.72 0.0287 0.0280 0.2425 0.2428 0.2173 0.2174 

0.84 0.0002 0.0002 0.0376 0.0373 0.1917 0.1918 

0.96 0.0006 0.0006 0.0277 0.0275 

1.08 0.0008 0.0008 
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Table 7.10 
Problem (a). Analytic and numerical solutions 

v=0.001, At = 0.025,0x = 0.005. 

t 1.0 1.0 1.75 1.75 2.5 2.5 3.25 3.25 

x exact numeric exact numeric exact numeric exact numeric 

0.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

0.1 0.1000 0.1000 0.0571 0.0571 0.0400 0.0400 0.0308 0.0308 

0.2 0.2000 0.2000 0.1143 0.1143 0.0800 0.0800 0.0615 0.0615 

0.3 0.3000 0.3000 0.1714 0.1714 0.1200 0.1200 0.0923 0.0923 

0.4 0.4000 0.4000 0.2286 0.2286 0.1600 0.1600 0.1231 0.1231 

0.5 0.2500 0.2500 0.2857 0.2857 0.2000 0.2000 0.1538 0.1538 

0.6 0.0000 0.0000 0.3429 0.3429 0.2400 0.2400 0.1846 0.1846 

0.7 0.0002 0.0001 0.2800 0.2800 0.2154 0.2154 

0.8 0.0396 0.0377 0.2462 0.2462 

0.9 0.1113 0.1103 

1.0 0.0000 0.0000 

A second set of simulations using this initial condition with various values 

of v have been run up to time t=3.25 and the error norms given in 

Table (7.6). The length of the region L is dictated by the spread of the 

solution. 
In Figures (7.2) to (7.5) we compare the numerical solution for 

v=0.5,0.05,0.005,0.001, shown by continuous curves, with the analytic 

solutions represented by circular points. In all cases the agreement is very 

close and compares well with that obtained by Nguyen and Reynen [83]; see 
their Figures 1 and 2. To enable a more quantitive assessment to be made the 

numerical and analytic solutions are compared at various points and times 

in Tables (7.7) to (7.10). These show that, in general, the largest error is 

observed on the steeper downward parts of the curve, particularly at later 

times. 
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X 

Figure 7.2 Problem (a). Numerical solutions 

for v=0.5, Ax = 0.08, At = 0.05, shown by 

continuous curves for times t=1,1.75,2.5,3.25. 

Analytic solutions are shown by circular points. 
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Figure 7.3 Problem (a). Numerical solutions 
for v=0.05, Ax = 0.03, At = 0.05, shown by 

continuous curves for times t=1,1.75,2.5,3.25. 

Analytic solutions are shown by circular points. 
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0.5 

0.4 

0.3 

u 
0.2 

0.1 

0.0 
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Figure 7 .4 
Problem (a). Numerical solutions for 

v=0.005, Ax = 0.012, At = 0.05, shown by 

continuous curves for times t=1,1.75,2.5,3.25. 

Analytic solutions shown by circular points. 
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Figure 7.5 Problem (a). Numerical solutions 

for v=0.001,0x = 0.005, At = 0.025, shown by 

continuous curves for times t=1,1.75,2.5,3.25. 

Analytic solutions shown by circular points. 
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(b) Sine curve initial condition 

U(x, 0) = sin(7rx), (1.18) 

over 0<x<1. This problem has been studied widely [50,99]. Simu- 

lations for v with values v=1.0,0.1,0.01 are undertaken and the re- 

sults compared with the detailed solution given by Kakuda and 'l'osaka [67]. 

The results of our computations are shown in Figures (7.6), (7.7) and (7.8) 

as continuous lines and are compared with analytic values (o) taken frone 

[67]. Agreement is good. In Figure (7.9) numerical solutions are shown at 
times t=0.0,0.2,0.4,0.6,0.8,1.0 by continuous curves. 

Quantative comparisons can be made using the point values of the solu- 
tions given in Tables from (7.11) to (7.13). 

Table 7.11 

Problein(b). Analytic and numerical solutions 
for v=1, L x=0.02, Ot=0.01. 

t 0.02 0.02 0.04 0.04 0.10 0.10 0.22 0.22 

x numeric exact numeric exact numeric exact numeric exact 

0.1 0.2435 0.2437 0.1968 0.1970 0.1092 0.1095 0.0346 0.0345 

0.2 0.4659 0.4662 0.3773 0.3776 0.2090 0.2098 0.0661 0.0659 

0.4 0.7695 0.7699 0.6275 0.6283 0.3464 0.3479 0.1087 0.1075 

0.6 0.7898 0.7904 0.6492 0.6514 0.3570 0.3591 0.1120 0.1087 

0.8 0.4946 0.4994 0.4101 0.4151 0.2270 0.2278 0.0748 0.0678 

0.9 0.2554 0.2643 0.2129 0.2202 0.1214 0.1207 0.0455 0.0357 
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Table 7.12 
Problem (b). Analytic and numerical solutions 

for v=0.1, L x=0.01, Ot=0.05. 

t 0.05 0.05 0.25 0.25 0.75 0.75 1.50 1.50 

x numeric exact numeric exact numeric exact numeric exact 

0.1 0.2583 0.2587 0.1601 0.1603 0.0834 0.0834 0.0437 0.0438 

0.2 0.4996 0.5001 0.3159 0.3162 0.1654 0.1655 0.0856 0.0858 

0.4 0.8601 0.8599 0.5938 0.5941 0.3170 0.3174 0.1552 0.1556 

0.6 0.9380 0.9374 0.7654 0.7653 0.4180 0.4192 0.1829 0.1833 

0.8 0.6283 0.6290 0.6512 0.6537 0.3552 0.3590 0.1333 0.1325 

0.9 0.3364 0.3394 0.3849 0.3926 0.2089 0.2131 0.0755 0.0732 

For v=1.0 the solution curves remain almost symmetric about x=0.5 as 
the function decays away. As v is decreased in value the solution curves tend 

to skew more and more to the right as time proceeds. 
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Figure 7.6 Problem (b). Numerical solutions for 

v=1.0, Ax = 0.02, At = 0.01, shown by continuous 

curves for various labelled times. Analytic solutions 

are shown by circular points [67]. 
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Figure 7.7 Problem (b). Numerical solutions for 

v=0.1, Ax = 0.01, At = 0.05, shown by continuous 

curves for various labelled times. Analytic solutions 

are shown by circular points [67]. 
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Figure 7.8 Problem (b). Numerical solutions 
for v=0.01, ! fix = 0.005, At = 0.005, shown by 

continuous curves for the labelled times. Analytic 

solutions are shown by circular points [67]. 
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Figure 7.9 Problem (b). Numerical solutions for 

v=0.001, Ox = 0.001, At = 0.001, shown 
by continuous curves for the labelled times. 
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Table 7.13 
Problem (b). Analytic and numerical solutions 

for v=0.01, Ox = 0.005, At = 0.005. 

t 0.4 0.4 0.8 0.8 1.2 1.2 3.0 3.0 

x numeric exact numeric exact numeric exact numeric exact 

0.2 0.2745 0.2745 0.1774 0.1774 0.1309 0.1309 0.601 0.0601 

0.4 0.5379 0.5379 0.3528 0.3528 0.2613 0.2613 0.1202 0.1202 

0.6 0.7735 0.7735 0.5240 0.5240 0.3904 0.3904 0.1802 0.1802 

0.8 0.9411 0.9410 0.6871 0.6871 0.5175 0.5175 0.2386 0.2386 

0.9 0.9525 0.9489 0.7629 0.7630 0.5775 0.5778 0.2402 0.2416 

For v=0.01 a very steep front develops for times greater than 0.4. As 

time increases beyond 1.2 the front becomes progressively less steep as the 

function decays away. When v=0.001 the steep front again develops for 

times in excess of 0.4, and does not become less steep as the simulation 

proceeds. 
Errors increase slowly during the simulations. By the end of each experi- 

ment we have, comparing with earlier work, 
(i) for v=1, at time t=0.22, L,, = 0.0098, L,,,, = 0.0001 [50] and 
Lc, o = 0.0053 [67]. 

(ii) for v=0.1, at time t=1.5, Lý = 0.0023, Lc = 0.00051 [501 and 
Loo = 0.0013 [67]. 

(iii) for v=0.01, at time t=3, L,, o = 0.0014, Lý = 0.0017 [50] and 
Loo = 0.0039 [67]. 

Solutions obtained using the present Petrov-Galerkin algorithm show sün- 
ilar accuracy to those obtained by Kakuda and Tosaka [67] while the least- 

squares approach [50] produces higher accuracy for the larger values of v. 

(c) As a model of flow through a shock wave we use the initial 

condition [5,29,60] 

U(x, t) 
1 -} exp_? 1_ 

[a +µ+ (µ - a) exp(rl)J, (7.19) 
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where ij 2(x - tit The initial condition is obtained by evaluating 
Equation 7.19) at t 0. For this function U --ý 1 as x-+ -oo and 
U -4 0.2 as x ---ý +oc. Use boundary conditions U(-2, t) = 1, and 

U(5, t) = 0.2. The parameters have the following values, a=0.4,0.125, 

= 0.6 and v=0.1,0.01. 
This is another very useful problem to study since the exact analytic so- 

lution is known. The solution curves are given in Figure (7.10), for 

v=0.1, and (7.11) for v=0.01. The analytic solution is shown by circu- 
lar points. For both values of v the accuracy of the numerical solution is 

very good; the fronts move to the right with constant speed and retain their 

original profile. With the prescribed parameters the shock wave profile re- 

mains smooth and does not develop any non-physical wiggles; the errors are 

very small. Over the region -2 <x<4 the inaximum error is measured 

as L,,, = 0.00005 for v=0.1 and L,, = 0.00066 for v=0.01. 
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Figure 7.10 Problem(c). Numerical solutions 
for v=0.1, Ax = 0.01, At = 0.005, shown 

at times t=0.0,0.5,1 by continuous curves, 

and the analytic solution by circular points. 
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Figure 7.11 Problem(e). Numerical solutions 

for v=0.01, Ox = 0.01, At = 0.005, shown 

at times t=0.0,0.5,1 by continuous curves, 

and the analytic solution by circular points. 
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(d) As a second model of flow through it shock wave we use the 

initial condition [79,99] 

1, -'-) <x<5, 

U(x, 0) = (6 - x), 5<x<6, 
0,6 <x; < 16. 

The numerical solutions at tirnes t=0,1,21 3,4, for v=1.0,0.1, o. () I 

given in Figures (7.12) to (7.14). 

For v z-- 1 the viscosity rapidly smooths out tile illitijil (jis(, Ojjti1)111tN, ; 111(l 
the front becomes less and less steep with time. With v=o. 1 t1j, ti, ailsl- 
tion zones become smoothed out while the front remains at tlie Hiltial st. ej) 

angle and moves to the right with a constant speed of 0.5. Tlie wave frolits 

shown here reflect those obtained by Varoglu and Finn 199], see tlivir l, 'igt11-(. 

10, rather than the irregularly spaced fronts obtained by Mittal and Siliglial 

[79), see their Figure 4. When v=0.01 as the silillilatioll pl-Oceed's Ole Wýtvv 
front steepens becoming practically vertical by tinic t=1. It, inoves to t'11(. 

right with a uniform speed 0.5. This nunierical solutioii agrees alinost, ('\act j\' 

with the analytic solution obtained when v=0 and 1, > 1. 

, U(x, t) = 
1, +/ 

0, a; > 5.5+0.51. 

The major differences in the solution graphs arise in the trails Lion xuný 

where the curves for the numerical solution are snwotlºed out by the small 

viscocity. With the space and time steps chosen the wave profiles remain 

smooth throughout the simulations. 
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Figure 7.12 Problem (d). Numerical solutions 

for v=1,0x = 0.1, Al = 0.04, shown at, 

times t=0,1,2,3,4 by continuous curves. 
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Figure 7.13 Problem (d). Numerical solutions for 

v=0.1, Ox = 0.1, At = 0.04, shown at 

tinier i=0,1,2,3,4, by continuous curves. 
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Figure 7.14 Problem (d). Numerical solutions for 

v=0.01, Ox=0.01, At= 0.01, Showººat 

times t=0,1,2,3,4, by continuous curves. 
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7.5 Discussion 

The Petrov-Galerkin method using quadratic 13-splice finite ("lelm-uls 
leads to a quasi-linear numerical algorithm the solution of which is direct 

so no iterations are necessary. The accuracy of the inetllod, which faith fuully 

models standard solutions of Burgers' equation, is evens higher Ilia u achirv, dI 
by Ali et al using cubic elements [5). In modelling flow through a shock Wave 

no spurious non-physical wiggles are observed on the solution 'I'}IIS 

method is a useful addition to those available for the solutioui of tr. ºusiclºt 
initial value problems governed by the non-linear Burgers' cquatiu t. 
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Chapter 8 

A Least-Squares Quadratic 

B-Spline Finite Element 

Scheme For The RLW Equation 

8.1 Introduction 

As an extension to the least squares method we have ill this (, jljjj)t(ýr I. (. - 
placed the linear finite element used in the previous discussion I)y j, 
B-spline elenient. The analysis is then somewhat Coil, plWate(I j"S xvill be S(. (. Il 
in the following Section. This work is at an early stage and we will not cmll, 

plete it until much later this year. 

8.2 The B-spline finite element solution 
We solve the normalised RLW equation 

Ut+U�+CUU,,. -jLllt=0 (S. I) 

where c, it are positive parameters and the subscripts . r. and t (IPIIUte 
differentiation. Boundary conditions require U -> 0 its I 

. c" 1--> c.. 
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When applying the least squares approach and using space-time finite 

elements, we consider the Variational Principle [83,84] 

0t oL 
[Ut + Ux + EUUx - µUxxc]ldrdt = 0, (ti. 'ý) 

A uniform spatial array of linear finite elements is set up 
0= x0 < Xi ... < xw = L. A typical finite element of size 

Ax = (x,,,, +1 - x�, ), At, mapped by local coordinates ý, T wherv 

x=x, + ýAx, 0<e<1, t= 'rAt, 0< 'r < 1, makes, to integral (ti. 2). I hr, 

contribution 
11 

v 
Ax Aj, 2 

where to simplify the integral, 0 is taken to be coustant over an cIeii ent, 
This leads to 

1fJ 

JUT + vUU -0 

where 

Axe' 

and At 
1+(CT), 

is taken as locally constant over each element 

element [xm, xm+1] is given by 

tI } Varlat. loll r, f ( c)Ve1. slit, 

m+l 
e U Qj(aj + Týlljýi 

j=m-I 

where Q,,, -I, Q,,,, Q,,, +, are quadratic B-splille spilt, lill I)jIsis j'jllWtl()jj'S. 1,11, 
a,,, -,, a, a,,, +, are nodeless parameters which are tellipt), -jilly 1111, ijr 111(1 
change by the iiicrenients Aa,,, -,, Aa,,,, Aa,,, +, k%' ItIl 1114. locid 

ý 1,11. coordinate system ý defined above the filll(, t IX PI 1031 iolls IliAvc ( 
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Qm-1 = (1 - W, 

Qm=1+2 -2ý2, 
/ý Qm+1 =S 

The nodal values at x=x... are U,,, == U (x ... ) an([ 
0,,, == ýýU-(xm) == =: ' U'(x ... ), where the prime denotes ax Ax aý Ax 

differentiation with respect to ý, are given in ternis of the parametel., s 

Um 
= Clin-1 '+" (ame (iý. (1) 

ax Ax 0ý 

(S. 1 
Ox Ox 

The quadratic B-spline finite element description possc.. "es thc same nodid 

parameters U,,,,, U,,, as does the cubic. herillite element and so li; IS Sillillill. 

continuity properties. 
Write the second terin in the integrand of (8.4) as it Mlgllt I-IIII(A. 1011 

m+1 

(SW =E Wjzaj = 5[UT + vLJ (s. s) 
J=Ilt-l 

Using, from (8.5), the result that 

m+1 

(SUC =E QjTO(lj, ýS. 9) 

J=m-1 

in (8.8) we have 

N; = Q; + rvQj - GQjn. (ti. I()) 

Substituting into Equation (8.4) gives 

11 

T'i)(lý - b(ýýJýl`ýIT, (S. 1 l) 
Lf 

[UT + vUt - G(J TJ[QJ 
+ 

00 
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which can be interpreted as a Petrov- Galerkin approach with weight 
function Wj, as well as a least squares formulation. Rearrange as 

LL 
[(UT - bUUýT)(Qj + rvQ - bQ ) 

00 
+UU (Qj +T Qj 

- 
bQj )]dý&r, ý8. I2) 

Now if we substitute for U using Equation (8.5), Integrate wit], 
to r and integrate by parts as required, we obtain an element's contribution 

in the forin 

7n+1 1rrrr 
C) E Da; [QiQj + 2bQij + V2Q Q; + b2QI Q; + (QiQ; + QiQ, ) 

j=rn-1 

f(o) 
32 

- V, `11 r 
711+ 11 

( /ý /ý 
2 lQ: 

ýw 
jn + Qi n 

`ý 
r 
j)ýýý + ýj J [výi`4 + ý'v2Q Q-bQ Qý]d 

. 
j=m-1 

In matrix notation this becomes 

tae + 2bBC +I v2Be + b2Ce +2 (De + Del) _b (E' + k" 1)] a 32 

+[vDe +I v2Be - 
bvE']a, 

where 
eT 

are the relevant nodal parameters. The element matrices are 

:l-J MA, 

/r1 B'J 
= 

'* J 
'Qjde 

U 

Cise QQ< 

=L 
=f QjQA, 
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I 
E'- Q"Q'-dý Ij 

fo 
ijI 

where z'J'take only the values Tn-1, rn and rn +1 for thecIeincnt[x,,,, r,,, +, ]. 

The matrices A', B', C', D' and E' are thus 30, and have the explicit form,, 

6 13 1 

A' 13 30 34 13 

1 
L 

13 6 

2 -1 -1 
2 
- -1 3 2 -1 

L -1 2 

1 -2 1 

C' 4 -2 4 -2 
1 -2 1 

-3 2 1 

De =1 -8 6 0 81 

-1 L -2 3 
-j 

-1 0 1 

Ee=22 0 -2 

L-1 0 1 

and the element constant value for V is give n by 

At 
Ax 

Formally assembling together contributions from all elements leads to the 

Inatrix equation 

[A + 2bB +11B, +b 2C+ 1 
(Dl + D1 r) -b (L'1 + Ej")] Aa 

1 
+[D1 +1 B1 - bEl]a = 0, (8.13) 
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and a =: (a-,, ao, ---ý aN )T, contaIns all the nodal parameters. The malr'"'s 
A, B, Bi, C, D, and E, are pentadiagonal and row 7it of cach lias the follmviiig 
form: 

A: 
1 

(1,26,66,26,1) 
30 

B: 
2 

(-1, -2,6, -2, -1) 3 

_I 
+ V2 

2222 [V2 + V2 2,2,21 B, : (-V 
_ 1, -V? n vml 2 ?nm m+l 

1, 
_vrr - V7? +j, -t) ?1 +1 

C: 4(l, -4,6, -4,1) 

D, (-v,,, 
-,, -2v,,, -, - Svn73v,,, 

-, - 3v,,, +1,8v,,, + 2v,, +I, t),,, +, ) 
6 

El :2 (- v,,, - 1,2v,,,, v,,, -I-v,,, + 1, -2u,,,, v,,, +I) 
(D1 + D1T) 

' 
(0, vrn-1 - Um Vm-1 - V, n 1e U>n - vm+I' 0) 

(Fi1T + E1): 4(0, vm - vm-1, Vm-1 - v11 1, Urn+1 - Um, 0ý. 

Hence identifying a= a° and Aa = a' - a" we can write 
Equation (8.13) as 

[A + 2bB +1 B1 +b2C+ (D1+D, T)-b(EI+ 
322 

Bl +b 2C+ 1 
(D1 + D, "') _ [A+ 2bß +I32 

-b(E1 + El T) 
- Di -IB, + bE1] a", (8.1 1) 

and a= (a-,, ao,... aN )T, contains all the nodal parameters, a sclienle for 

updating u" to time level t= (n + I)At. A typical inember of (8.14) is 

(5 - 8b - 3v"1_, +24b2)a 'l 

+(26 - 16b -3 (v", 
-1 

+ 'v ]- 9Gb2 - 12b[w,, l 

( n+, (GG b +3lvm-1 - vmJ)aTn-1 +(5+ 48b +3 [21 
n-1 

+ t)21 + UT 
if Iý 

ß144b1 3L'üm-1 
- Uýný 1J - 1ýLý'Uýn-1 

- vrrý+1 JJu»a 

+( 
56 

- 16b -3 [vM + 'v n+j] 
- 96b2 - 12b[v,,, +, 
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n+l + (I 8b 
4, 

V2,2)(, 
"&+2 +3[v,,, - v7r, +, J)a? 

n+l 5_3 +1 + 24b 

8b -4 V2 
2+V, 

7 + 2V2 
- 1'2bv 

-1 
+ 24b a (5 

3 

+( 
26 

_ 16b -4 
[V2 

_I 
+ V2 96b 2 12b[v,, v,,, -, 

] 
53mm 

3[vm-i - 'um] + 2v,,, 
-, + 8v�, + 2["u 

_1+ v1, ] 

24bvm)a n_1 +( 
66 
5+ 48b +83 [v� 

i+ v2, + vom, +I] 

+144b2 +3[v,,, -, - 'U�, +, ]- 12b [ v,,, -i - u,,, +i ] 

[V2,2 + V2 - 12b[, v,,, +, +3 [ V? n+l - 'V? n-I 
1 

-4 77 _1+ 
Vyn 

711+ 1] 

+(26 - 16b _ 
4[V2 

+ V2 +1 96b2 _ 12b[v,, +, 53nm 

+3 
[Vm 

- V7n+ll - Svn - 2v, +, +2 V2 + V2 +1 
24bv,,, 

"I M 

+ Sb- 
4v2+ 

24b 2+ 2v2 +, + 12bv,,, +1 3 "+' 
V711+1 

m+2 

where v,,, is given by 

vm 
At 

l1 + E[a11 + a' Ax m m-1]) 

The boundary conditions U(O, t) =0 and U(L, t) =0 require u() =0 aud 

UIV = 0. The above set of quasi-linear equations has a inatrix which is 

pentadiagonal in form. 

188 



Chapter 9 

General Conclusions 

In Chapters 111, IV and V we have presented a series of numerical algo- 

rithms for the solution of the RLW equation. All are based oil Petrov- Calerki ii 
finite element methods and include a Galerkin method using linear linite 

elements, a least squares method also using linear elements and a Petrov- 
Galerkin method based on quadratic B-spline finite elements together with 

a plecewise constant weight function. Each approach is validated through it 

study of the motion of a single solitary wave. Results of other simulations 

undertaken using the algorithms are discussed in the relevant Sections and 
in the concluding Sections of each Chapters. 

In Chapters VI and VII two numerical algorithms for tile solution of 
Burgers' Equation are described. These are a least squares method using 
linear elements and a Petrov-Galerkin method based on quadratic 13-spline 

finite elements and a piecewise constant weight function. Each is used to 

study the evolution of initial conditions for which the analytic solutions are 
known. Again results are discussed within each Chapter. 

All five algorithms lead to recurrence relationships which inay be ex- 

pressed as tridiagonal matrix equations. We would therefore not expect tile 

accuracy of any two methods to differ significantly for the same problem us- 
ing the same parameters. Our general conclusion, is however, that amongst 
the schemes examined in this study, the highest accuracy for both tile RIM 

and Burgers' equations is obtained with the Petrov- G alerkin inethod us- 
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B-spllne finite elements and piecewise constant weight fujl(,, ti(),,,,, t (- (, t It !I its 

accurate is the least squares i-nethod with linear elements. 
We would therefore recommend using the Petrov-Galerkin inetho(I for t, li(, 

solution of the transient non-linear partial differential cquation ill preferelwe 
to the least squares method. 

The material of Chapters IV and VII have formed tile basis for 2 scientific 

papers. That on the RLW equation has been published already [49], tile 

second oil the Burgers' equation is being refereed. 
We have begun setting up the least squares method witli quadratic 

B-spline finite elements in Chapter VIII. This work is in progress. 
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Appendix 

Algorithm for the solution of tridiagonal system of equations 
Assume the tridiagonal systems of equations has the general forin: 

-aibz-i + bid; - c; S; +, = d; 0<i<N 

with: 

(Lo=CN=0 

ao=bo, /o=do 

Then compute the following parameters: 

ai-6i-ui 
Ci-1 

ai-1 

13i=di+aiNi-1 
ai-1 

for i=1,2,... 
,n 

Then the solution is given by: 

sN _ 
NN 

aN 

1Ii +c si+1) 
Si 

= 
ai 

for i=N-l, N-2,..., 0 
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