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Abstract

Tides propagate through the oceans as shallow water waves and are therefore sensitive

to changes in water depth and areal extent of the ocean. In this thesis the impacts

of climatologically driven sea-level changes and the resulting changes in ocean extent

on the global tidal dynamics are investigated. The large global sea-level adjustments

between the Last Glacial Maximum (LGM, 18,000-21,000 years BP) and the present

are considered; the present day tidal changes are analysed and the impact of future

collapses of the West Antarctic and Greenland Ice Sheets on the tides are investigated

using a global tidal model. The 130 m glacio-eustatic sea-level drop during the LGM

had a profound impact on the principal semi-diurnal tide, doubling global dissipation

rates and resulting in `megatides' in the North Atlantic region. It is shown that the

magnitude of the Atlantic tides is sensitive to the grounding line location of the Antarctic

Ice Sheet. Next, the impacts of the altered dissipation for LGM ocean mixing and

the meridional overturning circulation (MOC) in the glacial ocean are explored using

an intermediate complexity climate model. The importance of tidal mixing for the

global ocean circulation is highlighted. Strong LGM tidal mixing could have provided

a mechanism for sustaining a vigorous LGM MOC. During the deglacial period glacio-

eustatic sea-level rose rapidly and large adjustments of the global tides occurred into

the early Holocene. In the late Holocene sea-level adjustments were small and tidal

dynamics remained fairly constant over this period. Tide-gauge records covering the

past decades show global changes in tidal amplitudes occurring in parallel with large-

scale sea-level changes which have been attributed to global warming. Using simulations

forced with observed sea-level trends an attempt is made to reproduce the large-scale

change patterns. For M2 the patterns agree well, but for K1 the model is unable to

reproduce the trends, possibly due to the small magnitude of the K1 trends. A number

of recent studies have highlighted an accelerated ice loss from the ice streams draining

the West Antarctic and Greenland Ice Sheet together with widespread grounding line

retreats in West Antarctica. It has been suggested that both ice sheets could undergo

collapses under certain climate warming scenarios leading to increases in global mean

sea-level of 5 m and 7 m, respectively. It is shown that the collapse of a polar ice sheet

would lead to large changes in tidal dynamics and thus changes in sea-level variability.

These changes have further reaching consequences for shelf-sea dynamics, ecosystems,

and open ocean tidal mixing.



Key words: Tides, Sea Level, Last Glacial Maximum, Tidal Mixing, Meridional Over-
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24 CHAPTER 1. INTRODUCTION

1.1 Global mean sea level changes

Global mean sea-level has been rising at a rate of 1.7 mm yr−1 over the past century,

which increases to 3.2 mm yr−1 when data between 1993 and 2000 is considered (Church

and White, 2011; Jevrejeva et al., 2014). The sea-level changes are primarily driven by

the thermal expansion of the ocean due to warming and the transfer of water stored on

land in the form of glaciers or ice caps into the ocean (e.g., Nerem et al., 2006; Church

et al., 2013). These processes have been attributed to the warming of the Earth due

to increased greenhouse gas emissions throughout the industrial era (e.g., Church et al.,

2013). It has been estimated that global mean sea-level rise by the end of this century

will most likely lie between 0.63 and 0.98 m, depending on the emissions scenario applied

(Church et al., 2013), with an upper limit estimated at 1.8 m (Jevrejeva et al., 2014).

Over 1 billion people currently live in coastal regions, with over 200 million in areas that

lie lower than 5 m above sea-level (Bollmann et al., 2015). Over 1/5th of the population's

livelihoods is tied to the oceans. These sea-level changes are therefore expected to be

one of the most destructive aspects of the current climate change bringing large social,

economic and ecological impacts (e.g., Nicholls and Cazenave, 2010).

However, over the recent geological past much larger sea-level changes have occurred.

During the last glacial maximum (here 21,000 � 18,000 yr BP, LGM) for example, sea-

level was between 120 and 130 m lower than at present due to large amounts of fresh

water locked up in land-based ice masses (e.g., Clark and Mix , 2002; Clark et al., 2009).

In the transition period from the LGM to early Holocene sea-level increased to near-

present day values (e.g., Carlson and Clark , 2012).

Recent investigations of the Antarctic ice streams have shown rapid and wide-spread

grounding line retreats in the West Antarctic sector (Rignot et al., 2014; Joughin et al.,

2014) together with strongly enhanced ice loss (Pritchard and Vaughan, 2007; Shepherd ,

2012; Mouginot et al., 2014). Large areas of the West Antarctic Ice Sheet (WAIS) are

grounded below sea-level and therefore inherently unstable (Clark and Lingle, 1977;

Oppenheimer , 1998; Bamber et al., 2009; Gomez et al., 2010; Joughin et al., 2014). This

implies that a marine ice sheet instability may be underway resulting in a possible future

collapse of the West Antarctic Ice Sheet (WAIS) (Joughin et al., 2014; Mouginot et al.,

2014). The Greenland Ice Sheet (GIS) has exhibited a strongly negative mass balance

over the past decades (Velicogna, 2009; Velicogna et al., 2014) and it has been suggested

that in a strongly warming world the GIS could fully melt (Gregory et al., 2004; Robinson
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Figure 1.1: (A) Deep-sea sea oxygen isotope-derived global eustatic sea-level curve (black) and

relative sea-level history at Barbados derived from the ICE-5G model (red line). (B) Extended

Barbados record for the last glacial and Holocene (blue line and crosses) and modelled sea-level

records for the same location (red line). The other crosses represent record from further locations

in the Paci�c. Figure from Peltier (2007).

et al., 2012). Collapses of the WAIS and the GIS would lead to global mean sea-level

increases of 5 m and 7 m (e.g., Gomez et al., 2010; Gregory et al., 2004).

However, it is not only long-term changes in mean sea-level that are important, but

also its variability on much shorter time scales. On intra-annnual to inter-annual time

scales sea-level variability is driven by the tides, storm surges generated by tropical or

extratropical cyclones (e.g., Pugh and Woodworth, 2014), seasonal variability (e.g., Pugh

and Woodworth, 2014), local Ekman pumping (e.g., Timmermann, 2010), large-scale

interannual climatic patterns such as the El Niño Southern Osciallation (ENSO) (Nerem

et al., 1999; Landerer , 2008) or the NAO (Wakelin et al., 2003), or variations in ocean

currents inducing sea surface height changes (e.g., Stammer et al., 2013).

1.2 Importance of tides

Ocean tides are the main source of day-to-day large-scale sea-level variability, making

them an important consideration in the planning of coastal defence structures due to the
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considerable sea-level changes they cause. Furthermore, it has been shown that the phase

of the tide modi�es the propagation of storm surges and consequently their impacts on

coastlines (Horsburgh and Wilson, 2007). The navigation of ships in coastal seas, shallow

water ports and estuaries requires knowledge of the phase of the tide and the associated

tidal currents. Tidal currents also play an important role in sediment transport and thus

in�uence (near-)coastal morphology in shallow seas (Perillo, 1995).

In temperate and polar seasonally strati�ed shelf seas, tides in�uence the locations of

tidal mixing fronts (the interfaces between seasonally strati�ed and fully mixed waters).

Their position is determined by a balance between buoyancy �uxes by solar heating

and mixing by the tide and winds (Simpson and Hunter , 1974). Mixing fronts are

highly productive as they are transition zones between calmer but nutrient-depleted

strati�ed waters and nutrient-rich but turbid waters, thus supporting large amounts of

primary and secondary productivity (Pingree et al., 1978; Holligan et al., 1984). Tides are

therefore also important for �sheries. Furthermore, the distribution of fully mixed versus

seasonally strati�ed waters also determines the export of dissolved inorganic carbon into

the deep ocean and therefore in�uences atmospheric CO2 concentrations (Tsunogai et al.,

1999; Thomas et al., 2004; Rippeth et al., 2008).

Tides are however not only important in coastal areas. Approximately half of the 2 TW

of the energy driving the mixing deemed necessary to sustain the meridional overturning

circulation (MOC) is supplied by the tide (e.g., Munk , 1966; Munk and Wunsch, 1998;

Wunsch and Ferrari , 2004). At rough topography in the deep ocean energy from the

barotropic tide is transferrred to internal waves which subsequently break and cause

bursts of mixing (e.g., Egbert and Ray , 2000; Ledwell et al., 2000). This turbulent mixing

by the internal tide together with wind-driven upwelling and mixing by turbulent eddies

(e.g., Wunsch and Ferrari , 2004) balances the formation of very cold deep waters at high

latitudes by creating a pathway for the deep waters to return to the surface ocean and

heat to be transferred into the deep ocean (e.g., Stommel , 1961; Munk , 1966). The MOC

is a major oceanic pathway for transporting heat, momentum, freshwater and nutrients

across the globe. It is therefore an important determinant of global climate patterns

(e.g., Rahmstorf , 2002).

It has been shown that tides interact with ice sheets via the �oating part of an ice

sheet, the ice shelf, by inducing �exing and hinging along the grounding line. This

leads to pronounced modulations of �ow speeds in ice streams at tidal frequencies (e.g.,
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Gudmundsson, 2011; Rosier et al., 2014a,b). It has also been hypothesised that megatides

during the last glacial may have contributed to the break-up of large ice sheets (Arbic

et al., 2004; Gri�ths and Peltier , 2008).

Recently, tides have been considered as a more reliable renewable energy source than the

sun or the wind. Tidal power can be extracted by two methods: (1) from tidal streams

with help of turbines making use of the kinetic energy of the tide; (2) the potential

energy can be harnessed with help of tidal lagoons or barrages (e.g., Nicholls-Lee and

Turnock , 2008).

At present the tides dissipate about 3.8 TW of energy throughout the ocean. This energy

loss creates torque on the Earth-Moon system which transfers energy to the Moon's orbit

and results in an acceleration of the Moon and an increase in its distance from the Earth.

The recession rate of the Moon is therefore tied directly to the amount of tidal dissipation

in the Earth's oceans (e.g., Brosche and Sündermann, 1978).

1.3 Changes in the tides

Tidal dynamics can change for a variety of reasons. Di�erent driving mechanisms are of

importance over di�erent time scales:

1. Changes in the tidal potential occur over long, geological time scales, when the

Earth-Moon distance di�ers signi�cantly from its present-day state (Brosche and

Sündermann, 1978), but are small during the more recent geological past (tens of

million years) and near future (e.g., Green and Huber , 2013).

2. As tides essentially behave like shallow water waves (e.g., Pugh and Woodworth,

2014), they are strongly a�ected by water depth and basin geometry changes.

These bathymetry changes can occur for a number of di�erent reasons. Global

mean sea-level changes occur in response to water density changes caused by cli-

matic changes and alterations in ice mass on land (see e.g., Church et al., 2013).

Vertical land movement in response to the loading and unloading of the Earth's

crust from the melting or formation of large ice masses, glacio-isostatic adjustment

processes (GIA), cause large-scale relative sea-level changes on decadal to centen-

nial time-scales (Peltier , 2004). Elastic responses of the Earth's crust to changes

in loading of the crust, in contrast to the viscous processes in the case of GIA,

occur on much shorter time scales (Mitrovica et al., 2009; Gomez et al., 2010).
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Changes in ocean depth and shape are also caused by tectonic processes, which

are of importance on geological time scales (e.g., Green and Huber , 2013). Local

changes in water depth can also be induced by changes in coastal morphology, e.g.,

sediment transport patterns, land reclamation, harbour dredging, or changes in

river out�ow (e.g., Pelling et al., 2013b).

3. Changes in the internal tide through e.g., strati�cation changes, alter the amount

of energy transferred from the barotropic to the baroclinic tide and can therefore

lead to changes in the surface tide (e.g., Colosi and Munk , 2006).

It has been suggested that the 130 m global mean sea-level decrease during the LGM

signi�cantly impacted global tidal dynamics, resulting in strong enhancements in M2

tidal amplitudes in the North Atlantic region and an increase in global tidal dissipation

by over 50% (e.g., Egbert et al., 2004; Arbic et al., 2004; Uehara et al., 2006; Gri�ths

and Peltier , 2008, 2009). A number of studies have highlighted uncertainties in the LGM

grounding line locations of the Antarctic ice sheet (Anderson et al., 2002; Hillenbrand

et al., 2012; Bentley et al., 2014) with considerable variations in the Antarctic bathyme-

tries for the di�erent cases. It has been shown that these bathymetry variations lead to

considerable changes in the regional tidal dynamics, however, so far the impact of the

Antarctic grounding line variations on the global tides remains to be investigated.

A number of studies have hypothesised that the enhanced tidal energy dissipation could

have altered the strength and structure of the MOC during the last glacial (Munk and

Wunsch, 1998; Montenegro et al., 2007; Green et al., 2009, e.g.,), however previous inves-

tigations into the impacts of the tidal changes on the MOC have been carried out with

coarse resolution tide model input for global intermediate complexity climate models

(Montenegro et al., 2007; Green et al., 2009) and a simpli�ed tidal mixing parameterisa-

tion (Green et al., 2009).

Most studies investigating the impacts of sea level variations during the last glacial pe-

riod have generally focussed on the LGM and concentrated on changes in the M2 tide,

however, large sea level increases occurred over a relatively short time period during the

transition from the glacial to the Holocene (e.g., Carlson and Clark , 2012). Tidal studies

addressing the impacts of theses changes have generally been carried out at either low

temporal resolution (Egbert et al., 2004), low spatial resolution (Uehara et al., 2006) or

have had a regional focus (Hill et al., 2011; Hall et al., 2012).

Recent studies using both global and regional tide-gauge data show that signi�cant
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changes in tidal ranges, amplitudes and phases have occurred at many locations across

the globe over the 20th century and continuing into the 21st century (e.g., Woodworth,

2010; Mawdsley et al., 2015). A number mechanisms have been proposed as the driving

mechanisms (see e.g.,Woodworth, 2010, and the list above) but regional and global mean

sea level changes stand out as a likely forcing mechanism of the global tidal changes over

this time period. However, to date global tidal models forced with neither the GIA-

driven sea level changes over the past century or the observed global sea-level trends

have not been able to reproduce the observed changes (e.g., Müller et al., 2011), in the

latter case possibly due to the low resolution of the model used for the study.

To date most studies investigating the impacts of future sea-level changes have had a

regional focus (e.g.,Ward et al., 2012; Pickering et al., 2012; Pelling et al., 2013a; Pelling

and Green, 2013; Pelling et al., 2013b; Luz Clara et al., 2015) and have assumed regional

sea level changes following the global mean. A number of recent studies have suggested

that the WAIS and the GIS could be unstable in a future warmer climate resulting in

possible collapses of these ice sheets (e.g., Gregory et al., 2004; Robinson et al., 2012;

Joughin et al., 2014; Mouginot et al., 2014). For the WAIS a full collapse of the marine

parts of this ice sheet would result in a global mean increase in sea-level by 5m. It has

however been shown that the sea-level changes across the globe are highly non-uniform

due to unloading of the Earth's crust, changes in gravitational attraction and Earth

rotation (Gomez et al., 2010). To date the impact of large-scale ice sheet collapses on

global tides has not been examined.

1.4 Aims and Objectives

This work investigates the impact of climatically driven large-scale sea-level changes on

the tides in the past, present and future using the global tidal model OTIS (Egbert

et al., 1994; Egbert and Erofeeva, 2002). The emphasis lies on time scales over which

sea-level changes are primarily driven by the amount of water stored in land-based ice

masses, but tectonics and changes in the tidal potential are not important. We focus

on the time period ranging from the last glacial maximum to the present and explore

future scenarios. More speci�cally, the impacts of global sea-level changes on M2 and

K1 tidal amplitudes and tidal dissipation are examined. There are a number of aspects

motivating this work:

1. Considerable sea-level changes are occurring at present and larger ones are expected
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in the future due to global increases in temperature. In this respect the large-sea

level adjustments at the end of the last glacial can be used as an analogy for possible

future changes and some of the past mechanisms of change could be applicable

for future changes. Even though the present-day sea level changes are small in

comparison to the changes that occurred over the deglacial period it is likely that

they are contributing to the tidal changes that are being observed at present, and

that the mechanisms driving the amplitude changes are the same as during the

deglacial period. Similarly, the ice sheet collapses of the past can contribute to our

understanding of the impacts of possible future losses of for example the WAIS or

the GIS.

2. It is not only mean sea-level changes that are important for societies inhabiting

low-lying coastal regions and coastal ecosystems but also crucially their variability.

Tides are a very important aspect of this variability. Understanding the impacts of

sea-level changes on tidal dynamics help us predict the changes in the variability

of sea-level.

3. Tides also in�uence a number of di�erent aspects of the climate system: they

determine the structure of coastal and shelf-sea ecosystems, and they provide part

of the energy sustaining the large-scale ocean circulation. Changes in the tides

are therefore expected to have further reaching consequences than mere changes in

sea-level variability.

In order to enhance the understanding of tides in the past part 1 of this thesis revisits

the tidal dynamics of the last glacial maximum. Using a global tide model the impacts

of the Antarctic grounding line locations on global tidal dynamics are investigated. In a

next step the impact of altered LGM tidal dissipation on the global ocean circulation is

highlighted where tide model simulations are used to force an intermediate complexity

climate model (Schmittner et al., 2015). Furthermore, the model is forced with the

reconstructed sea-level changes occurring over the deglacial period and the Holocene

and an overview of the evolution of tides and tidal dissipation between the LGM and

the present is given. Following questions are addressed in this part:

1. Were global K1 tidal dynamics altered during the LGM?

2. How does the grounding line extent of the Antarctic ice sheets during the LGM

impact global tidal dynamics?
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3. How did the tidal dynamics of the principle semi-diurnal and diurnal tidal con-

stituents M2 and K1 evolve between the LGM and the present when the large

Northern Hemisphere ice sheets melted and sea-level rose rapidly over the deglacial

period and the transition to the Holocene?

4. How did the changes in tidal dissipation during the LGM impact the large-scale

overturing circulation during the last glacial?

Part 2 of this work investigates whether the currently observed global mean sea-level

changes could be the cause of tidal amplitude changes over the past decades observed

over most of the globe (e.g., Ray , 2006, 2009; Jay , 2009; Woodworth, 2010; Devlin et al.,

2014; Zaron and Jay , 2014). In order to test this hypothesis a global dataset of sea-

level and tidal amplitude trends is used (Mawdsley et al., 2015) the observed trends

are compared to tide model simulations forced with the observed sea-level changes. In

particular following objectives are met:

1. Present a global picture of signi�cant trends in sea level and tidal dynamics for the

M2 and the K1

2. Rexamine the link between global sea-level trends and changes in the tides by

comparing the observed trends to global tide model simulations forced with both

uniform and non-uniform sea-level rise scenarios: are the observed sea level trends

the driver of the secular tide trends?

The last part of this work examines the impacts of possible future large-scale ice sheet

collapses of the WAIS and GIS and investigates the implications of the changes in tidal

processes for shelf sea and open ocean dynamics. Following questions shall be addressed:

1. How do the non-uniform sea-level changes induced by collapses of the WAIS and

the GIS impact tidal amplitudes and dissipation?

2. How do the tidal responses to uniform and nonuniform sea-forcing di�er?

3. What further implications do the tidal changes have for shelf-sea biogeochemisty

and the global climate system?

1.5 Thesis structure

Chapter 2 gives background information on tides and tidal dynamics. The �rst part of

this chapter gives an overview of the equlibirum tidal theory, the second part discusses
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global tidal dynamics and explores how sea-level changes can alter tides. Chapter 3 gives

an overview of global tidal modelling and introduces the tidal model used in this work.

Chapter 4 investigates aspects of LGM tidal dynamics and the evolution of tides and

tidal dissipation from the LGM to the present. In particular, the impacts of Antarctic

grounding line position on the tides, and the implications of altered tidal dissipation on

the LGM MOC are explored here. Chapter 5 examines the link between observed secular

changes in the tides over the past century and the observed sea level changes. Chapter

6 investigates at the impacts of large-scale ice sheet collapses and highlights the impli-

cation for both coastal biogeochemistry and open-ocean dynamics. Chapter 7 draws the

results from the previous chapters together and puts them into a wider context, and an

outlook of future work is given.

The results chapters are presented in paper format as a number of them are published or

are being prepared for publication. Therefore each results chapter has its separate intro-

duction, a methodology which explains how the model set up di�ers from the standard

setup and the analysis carried out, a results section and its own discussion.
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This chapter elaborates on the theory of tides. In the �rst part the theory leading to

astronomic tide generating potential is developed, and the concept of the equilibrium

tide, i.e. the structure of the tide in an idealised ocean with uniform water depth

and no landmasses, is explored. The second part looks at tides in the real world and

aspects which in�uence tidal dynamics such as continent con�guration, dissipation and

conversion of energy to internal waves, and self-attraction and loading e�ects. The

chapter �nishes with a description of how sea level changes lead to changes in tidal

dynamics.

2.1 Equilibrium Tidal Theory

Correlations between the phase of the ocean tide and position of the moon were recog-

nised by the societies of ancient Greece, but the basis of oceanic tide theory was not

established until the late 17th century with Newton (1687)'s Principa. The key elements

of Newton's tidal theory are the following:

1. The e�ect of one gravitating body on another combined with their rotation around

a common centre of gravity is to produce diametrically opposed equal bulges under

head of the attracting body.

2. The Moon and the Sun cause these bulges in the ocean with the strength of the

latter being approximately half of the former.

3. The bulges generated by the Moon and the Sun move independently across the

Earth, driven by the orbital motions of the Moon around the Earth and the Earth

around the Sun. They are a�ected by friction.

From Newton's principles the astronomic tide generating force can be derived. In a

coordinate system, in which the rotation of the Earth around its own axis is neglected

and which concentrates on the joint revolution of the Earth and the Moon (Sun) around

a common centre of gravity, the lunar (solar) astronomic tide generating force at a given

point on the Earth's surface is given by the di�erence in the solar (lunar) gravitational

attraction at that given point and the centre of the Earth.

2.1.1 Tidal Potential

In this chapter the astronomic tide generating potential, a concept established by Laplace

(1799), will be discussed as for ocean dynamic applications it is a more useful concept.
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Figure 2.1: The location of the point P on the Earth's surface and its relation to the Moon.

Figure from Pugh and Woodworth (2014).

The tide generating potential based on tidal harmonics was �rst introduced by Doodson

(1922) and resulted in the Doodson numbers which are still used today. The tide gener-

ating force of Newton's tidal theory represents the spatial gradient of the harmonically

decomposed tide generating potential. The following development of the tidal potential

is based on Pugh (1996), Pugh and Woodworth (2014), and Stewart (2009).

The gravitational potential of a body quanti�es the work necessary to remove a parti-

cle from the body, against the gravitational force of attraction, to an in�nitive distance

from the body. For the Earth-Moon system the gravitational potential at point P on the

Earth's surface (see Figure 2.1), ΩP , is given by

ΩP = −gml

p
= −gml

Rl
(1− 2

a

Rl
cosφ+

a2

R2
l

)−
1
2 (2.1)

where g is the universal gravitational constant, Rl is the distance between the centre of

the Earth, O, and the centre of the Moon, M (see Figure 2.1). ml is the mass of the

Moon, and p the distance between point P and M. a denotes the distance between M

and P, and φ is the angle between the axis OM and OP, also known as the lunar angle.

p can be rewritten as

p2 = 1− 2
a

Rl
cosφ+

a2

R2
l

. (2.2)

The square-root term in ΩP can now be expanded into a series of Legendre-polynomials:

ΩP = −gml

Rl
(1 + (

a

Rl
) cosφ+ (

a

Rl
)2 1

2
(3 cos2 φ− 1) + . . .). (2.3)

The spatial gradients of the terms in the polynomials represent the tidal forces. ∇1 is

zero and will thus produce no force. The second term produces a constant force parallel

to Rl which is the force keeping the Earth in orbit around the common centre of mass
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Figure 2.2: The distribution of the (a) vertical and (b) horizontal tractive forces across the

Earth's surface. Figure from Pugh and Woodworth (2014).

with the Moon. The third expression is the e�ective tide producing term. The fourth

and further higher terms are normally neglected as the term ( a
Rl

)n ≈ ( 1
60)n becomes very

small as n increases. The tide producing potential is thus given by

ΩP = −1

2
gml

a2

R3
l

(3 cos2 φ− 1). (2.4)

The forces at point P can be resolved into a horizontal and a vertical component. The

vertical forces produce small variations in weight which are balanced by the pressure at

the sea bed and are therefore negligible. The horizontal component is given by

−∂ΩP

a∂φ
=

2G

a
sin 2φ, (2.5)

where G =
3

4
gml(

a2

R3
l

). (2.6)

These horizontal forces, despite being very small in comparison to the gravitational

attraction of the Earth, give rise to the tidal acceleration required to induce water move-

ments. Taken together across the surface of the Earth the horizontal forces are also

known as tractive forces (see Figure 2.2).

The tractive forces vary across the surface of the Earth as the Earth rotates and the

position of the Moon alters through its orbit. The alteration of the lunar angle φ can

also be regarded as rotary periodic tilting of the horizontal axis.

The lunar angle φ is dependent on the northward latitude of the point P, φP , the north-

ward declination of the Moon against the Earth's equator, dl, and the hour angle of P,

CP , which is the di�erence in longitude between the meridian of P and the meridian of

the sub lunar point V (the point at which the Moon is directly overhead) (see Figure

2.3).
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Figure 2.3: Schematic showing the three-dimensional location of the point P on the Earth's

surface relative to the Moon. φ is the angle between the point P, O and V. V is on the Earth's

surface on the axis O to M. Figure from Pugh and Woodworth (2014).

cosφ is related to all other angles by

cosφ = sinφP sin dl + cosφP cos dl cosCP (2.7)

so that the tidal potential can be written as

−ΩP =
3

2
ag
ml

me
(
a

Rl
)3


3
2(sin2 dl − 1

3)(sin2 φP − 1
3)

+1
2 sin 2dl sin 2φP cosCP

+1
2 cos2 dl cos2 φP cos 2CP

 (2.8)

2.1.2 The Equilibrium Tide

Commonly, from Equation 2.8 an expression for the Equilibrium Tide is derived. The

Equilibrium Tide is de�ned as the sea-surface elevation that would be in balance with

the tidal force, were the Earth covered completely with water deep enough to result in an

instantaneous response to the tidal forces. The Equilibrium Tide shows no resemblance to

the real tides but is nevertheless a very useful concept: it is used as a reference framework

to which the observed amplitudes and phases of the harmonic tidal constituents can be

compared, especially when preparing tidal model input.

In the concept of the Equilibrium Tide, the free surface is a level surface under the
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combined action of the tide generating force −∂ΩP
∂x and the gravitational attraction of

the Earth g. The tractive forces cause an apparent de�ection from the vertical (Figure

2.4). x marks a direction at right angles to the undisturbed force of gravity.

We therefore have

tanα = −(
∂ΩP

∂x
)/g (2.9)

and

tanα =
ζ̄

∂x
. (2.10)

Combining Equations 2.9 and 2.10 we get

g
ζ̄

∂x
+
∂ΩP

∂x
=

∂

∂x
(gζ̄ + ΩP ) = 0 (2.11)

and

∂

∂y
(gζ̄ + ΩP ) = 0 (2.12)

If the latter two equations are integrated horizontally over the surface of the ocean yields

gζ̄ + ΩP = 0 (2.13)

Equation 2.13 can now be applied to Equation 2.8 so that the Equilibrium Tide becomes

ζ̄ = a(
ml

me
)[C0(t)(

3

2
sin2 φP −

1

2
) + C1(t)2 sin 2φP + C2(t) cos2 φP ] (2.14)

where the time-dependent coe�cients are

C0(t) = (
a
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)3(

3

2
sin2 dl − 12)

C1(t) = (
a

Rl
)3(

3

4
sin2 2dl cosCP )

C2(t) = (
a

Rl
)3(

3

4
cos2 2dl cos 2CP ) (2.15)

These three coe�cient characterise the main types of tides: the long-period tidal con-

stituents, the diurnal tides (cosCP ) and the semi-diurnal tides (cos 2CP ). The magnitude

of each term is modi�ed by a common term which is proportional to the inverse of the

cube of the distance to the Moon Rl.

The long-period constituents are also a result of monthly variations in the declination of

the Moon dl. Their amplitudes are maximum at the poles and minimum at 35◦ 16′ N

and S.
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Figure 2.4: The interaction between the Equilibrium water surface, the tide-generating force,

and the normal Earth's gravity force. Figure from Pugh and Woodworth (2014).

Both the diurnal and the semidiurnal species are modulated at twice the lunar declination

(Term 2dl in Equation 2.15). The diurnal components have their maximum amplitudes

at 45◦ latitude N and S and an amplitude of zero at the poles and the equator. The

semi-diurnal constituents have their maximum amplitudes at the equator and are zero

at the poles.

The amplitudes of the Equilibrium Tide are small. For example, at the equator the

semi-diurnal tide has an amplitude of 0.27 m. The observed tides have their energy

frequencies on the same bands as the Equilibrium Tides. However, the observed tides

are generally much greater due to the dynamic response of the ocean to the tidal forcing.

The Equilibrium Tide due to the Sun can be expressed in the same way as for the Moon

by simply replacing dl, ml and Rl by ds, ms and Rs. The solar tidal amplitudes are

smaller than the lunar tides by a factor of 0.46 but their energy frequencies are on similar

bands as the lunar tides.

2.2 The Moon-Earth-Sun system

In order to de�ne the total Equilibrium Tide as a reference system it is necessary to

understand the moments of the Moon and the Sun over time in relation to the Earth.

The complete motions are very complex and beyond the scope of this work but here

some of the basic concepts need to be explored.

There are two reference systems against which the movements of the Sun and the Moon
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Figure 2.5: Properties describing an ellipse and an elliptical orbit. Figure from Pugh and Wood-

worth (2014).

can be evaluated. The �rst is the equatorial system which is a plane which intersects

horizontally with the Earth's equator. Declinations are given as angles North and South

of this plane. Angular distances are evaluated against the vernal equinox, the point on

the Earth's equator at which the Sun's orbit intersects the plane from South to North.

The vernal equinox is not �xed in time but gradually migrates over time completing one

revolution in 26,000 years.

The second reference system, the ecliptic, is the celestial extension of the plane traced

out by the motion of the Earth around the Sun. Again, the point reference zero-point is

the vernal equinox. The location of celestial objects is de�ned according to their ecliptic

latitude and longitude. The angle between the equatorial plane and the ecliptic is the

obliquity of the ecliptic.

In the previous section, for simplicity, the orbital motions of the Sun and the Moon were

considered to be circular. However both Newton and Keppler showed that two objects,

moving under the sole in�uence of their mutual gravitational attraction, orbit around

the common centre in form of ellipses, with the focus of the ellipse given by the centre

of mass of the bodies.

Figure 2.5 shows an ellipse with a mass at C travelling around a mass at A with foci at

A and B. In order to describe the elliptic orbit of a mass at least three parameters are

necessary. The shape of the ellipse is de�ned by AC + CB = constant. The distance

between C and A is minimum when C is at CP and maximum when C is at CA. CP and

CA are also known as perigee and apogee of the orbit. The eccentricity of the ellipse, e,

is given by ratio between OA/OCA and the distance between OCA and OCP is called

the semi-major axis. The object orbiting around A has its fastest angular speed at the
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perigee and the slowest at the apogee (e.g., Hilbert and Cohn-Vossen, 1999).

In order to calculate the Equilibrium Tide in Equation 2.14, three parameters are needed:

distance, declination and hour angle of the tide generating body. For the Sun these

are RS , dS , and CS . The Earth-Sun case is simpler than for the Earth-Moon as the

declination against the ecliptic is always zero. The orbit of the Earth around the Sun

has an eccentricity of 0.0168. The distance of the sun from the Earth, RS , can now by

approximated by

R̄S
RS

= 1 + cos(h− p′) (2.16)

with R̄S as the mean solar distance, h being the Sun's mean ecliptic longitude and p′

is the longitude of the solar perigee, the perihelion, which completes a full cycle every

21,000 years.

As shown previously the ecliptic longitude of the Sun does not increase at a regular rate.

The actual longitude λs in radians is given by

λS = h+ 2e sin(h− p′). (2.17)

where e denotes the eccentricity of the ellipse.

The motions of the Moon are more complicated to describe. This is because the Earth-

Moon plane is inclined against the ecliptic with a mean angle of 5◦9′ and gradually rotates

over a time period of 18.61 years. The ascending node, the point at which the Moon

crosses the ecliptic from South to North, displays a backward rotation of 0.053◦ per solar

day, thus completing a full rotation every 18.61 years. The maximum lunar declination

of 28◦ 36′ with respect to the equator occurs when the ascending node corresponds to the

Vernal Equinox. Conversely the minimum declination of 18◦ 18′ when the descending

node is at the Vernal Equinox. This process gives rise to a distinct modulation of the

lunar tides over a 18.6 year cycle (see e.g., Woodworth, 2010; Haigh et al., 2011).

The eccentricity of the lunar orbit, having a mean value of 0.0549, is more than three

times larger than that of the solar orbit. Due to the gravitational attraction of the Sun

both the lunar eccentricity and the obliquity of the Moon vary. The lunar distance Rl

to a �rst order is given by

R̄l
Rl

= 1 + e cos(s− p) + solar perturbations (2.18)

where R̄l is the mean lunar distance, s denotes the Moon's geocentric mean ecliptic

longitude which increases by 0.059◦ per mean solar hour and p is the longitude of the
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Table 2.1: Basic astronomic frequencies

Symbol Frequency Astronomic Period Source

◦/hour

ω0 15 1.000 mean solar days Mean solar day Local mean solar time

ω1 14.49205211 1.035 mean solar days Mean lunar day Local mean lunar time

ω2 0.54901663 27.322 mean solar days Sidereal month Moon's mean longitude

ω3 0.04106864 365.242 mean solar days Tropical year Sun's mean longitude

ω4 0.00464184 8.85 Julian years Moon's perigee Longitude of Moon's Perigee

ω5 -0.00220641 16.61 Julian years Regression of Moon's nodes Longitude of Moon's ascending node

ω6 0.00000196 20,942 Julian years Perihelion Longitude of Sun's perigee

lunar perigee rotating with an 8.85 year period.

The lunar ecliptic longitude also varies at a slightly irregular rate through its orbit which

is approximated by

λl = s+ 2e sin(s− p) + solar perturbations (2.19)

The right ascension of the Moon can be derived from its ecliptic latitude longitude as

Al = λl − tan2(
εl
2

) sin 2λl (2.20)

In relation to the ecliptic the lunar latitude can be calculated as

sin(ecliptic latitude) = sin(λl −N) sin(5◦9′ ) (2.21)

where N is the mean longitude of the ascending node.

The declination and the right ascension of the Moon and Sun can be represented as a

series of harmonics each with di�erent angular speeds and amplitudes. These can then

be entered into the equation describing the Equilibrium Tide (Equation 2.14).

2.2.1 Tidal Harmonics

The e�ect of the variations in declination and distances of the tide-generating bodies

discussed above are to modify the parameters in Equation 2.14. These variations can

be decomposed into harmonic constituents using Fourier-Transformation and result in

modulations of the three basic tidal components (long-period, diurnal and semi-diurnal

tides). The tidal potential as a function of the geographical longitude and latitude of

P on the Earth's surface λ and θ can now be written as a combination of these three

constituents

Ω(λ, θ) = Ω0(λ, θ) + Ω1(λ, θ) + Ω2(λ, θ) (2.22)
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Table 2.2: The most important tidal harmonics.

Tide Species Name Frequency Period Doodson Number
Relative amplitude

(M2 = 1)

Semi-diurnal

Principal lunar M2 2ω1 12.421 255555 1.000

Principal solar S2 2ω1 + 2ω2 - 2ω3 12.000 273555 0.465

Lunar elliptic N2 2ω1 - ω2 + ω4 12.658 245655 0.192

Lunisolar K2 2ω1 + 2ω2 11.967 275555 0.087

Diurnal

Lunisolar K1 ω1 + ω2 23.934 165555 0.399

Principal lunar O1 ω1 - ω2 25.819 145555 0.4151

Principal solar P1 ω1 + ω2 - 2ω3 24.066 163555 0.193

Elliptic lunar Q1 ω1 - 2ω2 + ω4 26.868 135655 0.079

Long-period

Fortnightly Mf 2ω2 327.85 075555 0.172

Monthly Mm ω2 - ω4 661.31 065455 0.091

Semi-annual Msa 2ω3 4383.05 057555 0.082

where s = 0, 1, 2 stands for the long-period, diurnal and semi-diurnal tidal constituents,

respectively.

The tidal potential for each tidal constituent is given by

Ωs(λ, θ) = DGs
∑
j

Cj cos(σjt+ sλ+ θj) (2.23)

with G0 = 1
2(1− 3 sin2 θ), G1 = sin θ, G2 = cos2 θ. Here, D is the Doodson constant (see

further explanation below), Cj is the amplitude of the constituent and σj denotes the

harmonic frequency of the constituent.

Doodson (1922) transformed Equations 2.23 and 2.14 in a way that the frequency of

each harmonic constituent could be represented by the sum of a series of basic astronomic

frequencies. There are six basic frequencies (ω1−6) (see Table 2.2) expressed with respect

the mean solar day ω0. Generally, ω6 is omitted as the variations induced by the solar

perigee are very small.

The frequency of any tidal constituent ωtc can be described as a positive and/or negative

linear combination of the basic astronomic frequencies in Table 2.2:

ωtc = n1ω1 + n2ω2 + n3ω3 + n4ω4 + n5ω5 (2.24)

where the factors n1−5 can take values between -5 and 5.

For convenience, the angular frequency of the given tidal constituent ωtc can also be
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written as the Doodson number where

Doodson number = n1n2n3n4n5 + 055555 (2.25)

where the addition of 055555 leads to the Doodson numbers becoming positive.

The resulting tidal constituents with the largest amplitudes are listed in Table 2.2.1.

In addition to the harmonics in the three basic frequency bands, higher harmonic species

appear. These originate from shallow-water modulations of the original harmonics. M4

and S4 are the fourth-diurnal species at twice the frequency of the original harmonics

M2 and S2. MS4 and MSf are the result of the interaction between M2 and S2.

2.3 Dynamic Tidal Theory

In the real world ocean tides do not resemble Equilibrium Tides for a number of reasons

(e.g., Hendershott , 1981; Pugh and Woodworth, 2014):

1. The movement of water in the ocean must obey the physical laws given by the hy-

drodynamic equations. This means that, with the exception of the Southern Ocean

and the Arctic basin, land masses prevent the tidal wave from circumnavigating

the globe.

2. Tidal waves travel as shallow water waves in the Earth's oceans because they are

limited by water depth and their speed is slower than the speed of the Moon

generating them. They thus experience a lag with respect to their forcing.

3. The ocean basins have natural modes of resonance which in�uence their response

to the the tidal forcing.

4. Water movements are subjected to de�ection by the rotation of the Earth around its

own axis, represented by the Coriolis acceleration in the hydrodynamic equations.

5. The solid Earth responds elastically to loading and unloading by tides, which can

lead to both local and far �eld e�ects.

6. Water movement is a�ected by friction. This leads to energy losses

2.3.1 Long waves in a non-rotating system

Tidal waves travel as shallow water waves in the Earth's oceans, as their wave lengths

are much greater than the water depth of the ocean which means that their propagation



2.3. DYNAMIC TIDAL THEORY 45

is limited by water depth.

The wave length λ of a shallow-water wave is given by

λ =
c

ω
(2.26)

where c is the wave speed and the frequency is denoted by ω. Given that the amplitude

of the wave is small compared to the water depth and the wave length is much greater

than the water depth, the wave speed is (e.g., Kundu, 1990)

c =
√
gD (2.27)

where g is the gravitational acceleration and D is the water depth. The currents are

related to the sea-level displacement ζ:

u = ζ
√
g/D (2.28)

The latter two expressions can be derived from the solutions to the continuity and hori-

zontal momentum equations. As tidal waves are long waves they travel non-dispersively

and the motion of each tidal constituent can thus be represented separately.

2.3.2 Standing Waves and Resonance

In the ocean, waves cannot continuously travel as progressive waves but undergo re�ec-

tion at sudden depth changes and coastal boundaries. The observed wave represents the

combination of the incident and re�ected wave. In the simplest case of a long channel,

in which the wave is re�ected from one end without loss of amplitude, the result of the

combination of the waves is a standing wave. It has a nodes where amplitudes are zero

alternating with antinodes where amplitudes a maximal, each separated by a distance

of λ/4.

In a closed rectangular basin, e.g., a lake, with a length L and water depth D water

movement occurs analogous to a pendulum, with two waves travelling in opposite direc-

tions and being perfectly re�ected at either end. The natural period of oscillation (or

resonance period) Tn of the basin is given by

Tn =
2L√
gD

(2.29)

For the real world Tn will vary because water depths are mostly not uniform and basins

are not rectangular. This gives rise to longitudinal and latitudinal seiches and in addition

basins can have more than one node.
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Standing waves also occur in basins which are open at one end at which they are forced

with oscillating currents at the open boundary. In this case of forced oscillations the

natural period Tnf is given by

Tnf =
4L√
gD

(2.30)

In contrast to seiches, which, once initiated, continue until damped by friction, these

forced oscillations die down once the mechanism forcing them is removed. If a system is

forced close to its resonant period, large ampli�cations in amplitudes can occur (Egbert

et al., 2004). In nature perfect resonance tends not to occur as the incoming wave is not

perfectly re�ected at the end of the basin. Thus in most cases the outgoing wave is smaller

than the incoming wave. This can be represented by a progressive wave superimposed

on a standing wave.

2.3.3 Amphidromes

The behaviour of a progressive wave in a channel changes greatly when the rotation of

the Earth is considered. The wave now becomes a Kelvin wave. The rotation of the

Earth induces a de�ection to the right (left) in the Northern (Southern) Hemisphere

which is bounded by the wall of the channel on the right (left). A pressure-gradient

is set up which continues to build until it is balanced by the geostrophic force of the

rotation. The amplitude ζ decreases exponentially across the channel from its maximum

value at the right-hand (left-hand) side of the channel as a function of the distance y

o�shore:

ζ(y) = H0e−fy/c (2.31)

u(y) =
√
gDζ(y) (2.32)

where the f is the Coriolis parameter. The length scale of the decay is the Rossby radius

given by f/c. At a distance y = f/c the amplitude of the wave has fallen to 0.37H0. The

motion of the currents is parallel to the propagation direction of the waves (see Figure

2.6). Note that Kelvin waves can only travel in one direction: in the Northern Hemi-

sphere the coastline is always to the right of the propagation direction, in the Southern

Hemisphere it is always on the left.

The case of a standing wave in a channel on a rotating system is of special interest

in tidal applications. Away from the boundary, where the description of the processes

taking place would require complicated mathematics, the waveforms can be represented
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Figure 2.6: Schematic representation of oscillations in a channel with an open boundary resulting

in the development of an amphidromic point. Figure from Sverdrup (1942).

by two Kelvin waves travelling along the channel in opposite directions. In contrast to

the nodal line in the non-rotating case the wave now oscillates around a nodal point, or

an amphidrome (see Figure 2.6). In the Northern (Southern) Hemisphere the wave ro-

tates counter-clockwise (clockwise). The amplitudes increase from the nodal point (zero

amplitude) outwards, with the largest amplitudes at the boundaries and the co-tidal

lines radiate outward from the amphidrome.

If the re�ected part of the wave is reduced in comparison to the incoming wave due to

energy loss through friction, the amphidrome is shifted toward the left-hand boundary

of channel (with the viewer looking into the channel). This process may shift the am-

phidrome onto land at which point it becomes known as a degenerate amphidrome. The

co-tidal lines still centre at this point.

2.3.4 Hydrodynamic Equations

The dynamic theory of tides was cast into its modern form by Laplace in 1775-1776. He

derived a set of hydrodynamic equations from the Navier-Stokes equations, commonly

known as the Laplace Tidal Equations (LTEs), which are used as the basis for modern
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tidal modelling (Hendershott , 1981; Pugh, 1996; Pugh and Woodworth, 2014). In the

recent past these have been extended to include terms addressing frictional terms, energy

losses to the internal tide and shallow Earth deformation (Gri�ths and Hill , 2015). Most

tidal models assume single-layer shallow-water dynamics (e.g., Hendershott , 1977; Egbert

et al., 2004):

∂U

∂t
+U · ∇u+ f×U = −aH∇2U− gH∇(ζ − ζEQ − ζSAL)− F (2.33)

∂ζ

∂t
= −∇ ·U (2.34)

where the ζ is the tidal elevation, t denotes time, U is the depth-integrated volume

transport calculated as the velocity u multiplied by the water depth H, f is the Coriolis

vector, aH is the eddy viscosity, and F describes frictional or dissipative stresses. ζEQ

is the equilibrium tide and ζSAL is an equilibrium-like tide term describing the e�ects of

self-attraction and loading.

In the following sections the terms describing the equilibrium tide, forced by the full

astronomic tide generating potential, self-attraction and loading, and frictional terms,

will be discussed in more detail.

2.3.5 The yielding Earth

Not only the ocean but also the solid Earth is a�ected by the tidal forces. The solid Earth

responds elastically to the tidal forces giving rise to the so-called Earth tides. Although

small in comparison to the ocean tides, these e�ects can nevertheless be measured with

sensitive instrumentation. There are two factors contributing to the Earth tides: the

direct response of the Earth to the tidal forces, and the indirect response of the Earth

to the ocean tidal loading and mass redistributions across the globe. Since the 1970s

it has been recognised that calculations of the ocean tides must take the self-attraction

and the Earth-loading of the tides into account (Hendershott , 1972) as these can alter

the ocean tidal amplitudes by as much as 20% or more in some regions and cause phase

shifts of up to 30◦ (Gordeev et al., 1977).

The solid Earth tides can be divided into (a) the body tide, ζb, describing the direct

response of the Earth to the tidal gravitational forces and (b) the radial-displacement

ocean-load tide, ζl, describing the e�ects of the loading of the Earth's crust and the

changes in mass distribution on the Earth due to tidal water movement in the oceans

(Hendershott , 1981; Ray , 1998). In contrast to the oceans, the Earth is approximately in
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static equilibrium with regards to the tide generating forces, as the longest normal modes

of the solid Earth are much shorter than the tidal forcing frequencies. This means that

the Earth's response to the tidal forcing occurs instantaneously. The observed ocean tide,

ζ, can therefore be written as a combination of the geocentric tide, the displacement of the

Earth's free surface, ζg, and the Earth tides (Munk and Macdonald , 1960; Hendershott ,

1981; Ray , 1998):

ζ = ζg − ζb − ζl. (2.35)

The body-tide response of the Earth to the tide generating forces are largely determined

by its viscous properties of the Earth's interior described by the Love numbers hn and

kn and the loading numbers h′n and k′n. This gives rise to an elastic surface distortion of

an amplitude ζb (Munk and Macdonald , 1960; Hendershott , 1981; Ray , 1998):

ζb = hnΩ/g. (2.36)

The ocean load tide ζl is given by

ζl =
∑
n

h′nUn
g

(2.37)

where Un is the n-th degree spherical harmonic component of the gravitational potential

induced by the ocean loading ζn. The total gravitational potential of the ocean loading

U is
∑

n Un. Un/g can be now be replaced so that ζl now becomes

ζl =
∑

nh′nαnζn (2.38)

with αn =
3(ρw/ρe)

2n+ 1
(2.39)

where ρw and ρe represent the densities of sea water and the Earth, respectively.

The complete tidal potential Γ can now be written as the sum of the astronomical tidal

potential Ω, the e�ect of the solid Earth yielding to Ω and the ocean self-attraction

contribution and its resulting loading contribution:

Γ = Ω + knΩ +
∑
n

gαnζn +
∑
n

k′ngαnζn. (2.40)

The equilibrium tide ζEQ accounts for the Earth's body tide and ζSAL represents the

equilibrium-like tide induced by the tide's self-attraction and loading. They are given by

ζEQ =
(1 + kn − hn)Ω

g
, and (2.41)

ζSAL =
∑
n

(1 + k′n − h′n)αnζn. (2.42)

In order to compute the latter term Green's functions can be constructed instead of using

spherical harmonics (Farrell , 1972; Ray , 1998).
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2.3.6 Internal tides and ocean mixing

So far, only barotropic tides have been considered, i.e. tides without a vertical structure,

propagating along the air-sea interface. Baroclinic tides, also referred to as internal

tides, are generated by the interaction of the barotropic tidal currents with the bottom

topography of the oceans in strati�ed waters. The drag force exerted on the tidal �ow

through the displacement of the isopycnals results in the formation of internal waves at

tidal frequencies in the ocean's interior (e.g.,Munk , 1966; Garrett and Munk , 2007;Munk

and Wunsch, 1998; Egbert and Ray , 2000;Wunsch and Ferrari , 2004; Garrett and Kunze,

2007). As for waves along the air-sea interface the restoring force for internal waves is

gravity but its e�ect is reduced due to the very much smaller density di�erences between

the di�erent water layers in the ocean. Therefore, internal waves with amplitudes much

greater than those of surface waves, or of the generating tide, can be observed, with

amplitudes exceeding tens or even hundreds of metres (e.g. Garrett and Kunze, 2007;

Hall et al., 2011). Tidal conversion, i.e., the generation of internal tides take place along

steep topographic features such as the continental shelf breaks, deep sea ridges, islands

and sea mounts (e.g. Bell , 1975; Egbert and Ray , 2001) in both the deep ocean and shelf

seas (Garrett and Kunze, 2007). In the deep oceans, where tidal currents tend to be

weak, internal waves often have a similar frequency as the forcing astronomical tides

close to their generation site. However as they propagate away through waters which

are highly variable in their density strati�cation both temporally and spatially, their

frequencies often shift away from the original astronomic forcing frequency (Garrett

and Kunze, 2007). On the continental shelf, where tidal currents are generally much

stronger, lee waves with much shorter frequencies are often generated (e.g., Rippeth and

Inall , 2002). Internal tides can be detected from satellite imagery, showing that they

can propagate across oceans for thousands of kilometers before they break (e.g., Garrett

and Munk , 2007), causing turbulence and thus mixing (e.g., Wunsch and Ferrari , 2004).

Therefore, the locations at which the barotropic surface tide loses energy to the internal

tides (i.e. at steep topographic features and continental shelves) are not necessarily the

same regions at which the energy from the internal tide is dissipated causing mixing

(Rudnick et al., 2003). The amount of energy converted from barotropic tides to internal

tides is estimated to be approximately 30% of the total tidal energy dissipation in the

ocean. Energy transfer between barotropic to baroclinic tides occurring mainly in the

deep ocean where energy losses due to bottom friction are very small (Egbert and Ray ,
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2001; Nycander , 2005). The amount of energy lost to internal tides through internal

wave drag also plays a role in determining the magnitude of the surface tides, which

subsequently in�uences the strength of the internal tide (Garrett and Kunze, 2007).

In theoretical studies it has been shown that the formation of progressive internal waves

should not be possible poleward of the critical latitude (74◦ for M2 and 30◦ for K1) due to

the dependence of the wave speed on the wave frequency minus the Coriolis parameter.

However, due to topographic interaction internal waves at semi-diurnal frequencies can

be observed poleward of the critical latitude (Pugh and Woodworth, 2014). Internal

tides play an important role in driving mixing across density interfaces in the deep ocean

because their breaking causes turbulent mixing (Munk , 1966; Munk and Wunsch, 1998;

Egbert and Ray , 2000; Wunsch and Ferrari , 2004; Garrett and Kunze, 2007; Green and

Nycander , 2013). The importance of tidal mixing in the deep ocean for the large-scale

ocean circulation was �rst recognised by Munk (1966). He established a model in which

upwelling of cold water is balanced by downward mixing of heat into the ocean's interior

thereby maintaining the observed strati�cation in the oceans. The energy for the mixing

is supplied by wind and tides, with internal tides being especially of importance in the

abyssal ocean (e.g.,Munk and Wunsch, 1998;Wunsch and Ferrari , 2004; St. Laurent and

Garrett , 2002; MacKinnon and Winters, 2005). It has been shown that mixing is not

spatially uniform but occurs in distinct locations, especially over rough topography in

the deep ocean (e.g., Egbert and Ray , 2001; St. Laurent et al., 2003). A number of studies

suggest that the spatial distribution of the mixing may be important for maintaining the

large-scale ocean circulation (Munk and Wunsch, 1998; Egbert and Ray , 2001; Wunsch

and Ferrari , 2004; Jayne, 2009). Egbert and Ray (2001) also speculate on the feedbacks

between the structure of the ocean's interior, i.e. the level of strati�cation, and the

tides. These interactions could be of importance in long term climate projections (see

also Green et al. (2009) or Schmittner et al. (2015)).

2.3.7 Global tidal energy dissipation

The dissipation of tidal energy in the oceans takes place through two processes: �rstly,

by dissipation through bed friction on the shelf seas and, secondly, by losses of tidal

energy to internal tides in the deep ocean. These energy losses have been investigated

from satellite altimetry (Egbert and Ray , 2000, 2001), tidal models assimilating satellite

altimetry and tide gauge data (e.g., Egbert , 1997; Egbert and Ray , 2003) or from tide



52 CHAPTER 2. TIDE THEORY

models (e.g., Egbert et al., 2004;Wilmes and Green, 2014). For the principle semidiurnal

M2 tide, approximately a third of the energy is lost in the deep ocean and the remaining

70% in the shelf seas. For the principle diurnal K1 constituent only 10% of the total

energy dissipates in the deep ocean and the other 90% on shelf seas (Egbert and Ray ,

2003).

These dissipative terms are included in Equation 2.33 as the term F which includes both

energy losses through bed friction and conversion to internal waves.

Tidal energy dissipation throughout this work is calculated according to the methodology

detailed in Egbert and Ray (2001). Ignoring the non-linear terms in Equation (2.33) and

taking Equation (2.33) ·ρu and Equation (2.34) ·ρgζ, the tidal energy balance is given

by

∂KE

∂t
+
∂PE

∂t
+∇ · P =

∂W

∂t
+D (2.43)

where KE and PE are the kinetic and potential energy, P is the energy �ux, W is the

work done by the potential vertical and horizontal forces including the work done against

the tidal potential, and the tidal energy dissipation is given by D. We assume that the

energy density ρ1
2(hu2 + gζ2) is in steady state and

〈∂KE
∂t
〉 = 〈∂PE

∂t
〉 = 0, (2.44)

where 〈〉 denote the time averages. Taking time averages of Equation 2.43 gives the

well-know equation for tidal energy dissipation (e.g., Egbert and Ray , 2001):

D = W −∇ · P. (2.45)

The work W done by the tide is the sum of two work terms and their corresponding

frictional losses. The terms are, �rstly, work against the large-scale astronomic and body

tide and, secondly, the work through self-attraction and loading e�ects. Each work term

additionally has a term describing the frictional energy losses to the solid Earth. Taken

together these give the work term W which is expressed as

W = gρ0〈U · ∇ · (ζEQ + ζSAL)〉, (2.46)

where 〈 and 〉 denote the time averages and ρ is the mean ocean density.

The energy �ux P is given by

P = gρ0〈Uζ〉. (2.47)
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Using tidal amplitudes and currents from either the TPXO data base (for validation) or

from the model simulations it is therefore possible to calculate the dissipation rate for

each constituent without the need to use parameterisations.

Instead of the indirect method detailed above estimating D from the W and ∇ · P ,

dissipation due to bed friction and conversion to internal waves can also be evaluated

separately. Energy losses to bed friction are given by

Fb = ρ0Cd|u|u2, (2.48)

where Cd is a dimensionless drag coe�cient, with values typically around 0.0025 (Egbert

et al., 2004).

The energy losses to internal waves are more complicated to calculate and a number

of di�erent tidal conversion schemes have been suggested over the last decades (Bell ,

1975; Jayne and St Laurent , 2001; Llewllyn Smith and Young , 2002; Zaron and Egbert ,

2006; Green and Nycander , 2013; Green and Huber , 2013; Buijsman et al., 2015). The

conversion from barotropic to baroclinic tidal energy is generally parameterised with

help of a linear internal wave drag scalar or tensor, CIT . CIT is in some form dependent

on the buoyancy frequency of the ocean (indicating the level of stability or strati�cation

of the water column), topographic roughness, and the Coriolis parameter. From CIT

dissipation due to internal wave drag FIT can be estimated (Buijsman et al., 2015) as

FIT = ρ0u · CIT · u. (2.49)

2.3.8 Present day global tides

The present day tidal amplitudes and phases for the principle semi-diurnal and diurnal

constituents, M2 and K1, from the TPXO global tidal solution (see section 3.3) are shown

in Figure 2.7. For both constituents a large number of amphidromic systems (see section

2.3.3) can be seen with the tidal waves normally circulating anti-clockwise around the

amphidromes in the Northern Hemisphere and clockwise in the Southern Hemisphere.

The tidal waves propagate as Kelvin waves.

The present day oceans are dominated by the semi-diurnal tides because the basin

shapes allow for near-resonant properties at semi-diurnal forcing frequencies. This can

be illustrated with a simple calculation (Pugh and Woodworth, 2014): taking an average

basin length of 10000 km and a mean water depth and assuming that the tidal wave

travels at 198 m/s (wave speed for depth limited waves in a water depth of 4000 m) it
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Figure 2.7: Present day tidal amplitudes from TPXO8. Top panel shows M2, bottom panel K1.

The shading indicates amplitudes and the black lines are the phase lines.
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would take a wave approximately 14 hours to travel from one end of the basin to the

other.

In the Atlantic, the tidal wave propagates northwards along the coast of Brazil with

large tidal ranges around the North Brazil Shelf, crosses the Atlantic to the central

west African coastline and continues northwards along the margins of the European

Shelf. In the North Atlantic energy is leaked onto the European Shelf where around 200

GW of tidal energy is dissipated (Egbert and Ray , 2000). Some energy is also lost to

the amphidromic systems around Iceland. Very large tidal amplitudes can be observed

throughout the Atlantic and in the Labrador Sea due to their resonant properties. As

the wave propagates back southwards along the east coast of the US, amplitudes become

much smaller. This is due to the energy losses in the North Atlantic region. For K1,

with exception of the Northern Labrador Sea tidal amplitudes are very small.

In the Paci�c, the M2 tides are still dominant but the K1 tides also have consider-

able amplitudes in a number of locations. For M2, large amplitudes can be seen in the

Panama basin and along the northwest coast of the US together with large tides around

New Zealand. The tidal wave propagates northward along the west coast of the US and

southward along the west coast of Asia and east coast of Central and South America.

The large tides and the anti-clockwise circulation around New Zealand are consistent

with topographic trapping (Bye and Heath, 1975). For K1, large tides are observed in

the North Paci�c, in the Sea of Okhosk, in the South China Sea and in the seas between

Thailand, Indonesia and northwest Australia. The tidal wave travels clockwise heading

northward along the west coast of the US and southward along east coast of Asia. In

the South Paci�c, the wave propagates northward along the east coast of Australia and

southward along the west coast of central America. The large tides observed in the In-

donesian Seas are consistent with a resonant Helmholtz oscillator (Zu et al., 2008).

In the Indian Ocean, again, the M2 tides display larger amplitudes than the K1 tide.

The K1 dynamics are dominated by a large amphidromic system with anti-clockwise cir-

culation in the central Indian Ocean, producing large amplitudes in the Arabian Sea. A

degenerate amphidrome is located on the African side of the Mozambique Channel. For

M2 the dynamics are more complex. The amphidromic system located in southeastern

basin produces a large semi-diurnal tidal range along the northwest coast of Australia

and in the Timor Sea. The Bay of Bengal is too narrow for the development of an

amphidrome. Instead the dynamics show similarities with a standing wave system with
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northward propagation of the tidal wave both on the east and west coast of the Bay of

Bengal and the tendency towards a degenerate amphidrome located on Sri Lanka. The

Arabian Sea in contrast has a geometry that allows the formation of an amphidrome.

Large tidal amplitudes can be seen in the Mozambique Channel. Nearly constant phases

are observed throughout the channel due to a double standing wave system. In the cen-

tral Indian Ocean a similar phenomenon can be seen with large amplitudes and nearly

constant phases which is termed an anti-amphidrome and corresponds to an antinode in

a standing wave system (Pugh and Woodworth, 2014).

The Southern Ocean and the Arctic basin are the only ocean basins which allow waters

to circumnavigate the globe. For both constituents the tidal wave propagates westward

around Antarctica, however, they have very di�erent structures. For K1, the tide resem-

bles a zonal wavenumber 1 Kelvin wave with large amplitudes along all of the margins of

the continent and enhancements in the Ross and Weddell Seas. Similar dynamics apply

to the M2 tide which has zonal wavenumber 2 or 3 structure. However considerable

interaction occurs with the topographic features on the Antarctic margin, such as the

Ross or Weddell Sea, due to the similar length scales of the topographic features and

the wave. Therefore, the amplitudes along the coastline of Antarctica tend to be small

but are strongly ampli�ed in the Weddell Sea and in parts of the Ross Sea (Gri�ths and

Peltier , 2009). In the Arctic, both M2 and K1 tides are small at present day. For M2 the

Arctic is characterised by an amphidrome located in the centre of the Arctic basin. This

results in an anticlockwise movement of the tidal wave around the basin. The largest

amplitudes are observed in the adjoining seas such as the Greenland Sea and the Barents

Sea.

2.4 How can sea-level changes alter tidal dynamics?

There are two di�erent mechanisms by which secular sea-level changes alter tidal dynam-

ics; �rstly, by altering the resonant properties of the ocean, and secondly, by altering

the propagation speed of the tidal wave, and hence the energy lost to friction, which

subsequently leads to shifts in the position of amphidromic points.

2.4.1 Resonance

Large enhancements in amplitudes and dissipation occur when the tidal forcing frequency

lies close to the natural period, Tnf , of an ocean basin. A change in sea-level can therefore
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alter the natural period of a (simpli�ed) ocean basin (Tnf is dependent on water depth;

see Equation 2.30). For the case of the Patagonian Shelf an increase in sea-level would

push the shelf sea closer to resonance for M2 frequencies (Carless et al., 2016). However,

for the open ocean basins the mechanisms are not as straightforward as interaction occur

between shelf seas and the open ocean. For an open ocean basin its resonant properties

can be described using the concept of a damped harmonic oscillator (Egbert et al., 2004).

A simple forced damped harmonic oscillator is described by the equation

∂2ζtt + γ∂ζt + ζ = sin(ωt), (2.50)

where ζ denotes the displacement, γ the damping coe�cient and ω is the forcing fre-

quency. The dissipation, ε, is given by

ε = R[iω/(1− ω2 − iγω)]. (2.51)

From Figure 2.8 it is evident that an ocean basin which is forced by an oscillation with

a frequency at or close to its resonant frequency and with minimal associated damping

then the tidal amplitudes and associated tidal dissipation are strongly enhanced in the

ocean basin. Egbert et al. (2004) used this concept to illustrate why tidal amplitudes and

dissipation were strongly enhanced in the North Atlantic during the LGM. The LGM

has resonant periods of 12.66, 12.8 and 14.4 hours (Platzman, 1975; Platzman et al.,

1981; Müller , 2008). The sea-level reduction of around 130m lead to a strong reduction

in the damping exerted by the present-day shelf seas and therefore an enhancement in

tidal amplitudes and associated dissipation during the LGM. During the deglacial period

as the shelf seas �ooded and the damping increased open ocean amplitudes in the North

Atlantic strongly decreased (see Chapter 4 for a detailed description). These results are

con�rmed by Arbic et al. (2009) who show that the magnitude of the open ocean tides

is controlled by the loss of tidal energy on the shelf seas and that the impacts of this

interaction are particularly strong when both the open ocean and the adjoining shelf sea

are close to resonance. Again, a sea-level change can lead to changes in the resonant

properties of either the open ocean or the shelf sea (or both), modifying the nature of

the interaction between the two.

2.5 Changes in propagation properties of the tidal wave

Taylor (1921) investigated the impacts of introducing a dissipative boundary on am-

phidromic systems in a frictionless semi-enclosed basin and showed that the loss of
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Figure 2.8: Dissipation rate in a forced damped harmonic oscillator plotted as log(ε). γ denotes

the damping coe�cient, and ωr/ω indicates the ratio between the resonant frequency and the

forcing frequency. Figure from Egbert et al. (2004).

energy from the incident Kelvin wave at the boundary resulted in a displacement of

the amphidromes to the left of the direction of travel of the incident wave and reduced

amplitudes along the left-hand boundary of the basin. Rienecker and Teubner (1980)

later included the e�ects of friction and demonstrated that the distance by which the

amplitudes were displaced was dependent on the magnitude of the energy losses through

friction and increases away from the dissipative boundary. Investigating the impacts

of the springs-neap cycle Pugh (1981) demonstrated that signi�cant movement of am-

phidromes occur between spring tides and neap tides due to larger proportionally larger

amounts of energy being lost during spring tides during neap tides. This work also

showed that the amount of energy lost at the head of the basin changes depending on

the position in the springs-neap cycle and is lower as the tidal range increase. These

factors highlight the non-linearity nature of the responses in this physical system.

A change in sea-level is therefore likely to a�ect amphidromic systems in basins not
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close to resonance in a number of di�erent ways. Increasing water depth will lead to an

increase in the propagation speed of the tidal wave, and hence shift the amphidromic

point towards the open boundary of the semi-enclosed basin. This shift should lead to

an increase in the amplitudes at the dissipative end of the basin, hence a larger tidal

range. The increase in tidal range also increases tidal currents. The energy losses due

to friction are dependent on the cube of the tidal currents, hence more energy is lost

due to friction. This in turn would shift the amphidromes to the left of the direction

of propagation of the tidal wave, hence further increasing the amplitudes on the right

side of the basin (with regards to the incident wave propagation direction). However,

following Pugh (1981) the increase in tidal range should also decrease the proportion of

tidal energy re�ected by the dissipative boundary, leading to a further displacement of

the amphidrome to the left of the incident wave travel direction.

2.6 The real world

However, the situations discussed here are highly idealised cases and in the real oceans

amphidromic systems are likely not to behave in such a fashion for a number of reasons:

1. water depths are not equal throughout the ocean,

2. the semi-enclosed basins are not rectangular,

3. sea-bed roughness varies considerably across ocean basins, leading to di�erent re-

sponses in dissipation and hence varying amphidrome displacements,

4. changes in self-attraction and loading of the Earth's surface are likely to occur

due to the changes in tidal elevations, which then result in feedbacks with the

large-scale tidal dynamics,

5. changes in resonant properties occur a�ecting amphidrome movement,

6. displacement of one amphidrome is likely to lead to a displacement of the neigh-

bouring amphidrome,

7. the sea-level changes discussed in this work are in most cases globally non-uniform,

resulting in additional complexities.

Therefore, it is concluded that the investigation of tidal changes in response sea-level

changes is a highly complex subject matter and the responses expected will be very
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di�erent between di�erent ocean basin and it is likely that is di�cult to discern any one

process responsible for a tidal change.

2.7 Summary

This chapter has given an overview of the basic tidal dynamics. The �rst part derived

the tide-generating potential and the equilibrium tide, and discussed variations in orbital

con�guration of the Sun and the Moon leading to the description of a number of basic

tidal constituents. This was done for the case of an idealised ocean with uniform water

depth and no land masses. The second part looked at tidal dynamics in the real ocean

and begins with the introduction of the shallow water equations. Thereafter concepts

such as conversion of energy from the barotropic to the baroclinic tide are introduced,

and the dissipation of tidal energy in the ocean is discussed and an overview over self

attraction and loading is given. A description of the M2 and K1 tide in the present-

day ocean is given. The chapter �nishes with a discussion of the mechanisms behind

changes in tidal dynamics in response to sea-level changes, and eludes on the reasons the

responses are highly complex and non-linear in the real ocean.
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3.1 A brief history and overview of global tidal modelling

Tidal modelling has a rich history, with the �rst successful attempts at modelling global

ocean tides being made during the late 1970s (e.g Pekeris and Accad , 1969; Parke and

Hendershott , 1980; Schwiderski , 1980). Using a hydrodynamic interpolation scheme,

Schwiderski (1980) established the �rst true global ocean tide model at a 1◦ horizon-

tal resolution by assimilating data from over 1700 tide gauges for the M2 and K1 tidal

constituents. This model was considered state of the art, until GeoSat provided the

�rst altimetric data sets in the late 1980s, enabling the establishment of global tidal

dataset with equally good or better accuracy than Schwiderski (1980). With the launch

of TOPEX/Poseidon in 1992, global tidal modelling progressed rapidly, �rstly, due to

the improved coverage of the new satellite system and secondly because of considerable

advances in numerical tidal modelling and the availability of computing facilities (Shum

et al., 2014). Since the early 1990s knowledge about tidal dynamics has vastly improved.

Considerable advances have been made in understanding the dissipation of tidal energy,

the conversion of barotropic to baroclinic tides, and the wider role of tidal energy in

the climate system. Measurements of the tides in critical areas such as the poles have

become available from both GPS measurements (e.g., Yuan et al., 1999; Löfgren et al ,

2014) and polar satellite missions (Stammer et al., 2014).

Three di�erent types of tidal models can be distinguished: (a) empirical models that

derive their data purely from the analysis of satellite altimetry data sets, (b) hydrody-

namic models that assimilate data from satellite altimetry and/or tide gauges and (c)

forward tidal models which compute the tides purely from the hydrodynamic equations.

Empirical tide models such as EOT11 (Savcenko and Bosch, 2012) or OSU12 (Fok , 2012)

use either least-squares harmonic analysis or the so-called response method to obtain em-

pirical estimates of the tides from satellite altimetry without the need of a hydrodynamic

model (Savcenko and Bosch, 2012). Assimilated tide models such as TPXO8 (Egbert and

Erofeeva, 2002), FES2012 (Carrère et al., 2012), or HAMTIDE (Taguchi et al., 2014)

interpolate altimetry and tide gauge data with help of barotropic hydrodynamic models

solving the shallow water equations. These models assimilate data from numerous satel-

lite missions over the past decades, e.g., TOPEX/Poseidon, Jason-1, Geosat Follow-On

(GFO), Envisat and ERS-2, in order to obtain complete global coverage. Both types of

models achieve accuracies of around 0.5 cm in the deep ocean and of less than 4 cm on

the continental shelves when compared to tide gauges for M2. Despite their high levels
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of accuracy the models still have problems in coastal environments due to e.g., contami-

nation of the satellite footprint by land, and issues accounting for air pressure and wind

variability (Vignudelli et al., 2005). In the high northern and southern latitudes seasonal

ice coverage hampers data quality (see the review by Stammer et al., 2014).

Unconstrained tidal models such as OTIS (Egbert et al., 2004), HIM (Hallberg and

Rhines, 1996) or STM-1B (Gri�ths and Peltier , 2009) solve the linearised barotropic

shallow water equations forced solely by the tidal potential. They include parameterisa-

tions for the conversion of barotropic tidal energy to internal tides. Self attraction and

loading (SAL) is usually implemented following an iterative procedure such as suggested

in Egbert et al. (2004). Models such as HYCOM (Chassignet et al., 2007; Arbic et al.,

2010) or STORMTIDE (Müller et al., 2012) are part of high resolution ocean models

and run in three dimensions as opposed to two dimensions in the previously mentioned

models. They are forced by the astronomic tidal potential and climatological wind �elds.

Surface buoyancy forcing is restored at regular intervals. These models resolve mesoscale

eddies and low mode internal waves. SAL is included in parametrised form. These two

groups of purely hydrodynamic models are able to simulate the tides with an accuracy

of around 5 cm in the deep ocean and 25 cm in the shelf seas in comparison to satellite

altimetry data and tide gauge data (Stammer et al., 2014). The accuracy of these models

depends to a very high degree on the quality of bathymetric data which leads to the large

inaccuracies in the shelf seas.

In the following the discussion will focus on the barotropic forward tidal model OTIS

and the global tidal model TPXO8 as these are the products used for to the subsequent

studies.

3.2 OTIS

The Oregon State University Tidal Inversion Software consists of two components � a

barotropic forward tidal model solving the hydrodynamic equations (Egbert et al., 2004)

(subsequently denoted as OTIS) and the inversion software that assimilates observa-

tional data into the model (Egbert and Erofeeva, 2002). The combined model is used to

develop the global tidal model TPXO and this work uses the forward tidal model OTIS

as a standalone software to simulate tides.

OTIS is widely used for both regional and global modelling of ocean tides, with studies

covering aspects of tides in the past, present and future (Egbert et al., 2004; Green,
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2010; Green and Huber , 2013; Green and Nycander , 2013; Rosier et al., 2014a; Pelling

and Green, 2013; Green and David , 2013; Wilmes and Green, 2014). In comparison

to other unconstrained purely hydrodynamic tidal models OTIS produces the high ac-

curacies both in the open ocean and in coastal regions (Stammer et al., 2014) and is

computationally e�cient to run. OTIS was therefore selected for this study.

3.2.1 The governing equations

OTIS solves the linearised shallow water equations (Egbert et al., 2004) as developed in

Chapter 2 or by Hendershott (1977) which are given by

∂U

∂t
+ f×U = −gH∇(ζ − ζEQ − ζSAL)− F (3.1)

∂ζ

∂t
= −∇ ·U, (3.2)

where U is the depth integrated volume transport, which is calculated as tidal current

velocity u times water depth H. f is the Coriolis vector, g denotes the gravitational

constant, ζ stands for tidal elevation and ζSAL denotes the tidal elevation due to self-

attraction and loading, and ζEQ is the equilibrium tidal elevation. F represents frictional

losses due to bottom drag and internal tide conversion. These equations are solved on

an Arakawa C-grid, using explicit �nite di�erences time stepping, with periodic forcing,

followed by harmonic analysis of the steady state solution to obtain tidal elevations

and transports (Egbert et al., 2004, 1994). OTIS can be run with up to 8 constituents,

though throughout this study most simulations are carried out for M2 and K1 only (and

in addition for S2 and O1 in Chapter 4). This way the computational expense can be

greatly reduced with only very minor losses in accuracy (Egbert et al., 2004).

3.2.2 Dissipation terms

The dissipation F = FIT+FB is a sum of terms of energy loss due to bottom friction

(FB) and the loss of energy to the internal tide (FIT ).

Bed friction, important for energy losses in shallow shelf seas, is implemented through

through a quadratic friction term

FB = CdU |u| /H (3.3)

where Cd is a dimensionless drag coe�cient which commonly takes a value of 3× 10−3.

Conversion of energy to internal waves is represented by a linear friction parameterisation
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(Zaron and Egbert , 2006; Green and Nycander , 2013) with

FIT = CITU (3.4)

where the internal wave drag coe�cient is given by

CIT = ΛH(∇H)2NbN̄

8π2ω
(3.5)

where Λ is a scaling factor and N is the buoyancy frequency given by N(z) = N0e
z/1300

with N0 = 5.24 × 10−3 and z = 0 at the sea surface. Nb denotes the value of N(z)

at the sea bed where z = −H. N̄ is the vertical average of N over the water column

calculated as N̄ = 1300N0[1 − e−H/1300]/H and ω denotes the frequency of the given

tidal constituent. Equation 3.5 presents a slightly modi�ed version of the formulation

given in Zaron and Egbert (2006) (CIT = cBC
Nb(∇H)2

kH ), in which the wave number k has

been replaced by k = πω
N̄H

(Kundu, 1990; Green and Huber , 2013; Green and Nycander ,

2013).

3.2.3 Implementation of self-attraction and loading

The correction for self-attraction and loading in equation 3.1 is implemented as an

equilibrium-like tide ζSAL (Egbert et al., 2004) which is related to ζ by

ζSAL = GSAL ∗ ζ (3.6)

where GSAL is the SAL Green function (see Section 2.3.5 and Ray (1998) for more

details). However, including this equation into equation 3.1 and evaluating it at each

time step is not computationally feasible. Therefore, the SAL correction is added as an

extra forcing term in order to avoid the explicit solution of the term.

In OTIS several di�erent methodologies are available for the implementation of the SAL

correction. Firstly, a prescribed SAL �eld can be used, e.g., for the present day tides

the SAL �eld is calculated from one of the versions of the global tidal model TPXO.

Secondly, a SAL correction can be implemented by the crude parametrisation suggested

by Pekeris and Accad (1969) where the Green's function is replaced by a scalar β so that

ζSAL becomes

ζSAL = (1− β)ζ (3.7)

with β commonly taking values of around 0.1. However, as shown by, e.g., Ray (1998),

this parametrisation is too simplistic to capture the SAL e�ects in all locations of the
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Figure 3.1: Root-mean square errors (RMSEs) of present-day amplitudes compared to TPXO8

for 6 SAL iterations. Iteration 1 has a prescribed present-day SAL �eld, iterations 2 to 5 calculate

SAL according to Equation 3.8. The black crosses and triangular markers show open ocean (h

> 500 m) RMSEs for M2 and K1, respectively, and the grey circles and diamond markers show

total ocean RMSEs for M2 and K1, respectively.

globe. The third methodology as implemented by Egbert et al. (2004), is an iterative

scheme by which the elevations from iteration n, ζn, are used to evaluate SAL elevations

for the nth iteration ζnSAL. ζ
n
SAL is given by

ζSAL = βζ +G′SAL ∗ ζ (3.8)

where, as previously a value of 0.1 is used for β. This scheme has the advantage that it

leads to a rapid convergence of the solutions in contrast to previous schemes (see Egbert

et al., 2004).

3.2.4 Open boundary conditions

At coastal open boundaries zero normal �ow is prescribed. At open ocean boundary

nodes both elevation and velocity boundary conditions can be speci�ed, though through-

out this work elevation boundary conditions are used. They are prescribed from the

TPXO6.2 database (see Egbert and Erofeeva, 2002, and section 3.3 for more details) at

the northern open boundary.

3.2.5 Model setup

In this study OTIS is run at a horizontal resolution of 1/8◦ × 1/8◦ which is a compromise

between computational e�ciency and numerical accuracy. Egbert et al. (2004) show that

increasing the grid resolution of the model from 1/8◦ to 1/12◦ results only in very minor
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improvements in the model accuracy. OTIS is run for the constituents M2 and K1 in

a near global set up ranging from 86◦S to 89◦N. This means that the southern open

boundary lies over the Antarctic continent, thus eliminating any errors at boundaries.

At the northern open boundary elevation boundary conditions are prescribed (see section

3.2.4). The model is run with a time step of 1 s for 13 days of which the last 5 days are

used for harmonic analysis with the inbuilt OTIS harmonic analysis software. Elevations

are output as complex numbers taking the form ζ = A ∗ exp(i ∗ θ), where the amplitude

A can be calculated as abs(ζ) and the phase as atan2(imag(ζ),real(ζ)).

In the standard setup four SAL iterations are carried out due to numerical reasons:

As each iteration takes two days when run on eight cores, a simulation with four SAL

iterations takes approximately eight days or 1536 computer hours. In Chapter 6, where

we need the greatest accuracy, as very small signals are compared, we carry out a further

two iterations. Figure 3.1 shows total and deep root-mean square errors of simulated

M2 and K1 amplitudes compared to TPXO8 (see Section 3.3). The �rst iteration of

the present-day run which is forced with the observed SAL �eld has a slightly higher

accuracy for M2 tidal amplitudes compared to the fourth iteration when the total ocean

is compared. However, the di�erence for the deep ocean is much smaller. For K1, the

accuracy in both the total and deep ocean is greatest for iteration four and remains

approximately constant for further iterations.

3.2.6 Bathymetries

The present-day bathymetric data is a composite bathymetry as in Egbert et al. (2004)

based on the Smith and Sandwell database, v.14, (see Smith and Sandwell , 1997, and

http://www.topex.ucsd.edu/pub/global_topo_1min/ for the latest version) (SS) with

bathymetry for the Arctic and Antarctic from the IBCAO, v.2, (see Jakobsson et al.,

2008, and http://www.ngdc.noaa.gov/ mgg/bathymetry/arctic/ for the latest ver-

sion) and ETOPO1 databases (see Amante and Eakins, 2009, and http://www.ngdc.

noaa.gov/mgg/global/). Each dataset was interpolated to a common resolution of 1/8◦

× 1/8◦, and then the datasets were merged over 5◦ latitude using linear weighting. IB-

CAO and SS overlap between 74◦N and 79◦N, and SS and ETOPO1 have a common

grid between 65◦S and 60◦S.

Older bathymetric data bases, e.g. early versions of GEBCO, assume that all ice is

grounded around Antarctica treating any ice that is present as grounded. However, in a
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signi�cant number of embayments in Antarctica, the ice draining the ice streams is �oat-

ing on the water column as ice shelves. Ignoring water present under ice shelves leads to

pronounced di�erences in the bathymetry (both for water depths and coastline shapes).

Using this bathymetry for tide modelling leads to large changes in tidal dynamics. As the

water depths under the ice shelves can be quite considerable, it is important to include

these in the bathymetries that form the basis of the tidal model. Here, bathymetry data

beneath ice shelves in Antarctica is found by reducing the bedrock water depth by the

amount of water displaced by the overlying ice. Hereby it is assumed that the grounding

line is located where the water depth is equal to the volume of water displaced by the

ice. If the amount of water displaced by the ice is greater than the bedrock water depth,

the ice is assumed to be fully grounded. The water depth in the vicinity of the ice sheets

is therefore calculated as

dw =


dbr − 0.9 · hi if 0.9 · hi < dbr

0 if 0.9 · hi > dbr

(3.9)

where the hi denotes ice thickness, dbr is bedrock depth and dw is water column thickness.

The factor 0.9 corrects for the reduced density of ice in comparison to water.

3.3 TPXO8

TPXO8 is the global tidal solution for elevations and barotropic currents (see Figure 2.7)

used for validation throughout this work. TPXO8 is the most recent product in the series

of TPXO global tidal datasets, with the �rst version published in 1994 (Egbert et al.,

1994) and since improved by Egbert and Erofeeva (2002). Data from satellites and tide

gauges is assimilated into the hydrodynamic model OTIS using a representer-based ap-

proach. TPXO8 uses harmonically analysed along-track data from the Topex/Poseidon

and Jason missions. In the Arctic and Antarctic, data from ERS/Envisat, together with

tide gauge data, is added to achieve a good global coverage. TPXO8 includes over 30

regional high-resolution solutions for continental shelf areas and enclosed seas assimilat-

ing more detailed satellite data. These were then merged into a lower 1/30◦ horizontal

resolution global solution.

TPXO8 uses a prescribed SAL correction calculated from the previous version TPXO6.2

and applies a linear bed friction parameterisation. In contrast to the purely hydrody-

namic version of OTIS the inverse model solves the linearised shallow water equations in
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the frequency domain by factorisation of a coe�cient matrix. This is much faster than

the original approach. Also, velocities are eliminated from the equations, bringing further

improvements in computational e�ciency. Data is assimilated with help of a representer

approach whereby a weighted sum of the squared mis�ts between the observational data

and the linearised shallow water equations is minimised (Egbert and Erofeeva, 2002).

The latest version of TPXO, TPXO8, displays high levels of accuracy of 0.5 cm in the

deep ocean and 3.5 cm in the shelf seas compared to observations. Slightly larger errors

can be seen along coast lines and in the polar seas (Stammer et al., 2014).

3.4 Summary

This chapter has given a brief overview of the history of large developments that have

taken place from the 1980s when the �rst attempts at global tidal modelling were made

through to the present where high resolution tidal models with global errors of less than 5

cm are available, and provided an overview the di�erent tidal models currently available

to simulate global tidal dynamics. In the next part the reasoning behind the choice of

the tidal model OTIS for this study is explained, and a detailed technical description

of OTIS is included. Here, a description of the model setup speci�c to this study is

included. The last section of the chapter provides details on the global tidal solution

TPXO8, which is used for validation of OTIS throughout this work.
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4.1 Introduction

The 120�130 m ice-equivalent sea-level reduction during the Last Glacial Maximum

(LGM; some 22,000�18,000 years before present; henceforth 22�18 kyr BP) had a signi�-

cant impact on the tides on a variety of scales due to the exposure of the continental shelf

seas (e.g Egbert et al., 2004; Arbic et al., 2004; Uehara et al., 2006; Gri�ths and Peltier ,

2008, 2009; Green, 2010; Hill et al., 2011; Hall et al., 2012). This had pronounced e�ects

on the tides, mainly by increasing the total amount of semi-diurnal tidal energy lost in

the ocean during the LGM to levels far above present. Furthermore, most of this energy

dissipated in the deep ocean and not in shallow shelf seas, as is the case today (Egbert

and Ray , 2001). As the sea-level rose at the end of the glacial period, the present day

shelf seas �ooded and there was a subsequent shift in the tidal dissipation from the open

ocean to the newly �ooded shelf seas (e.g., Egbert et al., 2004; Uehara et al., 2006; Green,

2010). Here, we present new simulations of the evolution of the near-global tides from

the LGM to the present. The purpose of this investigation is four-fold:

1. present the evolution of the global semidiurnal tides at higher temporal and spatial

resolutions than previously reported (e.g., Egbert et al., 2004; Uehara et al., 2006;

Hill et al., 2011; Hall et al., 2012),

2. describe the evolution of the diurnal tides from the LGM to the present,

3. investigate the sensitivity of the global tides at present and during the LGM to

the location of ice sheet grounding lines, thus extending the work by Gri�ths and

Peltier (2009) and

4. comment on the implications of altered tidal dissipation for the large-scale ocean

circulation.

Previous simulations of the palaeoocean tides show surprising results, with total globally

integrated dissipation some 30% larger than at present and a larger fraction of this energy

dissipating in the deep ocean (Egbert et al., 2004; Green, 2010). The dissipation in the

semi-diurnal band increased far more than that of the diurnal constituents (Green, 2010),

which implies that the mechanism behind these shifts is tidal resonance (Egbert et al.,

2004; Gri�ths and Peltier , 2008; Arbic et al., 2009; Green, 2010). Removing the shelf

seas e�ectively reduces the damping of the tides, which � when the ocean basin is close

to resonance � leads to an increased tidal amplitude and associated dissipation of energy
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(see Egbert et al., 2004; Green, 2010, especially their Figs. 11 and 1, respectively). The

present day North Atlantic has natural resonant periods of 12.66, 12.8 and 14.4 hours

(Platzman, 1975; Platzman et al., 1981; Müller , 2008). The exposure of shelf seas during

the LGM removed the damping of the glacial ocean which explains why `megatides' (tidal

amplitudes in excess of 6 m) may have been present there during the LGM (e.g., Uehara

et al., 2006; Arbic et al., 2007a; Gri�ths and Peltier , 2008, 2009) and not at present.

Furthermore, Arbic et al. (2009) and Skiba et al. (2013) show that adding a shelf ocean,

which is close to resonance, to a deep ocean basin, that is also close to resonance, reduces

the deep ocean tides of the ocean basin. This is analogous to when the European and

Patagonian shelves �ooded during the deglaciation after the LGM.

The extent of �oating ice shelves in Antarctica and the bathymetries under the ice shelves

are important in determining the regional tidal dynamics (Gri�ths and Peltier , 2009;

Rosier et al., 2014a). However, there is an ongoing debate about the exact grounding line

location of the Antarctic Ice Sheet during the LGM and the subsequent deglacial period.

This is especially true for the Weddell Sea sector (see Fig. 4.1), where estimates range

from an ice sheet grounded at the shelf margin (e.g., Hall and Denton, 2000; Larter et al.,

2012; Anderson et al., 2002) to an only partially grounded ice sheet within the Weddell

Sea, with strongly di�ering estimates over the timing of the initiation of deglaciation

(e.g., Stolldorf et al., 2012; Hein et al., 2011; Hillenbrand et al., 2012). For the Western

Ross Sea, however, there is a general consensus that the ice sheet grounded at the present

day shelf break during the LGM (e.g. Anderson et al., 2002; Domack et al., 1999; Hall

and Denton, 2000; McKay et al., 2008; Livingstone et al., 2012). Although the behaviour

of the ice masses in the Western Ross Sea has been extensively researched, ambiguity

of both LGM extent and deglacial behaviour exists for the Eastern Ross Sea (e.g. Shipp

et al., 1999; Anderson et al., 2002; Mosola and Anderson, 2006). Gri�ths and Peltier

(2009) investigate regional changes in the polar LGM tides in global tidal simulations

in response to di�erent grounding line positions of both the Antarctic Ice Sheet and the

ice sheet occupying the Queen Elizabeth Islands in the Canadian Arctic. They show

that grounding line shifts a�ect the tides in the vicinity of the respective ice sheets. In

our simulations we extend the approach by Gri�ths and Peltier (2009) and analyse the

response in global tides to di�erent grounding line positions of the Antarctic Ice Sheet

from the LGM to the early Holocene.

There are several reasons to reinvestigate the tidal evolution over the last 21 kyr with
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higher resolution and with the response of both semidiurnal and diurnal tides described.

Changes in tidal dissipation can a�ect the large scale meridional overturning circulation

(MOC), which has been shown to be sensitive to the input of mechanical energy in the

deep ocean (e.g., Huang , 1999; Johnson et al., 2008; Green et al., 2009). Based on �rst

order physical principles (e.g., Stommel , 1961), it is thus expected that the MOC during

the LGM would have been stronger. Instead, most investigations point towards the

MOC being more sluggish in the past, due to an increased freshwater input to the North

Atlantic, which hampered the formation of North Atlantic Deep Water (e.g., Broecker

and Denton, 1990; Lenderink and Haarsma, 1994; Rahmstorf , 2002; Green et al., 2009).

However, the increased energy input from tides during the LGM may have facilitated

the recovery of the MOC at the end of any freshwater pulse (Green et al., 2009; Green

and Bigg , 2011). The very large tides reported in the Arctic and Labrador Sea during

the LGM may also have been acting to destabilize the continental ice sheets (Arbic

et al., 2004; Rosier et al., 2014a). Additionally, tides themselves are quite sensitive to

the location of ice sheet grounding lines (Gri�ths and Peltier , 2008, 2009; Rosier et al.,

2014a). The present simulations thus provide a new insight into the behaviour of the

tides over the last 21 kyr at high resolution, and may form a basis for ocean mixing in

further climate models simulations.

In order to provide better tidal estimates for the last 21 kyr, we re-run the model used

by Egbert et al. (2004) but with a slightly modi�ed set up. We include most of the

Arctic, as opposed to cutting at 82◦N, which adds information about tidal changes in

the Arctic and reduces the in�uence of open boundary conditions on the tidal solution.

We also include analysis of the K1 tide � the focus of most previous studies has been

on M2 � and we investigate the sensitivity of the global tidal evolution to the location

of the Antarctic grounding lines. Furthermore, we present results from time slices every

500�1000 years from the LGM to the present, thus exploring new features of the tides

not reported previously. Previous global studies have either presented selected time

slices with spatially high resolution (Egbert et al., 2004; Green, 2010), coarse resolution

studies with higher temporal resolution (Thomas and Söndermann, 1999; Uehara et al.,

2006) or have shown temporally and spatially highly resolved regional timeslices (Uehara

et al., 2006; Hill et al., 2011; Hall et al., 2012). To date only regional changes in tides in

response to changes in the grounding line location and ice shelf extent of the Antarctic

Ice Sheet have been examined (Gri�ths and Peltier , 2009; Rosier et al., 2014a). This
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work is carried out with both a high temporal and spatial resolution and looks at the

global impacts of changes in the grounding line in Antarctica. We begin by introducing

the tidal model in the next section, including an overview of the di�erent simulations.

The results for both the M2 and K1 constituents from these simulations are presented

in section 4.3 where we �rst explore the LGM state and then investigate the temporal

evolution from the LGM to the present. Section 4.3.4 investigates the implications of

the changes in tidal dissipation during the LGM on the MOC.

4.2 Tidal modelling

4.2.1 Model description

The Oregon State University Tidal Inversion Software (OTIS) has been used in several

previous investigations to simulate global and regional tides in the past, present and

future oceans (e.g., Egbert et al., 2004; Green, 2010; Pelling and Green, 2013; Green

and Huber , 2013). It provides a numerical solution to the shallow water equations, but

the non-linear advection terms and the horizontal di�usion are neglected without loss of

accuracy (Egbert et al., 2004). The only forcing is the astronomic tide-generating force.

Energy is dissipated through a quadratic bed-friction term and a linear tidal conversion

scheme, representing the energy losses to internal tides. It is used in the setup described

in Chapter 3.2.

We acknowledge that changes in strati�cation could be important for the LGM, but they

have been studied elsewhere (e.g. Egbert et al., 2004; Gri�ths and Peltier , 2009) and our

focus is on evaluating changes in tides due to shifts in the grounding line position. The

establishment of a more accurate strati�cation is work in progress and not part of the

scope of this study. The ocean may have been more strati�ed during the LGM, making

N2 up to a factor of two higher (Green et al., 2009). In order to test for sensitivity of

the results to changes in strati�cation we perform simulations of the LGM tides with IT

drag multiplied by factors 0.5 and 2 in order to evaluate the sensitivity of dissipation to

o�sets in strati�cation.

The palaeotopography comes from ICE-5G (see Peltier , 2004, and http://www.atmosp.

physics.utoronto.ca/peltier/data.php for the latest version), which has a 1◦ × 1◦

resolution and is available in 500 or 1000 year time slices from the present to the LGM. For

accuracy reasons, the runs were also made on a 1/8◦×1/8◦ grid, with palaeobathymetries
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Figure 4.1: Present day bathymetry assembled from the Smith and Sandwell, v.14, IBCAO , v.2,

and ETOPO1 databases. Regions mentioned in subsequent sections of this paper are marked on

the map.

obtained following the methodology in Egbert et al. (2004): for each time-slice, the

di�erence between the 1◦ × 1◦ palaeobathymetry and the 1◦ × 1◦ version of the present

day (PD) bathymetry (see Chapter 3.2.6 for a description and Figure 4.1) was computed

and then linearly interpolated to the PD 1/8◦ grid and added to the PD 1/8◦ bathymetry.

This leads to sea-level adjustment consistent with the ICE-5G database, but with the

necessary resolution to obtain reliable results.

The model grid thus has a fully-global longitudinal span and covers the globe between

86◦S�89◦N in latitude. At the northernmost boundary, an elevation boundary condition

was applied using data from the TPXO7.2 database (see Egbert and Erofeeva, 2002, and

http://volkov.oce.orst.edu/tides/ global.html). Simulations with a land-mass at

the northernmost boundary were run for a few select time slices and did not change the

results (e.g. Egbert et al., 2004; Arbic et al., 2009). We opted for the open boundary

in the Arctic here. However, the fully-global simulations in Gri�ths and Peltier (2008,

2009) suggest that the tide was almost an order of magnitude larger along 89◦N during

the LGM � a feature which must have been crucial to generate their megatides along

the Arctic shelf. As described later, we therefore performed sensitivity simulations with
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enhanced tidal amplitudes in our boundary conditions.

The present day runs are evaluated against the TPXO8 database, which was averaged

from a 1/30◦ × 1/30◦ to 1/8◦ × 1/8◦ horizontal resolution and then interpolated using

linear interpolation to the common latitude-longitude grid. Note that for computational

reasons (model issues with high resolution �les), we still use TPXO7.2 for the boundary

conditions. The di�erence between the two databases is negligible along 89◦N and should

not impact on the results but TPXO8 is generally more accurate due to the increased

resolution.

4.2.2 Grounding line scenarios

LGM to early Holocene (21 to 10 kyr BP) simulations are carried out for two extreme

grounding line cases. This enables us to take the uncertainties of the reconstructions

discussed in Section 4.1 into account and to provide a realistic range in which partially

grounded cases could lie. The �rst case deals with grounded Antarctic ice shelves (ice

in Weddell and Ross Sea grounded, henceforth referred to as `GR`), whereas the second

case uses �oating Antarctic ice shelves (ice in Weddell and Ross Sea �oating, `FL`). For

the GR case, all Antarctic ice given by the ice thickness data in the ICE-5G dataset

is assumed to be grounded. For the FL case the change in ice thickness between the

palaeo-slices and the present day case is added to the total water depth and only when

the ice thickness exceeds the height of the water column is the ice grounded. Otherwise

we assume that a �oating ice shelf is present. The horizontal extent of the �oating ice

shelf is the same as for the grounded ice sheet. We do not specify the thickness of the

ice shelves as it is the total water depth change, i.e. the eustatic and isostatic sea-level

changes together with alterations water depth due to the displacement of water from the

presence of ice shelves, and the location of the grounding line that are important for the

tidal dynamics (e.g. Gri�ths and Peltier , 2009; Rosier et al., 2014a). Throughout the

Holocene we assume the ice to have been ungrounded in the Weddell and Ross Sea and

only the FL case is referred to for this period.

4.2.3 Simulations and computations

Runs are made for the present and for a number of palaeo time-slices between 21 kyr

BP and 1 kyr BP using the relevant topography for each time-slice (the simulated ages

are marked in Fig. 4.8). The simulation period for each run is 13 days, of which
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the last 5 days are used for harmonic analysis of the modelled elevations and currents.

Forcing consists of the astronomic tidal potential and prescribed elevations at the Arctic

boundary for the M2 and K1 constituents. Additionally, runs are made for the LGM (21

kyr) and the present using M2, S2, K1 and O1 forcing with a 45-day run time and 30 day

harmonic analysis. The S2 signal responds very similarly to M2, and O1 is close to K1 in

response, so for computational economy we focus on M2 and K1 in the following. Model

output consists of tidal amplitudes and phases, and volume transports and transport

phases for each modelled constituent. In order to test for the sensitivity to variations

in the elevation boundary conditions at the northern open boundary (89◦N) we perform

runs where the TPXO7.2 boundary conditions are multiplied by factors of 2, 4, and 8

for the 21 kyr time slice with grounded Antarctic ice sheets.

The dissipation of tidal energy is computed following the methodology in Egbert and Ray

(2001) (see Chapter 2.3.7 for a description).

4.3 Global tidal dynamics

4.3.1 The control runs

The amplitude and dissipation �elds for the PD control runs for M2 and K1 for both

�oating and grounded Antarctic ice shelves can be seen in Figs. 4.2 and 4.3. The di�erent

present-day scenarios are from now on referred to as pdM2� (present day, M2 constituent

and �oating ice shelves), pdM2gr (present day, M2 constituent and grounded ice shelves)

for M2, and pdK1� and pdK1gr for the K1 results, respectively. Note that the grounded

PD simulation is a sensitivity case, arising from some global topographic data bases not

having including bathymetric data under the Antarctic ice shelves. The corresponding

root mean square (RMS) amplitude errors, total and deep dissipation, and correlation

coe�cients between modelled and observed amplitudes are listed in Table 4.1.

Using TPXO8 as observations we obtain a RMS di�erence of less than 6.8 cm between

the modelled M2 tidal amplitudes for the �oating ice shelf case (Fig. 4.2) and observed

M2 elevations. In water deeper than 500 m, the RMS di�erence is below 3.9 cm. This

demonstrates a marked improvement to the simulations by Egbert et al. (2004). The

correlation coe�cient between pdM2� and TPXO8 is r = 0.95, thus explaining 90% of

the variance in TPXO8 which implies that we capture both the absolute tidal amplitudes

and the structure of the tidal elevation relatively well. For the grounded ice sheet case,



4.3. GLOBAL TIDAL DYNAMICS 79

Figure 4.2: Present day M2 amplitudes for (a) �oating and (b) grounded Antarctic ice shelves,

respectively; (c) and (d) same but for K1

Figure 4.3: Same as Fig. 4.2 but for dissipation
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pdM2gr, the RMS values are considerably higher, with 16.6 cm and 12.8 cm for the whole

ocean and the deep ocean respectively. There is a marked o�set in the tides around both

Antarctica and in the North Atlantic region in this run. This highlights issues that occur

when using inaccurate Antarctic bathymetries and incorrect grounding line positions of

the ice sheets. The grounding of the ice shelves around Antarctica leads to a marked

increase in amplitude of several meters around Antarctica and a northward shift of the

nearby amphidromic points. This results in decreases in amplitudes along the south-east

coast of South America and an increase along the central east coast (Fig. 4.2). The

shift in amphidromic points propagates all the way into the North Atlantic, resulting in

increased amplitudes in the Labrador Sea, the Nares Straits, and along the west coast

of North America. In addition to the amplitude shifts caused by the blocking of the

Weddell Sea, the grounded ice also acts as a wall, which re�ects tidal energy back into

the North Atlantic. Again, this results in a more energetic tidal �eld. These changes

are also re�ected in the dissipation �eld. Total M2 dissipation for the FL case is 2.29

TW of which 0.96 TW (41%) takes place in the deep ocean (i.e., where h > 500 m).

This compares very well with the deep dissipation from both TPXO8 (0.96 TW) and

the estimates by Egbert and Ray (2001). It does however slightly underestimate the

dissipation in shallow water, probably due to errors in the bathymetry. For the GR case,

the dissipation increases considerably to 3.17 TW in total with 1.18 TW (37%) occurring

in the deep ocean. Here, a shift in dissipation takes place from the Patagonian shelf into

Drake Passage and the Atlantic part of the Southern Ocean. The North Atlantic becomes

signi�cantly more energetic, as seen from the amplitudes. This shows that a regional

change in bathymetry can lead to signi�cant alterations of global tidal dynamics.

The RMS error for pdK1� is below 3 cm for the global tides and less than 1.8 cm for the

deep ocean. The pattern correlation between TPXO8 and pdK1� is r = 0.93 and our

model result thus explains 86% of the variance in the TPXO8. For the grounded ice shelf

case (pdK1gr) the RMS values are larger than for the �oating case (pdK1�), with values

of 4.5 cm and 2.4 cm for the global and deep ocean, respectively. With grounded ice

shelves the explained variance is reduced by 8%. For K1, the di�erence between grounded

and �oating ice shelves is much less pronounced than for M2, and the shifts in amplitude

are local and con�ned to the proximity of Antarctica. For the GR case a pronounced

decrease in dissipation can be seen in this region in comparison to the FL case, whereas

only small changes occur throughout the remaining ocean. Total dissipation for the FL
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Table 4.1: Comparison of present day simulations for grounded and �oating ice shelves for M2

and K1, respectively, to TPXO8. Amplitude root mean square errors (RMSE) were calculated

globally (1st column; total RMSE) and for the deep ocean (depths > 500 m; 2nd column;

deep RMSE); the pattern correlations (3rd column; correlation coe�.) were obtained by simply

correlating our elevation �elds with the TPXO �elds. The 4th and 5th columns show total and

deep (> 500 m) dissipation, respectively.

Case
tot. RMSE

(cm)

deep RMSE

(cm)

correlation

coe�.

tot. dissip.

(TW)

deep dissip.

(TW)

TPXO8 M2 � � � 2.393 0.957

TPXO8 K1 � � � 0.355 0.127

pdM2� 6.671 3.866 0.947 2.291 0.957

pdM2gr 16.604 12.776 0.866 3.172 1.176

pdK1� 2.838 1.771 0.926 0.380 0.174

pdK1gr 4.555 2.391 0.903 0.368 0.122

case is 0.38 TW with 45% of the dissipation taking place in the deep ocean giving a good

�t with the TPXO8 data. For the grounded case, total dissipation does not change but

the fraction of deep dissipation decreases to 33%. This is because dissipation previously

occurring in the Weddell and Ross Seas is omitted, leading to increased amounts of

energy on the Antarctic shelf and in the Indian Ocean.

4.3.2 Tidal evolution

In this section the evolution of the tides from 21 kyr BP to present is described for

both M2 and K1, for each of the two grounding line scenarios. The LGM amplitude and

dissipation �elds can be seen in Figs. 4.4 and 4.5. The evolution of dissipation globally

is shown in Fig. 4.8, and the corresponding basin wide dissipation is displayed in Fig.

4.7.

M2 constituent

Global tidal dynamics at the LGM are strongly altered in comparison to the present

day case for both scenarios. For both grounding line cases, strongly enhanced tidal

amplitudes and dissipation can be seen throughout the Atlantic, around Antarctica, the

Coral Sea, the Gulf of Aden, the area north of the Mozambique Channel and the Gulf

of Panama (Fig. 4.4). These areas correspond to areas of increased dissipation rates

(Fig. 4.5), and our results are consistent with those reported by Egbert et al. (2004) and
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Figure 4.4: LGM (21 kyr BP) M2 amplitudes for (a) �oating, and (b) for grounded Antarctic

ice sheets, respectively. (c) and (d) same as (a) and (b) but for K1

Figure 4.5: Same as Fig. 4.4 but for dissipation
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Gri�ths and Peltier (2008, 2009). However, considerable di�erences can also be seen

between the two di�erent grounding line scenarios in both amplitudes and dissipation

rates. At 21 kyr BP, the main di�erences in amplitude and dissipation between the

grounding line scenarios are found in the Atlantic (Fig. 4.7). In the South Atlantic and

in the vicinity of Antarctica the smallest amplitudes are observed for the grounded ice

shelf case. This is the scenario which generates the largest tidal amplitudes in the North

Atlantic region with a maximum of 5.5 m in the Labrador Sea. Ungrounding the ice

sheet in both the Weddell and Ross Seas reduces the amplitude in the North Atlantic

considerably, with the maximum amplitudes in the Labrador Sea dropping to 4.1 m.

However, due to the formation of a shallow shelf sea in the Weddell Sea, considerable

semi-diurnal tidal amplitudes of up to 5.5 m can now also be seen here, and large tides

can be observed in the Ross Sea. This corresponds to the results presented by Gri�ths

and Peltier (2009), who also �nd large changes in the regional Antarctic tides in response

to grounding line shifts and report strongly enhanced tides in both the Ross and Weddell

Sea for the LGM. They also �nd that the large tides in the Ross Sea disappear when the

grounding line is advanced out towards the shelf break whereas the tides in the Weddell

remain ampli�ed with the grounding line shifts. These global di�erences in the tides due

to grounding line changes are also re�ected in the dissipation patterns which di�er mainly

in both the North and South Atlantic. Less energy is dissipated in the North Atlantic

region as the Weddell Sea ice becomes ungrounded whereas for the South Atlantic the

opposite is the case. The total M2 dissipation estimates for the grounded case is 4.75

TW (GR), whereas the dissipation for the �oating case is much lower at 4.05 TW (FL).

The values mark an increase in dissipation compared to the FL present day case by

between 1.8 TW (78%) and 2.5 TW (107%) for the lowest and highest case respectively.

These values are in close correspondence to those previously reported (Egbert et al., 2004;

Uehara et al., 2006; Gri�ths and Peltier , 2008, 2009). The reason for these di�erences

in dissipation rates between the two scenarios becomes evident from Fig. 4.5 (a) and (b).

For the FL case, the North Atlantic region tidal amplitudes are reduced in comparison

to the GR scenario and less dissipation takes place south of Greenland. For the GR

case, the grounding of the entire ice in the Weddell Sea and the removal of the shelf sea

occupying the Weddell Sea enhances the Atlantic tides and increases dissipation in the

North Atlantic. This is the same mechanism as discussed in Egbert et al. (2004) and

Green (2010) where the removal of the damping factor (in this case the shelf sea in the
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Weddell Sea) in a basin that is in a near resonant state acts to enhance the dissipation

in this system.

We do not �nd the LGM megatides in the Arctic which Gri�ths and Peltier (2008, 2009)

see in their fully global simulations. Their results show M2 amplitudes which exceed 3 m

around the margins of the Artic basin. We on the other hand �nd tides in the Arctic basin

which are strongly ampli�ed by up to a factor of �ve, however the absolute amplitudes

changes are much smaller than those reported by Gri�ths and Peltier (2008, 2009).

Increasing the elevation boundary conditions at the open boundary at 89◦N by a factor

of two leads to a small increase in the Arctic tides, whereas a factor eight leads to an

increase in amplitudes on the shelf close to the values reported by Gri�ths and Peltier

(2009). The increase in open boundary elevation also induces amplitudes near the North

Pole which are consistent with those seen by Gri�ths and Peltier (2009). However, we

�nd that altering the boundary conditions in the centre of the Arctic has very little e�ect

on the tides elsewhere on the globe outside the Arctic Basin. The amplitude di�erences

generally do not exceed 5 cm and are restricted to areas where the tides were large during

the LGM in the �rst place. The same applies for dissipation rates, where the factor 8

boundary condition simulation produces an increase in global dissipation by 5% with the

changes being local and restricted to the Arctic.

Large shifts in the global patterns of both amplitude and dissipation take place during

the transition from the LGM to present that di�er for each of the two grounding line

scenarios for the semi-diurnal tidal constituent. The changes during this period can be

divided into four distinct phases over the time period under investigation:

21�16 kyr BP: Between 21 and 18 kyr BP both amplitudes and dissipation rates

largely re�ect the LGM state and remain fairly constant throughout the period.

Dissipation occurs mainly in waters deeper than 500m, as most of the shelf seas

were emergent during this period. Large tides can be observed in the Labrador

Sea, along the European coast, and along the ice margins in the Weddell Sea. For

both scenarios, the initial �ooding of the shelf seas between 18 and 16 kyr BP leads

to a slight drop in Labrador Sea amplitudes, accompanied by an increase of the

amplitudes on the European shelf. The dissipation rates remain constant over this

period.

16�10 kyr BP: As the shelf seas continue to �ood, pronounced drops in amplitudes

and dissipation can be seen for both grounding line scenarios, with dissipation
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Figure 4.6: M2 amplitudes at 14 kyr BP for (a) GR and (b) FL, at 11 kyr BP for (c) GR and

(d) FL, at 10 kyr BP for (e) GR and (f) FL,and (g) 9 kyr BP and (h) 8 kyr BP for FL.
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shifting from the deep ocean to the shelf seas. The changes in dissipation take

place gradually and are more pronounced for the GR case, with total dissipation

decreasing by 0.8 TW and deep dissipation by 1.8 TW. For the FL case the drops

amount to 0.4 and 1.3 TW, respectively (Fig. 4.8). These �gures correspond to the

results presented by Uehara et al. (2006) who report decreases in dissipation of a

very similar magnitude from simulations with a coarse resolution global tidal model

for this time period. For the FL scenario, initially, the total dissipation remains

fairly constant. A gradual decrease in amplitudes in the Labrador Sea can be seen

commencing around 14 kyr BP corresponding to increased �ooding of shelf seas

which acts to reduce the deep dissipation rates. At this point, the dissipation in

the Southern Ocean and South Atlantic also begin to drop. Meanwhile, dissipation

in the North Paci�c and the Indian Ocean increases due to the formation of new

shallow seas. An especially pronounced drop in tidal amplitudes in the North

Atlantic occurs between 12 and 11 kyr BP when the shelf area fraction increases by

nearly 2% and parts of the Weddell and Ross Seas and the Patagonian Shelf �ood.

The �ooding of these areas, which are all highly e�cient dampers, consequently

reduces the Atlantic tides and decreases dissipation. A large drop in dissipation

can also be found in the North Paci�c due to the �ooding of the Yellow Sea. For the

GR scenario both amplitudes and dissipation remain fairly constant in the North

Atlantic region between 16 and 14 kyr BP, despite the large topographical changes.

Decreases in dissipation can be seen in the Southern Ocean, South Atlantic and

South Paci�c. From 14 to 10 kyr BP pronounced changes in global tidal dynamics

take place: tidal amplitudes in the Labrador Sea strongly decrease whereas large

amplitudes can now be seen on the European Shelf. With the �ooding of the shelf

seas North Paci�c and Indian Ocean dissipation initially increases, but for the

Paci�c the trend is reversed around 11.5 kyr, when sea-level rises abruptly.

10�8 kyr BP: The most pronounced drop in global dissipation takes place between

10 and 9 kyr BP for both grounding line cases � a result very similar to those

in Uehara et al. (2006). For the FL scenario, large drops in amplitude occur

throughout the Atlantic and Indian Oceans, as well as in the Weddell and Ross

Sea where amplitudes decrease locally with over 1 m. These drops coincide with

the partial opening of the Nares Strait and changes in water depth of over 50 m

in both the Weddell and Ross Sea due to the melting of the ice occupying these
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embayments (as given by changes in ICE-5G ice thicknesses). For the GR case we

assume that the ice sheets in the Weddell and Ross Sea unground between 10 and 9

kyr BP. Consequently, the amplitude and dissipation rates follow the FL case from

that point onwards. The ungrounding event may have taken place at an earlier or

later stage, but the e�ects are very similar regardless the timing. The ungrounding

of the ice sheet in the Weddell and Ross Seas leads to a large decrease of the global

total dissipation. For the GR case, these drops take a very similar pattern as for

the FL case in this time step, i.e. the dissipation decreases throughout the Atlantic,

Indian Ocean and Southern Ocean, but it is strongly enhanced around Antarctica

and slightly increased throughout the remaining ocean basins. These changes in

dissipation are driven by large tidal amplitudes in the Weddell and Ross Seas,

and pronounced drops in amplitudes in all of the large ocean basins. The largest

changes in amplitude for the FL scenario take place between 9�8 kyr and coincide

with the retreat of large parts of the Laurentide Ice Sheet (e.g. Dyke and Prest ,

1987). The resulting extensive �ooding led to an increase of the global shelf sea

area by 2%, the largest increase over the simulation period. With the �ooding of

the Hudson Strait and Hudson Bay, amplitudes in the Labrador and Weddell Sea

drop drastically (by up to 1.5 m for both cases) whereas an increase in amplitudes

can be seen on the Patagonian Shelf. Large tidal amplitudes also appear in the

newly formed Hudson and Nares Straits in the Canadian Arctic (Fig. 4.6 (g) and

(h)).

8�0 kyr BP: The last 8000 years show only small variations of the M2 tidal ampli-

tudes, and, consequently, only minor changes in the dissipation rates. This is

consistent with results presented by Hill et al. (2011) and Hall et al. (2012) who

show that tides throughout the North Atlantic showed little change during this

period. Therefore, this period is not discussed further.

K1 constituent

The K1 amplitudes and dissipation stand in contrast to the response of the M2 tide.

The K1 amplitudes at the LGM very much resemble the present day tidal dynamics

(see Gri�ths and Peltier , 2009). Changes in K1 occur on a local scale, whereas large

global shifts take place for the M2 tide. The most prominent shifts can be seen in the

Paci�c where the diurnal tidal constituent is dominant at present. Consequently, we see
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Figure 4.7: Regional total dissipation for M2 and K1 from 21 kyr BP to present for both GR

(crosses) and FL scenarios (circles).
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Figure 4.8: (a) Proportion of bathymetry that is shallower than 500m; total (black) and deep

(> 500 m water depth, grey) dissipation for M2 (b) and K1 (c) for each GR (crosses) and FL

(circles) grounding line scenarios. Squares and diamonds mark the dissipation values for IT drag

multiplied by a factor of 0.5 and 2, respectively. The stars at 0 kyr BP give the dissipation

values for the grounded PD ice sheet case.

changes in the Sea of Okhosk (SoO), the South China Sea (SCS) and the Banda Sea

(BS). Changes in these regions have also been reported by Uehara (2005) and Gri�ths

and Peltier (2009). The amplitudes in the SCS and BS reach up to 1 m, and in the

SoO amplitudes range up to 3 m � a pattern in contrast with PD conditions (Zu et al.,

2008; Green and David , 2013). As opposed to M2, there are no major global di�erences

between the di�erent ice sheet grounding line scenarios for the LGM. The alterations in

tidal dynamics are purely regional in the proximity of the respective grounding lines and

the di�erences in global tidal amplitudes are less than 5 cm. The SCS, SoO and BS in

the Paci�c are also the locations in which the largest changes occur from the LGM to the

Holocene. Again, in contrast to the semidiurnal tide, these shifts take place regionally,

with no large changes in the global diurnal tidal dynamics during the past 21 kyr:

21�16 kyr BP: During this period the results from both grounding line scenarios largely

resemble those during the LGM. Amplitudes in the SoO, SCS and BS remain high,
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Figure 4.9: Same as Fig. 4.6 but for K1 amplitudes.
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and dissipation in the North and South Paci�c stays at a constant level, not react-

ing to the initial small increase shelf area.

16�11 kyr BP: During this time period the largest regional shifts can be seen as shelf

areas �ood, thus altering local tidal dynamics. Again, the changes are con�ned to

those basins in which the K1 tidal constituent is dominant at present. Between

16 and 14.5 kyr BP a gradual decrease in dissipation can be seen in the North

Paci�c whereas for the South Paci�c the dissipation rate increases slightly with

the �ooding of the shelf areas in the SCS and BS (Fig. 4.7). The decrease in the

North Paci�c is linked to a drop in amplitudes in the SoO and a con�nement of

large amplitudes to the Shelikhov Gulf as sea-level continues to increase. Between

14.5 and 14.0 kyr BP a stronger drop in amplitudes in the SoO, SCS and BS can

be seen. This corresponds to the largest increase in sea-level (20 m in 500 years)

during which the Gulf of Thailand and parts of the Australian shelf �ood and

a strong decrease in dissipation takes place for the North Paci�c (Fig. 4.9 (a)

and (b), and Fig. 4.7). The �ooding of shelf areas results in a slight increase in

dissipation in the South Paci�c for both scenarios. The slight drop in dissipation

in the South Paci�c between 13 and 12 kyr BP coincides with further �ooding of

the shelf areas between Japan, China and Northern Australia. As the sea-level

continues to rise, both scenarios gradually move towards the present day pattern

(see Fig. 4.9 (c) and (d) and Green and David , 2013). Between 12 and 11 kyr

BP for the FL scenario the ungrounding of the ice in the Weddell and Ross Sea

results in an increase in dissipation in the Southern Ocean region, and considerable

amplitudes of over 1 m can now be seen in the Weddell Sea.

11�0 kyr BP: No major changes in dissipation or amplitudes occur over this period.

The small changes that can be seen again occur locally as the ice sheets gradually

further unground and shallow seas are formed. Between 11 and 9 kyr BP a small

increase of the dissipation rates for both scenarios can be seen, which is linked to

the ungrounding of the Antarctic ice sheets occupying the Weddell and Ross Sea.

This is more pronounced for the GR scenario due to the larger drop in ice volume

in these embayments. A small decrease in Weddell Sea amplitudes can be seen

between 10 and 8 kyr BP. In contrast to the semi-diurnal constituent the diurnal

tides seem to have been una�ected by the large increase in sea-level between 9 and

8 kyr BP (Fig. 4.9 (g) and (h)).
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4.3.3 Wider implications

The grounding line locations in the Weddell and Ross Seas appear to have a signi�cant

impact on the M2 tidal dynamics, both regionally and globally (see Rosier et al., 2014a,

for possible future e�ects). The situation with grounded ice during the LGM gives a 1.5

times higher dissipation rate than the �oating ice scenario, and was arguably the most

likely con�guration for the LGM. The enhanced LGM dissipation rates in the North

Atlantic are thus not only due to regional resonance, but also caused by feedback e�ects

from Antarctica. This also holds for the PD simulation: if the ice shelves ground at

the PD ice front, tidal dissipation rates are enhanced by a factor of 1.4 in the Northern

Hemisphere, but the impact is slightly suppressed compared to the glaciation. It must

be noted that this latter case is the actual bathymetry in the �rst version of GEBCO

and highlights the importance of using accurate bathymetric databases in tidal models.

Why do K1 and M2 di�er so strongly in their evolution from the LGM to present? In

contrast to K1, M2 tides appear to be controlled by sea-level - today a large proportion of

the tidal energy dissipates in shelf seas which were not present during the LGM. During

the LGM, the North Atlantic region, the Coral Sea, the Gulf of Aden, the area north

of the Mozambique Channel, and the Gulf of Panama are closer to resonance because

the removal of the shelf seas acts to decrease the e�ective damping of the tide (Egbert

et al., 2004; Green, 2010). For the North Atlantic, continuing to lower sea-level does

not increase amplitudes (Figure 4.10) or dissipation further, suggesting that the North

Atlantic is as close to resonance as it can be at the LGM. However, resonance may not

be the entire story: Antarctic grounding line location appears to play a signi�cant role

in controlling global amplitudes and dissipation rates and thus, global semi-diurnal tidal

dynamics. In contrast, for K1, the areas in which large amounts of dissipation occur

today � the SoO and SCS � were present during the LGM and none of the large ocean

basins are close to resonance at present and during the LGM (Platzman et al., 1981).

This therefore leads to little change between the LGM and the present and the responses

seen are mechanistically not the same as for the M2 constituent.

4.3.4 Implications for LGM Mixing and MOC

Despite numerous studies, the strength and structure of the large-scale MOC during the

LGM remain a contended subject. The prevailing view is that in the MOC was more

sluggish during the LGM and switched into a `cold' mode and an `o�' state during Hein-
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Figure 4.10: M2 amplitudes for (a) the LGM, (b) the LGM with an additional sea-level decrease

of (b) 50 m, (c) 100 m, and (d) 500m.

rich events (e.g., Huang , 1999; Rahmstorf , 2002; Curry and Oppo, 2005; Liu et al., 2005;

Marchitto and Broecker , 2006; Otto-Bliesner et al., 2007; Johnson et al., 2008; Green

et al., 2009). In the cold mode, in the glacial Atlantic, the northward transport of warm

subtropical waters and the buoyancy driven deep-water formation the Nordic Seas were

reduced. The upper 2000 m of the mid-and high latitude North Atlantic were occupied

with Glacial North Atlantic Deep Water (GNADW) (e.g., Duplessey et al., 1988; Curry

and Oppo, 2005; Lych-Stieglitz et al., 2007). This is the glacial equivalent of North At-

lantic Deep Water, which in the present day ocean occupies the entire water column.

Antarctic Bottom Water (AABW) extended much further northward and occupied the

lower part of the water column in the glacial North Atlantic (e.g., Rahmstorf , 2002).

This theory is based on tracers such as 14C, δ13C or Cd/Ca suggesting an increased

ventillation age, shoaled northern source waters, and a stronger in�ux of AABW. These

results have been backed by numerous modelling studies studies showing di�erent ocean

circulation con�gurations for the glacial ocean (e.g., Stocker et al., 1992; Otto-Bliesner

et al., 2007; Green et al., 2009). However, other more recent reconstructions of water

mass properties and modelling studies argue towards a circulation that does not di�er
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greatly from its present day strength but advocate that the depth-extent of GNADW

shoaled during the LGM (McManus et al., 2004; Lippold et al., 2005; Ritz et al., 2013).

The mechanical energy necessary to sustain the MOC at present day has been estimated

at around 2 TW (e.g., Wunsch and Ferrari , 2004), with about 1 TW being supplied

by the tide (e.g., Egbert and Ray , 2001) and the remainder by the wind, meso-scale

eddies, and geothermal heat �uxes (e.g., Huang , 1999; St. Laurent and Simmons, 2006).

The mechanical energy input drives turbulent vertical mixing which balances deep-water

formation at high latitudes, maintains stable strati�cation in the oceans and drives up-

welling of deep waters to the surface of the oceans (e.g., Munk , 1966; Munk and Wunsch,

1998; Huang , 1999; St. Laurent and Simmons, 2006). The rate of vertical mixing is ex-

pressed by the vertical di�usivity kz which for the present-day ocean has been estimated

at 1 × 10−5 m2 s−1 for the surface ocean and at 1 � 10 × 10−4 m2 s−1 for the deep

ocean (St. Laurent and Simmons, 2006). However, there are strong regional variations,

especially over areas of rough topography (e.g., Polzin et al., 1997; Ledwell et al., 2000;

Wunsch and Ferrari , 2004). It has been hypothesised that the much larger rates of tidal

energy dissipation during the LGM may have increased vertical di�usivities and could

have lead to a strengthing of the MOC (Huang , 1999; Wunsch, 2003; Green et al., 2009;

Schmittner et al., 2015).

The impacts of altered tidal dissipation on ocean mixing and the MOC have previously

been examined (Montenegro et al., 2007; Green et al., 2009). Using a coarse resolution

tidal model Montenegro et al. (2007) obtain LGM internal tide energy �uxes, which are

implemented in an intermediate complexity climate model. They report altered LGM

di�usivities but no large e�ects of the altered tidal mixing on the LGMMOC. Green et al.

(2009) �nd that increased di�usivities due to enhanced tidal mixing cannot counteract

the increased freshwater forcing in the upper North Atlantic and the MOC remains more

sluggish during the LGM. Schmittner et al. (2015) (see Appendix for the full study) re-

investigate the implications of the altered tidal dynamics on ocean mixing and the global

ocean MOC, using the tidal dissipation �elds presented in this study as the basis their

work. Using a higher-resolution tidal model (see this Methodology in this chapter), en-

ergy �uxes due to internal wave drag for the LGM are estimated. They are used as an

input to a global tidal mixing parameterisation in the intermediate-complexity climate

model UVic and the impact of altered tidal mixing on di�usivities and the global MOC

during the LGM is investigated.
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Schmittner et al. (2015) use OTIS in a similar setup as this study and simulate PD and

LGM tidal dynamics for the four priniciple tidal constituentsM2, K1, S2 and O1. These

together account for 94% of the total dissipation in the PD ocean. The PD simulations

use the same bathymetry as the PD control simulations presented earlier in this chapter.

The LGM simulations are carried out with the LGM `GR' bathymetry but with a vertical

wall at the northern open boundary in order to eliminate any issues with open boundary

conditions. The model was run with a simple β = 0.1 SAL-correction for computational

reasons.

In addition to both a PD and a LGM simulation using the previously applied conversion

parameterisation (see Methods section of this chapter and Green and Nycander , 2013)

(which assumes horizontally uniform strati�cation) the model was re-run using spatially

varying, vertically averaged strati�cation �elds from the climate model, given by the

bouyancy frequency N(x, y, z). These were implemented into OTIS as spatially varying

internal wave drag (CIT ) �elds for both PD and LGM conditions in order to obtain

estimates of the energy dissipation due to internal wave drag FIT . FIT is calculated

from Equation 2.49 (see Equation 3.5, where Nb is N(x, y, z) at the sea bed and N̄ is

N(x, y, z) averaged over the water column). The resulting FIT �elds are input into the

climate model as tidal forcing.

The climate model UVic (Schmittner and Egbert , 2014) is a three-dimensional ocean

circulation model, coupled to a one-layer energy-balance model of the atmosphere and

a dynamic sea-ice model. The atmosphere model has prescribed top-of-the-atmosphere

irradiance, wind stress, albedo and moisture advection forcing. This setup is a compu-

tationally highly e�cient setup and permits long run times of 4500 years. It however

excludes atmosphere-ocean feedbacks. The model is run for a pre-industrial PD state

and an LGM state with prescribed ice-sheet extent, orbital parameters, and atmospheric

CO2 concentrations, and PD bathymetry is used in all simulations. Tidal mixing is in-

cluded according to (Schmittner and Egbert , 2014) with the diapycnal di�usivity given

by

kv = kbg +
Θε

N2
(4.1)

where kbg is the background di�usivity which is set to 0.3× 10−4m2s−1, Θ = 0.2 is the

mixing e�ciency, and ε is the energy dissipation rate. ε is dependent on the energy �ux

from the barotropic to the internal tide, a vertical decay function, and a dissipation e�-

ciency coe�cient which is dependent on the critical latitude. In this equation kbg is the
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background di�usivity which also includes the e�ects of remotely dissipated tidal energy

(e.g., internal waves breaking far from their generation site) and other mixing processes

not considered here (e.g., wind and meso-scale eddies), Θε denotes the rate by which

tidal energy is dissipated, and N2 gives a measure of the stability of the water column.

The following simulations were carried out: PDPDmix uses PD FIT �elds, LGMPDmix

uses LGM boundary conditions but PD FIT , and LGMLGMmix uses LGM boundary

conditions and LGM FIT . Results from the last 500 years of the simulations will be

discussed.

The tide model results show that, in addition to the enhancement of tidal energy dis-

sipation from a total of ∼ 3.7 TW at present to 5.8 TW for glacial conditions, FIT

increases by more than a factor of 3 from 1.3 TW to 4.7 TW. This is consistent with

the shift of tidal energy dissipation from the shelf seas in PD to the deep ocean in LGM.

This is due to the sea-level decrease of ∼ 130 m leading to a strong decrease in energy

losses due to bottom friction. These increases occur mainly throughout the Atlantic

(see Figure 4.11) as a consequence to changes in resonant properties (Egbert et al., 2004;

Green, 2010; Wilmes and Green, 2014).

When FIT is mapped onto the climate model grid, the strongest enhancements in FIT

can be seen in the sub-thermocline and mid-depth layers, i.e. around 3000 m (Figure

4.12 a). Only small changes in strati�cation between the PDPDmix, LGMPDmix and

LGM runs occur (Figure 4.12 b). However large increases in the vertical di�usivities can

be seen for LGMLGMmix, whereas di�usivities in LGMPDmix closely resemble those of

PDPDmix (Figure 4.12). In the sub-thermocline and mid-depth regions, longitudinally

averaged di�usivities increase by over 200% and global mean values for LGM are en-

hanced by a factor of three against PD and LGMPDmix. These changes are especially

pronounced for the Atlantic sector, whereas only small increases occur in the Indian

Ocean and the Paci�c shows no markable changes. Circumpolar Deep Water (CPDW)

in�ux increases for the Indian Ocean but shows no change for the Atlantic or the Paci�c.

When the climate model is forced with LGM boundary conditions but present-day tidal

mixing (LGMPDmix) strong decreases in the mid-depth Atlantic meridional overturning

circulation (AMOC) can be seen, together with small decreases in the Paci�c MOC (Fig-

ure 4.14). This is in agreement with previous modelling studies that show decreases in

the AMOC using LGM boundary conditions (Stocker et al., 1992; Otto-Bliesner et al.,

2007; Green et al., 2009). In contrast, when tidal mixing is altered to re�ect LGM tidal
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Figure 4.11: (a) PD and (b) LGM dissipation due to internal wave drag FIT summed for the

four tidal constituents M2, S2, K1 and O1. The numbers over Asia give the global integrals.

Figure taken from Schmittner et al. (2015).
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Figure 4.12: (Top) Horizontally integrated PD and LGM tidal dissipation density FIT /∆z (∆z

being model layer thickness), (middle) horizontally averaged buoyancy frequency squared (N2)

for PDPDmix (black), LGMPDmix (red) and LGMLGMmix (blue) and (bottom) horizontally

averaged di�usivities kv for PDPDmix (black), LGMPDmix (red) and LGMLGMmix (blue). (right)

absolute values and (left) percentage changes relative to PD. Figure taken from Schmittner et al.

(2015).

dynamics, large di�erences in ocean circulation can be seen. The AMOC strengthens to

values close to PD and in the North Atlantic, the overturning cell occupies the entire

water column. AABW in�ux also intensi�es to values greater than PD. As in the At-

lantic, the Paci�c MOC also increases in strength. However the changes here are much

smaller than in the Atlantic. The in�ux of CPDW into all ocean basins increases by

around 25% into the Atlantic, the Indian Ocean and the Paci�c. These results indicate

that the changes in tidal mixing are of the same magnitude as the buoyancy forcing from

the LGM boundary conditions in the Atlantic and are able to counteract the decreases

in overturning in this ocean basin, but that in the Paci�c and the Indian Ocean they

strongly exceed the buoyancy forcing and result in a strengthened circulation.
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Figure 4.13: Horizontally averaged diapycnal di�usivitiesKv for the Atlantic (left), Indian Ocean

(centre) and Paci�c (bottom). Values for PDPDmix are shown at the top, LGMPDmix in the

middle and LGMLGMmix at the bottom. Figure taken from Schmittner et al. (2015).

4.4 Discussion

With this work a detailed picture of the evolution of tides from the LGM to the present

has been presented. Large alterations can be seen for the M2 tidal constituent over this

time period, as previously suggested by a number of studies (Egbert et al., 2004; Arbic

et al., 2004; Uehara et al., 2006; Gri�ths and Peltier , 2009; Green, 2010), whereas for

K1 only small changes in the global tidal dynamics occur consistent with Egbert et al.

(2004), Uehara (2005) and Gri�ths and Peltier (2009).

In contrast to Egbert et al. (2004), who present time slices every 5000 years between

LGM and present for M2, here a much more detailed picture in 500 to 1000 year time

intervals is provided. The model is run at a much higher spatial resolution than Uehara

et al. (2006) who present 1000 year time slices for the same period. Our simulations

di�er somewhat from those by Egbert et al. (2004) and Uehara et al. (2006) in that their

results suggest little change in global total dissipation between 15 and 10 kyr BP. In con-

trast, we �nd that, depending on the grounding line scenario, nearly half the decrease in
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Figure 4.14: Meridional overturning stream circulation for the World Ocean (left), Atlantic

(centre) and Indo-Paci�c (right). Values for PD are shown at the top, LGMPDmix in the

middle and LGM at the bottom. Figure taken from Schmittner et al. (2015).

dissipation occurs during the transition from the LGM to the Holocene, due to the large

bathymetric changes resulting from the deglaciation. Furthermore, the results by Egbert

et al. (2004) provide no indication of the exact timing of the decrease in dissipation

taking place between 10 and 5 kyr BP. Our simulations suggest that the largest changes

in dissipation occur when the ice sheets occupying the Weddell and Ross Seas unground.

This coincides both in timing and magnitude with the largest decreases in dissipation

that Uehara et al. (2006) �nd. The largest shifts in global amplitudes take place between

9 and 8 kyr BP, when large parts of the Laurentide Ice Sheet disintegrated, resulting

in large increases in sea-level and �ooding of the Hudson Bay and Straits (e.g. Clarke

et al., 2003). Hill et al. (2011) also report large changes in tidal amplitudes along the east

coast of middle and central America for this time period. According to our simulations,

thereafter, only small changes in dissipation take place. These results highlight that the

large changes in semidiurnal tides from the LGM to present did not occur linearly, but

are intricately tied to the ice dynamics of the major ice sheets and their link to global

sea-levels.
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In contrast to Gri�ths and Peltier (2008, 2009) we do not �nd megatides in the Arctic

basin during the LGM in our normal set-up. Arctic tides in our simulations are enhanced

by up to a factor of �ve along the north coast of Greenland and in the Canadian Basin,

to values slightly smaller than reported by Thomas and Söndermann (1999) who �nd

amplitudes of up to 70 cm. Stepwise increasing the TPXO7.2 elevation boundary condi-

tions at 89◦N by up to a factor of 10 (Figure 4.15) to match the amplitudes found at the

same latitude by Gri�ths and Peltier (2008, 2009) (this occurs at an ampli�cation factor

of eight), but not altering the grounding line location of the ice sheet covering the Queen

Elisabeth Islands, enables us to reproduce the several metre amplitudes they �nd along

the Arctic coastline. As Gri�ths and Peltier (2008, 2009) use a truly global model, we

conclude that the Arctic megatides reported by Gri�ths and Peltier (2008, 2009) are

a possible feature. These may have impacted Arctic mixing during the LGM. Egbert

et al. (2004) carried out sensitivity experiments with the same model we use. They

remark that neither changing the boundary conditions in the Arctic, placing a `vertical

wall' in the centre of the Arctic nor running the model in a truly global set-up with the

North Pole shifted into Greenland alters the global tides outside the Arctic basin. This

is supported by our boundary condition experiments. We �nd that even when boundary

conditions are enhanced by a factor 10 this does not alter the tides outside the Arctic

basin signi�cantly.

Gri�ths and Peltier (2008, 2009) use the ICE-5G v 1.3 palaeotopography reconstruction

(based on the 2min ETOPO2 present-day bathymetry) interpolated to a grid spacing

that ranges from 50km at the equator to 5km near the poles. In contrast, here the

model is run with a bathymetry with a horizontal resolution of 12 km by 13.5 km at

the equator, to 2 km by 13.5 km horizontal resolution in the centre of the Arctic Basin.

The change in topography between present day and the past time slice is superimposed

onto a present day bathymetry at 1/8◦ resolution, to retain present day topographical

features.

Our results are consistent with the damped harmonic oscillator hypothesis presented by

Egbert et al. (2004), and further explored by Green (2010). The removal of shelf seas

during the LGM due to the 130 m sea-level drop reduces the damping and pushes the

ocean closer to resonance. This e�ect is especially prominent in the North Atlantic. It

can be seen that notable reductions in deep dissipation occur synchronously with �ood-

ing of shelf seas (e.g., at around 14 kyr BP when parts of both the Patagonian and the
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Figure 4.15: LGM M2 amplitudes with Arctic open boundary boundary conditions from

TPXO7.2 enhanced by a factor of (a) 2, (b) 4, (c) 8, and (d) 10.

European Shelf �ood, or between 9 and 8 kyr BP when Hudson Bay and Strait �ood),

suggesting that the Atlantic is moved away from resonance. This result agrees with work

by Arbic et al. (2009) who show that blocking each of these three shelves in a present

day bathymetry acts to increase North Atlantic and, especially, Labrador Sea tides. We

also show that altering the grounding line of the ice sheets in Antarctica not only has an

e�ect on the regional tides (Gri�ths and Peltier , 2009), but that signi�cant changes in

the global tides occur. A grounding line shift can also lead to notable changes in global

dissipation. Our simulations therefore highlight the importance of improving the recon-

structions for ice sheet extent and dynamics during the LGM and deglaciation. This is

especially of interest, as it has been hypothesised that the large tides in the Labrador Sea

may have in�uenced the breakup of the Laurentide Ice Sheet during the deglaciation,

and may have been one of the mechanisms of rapid ice sheet discharge of the Heinrich

events during the last glacial (e.g. Arbic et al., 2004, 2008; Gri�ths and Peltier , 2008,

2009). Similarly, we suggest that the large tides found in the Weddell Sea during the

LGM, for the scenarios with �oating ice, could have aided in breaking up and retreating

the ice from the continental shelf. This hypothesis was also put forward by Gri�ths and
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Peltier (2009) who suggest that the Antarctic Ice Sheet may have experienced similar

instability events as the Northern Hemisphere ice sheets. Recent work from cores around

Antarctica (Weber et al., 2011) indicates that the retreat of the Antarctic Ice Sheet from

the shelf may have begun as early as 19.3 kyr BP in the south-eastern Weddell Sea. This

is an area which corresponds to the locations in which our simulations suggest large tidal

amplitudes during this period.

With this work the knowledge about the K1 tidal dynamics between the LGM and the

present has been extended. The LGM and the present were the only time slices that had

been explored previously (e.g. Gri�ths and Peltier , 2008, 2009; Green, 2010). In contrast

to the semi-diurnal tides, the K1 constituent experiences much less change between the

LGM and present and between the individual time steps. Changes do not take place on

a global scale but are con�ned to the regions in which K1 tides are important at present,

i.e., the North Paci�c and especially the SoO, the SCS and the seas around Indonesia.

Similar results were also reported by Uehara (2005) and Gri�ths and Peltier (2009).

Therefore, none of the dramatic shifts in dissipation that can be seen for M2 appear for

K1. Nevertheless, considerable alterations in the tidal dynamics in these small basins can

be seen. Some of these changes can be explained by shelf-blocking experiments (Skiba

et al., 2013). For example, blocking of the Sahul shelf enhances the tidal amplitudes in

the SCS and the BS. Between 14 and 12 kyr BP, when the Sahul shelf begins to �ood,

it can be seen in our simulations that amplitudes in the Banda Sea strongly decrease.

A very similar e�ect which is also explored by Skiba et al. (2013) is evident between 15

and 14 kyr BP when the Gulf of Tonkin begins to �ood, and amplitudes in the South

China Sea strongly decrease.

It has recently been suggested that the present tidal conversion parameterization may

not be the best for this type of tidal model and that the one presented by Nycander

(2005) gives the highest accuracy of the tidal simulation (Green and Nycander , 2013).

There are, however, two issues with Nycander (2005)'s scheme. First, it requires a 3D

strati�cation �eld for the entire ocean. For the present this is straightforward, and one

could possibly use results from a palaeomodel for the LGM �eld, but we still lack rele-

vant data for the other time slices between the LGM and PD. Furthermore, Egbert et al.

(2004) showed that increasing the global conversion coe�cient with factors between 0.5

and 4 had relatively small e�ects on the global dissipation rates during the LGM. This

is to some extent supported by Green and Huber (2013), who show that during the early
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Eocene (50 Ma), the abyssal M2 dissipation rates were twice as large as at present, even

though the vertical strati�cation was 3�4 times stronger than today. One could of course

argue that we could use Nycander's scheme but with a slightly modi�ed PD strati�cation

all the way through. However, the second problem with using Nycander's parameterisa-

tion is that of resolution. The conversion coe�cient CIT in Eq. (3.5) must be computed

with at least 1/30◦ resolution for Nycander's parameterisation to be accurate, which is

far too detailed for the palaeo-slices. Consequently, we have to rely on other parame-

terisations at the moment. To obtain a likely range of the LGM dissipation rates and

highlight the insensitivity, we repeated the sensitivity analysis by Egbert et al. (2004)

and multiplied the conversion coe�cient by a factor 0.5 or 2. There is an associated

change in the abyssal dissipation � in both our results and those by Egbert et al. (2004)

� but only with some 10�15% either way (see the diamonds and squares in Fig. 4.8 (b)

and (c)). The changes in global average amplitudes lie in the order of 20% either way.

This is because of the coupling in the model: when the IT drag is reduced, the velocity

�eld may increase which leads to an increased dissipation and decreased amplitudes (and

vice versa for an increased drag). These results show that the abyssal tidal dissipation

rates are relatively insensitive to changes in hydrography. The modi�ed IT drag runs

presented give a quite probable range of palaeo-dissipation rates and amplitudes in the

ocean.

The results from the climate model simulations are very di�erent from the ones Mon-

tenegro et al. (2007) obtained using the same climate model but a tidal model with a

much lower resolution. Their tide model indicates only small changes in LGM FIT , and

they �nd that, subsequently, the LGM AMOC remains reduced, even when LGM tidal

mixing is applied. In contrast, our tidal model and other higher resolution LGM tide

studies (Egbert et al., 2004; Gri�ths and Peltier , 2009; Green, 2010; Wilmes and Green,

2014) indicate large changes in tidal dissipation between the present and the LGM.

A similar study carried out by Peltier and Vettoretti (2014), claiming to have identi�ed

the cause of Dansgaard-Oeschger Oscillations, investigates the LGM overturing circula-

tion under di�erent tidal mixing implementations. They however use vertical di�usivities

that are of similar magnitude as PD values. The LGM kv values in this study, however,

are increased in comparison to the PD values by a factor of three. Using the low dif-

fusivity values previous studies obtain, the LGMPDmix simulation has an overturning

circulation which is reduced in strength against the PD values.
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The climate model used for this study has a coarse resolution and does not allow for

feedbacks between atmosphere and ocean. These could play a role in modifying the

glacial overturning circulation. Also, these simulations are not able to reproduce high

abyssal salinities found by Adkins et al. (2002) which could point towards a stronger

strati�cation in the glacial ocean. The impact of a changing strati�cation,N , is not

straightforward to assess due to the opposite e�ects of N on dissipation and vertical

di�usivities. However, further iterations with the tidal model in which the strati�cation

from the LGM simulation is used to re-run the climate model shows only very minor

changes in strati�cation, kv, and the overturning circulation.

A variety of past studies have concluded that the MOC during the LGM was more

sluggish with radiocarbon and other tracers pointing towards higher reservoir ages of

the waters occupying the North Atlantic (e.g. Lych-Stieglitz et al., 1999). However, a

number of more recent publications have questioned the robustness of the proxies used

(Wunsch, 2003; Ritz et al., 2013; Böhm et al., 2015). They infer from 231Pa/230Th ratios

that the strength of the LGM MOC may have been only slighly decreased or even indis-

tinguishable from that at present (McManus et al., 2004; Lippold et al., 2005; Ritz et al.,

2013). It has been hypothesised that a marked weakening of the MOC only occurred

during so-called Heinrich events and at the termination of the last glacial (McManus

et al., 2004; Ritz et al., 2013; Böhm et al., 2015).

This study (Schmittner et al., 2015) indicates that changes in tidal mixing are an im-

portant factor to be considered for the investigations of past and/or future climates and

that the increases in the conversion of energy from the barotropic to the baroclinic tide

may have played an important role in maintaining a vigorous MOC during the last glacial.

4.5 Conclusions

This work has investigated the impacts of the large-scale sea-level during the LGM on

global tidal dynamics. Results from previous studies are reproduced which indicate

that M2 tidal amplitudes in the glacial North Atlantic may have exceeded amplitudes

of 6 m and that tidal dissipation was strongly enhanced during the LGM. However,

our work shows that the both amplitudes and dissipation in the North Atlantic are

highly sensitive to the extent of the grounding lines of the ice sheets draining Antarctica.

The changes in tidal dissipation during the LGM may have had a profound e�ect on
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the large-scale overturing circulation during the last glacial counteracting the buoyancy

forcing commonly believed to have lead to a more sluggish circulation during the last

glacial. The results presented here suggest that the increased energy supply to the

internal tide may have lead to a circulation that did not di�er signi�cantly in strength

to today's circulation. Furthermore, our work shows that large adjustments in the M2

tidal dynamics occurred over the deglacial period into the early Holocene but that tidal

amplitudes remained fairly constant during the middle and late Holocene. In contrast to

M2, K1 amplitudes and dissipation are hardly a�ected by the large sea-level adjustments

occurring over the last 21,000 years.
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Global tidal trends over the 20th
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5.1 Introduction

The global mean sea-level trends have recently been quanti�ed at 3.0 mm yr−1 since 1990

(Church and White, 2011; Ray and Douglas, 2011; Church et al., 2013; Hay et al., 2015)

and at 1.7 mm yr−1 for the second half of the 20th century (e.g., Church and White,

2011; Ray and Douglas, 2011; Hay et al., 2015; Church et al., 2013). It has been shown

that these sea-level trends are spatially heterogenous and in some locations can vary by

an order of magnitude from the mean trends and have the opposite sign (see e.g. Church

et al., 2013). Studies analysing both global (Woodworth, 2010; Müller et al., 2011) and

regional tide gauge data (Ray , 2006, 2009; Jay , 2009; Müller , 2011; Devlin et al., 2014;

Zaron and Jay , 2014) have found large-scale changes in tidal amplitudes for both diurnal

and semi-diurnal tides, together with secular changes in tidal ranges, high and low and

extreme water levels (Flick et al., 2003; Haigh et al., 2014; Mawdsley et al., 2014, 2015)

over the latter half of the 20th and the beginning of the 21st century. In some areas

the tidal changes are of the same order of magnitude as the concurrent sea-level changes

(e.g., Müller et al., 2011).

To date, the cause of the large-scale tidal amplitude changes has remained unclear. For

some locations it has been shown that changes in the local environmental settings, e.g.,

natural or man-made coastline changes or changing river discharge rates, can lead to

readjusting local tidal dynamics (e.g., Jay and Flinchem, 1997; Pelling et al., 2013b).

For other locations, e.g. Hawaii, a link between changes in the baroclinic tide and

the observed amplitude changes has been established (Colosi and Munk , 2006) or tidal

changes have been attributed to resonant triad interactions (Lamb, 2007; Devlin et al.,

2014). A number of studies have hypothesised a link between mean sea-level changes and

the observed tidal amplitude changes (Müller et al., 2011; Devlin et al., 2014), yet a clear

link remains to be established. Previous studies on the impacts of large-scale mean sea-

level changes have mainly focussed on much more extreme sea-level changes, for example,

those between the Last Glacial Maximum and the present (e.g., Arbic et al., 2004; Uehara

et al., 2006; Arbic et al., 2008; Gri�ths and Peltier , 2008, 2009; Green, 2010; Wilmes

and Green, 2014). Others have examined regional tidal impacts of sea-level rise (e.g.,

Ward et al., 2012; Pickering et al., 2012; Pelling et al., 2013a; Luz Clara et al., 2015).

Müller et al. (2011) model the observed tidal amplitude changes in response to glacio-

isostatic adjustments and to sea-level increases. However they �nd that, in general, there

is poor agreement between their model results and the observations. The best agreement
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is found for the runs where observed spatially non-uniform sea-level trends are used as

the forcing.

The aim of this chapter is to re-examine the link between the long-term amplitude trends

measured by the tide gauges and the secular mean sea-level trends across the globe. Here

a dataset that is both spatially and temporally more extensive than Müller et al. (2011)

is used and an attempt to replicate the amplitude trends using the global tidal model

OTIS is made. The �rst objective is to present a global distribution of amplitude and

sea-level trends shown by the tide gauges and to compare the latter to spacial sea-level

trends, which are deduced from satellite altimetry using the Colorado University Sea

Level dataset (CU-SL; Nerem et al., 2010). Secondly, in order to reproduce the observed

tidal amplitude trends, OTIS is forced with both spatially uniform and non-uniform

sea-level trends. The correspondence of the modelled and the observed tidal amplitude

trends is evaluated and comments on the importance of spatially non-uniform sea-level

trend �elds are made. Thirdly, we postulate on the reasons why, in certain areas, our

skills at reproducing the tidal changes are good, whereas in others regions we are unable

to model the observed changes.

5.2 Methodology

5.2.1 Tide-gauge data

The analysed tide gauge data comes from Mawdsley et al. (2015) who analysed a subset

of 220 tide gauges from the Global Extreme Sea Level Analysis (GESLA) dataset. The

data has been quality controlled, with spikes removed, and datum changes accounted

for. The dataset was split into mean sea-level (MSL), tidal components and a non-tidal

residual. MSL was calculated by taking 30-day running means from the original sea-

level data. Here, yearly averages of the hourly mean sea-level data are used. Yearly tidal

amplitudes for 67 constituents from the timeseries without MSL were calculated, using

the harmonic analysis software T_Tide (Pawlowicz et al., 2002). This study uses the

yearly amplitudes of the principle semi-diurnal and diurnal tidal constituents M2 and

K1.

Here, a subset of 142 tide gauges from this dataset is selected which matches following

criteria: at least 75% of the yearly amplitude data is existent, amplitude data is present

after 2000 AD in order to generate an overlap with satellite data and at least 25 years
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of data is present for each station. Tables 5.1 to 5.3 in the chapter appendix list the

stations together with their location and the time period the records span.

In order to test the previously detailed analysis methods the amplitude and sea-level

analysis was repeated for a small subset of tide gauges obtained from the UHSLC data

set using the software package Tidal Analysis Software Kit (TASK) (Bell et al., 1999).

Using raw sea-level data sets and the di�erent analysis method nearly identical mean

amplitudes, and sea-level and amplitude trends were calculated. For the subset of tide-

gauges also discussed by Müller et al. (2011) our trends closely correspond to the values

found in their study.

5.2.2 Trend calculation

Sea-level and amplitude trends were calculated from the yearly MSL and amplitude data

by linear regression under consideration of in�uences of a lag-1 year serial autocorrelation

(see alsoMüller (2011) orMawdsley et al. (2015)). Following Yue et al. (2002) the trends

were calculated by

1. estimating the linear trend of original timeseries,

2. removing the linear trend from the dataset,

3. removing the lag-1 year autocorrelation from the detrended timeseries (in order to

obtain the lag-1 year autocorrelation, a linear regression between the detrended

time series and the time series shifted by one time step was calculated using the

LinearModel.�t function in Matlab),

4. adding the trend calculated in step 1 to the residuals from step 3, and then

5. recalculating the trends.

For the amplitude data the 18.6-year nodal cycle was accounted for by least-squares

�tting a harmonic with an 18.6-year period to the detrended dataset and removing

it after after step 2 (see Woodworth (2010) or Haigh et al. (2011) for details on the

importance of the nodal cycle). Trends are considered statistically signi�cant when the

regression coe�cient di�ers signi�cantly from zero, at a 95 % con�dence level.

To make comparisons of the trends easier in the subsequent analysis, the trends were

scaled up to re�ect both 100 year changes and 1 m global average sea-level increases.

Mean amplitudes were calculated from the entire tide-gauge data set.
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No correction for glacio-isostatic adjustment (GIA) is applied to the sea-level trends

because it is likely that the local tide trends are in�uenced by water depth changes from

both vertical land movement and eustatic sea-level changes.

5.2.3 Tidal model and simulations

The tidal simulations were carried out with OTIS in the same setup as detailed in Chapter

3.2 and in Wilmes and Green (2014). For this study six SAL iterations were carried out

because the sea-level changes with which the model is forced are small and changes in self

attraction and loading are likely to be an important factor in the amplitude responses

(Müller et al., 2011). Sea-level changes were implemented into the model by adding

(subtracting) the appropriate sea-level changes from the present-day bathymetry (see

Chapter 3.2.6). The following simulations were carried out:

1. globally uniform sea-level increases of 1 m and 2 m;

2. globally uniform sea-level decreases of 1 m and 2 m;

3. simulations with spatially varying sea-level trends from the Colorado University

sea-level (CU-SL) dataset (Nerem et al., 2010).

Sea-level increases of 1 m and 2 m were chosen for this study for several reasons. Firstly,

predicted sea-level changes over the next century are likely to lie within this range

(Church et al., 2013). Secondly, a large enough sea-level forcing is necessary to sim-

ulate a tidal signal that lies outside the model error. Additionally, the sea-level decrease

simulations provide informations on whether tidal changes are primarily driven by re-

gional or supra-regional changes.

The CU-SL dataset (see http://sealevel.colorado.edu/content/map-sea-level-

trends to obtain the data) assembles sea-level data from the JASON-1 and 2, and the

TOPEX/Poseidon satellite altimetry missions. It covers the period 1993 � 2015 AD. The

altimetry data is analysed with an improved sea state bias correction, advanced inter-

satellite calibration techniques and improved altimeter drift corrections. The dataset

used here is not corrected for sea-level trends due to GIA-driven basin shape changes

(Nerem et al., 2010). Instead of scaling the trends to re�ect a sea-level change over a

given time period (e.g., 100 years) they were extrapolated to give globally average sea-

level changes of 1 m and 2 m. This makes the non-uniform trend forcing comparable to

the uniform forcing.
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In areas where no CU-SL data was present, the global average sea-level change was sub-

stituted. We note that the tide gauge MSL trends include sea-level changes due to GIA

which are not seen by the satellites.

5.3 Assumptions and Limitations

In this study tide-gauge data from the 20th and extending into the 21st century is being

compared to tide model results from simulations with 1 m and 2 m sea-level increases. It

is necessary to apply a sea-level forcing of this magnitude in order for results to lie outside

the model error, and also the predicted sea-level increases over the coming century lie

within this range (Church et al., 2013). In comparing the tide-gauge data with the

model trends we assume that the amplitude trends are linearly related to the sea-level

increases occurring over the 20th and extending into the 21st century, an will remain so

with future sea-level increase. A number of studies have questioned this assumption,

however, this was generally of more importance when very large sea-level increases (e.g.,

10 m) were considered (Pickering et al., 2012). Furthermore the the tide-gauge data

is compared to tide model simulations in which sea-level trends from satellite altimetry

covering the period 1993-2015 were extrapolated to re�ect global mean 1 m and 2 m

sea-level increases. This approach assumes that the signals in the spatial variability of

the sea-level trends are governed by long-term trends and not by interannual variability.

Figure 5.1 shows that there are clearly signals of interannual variability present (ENSO

variability can be seen, together with ocean current and eddy variability). However,

sea-level signal from satellite altimetry is the best, currently available, long-term record

of large-scale sea-level variations. In addition, forcing the model with large-scale varying

sea-level increases allows the assessment whether the regional variability in the sea-level

is important for the estimation of tidal changes or if tidal changes are mainly driven by

the global mean increases.
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5.4 Results

5.4.1 Tide gauge data

Sea-level trends

The analysis of the mean sea-level data (Tables 5.1 to 5.3 in the chapter appendix) shows

a general increase in sea-level across the stations analysed. Of the 142 tide gauges anal-

ysed, 111 stations are experiencing signi�cant changes in sea-level, 98 of which showing

increasing sea-levels and 13 displaying decreases. The average change in sea-level is 17.6

cm per century when all tide gauges are included. This corresponds well to previous

estimates given by, e.g., Church and White (2011) or the IPCC-AR5 report (Church

et al., 2013). A spatial comparison between the sea-level trends from the tide gauges

and the CU-SL trends shows good coherence (see Figure 5.1). Both the tide gauges and

the satellite altimetry data show signi�cant increases in sea-level along the east coast of

the US and on the European Shelf. The exception is the Scandinavian coast, which is

in�uenced by GIA processes. Signi�cant increases in sea-level also occur along the west

coast of the Paci�c and most of the Australian coastline. The western central Paci�c is

characterised by increases in sea-level, whereas the eastern central and southern Paci�c

generally sees small decreases in sea-level which also show up in the tide gauge data but

are only signi�cant along the South American coastline. The southern parts of the west

coast of the US are experiencing small but signi�cant increases in sea-level whereas in

the northern parts sea-level is decreasing. This signal is present both in the tide gauge

and in the satellite altimetry data. The satellite trends, however, strongly underestimate

the magnitude of the sea-level decreases in this area. The tide gauges show decreases of

nearly 10 mm yr−1 whereas the maximum drops in the CU-SL data amount to 2 mm

yr−1.

Nerem et al. (2010) note that there is a signi�cant correlation between mean sea-level

variations and ENSO. This ENSO-characteristic pattern (see, e.g., Landerer , 2008) also

shows up in the regional CU-SL sea-level trends, with larger in increases in sea-level in

the western central Paci�c and smaller or negative changes in the central western Paci�c.
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Figure 5.1: CU-SL trends shaded with sea-level trends captured by the tide gauges overlain

as bars. The length of the bar displays the magnitude of the sea-level trends and red shading

indicates a positive sea-level trend and blue a negative trend. The black reference bar in the

centre of the Asian continent shows a trend of 10 mm yr−1. Only stations with signi�cant trends

are shown.

Amplitude trends

The amplitude trends are spatially much less homogeneous than the sea-level trends for

both M2 and K1 (see Figure 5.2). Nearly 70% of the tide gauges show statistically sig-

ni�cant changes in M2 tidal amplitudes with 63 stations displaying signi�cant increases

and 35 showing signi�cant decreases in amplitudes. For K1, in contrast, only 36% of the

tide gauges show signi�cant changes in amplitudes over the observational period. At 39

stations K1 amplitudes are increasing and at 16 stations they are decreasing.

For M2, the stations in the central eastern Paci�c and along the north west coast of the

US generally show increasing tidal ranges with the exception of two tide gauges on the

central western US coast displaying decreasing amplitudes. The positive signal continues

westward through the central Paci�c. The stations located around Japan show decreased

tidal amplitudes, whereas in the southern Yellow Sea, the Indonesian Seas and along the
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north east coast of Australia amplitudes increase. The south east coast of Australia

shows signi�cant negative amplitude trends.

On the European Shelf the signal is highly heterogeneous with stations in close proximity

displaying opposite trends. The stations in the Irish Sea generally have positive trends,

whereas the western North Sea amplitudes show decreases, paired with increases in the

eastern parts.

Along the eastern US coast the signals are similarly heterogeneous. In the Gulf of

Florida all stations, apart from one, have positive amplitude trends. The increases con-

tinue northward of Florida. North of Delaware Bay the tide signals become negative up

to New York City, whereas in the Gulf of Maine the tide gauge amplitude trends turn

positive. The Bay of Fundy shows decreasing tidal amplitudes.

For K1, the most prominent large-scale changes in amplitude are seen throughout the

Paci�c. The stations in the northern part of Japan show decreasing amplitudes whereas

in the southern part they are rising. The southern parts of the East China Sea are char-

acterised by increasing amplitudes. The Gulf of Thailand has a strongly negative ampli-

tude trend whereas at Singapore the opposite signal is measured. The tide gauges along

south east Australia generally show increasing amplitudes. Brisbane, on the east coast

of Australia, has a small negative amplitude signal. Across the Tasman Sea, Wellington

NZ shows increasing K1 amplitudes. The stations in the western central Paci�c do not

display coherent signals � both increasing and decreasing trends can be observed. In

contrast, the western central Paci�c is dominated by small, positive amplitude trends.

This signal continues along the north west coast of the US where the majority of stations

display signi�cant positive trends. Large, positive amplitudes can also be seen in the Gulf

of Florida extending northward along the southern west coast of the US. In the north,

the signals become smaller and less homogeneous. On the European Shelf, only two

stations show signi�cant trends: at Newlyn (UK) where amplitudes are increasing and

at Heimsjoe on the Norwegian coast where they are decreasing. In the South Atlantic,

Ushuia (Argentina) is the only tide gauge displaying a signi�cant (negative) amplitude

trend.

The M2 the magnitude of the observed trends are generally much larger than for K1. For

the semi-diurnal constituent trends in most locations lie between 1 and 10 cm/century

with the average trends lying around 5 cm/century. This makes the M2 trends around

or above 25% of the observed sea level trends assuming an increase of 18 cm over the last
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century (see Figure 5.7 in the appendix of this chapter) and around 10% of the mean

amplitude at most locations. The largest spatially consistent absolute trends occurring

on the European Shelf with a few outliers e.g., in Hudson Bay, at Wilmington, US or

Puerto Montt, Chile. For K1 the absolute changes are much smaller. In most locations

the trends do not exceed 5 cm/century or 5% of the corresponding MSL change. As for

M2, these changes correspond to approximately 10% of the mean amplitudes. For M2,

this result suggests that tide trends are of a magnitude where they need to be considered

alongside of MSL increase. If the tide changes scaled linearly with MSL changes, the

in the case of 1 m sea-level rise this could lead to changes in the order 25 cm in tidal

amplitude at a number of di�erent stations. This estimate could further increase when

other constituents were included.

5.4.2 Simulations

In the following section we attempt to match the observed amplitude trends with the

changes simulated by the tidal model. First, the performance of the tidal model at each of

the tide gauge locations is evaluated. Figure 5.3 and Figure 5.6 in the chapter appendix

show a comparison of the observed tidal amplitudes at each station with the simulated

present-day tidal amplitudes (Figure 5.4 a and b for M2 and K1, respectively) and the

assimilated TXPO8 global barotropic tidal solution. On average the non-assimilated

tidal model OTIS has a root-mean square error (RMSE) of 14.0 cm against the M2 tidal

amplitudes measured by the tide gauges, whereas for TXPO8 the RMSE drops to 6.6

cm. Using statistical means to evaluate the performance of the models results in consid-

erable bias towards tide gauge stations with poor performance. This can be shown by

the calculations of the medians which have values of 4.8 cm and 1.8 cm, for OTIS and

TPXO8, respectively. The tidal amplitudes simulated with the tidal model OTIS have a

median error of 12% and for TPXO8 they lie at 5%. For OTIS, excluding the four tide

gauge stations with errors greater than two standard-deviations from the mean leads to

a reduction in the mean RMSE by 25%.

For K1, the RMSEs lie at 7.0 cm for OTIS and at 6.3 cm for TPXO8 tide gauge am-

plitudes. In contrast to M2, where the RMSEs are biased by a few outlying points, the

distribution is much smoother for K1, and removing datapoints that lie outside of two or

three standard deviations of the mean only marginally changes the mean RMSE. Also,

both OTIS and TPXO8 show the largest errors at the same stations which again stands
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Figure 5.2: Simulated tidal amplitude change in response a non-uniform sea-level change of a

global mean of 1 m with observed tidal amplitude trends overlain. The length of the bar displays

the magnitude of the amplitude trends and magenta shading indicates a positive amplitude trend

and turquoise a negative trend. The black reference bar in the centre of the Asian continent

shows a trend of 10 cm/century. Only stations with signi�cant trends are shown. The black and

yellow dots indicate the stations at which the sign of the observed amplitude trends corresponds

to the sign of the model trends. Panel (a) shows the changes for M2, panel (b) the changes for

K1.
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in contrast to M2. On average, OTIS and TPXO8 have errors of 36% and 14% of the

mean amplitudes, respectively.

Generally, the stations showing larger absolute errors also have larger relative errors,

however, in some cases a small absolute error can produce a large relative error when

mean amplitudes are large and vice versa. For the stations with a larger percentage

error the o�set in OTIS is much greater than TPXO8, indicating that the low resolution

model is not able to resolve complex tidal dynamics. There is no apparent clustering of

poorly performing stations in a certain region.

For the non-uniform sea-level scenario (Figure 5.4 c) amplitudes increase throughout

the Atlantic with local exceptions on the Patagonian and European Shelves, and in

the Gulf of Florida. The Weddell Sea is dominated by an amplitude decrease whereas

changes of the opposite sign take place in the Ross Sea. Amplitudes along the east

coast of the Paci�c generally decrease with the exception of the southernmost part of

the US coast. Amplitudes increase in the Bering Sea and the northern and southern

central Paci�c. Decreases can be seen in the Sea of Okhotsk continuing southward along

the Japanese coastline and into the central Paci�c. Amplitudes increase in the Yellow

Sea and in the Indonesian seas together with decreases east of Borneo. The amplitude

changes around Australia are fairly complex: in the north in the Arafura Sea amplitudes

increase, whereas along the north eastern coastline they decrease. Amplitudes increase

in the Tasman Sea but decrease to the west of Australia. Around the southwest increases

can be seen but amplitudes decrease along the north east coast. Throughout the Indian

Ocean and along the margins of Antarctica amplitudes generally increase. The excep-

tions are the southern tip of India and the east coast of Africa.

For M2, the amplitude changes from the realistic sea-level forcing are generally similar

to those using a uniform forcing. There are small regional di�erences between the sce-

narios with the non-uniform and the uniform sea-level forcing (Figure 5.4 f). These are

most prominent along the margins of the Paci�c. However the discrepancies are mostly

restricted to o�sets in the magnitude of the amplitude responses but not their sign.

In the western Paci�c the di�erences are most likely related to the larger-than-average

sea-level changes in this area in the non-uniform sea-level change scenario. Di�erences

in magnitude of the changes can also be seen o� the north west American coast, where

the amplitude changes in the non-uniform sea-level change scenario are much reduced

against the uniform case. In this area, sea-level decrease due to glacial rebound is taking
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Figure 5.4: Panels a and b show simulated present-day amplitude for M2 and K1, respectively.

M2 amplitude changes in response to (c) a uniform 1 m sea-level change, (d) a non-uniform

sea-level change with a global average of 1 m, and (e) a globally uniform sea-level decrease of 1

m. Panel (f) shows the di�erence between (c) and (d). Panels (g) to (j) same as (c) to (f) but

for K1.
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place on a large enough scale to possibly a�ect tidal wave propagation. Elsewhere on

the globe, the variations in the sea-level forcing have little impact on the modelled tidal

amplitude changes. This is because the spatial variability in the non-uniform sea-level

forcing is too small to impact the propagation of the tidal wave. This results in only

small di�erences between the uniform and non-uniform scenarios away from the margins

of the Paci�c.

For K1, the model suggests only small changes in tidal amplitudes in response to the

sea-level changes and again, both scenarios show very similar amplitude trends (see Fig-

ures 5.4 g and h). The largest changes occur along the margins of the western Paci�c,

with large drops in the western part of the Sea of Okhotsk and increases in eastern part,

together with increases in the Bering Sea. In the Indonesian seas amplitudes generally

decrease but there are some large localised increases in amplitudes. Amplitudes increase

in the South China Sea and Arafura Sea. Around Antarctica and throughout the Atlantic

and the adjoining shelf seas the changes are very small. Slight increases in amplitudes

can be seen in the Labrador Sea and Nares Strait. For the uniform sea-level increase sce-

nario, the amplitude changes are generally slightly smaller in the Indonesian and China

Seas than for the non-uniform scenario. Elsewhere across the globe the di�erences are

very small (see Figure 5.4 l).

For each tide gauge station with a signi�cant amplitude trend, amplitude response func-

tions from the model simulations were determined (see Figures 5.8 � 5.10 for M2 and

Figures 5.11 � 5.12 in the chapter appendix) in order to investigate at which locations

the model is able to capture the observed amplitude trends. For locations with negative

sea-level trends, the observed amplitude trends were compared to the simulations with

global uniform sea-level drops. However in the majority of cases these also matched the

trends suggested by the non-uniform sea-level change scenario.

For 67 out of 93 tide gauge stations with a signi�cant trend and where a correspon-

dence could clearly be determined, the sign of the simulated tidal changes match with

the simulations. This means that in more than 70% of the cases the model is able to

predict the sign of the amplitude change correctly (see Figure 5.1 a). On the European

Shelf, at 10 out of 13 stations, the modelled amplitude changes have the same sign as

the observed trends. Along the east coast of the US and in the Gulf of Florida 13 of 20

tide gauges show trend signs that correspond to the modelled amplitude signals. The

stations at which the observed trends do not match the model are generally located in
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areas of complex coastal bathymetric settings, i.e. inlets, estuarine systems or bays.

This possibly re�ect issues with the relatively coarse resolution model simulating tides

in complex topography. Only four tide gauges are present for South America, half of

which are in agreement with the model. For Japan and Taiwan, the modelled and ob-

served amplitude trends correspond well, with 14 out of 15 tide gauges having matching

trend signs. A good correlation can also be seen in the Indonesian Seas. In the Paci�c

open ocean 11 of 15 tide gauges show agreement with the model. For this area, stations

that do not agree lie close to regions where switches in sign of the amplitude trends are

predicted by the model.

The west coast of the US is the only area where the model fails to reproduce the ob-

served tidal amplitude trends. The modelled amplitude changes only agree with the

sign at three of the 13 tide gauge stations. The modelled large-scale changes along the

west coast of the US have the opposite sign to the observed trends, which are generally

positive. A large proportion of the stations along the (north-)west coast of the US show

decreasing sea-level trends. Neither the sea-level drop simulations nor the non-uniform

simulations can simulate amplitude changes with the correct sign. However, the sea-level

drop simulation does predict an increase in open ocean M2 amplitudes for this area (see

Figure 5.4 e). This problem could be arising from a number of issues: the sea-level

decreases are much larger, especially along the north west coast of the US than acknowl-

edged in the CU-SL dataset. This is because GIA signals are not included in this data

set leading to an incorrect sea-level forcing being used. A further problem is that the

sea-level decreases are local but with further-�eld sea-level increases. This means that

the regional amplitude trends are probably a result of both local sea-level changes but

also of changes in further-�eld tidal dynamics. Therefore, this interaction would not

be captured by the simulations with globally uniform sea-level decreases. Furthermore,

most tide gauge stations lie in complex topographical environments, e.g. inlets, again

making it hard to capture the correct dynamics in a low resolution model. Also the shelf

in this area is very narrow and may not be resolved correctly, leading to mismatches.

For a number of stations the predicted magnitudes of the amplitude changes match the

observed changes very well (see, e.g., stations 29 (Baltimore USA), 57 (Cananeia BRA),

77 (Churchill CAN), 196 (Kuantan MSY), or 200 (Kushiro JPN) in Figures 5.8 � 5.10 in

the chapter appendix). Generally, though, the model tends to underestimate the magni-

tude of the amplitude changes in comparison to the observed trends by ∼ 50% to 75%
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Figure 5.5: Simulated amplitude changes from the 1 m non-uniform sea-level change simulation

plotted against the observed amplitude changes scaled to re�ect a local sea-level change of 1

m. For locations with negative sea-level changes the amplitude changes from the uniform -1 m

sea-level change simulation were taken and plotted against the observed change scaled to re�ect

a -1 m sea-level change. The dots plotted in red show stations at which the signs of observed

and modelled trends correspond, the blue shading indicates locations at which this is not the

case. Only stations with signi�cant amplitude trends are shown. Panel (a) shows M2 amplitude

changes, panel (b) K1 changes.

(see Figure 5.5 a). However, scaling the observed tidal amplitude trend to re�ect the

response to a 1 m sea-level change may skew the `observed' values towards the larger

magnitudes.

For K1, in contrast to M2, the model shows much less skill in reproducing the observed

amplitude trends (see Figure 5.1 b). For only 22 of 56 tide gauges the observed amplitude

trends correspond to the sign of the modelled changes meaning that the model is able to

show the correct trend at less than 40% of the locations. Apart from two stations in the

south, the modelled trends do not match the observed trends either in the northern part

of Japan or in the southern areas. In the central Paci�c �ve of 10 stations correspond

to the the model trend and along the Australian coastline the modelled trends �t the

observations at four of �ve stations. Along the west coast of North and Central America

the skill is better, with six of 11 trends corresponding between observations and models.

In the Gulf of Florida two of the four stations match the modelled changes. Along the

Atlantic coast of the US only two of six stations have the same trends. Two of the three

stations on the European coast showing signi�cant trends match the modelled trends.

As for M2, the model generally underestimates the magnitude of the amplitude changes

for K1 (see Figure 5.5 b).
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5.5 Discussion

With this study it has been attempted to reproduce the recent M2 and K1 amplitude

changes obtained from 142 tide gauge stations using a global tide model. We used both

observed sea-level changes from the CU-SL datasets and globally uniform sea-level in-

creases and decreases as the forcing.

For both M2 and K1, the signs and magnitudes of the amplitude trends are in close

agreement to previously published tidal amplitude trend data (Jay , 2009; Woodworth,

2010; Müller et al., 2011). Despite using a slightly di�erent subset of tide gauges, which

includes more stations than Müller et al. (2011) used, but fewer than Woodworth (2010),

the spatial patterns in the di�erent ocean basins agree very well. Here, in contrast to

the previously mentioned studies, only stations where amplitude trends are statistically

signi�cant are discussed. This results in fewer stations being included in the analysis

but these stations should re�ect changes which are di�erent from natural variability.

As in Müller et al. (2011) the tide model was forced with using the latest CU-SL trend

dataset (2015 version) in order to reproduce the observed amplitude trends. In contrast

to Müller et al. (2011) who carry out this simulation at 1/2◦ horizontal resolution and

perform SAL iterations, here, the tidal model is run at 1/8◦ horizontal resolution and

six SAL iterations are carried out for all simulations. In the central and western Paci�c,

the spatial patterns of change agree largely with Müller et al. (2011) (see their Figure

11 f for M2). However, there are pronounced regional di�erences, e.g. in the north east

Paci�c, throughout the Atlantic or the Southern Ocean. These could be due to model

resolution, di�ering SAL implementations, an e�ect of the di�erent versions of the CU-

SL forcing being used, or the contrasting extrapolation methodologies applied. Müller

et al. (2011) also discuss the di�erences in amplitude responses throughout the SAL iter-

ation. The changes in self-attraction and loading with small sea-level changes are likely

to be of similar magnitude as the tidal amplitude changes themselves, any errors in the

SAL estimations leading to quite large o�sets. These issues could be contributing to the

erroneous signal in the northeast Paci�c. Further SAL iterations, which are in progress,

could possibly address these issues.

Using non-uniform sea-level forcing results in only very small di�erences to the uniform

forcing. This is probably due to the regional variations in the sea-level forcing which

occur on too small a spatial scale to impact the large-scale tidal dynamics. Hence, the

changes in tidal dynamics are mainly driven by the global mean sea-level changes.
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For M2, the modelled tidal amplitude changes correspond very well to the sign of the

tide gauge amplitude trends with over two thirds of the modelled trends having the same

sign as the observations. The exception is the north west coast of the US, where the

issues are probably due to the CU-SL sea-level forcing not showing the large sea-level

decreases seen in the tide-gauges. If the not-matching tide gauges in this area are ex-

cluded from the analysis, the global amplitude trend correspondence rate increases to

over 75%. This suggests that for most stations analysed, mean sea-level changes could

play an important role in driving the secular semi-diurnal tidal changes. There is also a

very good spatial agreement between the Greater Diurnal Tidal Range (GDTR) trends

shown by Mawdsley et al. (2015) (see their Figure 7 c) and our M2 amplitude trends.

This suggests that �rstly, the GDTR trends are driven by changes in the semi-diurnal

tide and secondly, the GDTR trends are caused by the same forcing mechanism, which

is proposed here to be global mean sea-level changes.

For approximately 10% of the stations the model is also able to represent the magni-

tude of the changes fairly accurately. At most stations the observed amplitude trends

are however underestimated by the model. There is a number of possible reasons for

this. First, the amplitude changes could be driven by other processes in addition to the

mean sea-level changes. Second, the model is being run at 1/8◦ horizontal resolution

and tide gauges are often located along complex coastlines with, e.g., inlets, estuaries

or fjords, which cannot be captured by a low resolution model setup. Third, the tide

gauge amplitude trends are being scaled up to �t a global mean sea-level increase of 1

m in order to make them comparable to the 1 m sea-level rise simulations which is a

considerable extrapolation. This will exacerbate any existing uncertainties or errors in

the tide gauge amplitude and sea-level trend estimates. A further possibility would have

been to force the model with the observed sea-level trends, which average to a mean

change of less than 20 cm. However, using a such small forcing would make it hard to

distinguish changes from model errors.

For stations such as Astoria or Wilmington which are located at river mouths it has

been suggested that the amplitude trends could re�ect local changes in, for example,

river discharge rather than large-scale patterns (Müller , 2011; Matte et al., 2014).

The near-global CU-SL trend dataset generally corresponds well to the sea-level trends

obtained from the tide gauges. It shows very similar spatial variability both in magnitude

and sign compared to the data obtained from satellite altimetry. One exception is the
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north west coast of the US, where the tide gauges show strongly negative sea-level trends

which are not present in the CU-SL data. This is because the satellite data does not

include vertical land movement due to GIA processes. This issue could be contributing

to the inability of the model to reproduce the observed increases in the M2 amplitudes in

this region. At any given point, a change in tidal amplitudes will be driven by both re-

gional changes in sea-level, i.e. in this area a decrease in sea-level, but also the large-scale

changes, i.e. the global increase in sea-level. For this area, the large-scale sea-level change

patterns throughout the Paci�c show good correspondence with the tide gauge trends but

the regional trends do not match. It is likely that this issue cannot be addressed by using

global sea-level decrease scenarios because these change the sign of the large-scale forc-

ing. A further possibility could be that ignoring GIA processes could be hampering the

results. GIA induces sea-level changes through a number of mechanisms: postglacial and

recent ice loss removes loading from the Earth's surface causing vertical land movement

through viscous processes in the Earth's interior; ice loss leads to changes in gravitational

attraction due to past and recent ice loss, and the changes in mass distribution on the

Earth result in rotational changes (Pugh and Woodworth, 2014). However, in an addi-

tional simulation, forced by both the relative sea level changes from present-day GIA (see

Peltier , 2004, and http://www.atmosp.physics.utoronto.ca/ peltier/data.php for

the data) together with the large-scale sea-level changes from CU-SL (not shown), no

large changes in the amplitude responses in the northeast Paci�c can be seen. This

suggests that either our model is not able to resolve the dynamics of the very narrow

shelf in this region or that other processes are driving the tidal changes. Recent melting

of Alaskan glaciers has lead to a relative sea-level decrease in the north east Paci�c due

to gravitational and Earth rotational e�ects (Bamber et al., 2010). These e�ects are not

included either in the CU-SL dataset or in the GIA forcing. Additionally, the addition

of fresh water from the Alaskan glaciers into the north east Paci�c could lead to strati-

�cation changes altering the propagation properties of the tides in this region.

For K1, in contrast to M2, the model is not able to reproduce the amplitude changes.

This, in part, could be due to a much smaller percentage of stations showing signi�cant

changes in amplitudes, resulting in a much lower signal to noise ratio. The model error

for K1 lies at around 3 cm and only few stations amplitude trends exceed values of 2

cm/century. Stations with signi�cant trends are mainly located in the Paci�c and along

the east coast of the US whereas elsewhere on the globe K1 amplitude trends are negligi-
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ble. However, in comparison to M2, the amplitude changes are also much smaller, both

in absolute magnitude and in percentage terms, and the model error at many locations

by far exceeds the observed amplitude changes. Furthermore, a number of areas such

as the Indonesian seas, the Persian Gulf, the Sea of Okhotsk, or the Antarctic embay-

ments, which at present have large K1 tides and thus where prominent changes could

be expected to occur have a poor tide gauge coverage. As for M2, the north west coast

of the US shows signi�cant amplitude increases which the model however is not able

to simulate. In part, this may be due to the previously discussed issues with sea-level

trends in this area. However, for K1, the trends are also very small in this area leading

to greater uncertainties. A further reason why the model is not capturing the trends is

that the errors in the open ocean dynamics are too large and thus the responses to the

sea-level changes do not re�ect the actual changes occurring. Alternatively, the ampli-

tude changes could be driven by di�erent processes such as local or large-scale changes

in strati�cation or ocean circulation patterns, both of which exhibit back e�ects on the

ocean tides. As for M2, in the locations where the sign of the modelled trend does agree

with the sign of the observed amplitude changes, the model strongly underestimates the

magnitude of the changes. This suggests that the model is not capturing some of the

changes in the dynamics correctly and that there may be other factors in�uencing the

amplitude changes apart from sea-level alterations.

This study highlights the need for a denser tide gauge network with stations located

in more remote and in less developed parts of the globe. Our results call for more

open-ocean gauges so the tide gauge network can represent a truly global picture of the

changes occurring throughout the di�erent ocean basins. This would also enable assess-

ment whether trends at a single tide gauge re�ect large-scale patterns or purely local

dynamical changes.

Carrying out simulations at higher spatial resolution, e.g. 1/15◦, 1/20◦ or even 1/30◦

horizontal resolution, may lead to improved accuracy and solve some of the problems

with resolving complex coastlines. However, this method would be computationally much

more expensive for a global setup, especially if SAL iterations are carried out. A solu-

tion to improve computational e�ciency could be to carry out high-resolution regional

simulations as previously done by e.g. Ward et al. (2012), Pickering et al. (2012), Pelling

et al. (2013a) or Luz Clara et al. (2015). These would be forced by a lower resolution

global simulation providing boundary conditions, so that regional changes are still driven
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by a combination of large-scale and local shifts in the tidal dynamics.

For M2, these results suggest that the global sea-level changes play an important role in

driving the observed changes and that M2 tidal amplitudes display a strong sensitivity

to both regional and global sea-level changes. For K1, in contrast, it was not possible to

show a link between the observed sea-level changes and the observed amplitude changes.

This indicates that further research is necessary to establish the reasons for the observed

changes in the diurnal tidal dynamics. In future, more extensive datasets will show

whether the link hypothesised for M2 holds over time and higher-resolutions simulations

may address model issues in topographically complex coastal zones.

Bot the tide-gauge data and the model results indicate that tidal amplitudes are sensitive

to sea-level changes. This bears direct consequences for the planning of coastal protec-

tion as the tidal amplitude changes in some location amount to a considerable fraction

of the the corresponding mean sea-level changes. It has, however, also been shown that

the phase of the tide a�ects the propagation of storm surges (Horsburgh and Wilson,

2007). Storm surge modelling for future climates scenarios has generally assumed that

tidal dynamics will remain unaltered (e.g., Lowe and Gregory , 2005). This work, in

contrast suggests that global changes in tidal dynamics could occur with future sea-level

increases invalidating this assumption. Furthermore, this work, once again, highlights

the importance of considering changes in the tides in future climate scenarios as they

represent one of the main drivers of day-to-day sea-level variability.

5.6 Conclusions

Sea-level change is likely to be one of the most destructive aspects of global warming,

and the results presented here emphasise that mean sea-level changes could also act as

a driver of changes in the tides and hence alter sea-level variability. This work adds

to the body of evidence indicating that even relatively moderate sea-level increases can

evoke global changes in the tides. The simulations presented here suggest that sea-level

changes could at least partially be driving the globally observed 20th and 21st century M2

amplitude trends, which in many locations exceed 20% of the observed mean sea-level

changes occurring over the same time period. For K1, the amplitude trends are of much

smaller magnitude, and the simulations were not able to reproduce the trends, possibly

due to the large uncertainty in the trends.
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Table 5.1: Tide-gauge stations used for this study. The station numbers refer to the station

numbers in the GESLA data set. Start year and End year give the range of the records. M2

Amp and K1 Amp refer to the present-day mean M2 and K1 tidal amplitudes at each station

as measured by the tide gauges, respectively. Stars mark trends that are signi�cant at the 95%

level.
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�� #����&�� 	*-� ����� ���� ��� ���� ���� � ���� ��� � ��� �����

�� #�.&	/�) 	��� ���� ����� ���� ��� ���� � ���� ����� � �� ����

�� #&��� 	,�� ���� ���� �� ���� ���� � ���� ����� ��� ����� �

�� #���'&�� �	0- 	��� ��� ����� ���� ���� ��� ���� ���� � ��� ���� �

�� #���'&�� �	�# 	��� ���� ����� ���� ���� ����� � ���� ��� � ��� ���� �

��

#���' ��&	

�+�'�& 	12- ���� ���� ���� ���� ����� �� ���� ��� ����

��

#�&��.&��&	

*�) 	��� ���� ����� ���� ���� ����� � ���� ����� � �� ����

� #��(��3�+� 	
�� ���� ���� ���� ���� ���� � ��� ���� ���� �����

��

#�����+��	

2�'��� 	42- ��� ������ ��� ���� ���� ���� ���� � ��� ���� �

�� #���(��'' 	#�� ���� ���� ���� ���� ������� � ����� ����� � ��� ���� �

�� # ( �	2�'��� 	��� ����� ���� ���� ���� ����� � ���� ��� ��� �����

�� # �� 5� 	��� ���� ����� ��� ���� ����� � ��� ��� � ��� ���� �

�� 6&'!7�3' 	�6% ���� ��� ���� ���� ����� � ����� ����� � ��� ���

�� 6&�	$&'�&� 	�6% ���� �� ���� ���� ���� � ���� ���� � ���� ����

��� 6�(�	��&� 	��� ���� ����� ���� ���� ���� � ��� ����� ��� �����

��� 6��(�	$��� �� 	��� ���� ������ ���� ���� ����� � ���� ����� ���� ����

�� ,�.&���(& 	��� ����� ����� ���� ���� ����� � ���� ���� � ��� ���

��� 8���"���� 	9*- ���� ���� ���� ���� ����� � ����� ����� � ��� �����

��� 8 ��	6&��� � 	��� ����� ����� ��� ���� ���� � ��� ����� � ��� ����

�� 8 ��	��'���� 	��� ���� ����� ���� ���� ����� � ����� ���� � ��� ����

���

8�&�(�	8��"��&	

�� �' 	��� ���� ������ ��� ���� ����� ��� ���� ��� ���

��� 8���!��� 	:�1 ���� ����� ���� ���� ����� � ���� ���� � ��� ���

��� 9�'5&�� �	��&� 	��� ���� ���� ��� ���� ���� � ��� ����� � ���� ���� �

��� 9&��'�� � 	��� ����� ���� ���� ���� ���� ��� ����� ���� ����

�� 9����	2�'& 	��� ���� ����� ���� ���� ����� � ��� ����� ���� ���� �

�� �.��	$��� �� 	9�/ ��� ��� ��� ���� ���� ���� ���� ���� ����� �

� $�(��� �& 	
�� ��� ���� ���� ���� ���� � ���� ����� � ���� ��� �

�� $�� ���& 	
�� ��� ���� ��� ���� ���� ���� ����� � ���� ����

�� $�'�!�; 	#�� �� ����� ���� ���� ����� � ���� ����� � �� ����

�� $�+��� 	
�� ��� ����� ��� ���� ����� � ��� ����� � ��� ����

��� $&�+�3 & 	�0- ��� ��� ���� ���� ��� ���� ����� � �� ����� �
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Table 5.2: Table 5.1 continued.
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Table 5.3: Table 5.1 continued.
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��� �����3�(�4 ��� ����" ����� ���� ���� ����� � ���� ����" � ��� ����"

��� ���������!$�3 ��� ���� ����" ���" ���� ����� � �"�� ���� � ���� ����

��� 5�$���3� �.6# ����� ��"�� ���� ���" ����� � ���� ����� ��� �����

��� 5��-����% ��� ����� ����� ��"" ���� ���"� � ���� ���� ���� ����

��� 5
2��-���� ��� ����� ��"�� ���� ���� �"��� � ���" "��" � �"�� ����
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4�7� �,�. �"�� ����� ��"� ���� ����� � "�� ����" � ��� �����

��� 5������ � 5� ���� ���� ���� ���� ����� � �"�" ���� ��� �����
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��+��!
$� ��� ����" ����" ��"� ���� ���� ���� ����� � ���� ����

���
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+��!
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��� 9�&�� ����% ��� ���� �""�" ���� ���� ����� � ���� ���"� � ��� ���� �

��� 9�&&���� �,�. ���� ����� ��"� ���� ����� � ��� ����� � "�� ����� �

��� 9�����3�
� �.6# ����� ����� ���� ���� ����� � ���� ���� � ��� ���" �

��� 9�	& �'() ���� ���� ��"� ���" ����� � ����� ���� � ���� �����

��� 9�������(�4 ��� �"�� ������ ���� ���� �"��" � �"�� ����� �"�� ����� �

��� 9�����7��
2� ��� ����� ����� ��"" ���� ����� � ���� ���� � "�� ���� �
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%��+
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��� :�&$��� ��� ���� ������ ��"� ���� ������ � ����� ���� � ���� ����

��� :�� ���� ��� ����� ��"� ���� ������ ���� ���� � ���� ���� �

��� 6��0�!�� �56� �"�� ���� ���� ���� ����� ����� ����� ���� ����
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Figure 5.7: Observed tidal amplitude trends shown as percentage of 18 cm SL increase over

the 20th century. The length of the bar displays the magnitude of the amplitude trends and

magenta shading indicates a positive amplitude trend and turquoise a negative trend. The black

reference bar in the centre of the Asian continent shows a trend of 20%/century. Only stations

with signi�cant trends are shown. The black and yellow dots indicate the stations at which the

sign of the observed amplitude trends corresponds to the sign of the model trends. Panel (a)

shows the changes for M2, panel (b) the changes for K1.
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6.1 Introduction

Tides play an important role in the global climate system. Approximately half of the en-

ergy necessary to sustain the large-scale meridional ocean overturning circulation (MOC)

is provided by the tide (e.g., Munk and Wunsch, 1998). At rough bathymetric features

energy is transferred from the barotropic tide to internal waves which subsequently break

and cause mixing in the interior of the ocean (Egbert and Ray , 2000; Ledwell et al., 2000).

Vertical mixing balances deep water formation and in�uences the strength of the MOC,

and thus supports a key pathway for the redistribution of heat, momentum and fresh-

water across the globe (e.g., Wunsch and Ferrari , 2004). For the Last Glacial Maximum

(LGM), when sea-level was 120 m lower than at present, it has been suggested that

altered tidal processes due to the sea-level decrease could have modi�ed the structure of

the MOC (see ?, and Chapter 4 for a detailed description).

Tides control shelf-sea primary production in temperate and polar regions by determin-

ing the locations of tidal mixing fronts in temperate and polar shelf seas (e.g., Pingree

et al., 1978; Holligan et al., 1984; Simpson and Sharples, 2012). Tidal mixing fronts are

interfaces between seasonally strati�ed, nutrient depleted and fully mixed, nutrient rich

waters. Their location is determined by the balance between heating from the sun and

mixing by the tide and the wind (Simpson and Hunter , 1974). Mixing fronts sustain the

highest levels of primary productivity and associated secondary productivity in shelf seas

as nutrients are resupplied here (e.g., Sharples and Holligan, 2006). This makes these

areas valuable �shing grounds (e.g., Simpson and Sharples, 2012). Furthermore, the

partitioning between seasonally strati�ed and fully mixed waters in temperate and polar

shelf seas in�uences the uptake of CO2 in form of dissolved inorganic carbon from the

atmosphere and the storage of organic carbon from biological activity (Tsunogai et al.,

1999; Thomas et al., 2004). The organic and inorganic carbon can be subsequently ex-

ported o� the shelf into the deep ocean by horizontal advection or isopycnal mixing. This

process is known as the continental shelf pump (Tsunogai et al., 1999; Thomas et al.,

2004; Rippeth et al., 2008).

In coastal areas tides are the main driver of sea-level variability on hourly to daily time

scales. They therefore in�uence the structure of near-shore and intertidal ecosystems,

and determine coastal morphology. They do not only induce rapid sea-level changes

themselves, but the phase of the tide also modi�es propagation properties of storm

surges (Horsburgh and Wilson, 2007).
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Because tides propagate as shallow-water waves they are strongly a�ected by water-

depth (sea-level) changes that alter the propagation speed of the tidal wave and can

change resonant properties (see, e.g., Green, 2010). However, investigations of the im-

pact of sea-level changes on tides have mostly focussed on the LGM (e.g., Egbert et al.,

2004; Gri�ths and Peltier , 2009; Green, 2010; Wilmes and Green, 2014) or on regional

responses to future sea-level rise (Ward et al., 2012; Pickering et al., 2012; Pelling et al.,

2013a; Pelling and Green, 2013; Luz Clara et al., 2015).

It has been hypothesised that during the Last Interglacial (∼125 kyr BP; LIG) a collapse

of the West Antarctic Ice Sheet (WAIS) may have taken place (Raymo and Mitrovica,

2012) and that parts of the Greenland Ice Sheet (GIS) melted (e.g., Kopp, 2009). How-

ever, recent studies highlight that ice sheet collapses could also occur in future. Recent

investigations of the glaciers draining the WAIS have show widespread grounding line

retreat (Rignot et al., 2014; Joughin et al., 2014) together with increased ice discharge

rates (Pritchard and Vaughan, 2007; Mouginot et al., 2014) over the last decades. This

gives rise to a strongly negative mass balance (Harig and Simons, 2015). As the WAIS

is predominately a marine-based ice sheet and inherently unstable (Clark and Lingle,

1977; Oppenheimer , 1998; Bamber et al., 2009; Gomez et al., 2010; Joughin et al., 2014)

it has been suggested that these trends may be linked to the early phases of a marine

ice-sheet instability, possibly leading to a collapse of marine sectors of the WAIS in the

coming centuries or millennia (Joughin et al., 2014; Mouginot et al., 2014). Similarly,

for the Greenland Ice Sheet (GIS), a number of studies have reported increased ice mass

loss rates over the past decades (Velicogna, 2009; Velicogna et al., 2014) and regionally

increased �ow speeds (Rignot and Kanagaratnam, 2006; Moon et al., 2012). It has been

suggested that if a certain warming threshold is crossed, a full melting of the ice sheet

could occur (Gregory et al., 2004; Robinson et al., 2012). A full collapse of an ice sheet

would induce globally heterogeneous sea-level changes, due to the loss of the gravitational

attraction of the ice sheet, changes in loading of the Earth's crust and perturbations in

the Earth's rotation (Clark and Lingle, 1977;Milne and Mitrovica, 1996;Mitrovica et al.,

2009; Gomez et al., 2010) (see Figure 6.1). Despite recent work (Clark and Lingle, 1977;

Mitrovica et al., 2009; Gomez et al., 2010; Mitrovica et al., 2011) showing highly hetero-

geneous sea-level change rates which, regionally, can have the opposite sign to the global

average, and could therefore in�uence the tidal response to the sea-level changes, the

global response of tides to large-scale, glacially-mediated sea-level changes in both the
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future climate and during the LIG has yet to be investigated.

Our aims in this chapter are to demonstrate how collapses of the WAIS or the GIS af-

fect tidal processes, and to highlight the importance of tides in the climate system. We

deliberately collapse the entire ice sheets as this gives an indication of the extremes in

responses. All intermediate ice sheet melt cases are likely to evoke tidal changes that

lie between the present-day case and the extremes. First, we describe the changes in

tidal amplitudes induced by gravitationally self-consistent sea-level changes following

the removal of each the WAIS and GIS (Figure 6.1), and address implications for coastal

�ooding. Next, we illustrate the global consequences of the changes in the associated

dissipation of tidal energy in the oceans, and postulate impacts on ocean mixing and

shelf sea biogeochemical cycles.

6.2 Methods

6.2.1 Simulations

We carry out three sets of numerical tidal model simulations, using OTIS, to reach these

goals: (1) a present day control simulation of the global M2 tide (henceforth `Control';

Figure 6.2a); (2) a simulation with a collapsed WAIS (denoted `NoWAIS'); and (3) a

simulation with a collapsed GIS (denoted `NoGIS').

OTIS was run in the same setup as described in Chapter 3.2. NoWAIS and NoGIS

use bathymetries in which the ice is removed and replaced by bedrock (see Figure 6.1a

for NoWAIS). The sea-level changes following collapses of each ice sheet (Figure 6.1b

and c), with equivalent eustatic values (EEVs) of 5 m and 7 m for WAIS and GIS,

respectively, are computed using a gravitationally self-consistent sea-level theory. It

takes into account deformation of an elastic Earth model, changes in Earth rotation,

and migrating shorelines (Gomez et al., 2010). For comparison we also perform tidal

simulations with spatially uniform sea-level increases of 5 m and 7 m to reinvestigate

the validity of previous uniform sea-level rise studies (e.g., Ward et al., 2012; Pickering

et al., 2012; Luz Clara et al., 2015). The model was run for both M2 and K1, however

K1 is not elaborated on here, because the changes in tidal amplitudes and the associated

tidal dissipation are local and of small magnitude.
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6.2.2 Bathymetry and sea-level model

Global bathymetric data from Wilmes and Green (2014) (see also Section 3.2.6 for de-

tails) is used as input to the tidal model for the Control scenario. For the NoWAIS and

NoGIS scenarios, the ice in West Antarctica and on Greenland, respectively, is removed

and replaced by bedrock data from the ETOPO1 database (Amante and Eakins, 2009)

in each bathymetry. Predicted sea-level changes for collapses of the WAIS or GIS are

then added to this initial bathymetry to produce the bathymetry used in the tidal mod-

elling keeping the land-ocean boundaries constant apart from in the ice-sheet collapse

locations.

The implementation of sea-level change in tidal models, i.e. whether new land is allowed

to �ood or the land-sea con�guration is held constant, can lead to large di�erences in

tidal responses (Pelling et al., 2013a; Ward et al., 2012). Here, we assume that areas ex-

periencing large tidal changes are or will be protected by �ood defences as is the case for

the European Shelf (Pelling et al., 2013a). Consequently, we do not �ood new grid cells.

We have performed simulations allowing inundation and �nd that the global patterns

are very similar to the simulations presented here. There are local di�erences, which

are evident in some shelf seas, however the global, open ocean patterns correspond well.

Considering the fairly low resolution of the tidal model (with respect to the complexity

of coastal �ooding) we therefore suggest that the di�erences between `�ooding' and `no-

�ooding' are best addressed in high-resolution regional studies.

The calculations of sea-level change following the full collapse of the WAIS and GIS

were performed using the sea-level theory and algorithm described in detail in Gomez

et al. (2010). This theory includes gravitational self-consistency, elastic deformation of

the solid Earth, changes in the rotation of the Earth. It allows for migrating shorelines

and the inundation with water of sectors freed of marine-based ice. Calculations are per-

formed up to spherical harmonic degree and order 512, and elastic and density structure

of the solid Earth is given by the Preliminary Reference Earth Model (PREM) (Dziewon-

ski and Anderson, 1981). The prediction for the NoWAIS scenario comes directly from

Gomez et al. (2010), while the prediction for the NoGIS scenario was calculated applying

the same procedure. The current scenarios represent instantaneous sea-level responses

to full ice-sheet collapses. Future work will involve consideration of time-incremented

ice-sheet removal over a range of timescales and the incorporation of a viscoelastic Earth

model.
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Figure 6.1: (a) Antarctic bathymetry with WAIS removed. The white shading indicates land

areas or areas of ice higher than the sea surface height; the black line shows the extent of grounded

ice in the Control simulation; the red line indicates the maximum extent of ice including ice

shelves, (b) sea-level change in response to a WAIS collapse, (c) sea-level change in response to

a collapse of the GIS. For (b) and (c) the black contour marks the land ocean boundary. For

(b) and (c) the blue arrow on the colour bar indicates that the sea-level decrease in proximity

to the ice-sheet collapse location saturates the colour bar (the maximum decreases amount to

87m (NoWAIS) and 88m (NoGIS)).

In addition, we prepare uniform sea-level rise bathymetries where sea-level is increased by

5 m and 7 m, respectively, against the Control bathymetry, and land-ocean boundaries

are held constant.

6.2.3 Analysis

The Control amplitudes were evaluated against the TPXO8 database (Egbert and Ero-

feeva, 2002) using a root-mean square error (RMSE), calculated as the sum of the lati-

tudinally weighted square di�erences between the Control simulation and TPXO8. For

M2 we achieve a global RMSE of 7.7 cm, which in the deep ocean (water depth h > 500

m) drops to 3.8 cm. Control dissipation is 2.34 TW in total and 0.77 TW for the deep

ocean, consistent with values from TPXO8 (with total and deep dissipation being 2.39

TW and 0.96 TW).

The open ocean amphidrome locations are determined with the help of an algorithm

which �nds the minima in amplitudes in the open ocean and determines the locations

at which the phase di�erences are greatest. Taken together these two criteria give the

locations of the amphidromes.
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The Simpson-Hunter Strati�cation Parameter k was calculated following Simpson

and Hunter (1974) as k = h/u3, where h is water depth and u is tidal current velocity.

A value of log10(k) = 2.5 was used to mark the transition between mixed and strati�ed

waters as was done by Simpson and Pingree (e.g., 1978) or Luz Clara et al. (2015), with

log10(k) > 2.5 representing strati�ed waters and log10(k) < 2.5 mixed waters.

Dissipation was computed as the di�erence between the work done by the tide producing

force and the divergence of the energy �ux following Egbert and Ray (2001) (see also

Section 2.3.7).

6.3 Results

6.3.1 Amplitudes

Large changes in M2 amplitudes can be seen in both the NoWAIS and NoGIS simula-

tions. In the NoWAIS case (Figure 6.2b), tidal amplitudes of up to 1 m occur in the

new West Antarctic ocean basin, together with increases of nearly 0.5 m over the central

Ross Sea. Amplitudes also increase throughout the Paci�c, particularly in the Panama

Basin (up to 0.2 m), along the west coast of the US, in the Bering Sea (up to 1.2 m),

along the Asian coast of the Paci�c (up to 0.65 m) and along the north Australian coast.

Slight decreases in amplitudes can be seen west of New Zealand. The Atlantic sector

sees reductions in tidal amplitudes of up to 1.2 m throughout the North Atlantic, with

the exception of Hudson Bay, and with larger than present tides in the southern basin,

especially on the Patagonian Shelf.

Overall, the NoGIS simulation shows a similar picture, although there are regional

di�erences between the NoGIS and NoWAIS simulations (Figure 6.2c). The amplitude

enhancements throughout the Paci�c are larger than in NoWAIS due to larger sea-level

changes in the NoGIS simulation. The largest di�erences between NoGIS and NoWAIS

are found around Antarctica where, in the NoGIS case, the amplitude di�erences are

small because local bathymetry remains the same. Pronounced di�erences are also seen

throughout the Atlantic, where sea-level changes vary strongly between scenarios. In

the Atlantic, for NoGIS, greater amplitude increases occur on the Patagonian Shelf than

in NoWAIS, but we also see more pronounced decreases throughout the North Atlantic,

including Hudson Bay. Furthermore, the response on the European Shelf is much weak-

ened in comparison to NoWAIS. Overall, amplitudes increase along 59% and 57% of the
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Figure 6.2: (a) Present day M2 amplitudes for the Control simulation. (b-e) M2 amplitude

changes in response to (b) the removal of the WAIS (NoWAIS), (c) the removal of the GIS

(NoGIS), (d) uniform 5 m sea-level increase and (e) uniform 7 m sea-level increase. For (b) and

(c) the black arrows indicate shifts of open ocean amphidromes, with arrows pointing from the

amphidrome location in the Control simulation to their location in the NoWAIS and NoGIS,

respectively.

coastline for NoWAIS and NoGIS, respectively, whereas 36% and 38% of the coastline

experience decreases.

Solutions of the Taylor problem for shelf-sea tides (Rienecker and Teubner , 1980; Pelling

et al., 2013a) show that the increased propagation speed of the tidal wave with sea-

level rise shifts amphidromes towards areas of enhanced dissipation. A shift of one

amphidrome then triggers movement of the adjacent amphidromic points (see the dia-

gram in Pelling et al., 2013a). For the NoWAIS case the removal of the ice sheet results

in an eastward shift of the southernmost amphidromic point located in the Ross Sea,

subsequently triggering a northwest shift of the neighboring amphidrome (Figure 6.2b).

The open ocean amphidromes in the Central and North Paci�c shift north- and westward

towards areas of enhanced dissipation in the West and North Paci�c (see Figure 6.4b).

This is induced by changes in the propagation properties of the tidal wave due to the
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sea-level increases. For the NoGIS scenario the changes in the Central and North Paci�c

mirror those in the NoWAIS case but di�er close to Antarctica as dissipation changes

here are much smaller (Figure 6.2c and Figure 6.4c). In the South Atlantic the north-

westward migration of the amphidrome between South Africa and central South America

results in decreases in amplitudes over the Amazon Shelf. In the North Atlantic the small

northwestward shift of the amphidromic point south of Greenland in the NoWAIS case

and the eastward shift in the NoGIS scenario are responsible for the considerable am-

plitude changes in this near-resonant region. Consequently, the increased dissipation on

the Patagonian Shelf seen in both scenarios, and for NoWAIS also in the Weddell Sea

sector (see Table 6.3.1 and Figure 6.4), reduces dissipation in the North Atlantic and its

adjoining shelf seas. This is analogous to the tidal changes occurring between the LGM

and the Holocene when sea-level rose and shelf seas progressively �ooded reducing open

ocean dissipation (Wilmes and Green, 2014).

These results highlight that tidal amplitude changes at a given location are related to

both local and far �eld sea-level changes, and, in particular for the case of NoWAIS, to

the inundation of sectors freed of marine-based ice (Figure 6.1a). In proximity of the

ice sheet the sea-level changes are opposite in sign and an order of magnitude or more

greater than the EEV (Figure 6.1b and c). For example, in Figure 6.1b showing WAIS

collapse with an EEV of 5 m, sea-level falls in the WAIS region by up to 87 m. Note

that sea-level changes in the proximity of ice loss are highly dependent on the geome-

try and amount of ice removed (Mitrovica et al., 2011). Also the predictions in Figure

6.1b and c are computed for the scenarios in which the WAIS and GIS fully collapse.

This result leads to very di�erent responses of the tides between the NoWAIS and the

NoGIS cases in the polar regions. This aspect is not taken into account when using the

traditional uniform sea-level rise scenarios. Furthermore, in areas where the predicted

sea-level change corresponds to the EEV of the respective ice sheet, the tidal response

still di�ers from the uniform case (Figure 6.2d and e), showing that local (shelf sea) tidal

responses are in�uenced by far-�eld dynamics. These results emphasize the importance

of using geographically variable sea-level change scenarios, as opposed to the traditional

approach of applying globally uniform sea-level increases. Furthermore, these �nding

highlight the importance of using `correct' boundary conditions that take the global

changes into account when performing high-resolution regional studies.
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Figure 6.3: (a) Longitudinally integrated M2 tidal dissipation summed over 2◦ of latitude for

smoothing purposes for total dissipation (black) and deep dissipation (grey, h > 500 m). Change

in longitudinally integrated M2 tidal dissipation due to the ice-sheet removal for (b) total dis-

sipation and (c) deep dissipation. Solid lines indicate the NoWAIS simulation, dotted lines the

NoGIS simulation. Black shows total changes, blue Atlantic only and red Paci�c only.

Figure 6.4: (a) Present day M2 dissipation for the Control simulation. M2 dissipation changes

in response to (b) the removal of the WAIS (NoWAIS), and (c) the removal of the GIS (NoGIS).
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Table 6.1: Shelf-sea dissipation and strati�cation changes. The left three columns give M2 tidal

dissipation in shallow waters (h < 500 m) for selected shelf regions for the Control simulation,

the NoWAIS simulation and the NoGIS simulation. Units are Gigawatts. The values in brackets

give the percentage changes in dissipation for NoWAIS and NoGIS. The right two columns give

the change in extent of waters which remain well mixed due to tidal mixing and so are not

subjected to seasonal strati�cation. Units are %. No values for strati�cation changes are given

for the Amazon Shelf as its oceanographic regime is dominated by freshwater �uxes.

Shelf dissipation [GW] (% change)
Mixed water extent

(% change)

Control NoWAIS NoGIS NoWAIS NoGIS

Global 1570 1350 (-14) 1490 (-5) -20 -23

Amazon Shelf 78 59 (-24) 52 (-33) � �

Bering Sea 63 119 (89) 140 (122) 52 62

China Seas 167 195 (17) 223 (34) -24 -30

European Shelf 127 102 (-20) 111 (-13) 3 -4

Patagonian Shelf 101 120 (18) 188 (86) -12 32

6.3.2 Dissipation

Pronounced changes in tidal energy dissipation occur throughout the di�erent ocean

basins in response to the changes in tidal processes (Figures 6.4 and 6.3, and Table

6.3.1). In the following �deep� (�shelf�) refers to water depths deeper (shallower) than

500 m. The total (deep) globally-integrated dissipation rate from the M2 tide increases

from 2.28 TW (1.02 TW) in Control to 2.46 TW (1.11 TW) in NoGIS and 2.74 TW

(1.25 TW) in NoWAIS. For both NoWAIS and NoGIS these changes are mainly due

to enhanced dissipation in the Paci�c (Figure 6.3b), especially around the Bering Sea

(approximately 55◦ N). There, shelf dissipation increases by 90% and 120% for NoWAIS

and NoGIS, respectively (Table 6.3.1). Increases also occur north-east of Australia (15◦

S) and in the China Seas (20◦ N) (∼20% and 40%, respectively). With the exception

of the Patagonian Shelf (55◦ S), where 90% more energy is dissipated in NoGIS than

in the Control simulation, dissipation generally drops throughout the Atlantic in both

NoWAIS and NoGIS. This includes decreases on the Amazon Shelf (5◦ N), in the Bay of

Fundy (40◦ N), and on the European Shelf (50◦ N). Interestingly, deep-water dissipation

(Figure 6.3c) in the Atlantic shows little change for either collapse case, whereas strong
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increases occur throughout the Paci�c. The main locations for enhanced deep-water dis-

sipation are the Coral Sea north-east of Australia (20◦ S � 0◦ S), the Izu-Bonin-Mariana

Arc south of Japan (25◦ N), and the Aleutian Ridge to the south of the Bering Sea (50◦

N), and also in the West Antarctic ocean basin for NoWAIS. Again in NoGIS, larger

changes can be seen than in NoWAIS compared to the Control.

The changes in shelf-sea dissipation are predicted to lead to changes in the extent of

seasonal strati�cation in a number of temperate and polar shelf seas (see Table 6.3.1

and Figure 6.5). Calculation of the Simpson-Hunter strati�cation parameter shows that

the mixing front locations and lengths change in most shelf seas examined in both sce-

narios, and that pronounced changes in the extent of mixed water occur. Globally, the

spatial extent of permanently mixed waters decreases by around 20%, corresponding to

an increase in strati�ed waters for both scenarios, but across the di�erent shelf seas the

patterns are highly heterogeneous. For example, in the Bering Sea the extent of mixed

waters increases by over 50% whereas for the China Seas, decreases of around 25% and

30% occur in NoWAIS and NoGIS, respectively.

6.4 Discussion

The impact of possible future large-scale ice sheet collapses on the tides and tidally-

driven processes has been investigated. Our results show prominent global changes in

both tidal dynamics and tidally-driven processes in response to the removal of the WAIS

and the GIS. These results are applicable both for changes that may occur in a warming

world but also for the LIG which is often considered an analogy for our climate system

in the next millennia (e.g., Church et al., 2013).

Large amplitude changes occur on most coastlines which are heterogenous in nature.

Together with the mean sea-level changes they are expected to considerably alter coastal

ecosytems and morphology. The considerable changes in amplitudes could hamper re-

constructions of LIG sea-level as sea-level index points often rely on tidal amplitudes not

varying in magnitude (e.g., Scourse, 2013).

The increased deep-water dissipation rates seen for the central and northern Paci�c may

a�ect ocean dynamics, climatic patterns, and as a consequence biogeochemical cycles.

The enhancements in the Paci�c and the Southern Ocean region may intensify abyssal

diapycnal mixing and thus in�uence the overturning circulation in the Paci�c and the

Antarctic Circumpolar Current (Munk and Wunsch, 1998; Egbert and Ray , 2001). This
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Figure 6.5: Strati�cation parameter log10(k) calculated for M2 for CTRL (left column), NoWAIS

(central column), and NoGIS (right column). The light blue shading marks areas deeper than

500 m. Values below 2.5 indicate fully mixed water, values above seasonally strati�ed waters.

Areas displayed are (a) - (c) the Bering Sea, (d) - (f) the Patagonian Shelf, (g) - (i) the European

Shelf and (j) - (l) the China Seas.
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would a�ect heat and momentum transfer across the globe, as has been hypothesized to

have occurred during the LGM (Green et al., 2009; Schmittner et al., 2015) and Eocene

(Green and Huber , 2013). Prominent changes in dissipation also occur around the In-

donesian Seas. Here, at present, the Indonesian Through�ow (ITF) transports heat and

freshwater into the Indian Ocean (Sprintall et al., 2009). Links between the ITF and the

climate patterns ENSO and the Indian Ocean Dipole have been suggested (e.g., Zhou

et al., 2015). Changes in the tides in this area could lead to modi�cations in the strength

and structure of the ITF with possible feedbacks for supraregional climate modes. We

therefore argue that long-term simulations of ocean-climate scenarios, irrespective of

time period, should take changes in tidally-driven mixing into account.

The large changes in the level of tidal energy dissipation in the shelf seas will result in

profound local changes in water column structure with potential downstream impacts for

�sheries and the global carbon cycle. Primary productivity in tidally-dominated season-

ally strati�ed shelf seas is strongly in�uenced by the location of tidal mixing fronts. These

separate seasonally strati�ed waters from water which remains fully mixed throughout

the year. Tidal mixing fronts support very high levels of biological productivity, slightly

lower values are found in seasonally strati�ed areas, and productivity is generally low

in fully mixed waters (Pingree et al., 1978; Holligan et al., 1984). The changes in the

geographical extent of seasonal strati�cation in temperate and polar shelf seas will thus

change shelf-wide primary productivity levels. Consequently, both the changes in pro-

ductivity and the distribution of shelf sea water masses could modify the strength of the

shelf sea carbon pump (Tsunogai et al., 1999; Thomas et al., 2004; Rippeth et al., 2008).

Changes in primary productivity will have implications for shelf sea ecosystem structure

(Simpson and Sharples, 2012). Despite a global increase in the geographical extent of

seasonal strati�cation, regional changes are highly heterogeneous (see Table 6.3.1 and

Figure 6.5). For example, in the Bering Sea, home to a globally-important �shery (FAO ,

2014), the extent of strati�cation is predicted to shrink whilst in the Yellow and East

China Seas levels increase. On the Patagonian Shelf, another �shery of global impor-

tance, large shifts in the location of the mixing fronts occur for both scenarios.

We have assumed that global ocean strati�cation remains una�ected by the addition

of meltwater from the ice sheets. However, large additions of freshwater could lead to

changes in ocean strati�cation altering the propagation of the barotropic tide and the

generation of internal waves. The latter could have feedbacks for internal mixing.
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6.5 Conclusions

This work illustrates and highlights the importance of tides in the global climate system.

We have shown that the sea-level changes from large-scale ice-sheet collapses have the

potential to substantially alter global tidal dynamics resulting in large amplitude changes

across most of the globe. However, not only changes in amplitude are of importance:

Our results suggest that the changes in tidal dynamics could have important downstream

e�ects altering the position and length of tidal mixing fronts in seasonally strati�ed

temperate and polar shelf sea, thus altering shelf-sea biogeochemistry and leading to

changes in the global carbon cycle. Furthermore, changes in tidal dissipation could a�ect

alter the amount of energy supplied to the internal tide which is important for mixing in

the ocean's interior. This mixing in part drives large-scale ocean currents which have a

strong in�uence on global climate patterns. We therefore conclude that past and future

changes in the tides due to large-scale sea-level change have the potential not only to alter

sea-level variability but could also lead to important feedbacks in the climate system. It

is therefore suggested that tidal changes driven by sea-level changes should be considered

in climate projections. Our results also emphasise the need for high-resolution regional

tide studies addressing local impacts of sea-level changes on tides, better descriptions

of the mechanisms behind these changes, and their feedbacks with components of the

climate system.
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7.1 Discussion and Outlook

With this work the impact of large-scale climatologically driven sea-level changes on the

global tides has been explored. It has been shown that tides are highly sensitive even to

the relatively small sea-level changes that are being observed at present and that changes

in the global tidal dynamics can occur on a large range of timescales.

For both the past sea-level low-stand during the LGM and the possible future ice sheet

collapse scenarios, increases in M2 tidal amplitudes occur across large parts of the globe,

albeit in di�erent areas and for di�erent reasons. During the LGM, tidal amplitudes were

much greater in the Atlantic than at present. This was due to changes in the resonant

properties of the Atlantic during the LGM. The 130 m sea-level drop led to the exposure

of most shelf seas where a large part of tidal energy is lost at present. This reduced

the damping properties of the ocean basin which is close to resonance at semi-diurnal

tidal frequencies at present and led to strongly enhanced amplitudes and dissipation in

the LGM ocean (see, e.g., Egbert et al., 2004; Green, 2010; Wilmes and Green, 2014).

The sea-level drop showed very little e�ect in the Paci�c compared the large increases

in amplitudes seen in the Atlantic. Large parts of the Paci�c are not close to resonance

at present for semi-diurnal frequencies (e.g., Platzman et al., 1981) and were, as the re-

search presented here suggests, also not in the past. In contrast to the Atlantic, the shelf

seas in the Paci�c are much narrower and occupy much less area than in the Atlantic,

meaning that the shape of the ocean basin changes much less in the Paci�c than in the

Atlantic, when large sea-level changes occur.

In the ice sheet-collapse scenarios, in contrast, the strongest increases in tidal amplitudes

can be seen in the Paci�c. They, however, occur due to changes in the propagation prop-

erties of the tidal waves due to increased sea-level and not due to resonance e�ects as

in the Atlantic during the LGM. The altered tidal wave properties cause shifts of most

amphidromic points throughout the Paci�c, leading to increased amplitudes along most

Paci�c coast lines. The North Atlantic, for both WAIS and GIS collapses, shows small

decreases in amplitudes and dissipation which is consistent with the North Atlantic being

pushed away from resonance as sea-level further increases. These results agree well with

the amplitude trends observed from the tide-gauge data. Large changes in the M2 tidal

amplitudes are occurring over most areas on the globe where data is available. In some

locations the amplitude trends are nearly as large as the mean sea-level trends occurring

in conjunction.
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The analysis of the tide-gauge data indicates that, at least for M2, part of the observed

global amplitude trends can be explained with the large-scale sea-level changes occurring

at present. This implies that sea-level increases can be considered a driver of large-scale

changes in tidal dynamics. However, it appears that the tidal model underestimates

the changes in amplitudes. This suggests that further processes may be contributing to

the tidal changes such as changes in the internal tide (Zaron and Jay , 2014), changes

in local coastal morphology (Pelling et al., 2013b), or changing interactions with other

tidal constituents (Devlin et al., 2014) that have not been considered in this study.

In contrast to M2, K1 tides show a very low sensitivity to the range of sea-level change

explored in this study. Neither the large sea-level adjustments seen during the deglacial

period, nor future sea-level increases result in global changes in the K1 tide. The changes

mainly occur in the shelf seas in which the K1 tide is large at present, i.e. the Sea of

Okhotsk, the South China Sea, the Indonesian seas, and the Bering Sea, but the open

ocean changes are small. This is due to none of the large ocean basins being close to

resonance at diurnal frequencies at present (see e.g., Platzman et al., 1981; Green, 2010).

The observed tidal amplitude trends for K1 are much smaller than for M2 and occur at

a much smaller proportion of stations analysed.

Chapters 5 and 6 have included simulations with both uniform and spatially varying

sea-level changes. The simulations in Chapter 5 forced with the CU-SL sea-level changes

show only small, localised di�erences to the uniform runs. In contrast, the results in

Chapter 6 display large di�erences between the uniform and the non-uniform simula-

tions. The CU-SL sea-level trends are spatially highly heterogenous, whereas the �n-

gerprints used in Chapter 6 are spatially much more consistent. The �ngerprints show

pronounced decreases in sea-level over a large region close to the ice sheet and large

increases away from the ice sheet. For those investigating the tidal response of large-

scale sea-level changes this highlights the importance of considering non-uniform sea-level

changes when the variations in sea-level exceed supraregional scales rather than simply

applying the global mean sea-level change.

The considerable amplitude variations are also important for the reconstructions of past

sea-levels. Sea-level index points (SLIPs) are sedimentary structures, fossil organisms, or

archaeological features whose origin is primarily driven by sea-level at the point of depo-

sition (Shennan, 2015). Often SLIPs do not record mean sea-level. Instead, for example,

they document mean spring high tide levels. Most studies using SLIPs as indicators
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assume tidal ranges that do not vary over time (see e.g., Scourse, 2013). However, this

work and other studies (Egbert et al., 2004; Gri�ths and Peltier , 2009; Green, 2010)

show that in the recent past, considerable changes in tidal amplitudes have occurred

and are occurring at present (e.g., Woodworth, 2010; Mawdsley et al., 2015) invalidating

this assumption (e.g., Shennan, 2015). Furthermore, in the case of the LGM, the tidal

changes, are actually driven by sea-level changes, further complicating the reconstruc-

tions of past sea-levels.

The work presented in Chapter 7 is not only of relevance for the future but also for

the past: reconstructions of sea-level during the past interglacial have suggested that

global mean sea-level may have been over 6 m higher than at present (see e.g., Kopp,

2009). It has been hypothesised that partial melting or a full collapse of the WAIS may

have signi�cantly contributed to the sea-level highstand (Raymo and Mitrovica, 2012;

Bradley et al., 2012) together with partial melting of the Greenland Ice Sheet (Kopp,

2009). Global climate has been estimated to have been around 2◦C warmer than at

present (Church et al., 2013), a value which may be reached by the end the year 2100

(Pachauri , 2014). This indicates that collapses of the WAIS may have occurred in the

past and could be a possible future phenomenon. This work shows that a collapse of the

WAIS would have induced profound changes in the global tides with implications not

only for shelf sea dynamics, and thus primary productivity, with possible back e�ects for

CO2 concentrations, but also open ocean dynamics which may not only be important in

the future but also in the past.

Changes in the tides have the potential to alter a large range of oceanic processes.

Changes in the amount of tidal energy dissipated in the oceans can alter the amount

of vertical mixing occurring in the deep ocean with potential feedbacks on open ocean

circulation. This supports previous speculation (Munk and Wunsch, 1998; Green et al.,

2009) that the increase in tidal dissipation during the LGM had the potential to counter-

act the processes slowing the MOC during the LGM reported in a number of modelling

studies (e.g., Stocker et al., 1992). Increased tidal mixing rates could also have provided

a mechanism for the rapid resumption of the MOC to full strength after large fresh wa-

ter inputs during the Heinrich events during the LGM (e.g., Green et al., 2009). These

mechanisms could also be important in the future. Decreased tidal dissipation in the

Atlantic region, as seen for the melting of the GIS, and to smaller extent for the WAIS,

combined with an increased freshwater input from the melting ice sheet could lead to a
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reduction of the strength of the overturning.

Changes in the energy input from the tides are not only important in the open ocean

but also in shelf seas. Despite their surface area being small (∼ 9% of the surface of

the ocean), their account for nearly 1/5th of the oceanic primary productivity (Simpson

and Sharples, 2012) with 90% of the global �sh catches coming from shelf seas and the

shelf break (Pauly , 2002). Oceanic primary productivity leads to the �xture of CO2

into organic matter, part of which is subsequently exported to the deep ocean (Tsunogai

et al., 1999; Thomas et al., 2004; Simpson and Sharples, 2012). It has been estimated

that 47% of the particulate organic carbon export to the deep ocean occurs in shelf seas

(Jahnke, 2010). In many shelf seas physics and biochemistry are heavily in�uenced by

the tide (e.g., Simpson and Sharples, 2012). Simpson and Bowers (1981) show that the

modulations of the tides over the spring-neap cycle can lead to considerable displace-

ments of tidal mixing fronts. The changes in tidal dynamics with changing sea-levels in

some areas are much greater than spring-neap modulations and therefore large shifts in

mixing front positions are to be expected. These would subsequently lead to alterations

in primary productivity levels and shelf sea biogeochemistry, and hence would have im-

plications for �sheries and carbon export to the deep ocean. Here, these processes are

discussed for the future large-scale ice sheet collapses, however they are likely to have

played a role during the LGM or the last interglacial, and may have lead to feedbacks

with other processes in the climate system.

It is therefore suggested that for ocean and climate studies on timescales in which signif-

icant alterations of the tides could occur, these changes need to be taken into account,

both for the open ocean and for shelf seas. This would, for example, mean including

changes in tidal mixing into modelling studies such as previously done by some studies

(e.g., Schmittner et al., 2015; Green, 2010; Montenegro et al., 2007; Herold , 2014).

A number of studies have suggested that ice sheet dynamics of the glaciers draining the

Antarctic Ice Sheets are in�uenced by tides. It has been shown that �ow speeds of the ice

streams are modulated at tidal frequencies (e.g., Anandakrishnan, 2003) and that tides

lead to the �exing of the �oating part of the ice sheets, the ice shelves (e.g., Vaughan,

1995). It has been hypothesised that changes in the tides along the ice sheet margins

could be a mechanism inducing large-scale ice sheet discharge (Arbic et al., 2004) as

periodically occurred during the LGM (e.g., Heinrich, 1988). Our simulations show that

so-called megatides occurred along the margins of both the Laurentide and the Antarctic
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Ice Sheet during the LGM, suggesting that there is indeed the possibility of the feedback

between ice sheets and tides. However, this is only possible if �oating ice was present

along the edge of the ice sheet, as is the case for present-day Antarctica. Sensitivity

tests of Antarctic ice sheet dynamics show that the pressure from future climate warm-

ing could lead to a strong reduction of ice shelf area (Winkelmann et al., 2013). This

is expected to cause feedbacks on the regional tides possibly causing further ice shelf

retreat (Rosier et al., 2014a). Our simulations for the collapses of the WAIS and GIS

each indicate further enhancements in tidal amplitudes along the margins of Antarctica

due to increasing sea-levels, which could lead to a further destabilisation of the ice sheets.

Future work should investigate feedbacks between tide and ice sheet dynamics such as

done in a simpli�ed case for the present (Rosier et al., 2014a).

For numerical reasons the simulations here have been carried out on a 1/8◦ × 1/8◦ hori-

zontal resolution so that the dynamics in the large open ocean basins could be captured.

In order to carry out studies that would be useful to policymakers or coastal engineers

planning coastal defense structures on shelf seas, much higher accuracies would be nec-

essary.

However, studies solely running tidal models for speci�c shelf sea areas such as the Eu-

ropean Shelf (Ward et al., 2012; Pickering et al., 2012; Pelling et al., 2013a) or the

Patagonian Shelf (Luz Clara et al., 2015) and investigating the response of the tides to

global mean sea-level changes run into a couple of problems. One key assumption is

that large-scales open ocean tides with which these authors forced their tidal models at

the domain boundaries do not change with altered sea-levels. Here it is shown that this

is not the case. Even moderate global sea-level changes of 1 m result in considerable

changes in the open ocean tides. Arbic and Garrett (2010) and Skiba et al. (2013) show

that there are considerable interactions between shelf and open ocean tides and these

are expected to play a role with changes in tidal dynamics induced by sea-level changes.

A further issue arising with studies solely focussing on shelf seas is that, in contrast to

global studies, changes in the self attraction and loading cannot be included. Müller

et al. (2011) show that considerable changes in the tidal response occur throughout the

SAL iterations.

One solution to these problems would be to carry out nested studies where high reso-

lution regional setups are forced with open ocean tidal dynamics taking the large-scale

tidal changes into account. A further compromise would be to run the tidal model at,
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e.g. a global horizontal resolution of 1/15◦, instead of 1/30◦ which at present is feasible

for shelf areas only. A further possibility would be to us a �nite element or volume �ex-

ible mesh approach. Future work on shelf seas should also take the non-linear dynamics

into account which are neglected in the present study.

Friction between the motion of the water by the tide and the Earth's surface slows the

Earth's rotation which causes an o�set of the tidal bulge from the Earth-Moon axis. The

graviational torque between the tidal bulge and the Moon leads to a transfer of energy

from the Earth's orbital motion to the rotation of the Moon. This results in an acceler-

ation of the Moon's orbital motion, together with a decrease in the Earth's day length

(see e.g., Cartwright , 1999). According to Keppler's third law, the increase in angular

momentum of an orbiting body leads to its recession away from the main body and a

transfer of its kinetic energy to potential energy with respect to the main body. For

the Earth-Moon system this results in an increase of the distance of the Moon from the

Earth and a slowing of the Moon's orbital motion (see e.g., Brosche and Sündermann,

1978). The recession rate is therefore directly dependent on global tidal dissipation rates

(see e.g., Cartwright , 1999). To date the history of the Moon's recession rate since its

formation at around 4.5 Gyr (Kleine et al., 2005) is largely unconstrained (Waltham

et al., 2015).

Milankovitch et al. (1941) hypothesised that the long-term variations in the Earth's orbit,

taken together as the variations from the Earth's eccentricity, precession, and obliquity,

result in changes in climate patterns. Since then, the onset of glaciations have been

linked to Milankovitic cycles (e.g., Hays et al., 1976). However, both precession and

obliquity cycles are dependent on the Earth-Moon con�guration and therefore the his-

tory of these climate cycles is tied to the evolution of the Earth-Moon system (Waltham

et al., 2015). Most studies estimating past climate cycles have assumed either a constant

lunar recession rate (Berger et al., 1992) or a constant tidal dissipation rate (Laskar ,

2004).

However the work presented here together with studies such as Green and Huber (2013)

or Egbert et al. (2004), suggest that tidal dissipation may have strongly varied in the

geological past. Green and Huber (2013) suggest that globally integrated tidal dissipa-

tion rates may have been as low as 1.4 TW during the Eocene. This work shows that

during the LGM, tidal dissipation may have increased to 5.8 TW, around 2 TW more

than at present. Changes as `small' as a collapse of the WAIS, with a corresponding
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mean sea-level change of 5 m, can evoke a 15% change in M2 dissipation over timescales

of thousands of years. Over geological timescales, much larger sea-level changes and

changes in continental con�guration over Earth's history have occurred. These would be

expected to result in much greater changes in tidal dissipation, as can be seen for the

LGM. This also has implications for the calculation of past climate cycles as with large

variations in the Earth's tidal dissipation in the past previous estimates of the precession

and obliquity cycles harbour considerable uncertainties (see e.g., Waltham et al., 2015).

7.2 Conclusions

Ocean tides are an important physical phenomenon a�ecting a large range of processes

both in the ocean and the climate system. For a large range of coastal, open ocean

and climate processes it is not only mean sea-level that is important but most crucially

also its variability. Here it has been shown that tides are highly sensitive to large-scale

sea-level changes on a large variety of time scales, and that global tidal responses can be

seen for even the relatively small present day sea-level changes. Sea-level changes alter

the propagation properties of the tidal wave in the ocean and can induce changes in the

resonant properties in the ocean. These processes lead to changes in tidal amplitudes

and dissipation which are especially prominent for the semi-diurnal tidal constituent M2,

whereas K1 changes are mostly regional. It has been illustrated that tidal changes can

have a wide range of impacts such as altering the large-scale oceanic MOC, or inducing

changes in shelf sea productivity and hence a�ecting carbon export to the deep ocean.

It is concluded that sea-level changes on di�erent timescales can lead to large changes in

global tidal dynamics. These have the potential to induce feedbacks in both the climate

system, alter ecosystems, and have important impacts for societies and economics.
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Abstract The 120 m sea-level drop during the Last Glacial Maximum (LGM; 18–22 kyr BP) had a profound
impact on the global tides and lead to an increased tidal dissipation rate, especially in the North Atlantic.
Here, we present new simulations of the evolution of the global tides from the LGM to present for the domi-
nating diurnal and semidiurnal constituents. The simulations are undertaken in time slices spanning 500–
1000 years. Due to uncertainties in the location of the grounding line of the Antarctic ice sheets during the
last glacial, simulations are carried out for two different grounding line scenarios. Our results replicate previ-
ously reported enhancements in dissipation and amplitudes of the semidiurnal tide during LGM and subse-
quent deglaciation, and they provide a detailed picture of the large global changes in M2 tidal dynamics
occurring over the deglaciation period. We show that Antarctic ice dynamics and the associated grounding
line location have a large influence on global semidiurnal tides, whereas the diurnal tides mainly experience
regional changes and are not impacted by grounding line shifts in Antarctica.

1. Introduction

The 120–130 m ice-equivalent sea-level reduction during the Last Glacial Maximum (LGM; some 22,000–
18,000 years before present; henceforth 22–18 kyr BP) had a significant impact on the tides on a variety of
scales due to the exposure of the continental shelf seas [e.g., Egbert et al., 2004; Arbic et al., 2004; Uehara
et al., 2006; Griffiths and Peltier, 2008, 2009; Green, 2010; Hill et al., 2011; Hall et al., 2013]. The main effect on
the tides was the increase of the total amount of semidiurnal tidal energy lost in the ocean during the LGM
to levels far above present. Furthermore, the main part of this energy dissipated in the deep ocean and not
in shallow shelf seas as is the case today [Egbert and Ray, 2001]. As the sea-level rose at the end of the gla-
cial period the present-day shelf seas flooded and there was a subsequent shift in the tidal dissipation from
the open ocean to the newly flooded shelf seas [e.g., Egbert et al., 2004; Uehara et al., 2006; Green, 2010].
Here we present new simulations of the evolution of the near-global tides from the LGM to the present. The
purpose of this investigation is threefold: (i) to present the evolution of the global semidiurnal tides at
higher temporal and spatial resolutions than previously reported [e.g., Egbert et al., 2004; Uehara et al., 2006;
Hill et al., 2011; Hall et al., 2013], (ii) to describe the evolution of the diurnal tides from the LGM to the pres-
ent, and (iii) to investigate the sensitivity of the global tides at present and during the LGM to the location
of ice sheet grounding lines, thus extending the work by Griffiths and Peltier [2009].

Previous simulations of the paleoocean tides show surprising results, with total globally integrated dissipa-
tion some 30% larger than at present and a larger fraction of this energy dissipating in the deep ocean
[Egbert et al., 2004; Green, 2010]. The dissipation in the semidiurnal band increased far more than that of the
diurnal constituents [Green, 2010], which implies that the mechanism behind these shifts is tidal resonance
[Egbert et al., 2004; Griffiths and Peltier, 2008; Arbic et al., 2009; Green, 2010]. Removing the shelf seas effec-
tively reduces the damping of the tides, which—when the ocean basin is close to resonance—leads to an
increased tidal amplitude and associated dissipation of energy [see Egbert et al., 2004; Green, 2010, espe-
cially their Figures 11 and 1, respectively]. The present-day North Atlantic has natural resonant periods of
12.66, 12.8, and 14.4 h [Platzman, 1975; Platzman et al., 1981; M€uller, 2008], which explains why there may
have been megatides present there during the LGM [e.g., Uehara et al., 2006; Arbic et al., 2007; Griffiths and
Peltier, 2008, 2009]. Furthermore, Arbic et al. [2009] and Skiba et al. [2013] show that adding a shelf ocean
which is close to resonance to a deep ocean basin that is also close to resonance reduces the deep ocean
tides of the ocean basin; this is analogous to when the European and Patagonian shelves flooded during
the deglaciation after the LGM.
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The bathymetry under and the extent of floating ice shelves in Antarctica are important in determining the
regional tidal dynamics [Griffiths and Peltier, 2009; Rosier et al., 2014]. However, there is an ongoing debate
about the exact grounding line location of the Antarctic Ice Sheet during the LGM and the subsequent
deglacial period. This is especially true for the Weddell Sea sector (see Figure 1), where estimates range
from an ice sheet grounded at the shelf margin [e.g., Hall and Denton, 2000; Larter et al., 2012; Anderson
et al., 2002] to an only partially grounded ice sheet within the Weddell Sea, with strongly differing estimates
over the timing of the initiation of deglaciation [e.g., Stolldorf et al., 2012; Hein et al., 2011; Hillenbrand et al.,
2012]. For the Western Ross Sea, however, there is a general consensus that the ice sheet grounded at the
present-day shelf break during the LGM [e.g., Anderson et al., 2002; Domack et al., 1999; Hall and Denton,
2000; McKay et al., 2008; Livingstone et al., 2012]. Although the behavior of the ice masses in the Western
Ross Sea has been extensively researched, ambiguity of both LGM extent and deglacial behavior exists for
the Eastern Ross Sea [e.g., Shipp et al., 1999; Anderson et al., 2002; Mosola and Anderson, 2006]. Griffiths and
Peltier [2009] investigate regional changes in the polar LGM tides in global tidal simulations in response to
different grounding line locations of both the Antarctic Ice Sheet and the ice sheet occupying the Queen
Elizabeth Islands in the Canadian Arctic and show that grounding line shifts affect the tides in the vicinity of
the respective ice sheets. In our simulations, we extend the approach by Griffiths and Peltier [2009] and ana-
lyze the response in global tides to different grounding line positions of the Antarctic Ice Sheet from the
LGM to the early Holocene.

There are several reasons to reinvestigate the tidal evolution over the last 21 kyr with higher resolution and
with the response of both semidiurnal and diurnal tides described. Changes in tidal dissipation can affect
the large scale meridional overturning circulation (MOC), which has been shown to be sensitive to the input
of mechanical energy in the deep ocean [e.g., Huang, 1999; Johnson et al., 2008; Green et al., 2009]. Based
on first-order physical principles [e.g., Stommel, 1961], it is thus expected that the MOC during the LGM
would be stronger. Instead, most investigations point toward the MOC being more sluggish during in the
past due to an increased freshwater input to the North Atlantic, which hampered the formation of North
Atlantic Deep Water [e.g., Broecker and Denton, 1990; Lenderink and Haarsma, 1994; Rahmstorf, 2002; Green
et al., 2009]. However, the increased energy input from tides during the LGM may have facilitated the recov-
ery of the MOC at the end of any freshwater pulse [Green et al., 2009; Green and Bigg, 2011]. The very large

Figure 1. Present-day bathymetry assembled from the Smith and Sandwell, v.14, IBCAO, v.2, and ETOPO1 databases. Regions mentioned
in subsequent sections of this paper are marked on the map.
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tides reported in the Arctic and Labrador Sea during the LGM may also have been acting to destabilize the
continental ice sheets [Arbic et al., 2004; Rosier et al., 2014], and tides themselves are quite sensitive to the
location of ice sheet grounding lines [Griffiths and Peltier, 2008, 2009; Rosier et al., 2014]. The present simula-
tions thus provide a new insight into the behavior of the tides over the last 21 kyr at high resolution, and
may form a basis for mixing in further climate models simulations.

In order to provide better tidal estimates for the last 21 kyr, we rerun the model used by Egbert et al. [2004]
but with a slightly modified setup. We include most of the Arctic, as opposed to cutting at 82�N. We also
include analysis of the K1 tide, and we investigate the sensitivity of the global tidal evolution to the location
of the Antarctic grounding lines. Furthermore, we present results from time slices every 500–1000 years
from the LGM to the present, thus exploring new features of the tides not reported previously. Previous
global studies have either presented selected time slices with spatially high resolution [Egbert et al., 2004;
Green, 2010], coarse resolution studies with higher temporal resolution [Thomas and S€undermann, 1999;
Uehara et al., 2006] or have shown temporally and spatially highly resolved regional timeslices [Uehara
et al., 2006; Hill et al., 2011; Hall et al., 2013]. To date only regional changes in tides in response to changes
in the grounding line location and ice shelf extent of the Antarctic Ice Sheet have been examined [Griffiths
and Peltier, 2009; Rosier et al., 2014], whereas this study is carried out with both a high temporal and spatial
resolution and looks at the global impacts of changes in the grounding line in Antarctica. We begin by intro-
ducing the tidal model in the next section, including an overview of the different simulations. The results
for both the M2 and K1 constituents from these simulations are presented in section 3 where we first
explore the LGM state and then investigate the temporal evolution from the LGM to the present.

2. Tidal Modeling

2.1. Model Description
The Oregon State University Tidal Inversion Software (OTIS) has been used in several previous investigations
to simulate global and regional tides in the past, present, and future oceans [e.g., Egbert et al., 2004; Green,
2010; Pelling and Green, 2013; Green and Huber, 2013]. It provides a numerical solution to the shallow water
equations, but the nonlinear advection terms and the horizontal diffusion are neglected without loss of
accuracy [Egbert et al., 2004]. The only forcing is the astronomic tide-generating force, and energy is dissi-
pated through a quadratic bed-friction term and a linear tidal conversion scheme representing the energy
losses to internal tides. We thus solve

@U
@t

1f 3U52ghrðg2gSALÞ1Fb1Fw1H (1)

@g
@t

52r � U (2)

where U 5 uh is the depth-integrated volume transport given by the velocity u times the water depth h, f is
the Coriolis vector, g and gSAL the tidal elevation and the self-attraction and loading elevation, respectively,
F is the dissipative stress from bed friction (subscript b) and tidal conversion (subscript w), respectively, and
H is the astronomic tide-generating force. Self-attraction and loading (SAL) was implemented through the
iterative scheme suggested by Egbert et al. [2004], and four iterations are performed for each simulation
period.

The bed-friction is parameterized using a standard quadratic law: Fb5CdUjuj=h, where Cd 5 3 3 1023 is a
drag coefficient, and u is the total velocity vector for all the tidal constituents. The tidal conversion term, Fw,
is a vector given by

Fw5Cjrhj2 Nh �N
8p2x

U (3)

where C 5 50 is a scaling factor, rh the horizontal gradient of the topography, N the buoyancy frequency,
Nh is the value of N at the seabed, �N the average of N over depth of the entire water column, and x the tidal
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frequency. This is a slightly modified version of that given by Zaron and Egbert [2006] as described by Green
and Nycander [2013]. It assumes a horizontally uniform abyssal stratification which is parameterized by the
buoyancy frequency N through NðzÞ5N0exp ð 2z

1;300Þ with N0 5 5.24 3 1023. We acknowledge that changes
in stratification could be important for the LGM, but they have been studied elsewhere [e.g., Egbert et al.,
2004; Griffiths and Peltier, 2009] and our focus is on evaluating changes in tides due to shifts in the ground-
ing line position. The establishment of a more accurate stratification is work in progress and not part of the
scope of this paper. N2 may have been a factor 2 higher during the LGM [Green et al., 2009]. In any case, our
present results are conservative since we use a reduced vertical stratification for the LGM. In order to test
for sensitivity of the results to changes in stratification we perform simulations of the LGM tides with IT
drag multiplied by factors 0.5 and 2 in order to evaluate the sensitivity of dissipation to offsets in
stratification.

The PD bathymetric data, used as the basis for all simulations, are a conglomerate of the Smith and Sand-
well database, v.14, [see Smith and Sandwell, 1997, and topex.ucsd.edu/pub/global_topo_1min for the latest
version] (SS) and Arctic and Antarctic bathymetries from IBCAO, v.2, [see Jakobsson et al., 2008, and http://
www.ngdc.noaa.gov/mgg/bathymetry/arctic/downloads.html] and ETOPO1 databases [see Amante and
Eakins, 2009, and http://www.ngdc.noaa.gov/mgg/global/], respectively (Figure 1). All data sets were aver-
aged to 1/8� 3 1/8� horizontal resolution and then linearly interpolated to a common latitude-longitude
grid. In the southern part of the domain, ETOPO1 and SS are merged from 65� to 60� S using linear weight-
ing. The same methodology is applied in the subpolar north where SS and IBCAO are merged between 74�

and 79� N.

The paleotopography comes from ICE-5G [see Peltier, 2004, and http://www.atmosp. physics.utoronto.ca/
peltier/data.php for the latest version], which has a 1� 3 1� resolution and is available in 500 or 1000 year
time slices from the present to the LGM. For accuracy reasons, the runs were also made on a 1/8� 3 1/8�

grid, with paleobathymetries obtained following the methodology in Egbert et al. [2004]: for each time slice,
the difference between the 1� 3 1� paleobathymetry and the 1� 3 1� version of the present-day (PD)
bathymetry was computed and then linearly interpolated to the PD 1/8� grid and added to the present-day
1/8� bathymetry. This leads to sea-level adjustment consistent with the ICE-5G database, but with the nec-
essary resolution to obtain reliable results. The model grid thus has a fully global longitudinal span and cov-
ers the globe between 86�S and 89�N in latitude. At the northernmost boundary, an elevation boundary
condition was applied using data from the TPXO7.2 database [see Egbert and Erofeeva, 2002, and http://vol-
kov.oce.orst.edu/tides/global.html]. Simulations with a landmass at the northernmost boundary were done
for a few select time slices and did not change the results [e.g., Egbert et al., 2004; Arbic et al., 2009], and we
opted for the open boundary in the Arctic here. However, the fully global simulations in Griffiths and Peltier
[2008, 2009] suggest that the tide was almost an order of magnitude larger along 89�N during the LGM—a
feature which must have been crucial to generate their ‘‘megatides’’ along the Arctic shelf. As described
later, we therefore performed sensitivity simulations with enhanced tidal amplitudes in our boundary
conditions.

The present day runs were evaluated against the TPXO8 database which was averaged from a 1/30� 3 1/
30� to 1/8� 3 1/8� horizontal resolution and then interpolated using linear interpolation to the common
latitude-longitude grid. Note that for computational reasons, we still use TPXO7.2 for the boundary condi-
tions—the difference between the two databases is negligible along 89�N and should not impact on the
results—but, TPXO8 is generally more accurate due to the increased resolution.

2.2. Grounding Line Scenarios
LGM to early Holocene (21–10 kyr BP) simulations were carried out for two extreme grounding line cases in
order to take the uncertainties of the reconstructions discussed in section 1 into account and to provide a
realistic range in which ‘‘partially’’ grounded cases could lie. The first case deals with grounded Antarctic ice
shelves (ice in Weddell and Ross Sea grounded, henceforth referred to as ‘‘GR’’), whereas the second case
uses floating Antarctic ice shelves (ice in Weddell and Ross Sea floating, ‘‘FL’’). For the GR case all Antarctic
ice given by the ice thickness data in the ICE-5G data set is assumed to be grounded. For the FL case the
change in ice thickness between the paleo-slices and the present-day case is added to the total water depth
and only when the ice thickness exceeds the height of the water column is the ice grounded; otherwise we
assume that a floating ice shelf is present. The horizontal extent of the floating ice shelf is the same as for
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the grounded ice sheet. We do not specify the thickness of the ice shelves as it is the total water depth
change, i.e., the eustatic and isostatic sea level changes together with alterations water depth due to the
displacement of water from the presence of ice shelves, and the location of the grounding line that are
important for the tidal dynamics [e.g., Griffiths and Peltier, 2009; Rosier et al., 2014]. Throughout the Holo-
cene we assumed the ice to have been ungrounded in the Weddell and Ross Sea and only the FL case is
referred to for this period.

2.3. Simulations and Computations
Runs were made for the present and for a number of paleo time slices between 21 kyr BP and 1 kyr BP using
the relevant topography for each time slice (the simulated ages are marked in Figure 7). The simulation
period for each run was 13 days, of which the last 5 days were used for harmonic analysis of the modeled
elevations and currents. Forcing consisted of the astronomic tidal potential and prescribed elevations at the
Arctic boundary for the M2 and K1 constituents. Runs were made for the LGM (21 kyr) and the present using
M2, S2, K1, and O1 forcing, using a 45 day run time with 30 day harmonic analysis, but the S2 signal responds
very similarly to M2, and O1 is close to K1 in response, so for computational economy we focus on M2 and K1

in the following. Model output consists of tidal amplitudes and phases, and volume transports and trans-
port phases for each modeled constituent. In order to test for the sensitivity to variations in the elevation
boundary conditions at the northern open boundary (89�N) we performed runs where the TPXO7.2 bound-
ary conditions were multiplied by factors of 2, 4, and 8 for the 21 kyr time slice with grounded Antarctic ice
sheets.

The dissipation of tidal energy was computed following the methodology in Egbert and Ray [2001]. By tak-
ing u �(1) 1 gg (2) and introducing the energy density q00.5[hu2 1 gg2] which is assumed to be in steady
state, the well-known expression for tidal dissipation D (in W m22) can be derived (after taking a time-
average):

D5W2r � P (4)

Here, the work rate, W, and the divergence of the energy flux, P, are defined as

W5gq0hU � rðgeq1gSALÞi (5)

P5gq0hUgi (6)

in which hi denote the time-averages. Using tidal amplitudes and currents from either the TPXO data base
(for validation) or from the model simulations it is therefore possible to calculate the dissipation rate for
each constituent without the need to use parameterizations.

3. Global Tidal Dynamics

3.1. The Control Runs
The amplitude and dissipation fields for the PD control runs for M2 and K1 for both floating and grounded
Antarctic ice shelves can be seen in Figures 2 and 3. The different present-day scenarios are from now on
referred to as pdM2fl (present day, M2 constituent and floating ice shelves), pdM2gr (present day, M2 con-
stituent and grounded ice shelves) for M2, and pdK1fl and pdK1gr for the K1 results, respectively. Note that
the grounded PD simulation is a sensitivity case brought on by some global topographic data bases not
having any bathymetry under the Antarctic ice shelves. The corresponding root mean square (RMS) ampli-
tude errors, total and deep dissipation, and correlation coefficients between modeled and observed ampli-
tudes are listed in Table 1.

Using TPXO8 as observations we obtain a RMS difference of below 6.8 cm between the modeled M2 tidal
amplitudes for the floating ice shelf case (Figure 2) and observed M2 elevations, whereas in water deeper
than 500 m, the RMS difference is below 3.9 cm, which shows a marked improvement to the simulations by
Egbert et al. [2004]. The correlation coefficient between pdM2fl and TPXO8 is r 5 0.95, thus explaining 90%
of the variance in TPXO8 which implies that we capture both the absolute tidal amplitudes and the
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structure of the tidal elevation relatively well. For the grounded ice sheet case, pdM2gr, the RMS values are
considerably higher with 16.6 and 12.8 cm for the whole ocean and the deep ocean, respectively. There is a
marked offset in the tides around both Antarctica and in the North Atlantic region in this run, thus

Figure 2. Present-day M2 amplitudes for (a) floating and (b) grounded Antarctic ice shelves, respectively; (c) and (d) same but for K1.

Figure 3. Same as Figure 2 but for dissipation.
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highlighting issues when using inaccurate Antarctic bathymetries and incorrect grounding line positions of
the ice sheets. The grounding of the ice shelves around Antarctica leads to a marked increase in amplitude
of several meters around Antarctica and a northward shift of the nearby amphidromic points, resulting in
decreases in amplitudes along the south-east coast of South America and an increase along the central east
coast (Figure 2). The shift in amphidromic points propagates all the way into the North Atlantic resulting in
increased amplitudes in the Labrador Sea, the Nares Straits, and along the west coast of North America. In
addition to the amplitude shifts by the blocking of the Weddell Sea, the grounded ice also acts as a wall
which reflects tidal energy back into the North Atlantic, again resulting in a more energetic tidal field. These
changes are also reflected in the dissipation field. Total M2 dissipation for the FL case is 2.29 TW of which
0.96 TW (41%) takes place in the deep ocean (i.e., where h> 500 m). This compares very well with the deep
dissipation from both TPXO8 (0.96 TW) and the estimates by Egbert and Ray [2001], but gives a very slight
underestimate of the dissipation in shallow water, probably due to errors in the bathymetry. For the GR
case, the dissipation increases considerably to 3.17 TW total and 1.18 TW (37%) deep dissipation, respec-
tively. Here, a shift in dissipation occurring from the Patagonian shelf into Drake Passage and the Atlantic
part of the Southern Ocean takes place, and the North Atlantic becomes significantly more energetic as
seen from the amplitudes. This shows that a regional change in bathymetry can lead to significant altera-
tions of global tidal dynamics.

The RMS error for pdK1fl is below 3 cm for the global tides and less than 1.8 cm for the deep ocean. The
pattern correlation between TPXO8 and pdK1fl is r 5 0.93 and our model result thus explains 86% of the
variance in the TPXO8. For the grounded ice shelf case (pdK1gr), the RMS values are larger than for the
floating case (pdK1fl), with values of 4.5 and 2.4 cm for the global and deep ocean, respectively. With
grounded ice shelves the explained variance is reduced by 8%. For K1, the difference between grounded
and floating ice shelves is much less pronounced as for M2 and the shifts in amplitude are local and con-
fined to the proximity of Antarctica. For the GR case a pronounced decrease in dissipation can be seen in
this region in comparison to the FL case, whereas only small changes occur throughout the remaining
ocean. Total dissipation for the FL case is 0.38 TW with 45% of the dissipation taking place in the deep
ocean giving a good fit with the TPXO8 data. For the grounded case total dissipation does not change but
the fraction of deep dissipation decreases to 33%, as dissipation previously occurring in the Weddell and
Ross Seas is omitted, and the Antarctic shelf and the Indian Ocean become more energetic.

3.2. Tidal Evolution
In this section, the evolution of the tides from 21 kyr BP to present is described for both M2 and K1 for each
of the two grounding line scenarios. The LGM amplitude and dissipation fields can be seen in Figures 4 and
5. The evolution of dissipation globally is shown in Figure 7, and the corresponding basin wide dissipation
is displayed in Figure 6.

3.2.1. M2 Constituent
Global tidal dynamics at the LGM are strongly altered in comparison to the present-day case for both sce-
narios. For both grounding line cases, strongly enhanced tidal amplitudes and dissipation can be seen
throughout the Atlantic, around Antarctica, the Coral Sea, the Gulf of Aden, the area north of the Mozambi-
que Channel, and the Gulf of Panama (Figure 4). These areas correspond to areas of increased dissipation
rates (Figure 5), and our results are consistent with those reported by Egbert et al. [2004] and Griffiths and
Peltier [2008, 2009]. However, considerable differences can also be seen between the two different

Table 1. Comparison of Present-Day Simulations for Grounded and Floating Ice Shelves for M2 and K1, Respectively, to TPXO8a

Case Total RMSE (cm) Deep RMSE (cm) Correlation Coefficient Total Dissipation (TW) Deep Dissipation (TW)

TPXO8 M2 2.393 0.957
TPXO8 K1 0.355 0.127
pdM2fl 6.671 3.866 0.947 2.291 0.957
pdM2gr 16.604 12.776 0.866 3.172 1.176
pdK1fl 2.838 1.771 0.926 0.380 0.174
pdK1gr 4.555 2.391 0.903 0.368 0.122

aAmplitude root mean square errors (RMSE) were calculated globally (first column; total RMSE) and for the deep ocean
(depths> 500 m; second column; deep RMSE); the pattern correlations (third column; correlation coefficient) were obtained by correlat-
ing our elevation fields with the TPXO fields. The fourth and fifth columns show total and deep (>500 m) dissipation, respectively.
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grounding line scenarios in both amplitudes and dissipation rates. At 21 kyr BP, the main differences in
amplitude and dissipation between the grounding line scenarios are found in the Atlantic (Figure 6). In the
South Atlantic and in the vicinity of Antarctica, the smallest amplitudes are observed for the grounded ice
shelf case—the scenario which generates the largest tidal amplitudes in the North Atlantic region with a
maximum of 5.5 m in the Labrador Sea. Ungrounding the ice sheet in both the Weddell and Ross Seas
reduces the amplitude in the North Atlantic considerably, with the maximum amplitudes in the Labrador
Sea dropping to 4.1 m. However, due to the formation of a shallow shelf sea in the Weddell Sea, consider-
able semidiurnal tidal amplitudes of up to 5.5 m can now also be seen here, and large tides can be observed
in the Ross Sea. This corresponds to the results presented by Griffiths and Peltier [2009], who also find large
changes in the regional Antarctic tides in response to grounding line shifts and report strongly enhanced
tides in both the Ross and Weddell Sea for the LGM. They also find that the large tides in the Ross Sea disap-
pear when the grounding line is advanced out toward the shelf break whereas the tides in the Weddell
remain amplified with the grounding line shifts. These global differences in the tides due to grounding line
changes are also reflected in the dissipation patterns which differ mainly in both the North and South Atlan-
tic. Less energy is dissipated in the North Atlantic region as the Weddell Sea ice becomes ungrounded
whereas for the South Atlantic the opposite is the case. The total M2 dissipation estimates for the grounded
case is 4.75 TW (GR), whereas the dissipation for the floating case is much lower at 4.05 TW (FL). The values
mark an increase in dissipation compared to the FL present-day case by between 1.8 TW (78%) and 2.5 TW
(107%) for the lowest and highest case, respectively. These values are in close correspondence to those pre-
viously reported [Egbert et al., 2004; Uehara et al., 2006; Griffiths and Peltier, 2008, 2009]. The reason for these
differences in dissipation rates between the two scenarios becomes evident from Figures 5a and 5b. For the
FL case the North Atlantic region tidal amplitudes are reduced in comparison to the GR scenario and less
dissipation takes place south of Greenland. For the GR case, the grounding of the entire ice in the Weddell
Sea and the removal of the shelf sea occupying the Weddell Sea enhances the Atlantic tides and increases
dissipation in the North Atlantic. This is the same mechanism as discussed in Egbert et al. [2004] and Green
[2010] where the removal of the damping factor (in this case the shelf sea in the Weddell Sea) in a basin
that is in a near resonant state acts to enhance the dissipation in this system.

Figure 4. LGM (21 kyr BP) M2 amplitudes for (a) floating and (b) for grounded Antarctic ice sheets, respectively. (c) and (d) same as Figures 4a and 4b but for K1.
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We do not find the LGM ‘‘megatides’’ in the Arctic which Griffiths and Peltier [2008, 2009] see in their fully
global simulations. Their results show M2 amplitudes which exceed 3 m around the margins of the Artic
basin, whereas we find tides in the Arctic basin which are strongly amplified by up to a factor of 5, but the
absolute amplitudes are much smaller than those reported by Griffiths and Peltier [2008, 2009]. Increasing
the elevation boundary conditions at the open boundary at 89�N by a factor of 2 leads to a small increase
in the Arctic tides, whereas a factor 8 leads to an increase in amplitudes on the shelf close to those reported
by Griffiths and Peltier [2009]. This also induces amplitudes along our boundary at 89�N which are consistent
with those seen in Griffiths and Peltier [2009]. However, we find that altering the boundary conditions in the
center of the Arctic has very little effect on the tides elsewhere on the globe outside the Arctic Basin, and
changes are restricted to areas where the tides are large already and lie in the order of up to 5 cm. The
same applies for dissipation rates, where the factor 8 boundary condition simulation produces an increase
in global dissipation by 5% with the changes being local and restricted to the Arctic.

Large shifts in the global patterns of both amplitude and dissipation take place during the transition from
the LGM to present that differ for each of the two grounding line scenarios for the semidiurnal tidal constit-
uent. The changes during this period can be divided into four distinct phases over the time period under
investigation:

3.2.1.1. 21–16 kyr BP
Between 21 and 18 kyr BP both amplitudes and dissipation rates largely reflect the LGM state and remain
fairly constant throughout the period. Dissipation mainly occurs in waters deeper than 500 m, as most of
the shelf seas were emergent during this period. Large tides can be observed in the Labrador Sea, along
the European coast, and along the ice margins in the Weddell Sea. For both scenarios, the initial flooding of
the shelf seas between 18 and 16 kyr BP leads to a slight drop in Labrador Sea amplitudes accompanied by
an increase of the amplitudes on the European shelf. The dissipation rates remain constant over this period.

3.2.1.2. 16–10 kyr BP
As the shelf seas continue to flood pronounced drops in amplitudes and dissipation can be seen for both
grounding line scenarios with dissipation shifting from the deep ocean to the shelf seas. The changes in

Figure 5. Same as Figure 4 but for dissipation.
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dissipation take place gradually and are more pronounced for the GR case with total dissipation decreasing
by 0.8 TW, and deep dissipation by 1.8 TW. For the FL case, the drops amount to 0.4 and 1.3 TW, respectively
(Figure 7). These figures correspond to the results presented by Uehara et al. [2006] who report decreases in
dissipation of a very similar magnitude from simulations with a coarse resolution global tidal model for this
time period. For the FL scenario, initially, the total dissipation remains fairly constant. A gradual decrease in
amplitudes in the Labrador Sea can be seen commencing around 14 kyr BP corresponding to increased
flooding of shelf seas which acts to reduce the deep dissipation rates. At this point, the dissipation in the
Southern Ocean and South Atlantic also begin to drop whereas dissipation in the North Pacific and the

0

0.5

1

1.5

2

D
is

si
pa

tio
n 

(T
W

)

North Atlantic 1K2M

fl
gr

0

0.5

1

1.5

D
is

si
pa

tio
n 

(T
W

)

South Pacific

0

0.5

1

D
is

si
pa

tio
n 

(T
W

)

North Pacific

0

0.5

1

D
is

si
pa

tio
n 

(T
W

)

Indian Ocean

0

0.5

1 South Atlantic

D
is

si
pa

tio
n 

(T
W

)

0

0.5

1 Southern Ocean

D
is

si
pa

tio
n 

(T
W

)

0 5 10 15 20
0

0.05

0.1

D
is

si
pa

tio
n 

(T
W

)

Arctic

Time (kyr BP)

0

0.01

0.02

0.03

0

0.05

0.1

0

0.05

0.1

0.15

0.2

0

0.02

0.04

0

0.005

0.01

0

0.05

0.1

0 5 10 15 20
0

0.005

0.01

0.015

0.02

Time (kyr BP)

Figure 6. Regional total dissipation for M2 and K1 from 21 kyr BP to present for both GR and FL scenarios.
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Indian Ocean increases due to the formation of new shallow seas. An especially pronounced drop in tidal
amplitudes in the North Atlantic occurs between 12 and 11 kyr BP when the shelf area fraction increases by
nearly 2% and parts of the Weddell and Ross Seas and the Patagonian Shelf flood. The flooding of these
areas, which are all highly efficient dampers, consequently reduces the Atlantic tides and decreases dissipa-
tion. A large drop in dissipation can also be found in the North Pacific due to the flooding of the Yellow Sea.
For the GR scenario both amplitudes and dissipation remain fairly constant in the North Atlantic region
between 16 and 14 kyr BP, despite the large topographical changes. Decreases in dissipation can be seen in
the Southern Ocean, South Atlantic and South Pacific. From 14 to 10 kyr BP pronounced changes in global
tidal dynamics take place: tidal amplitudes in the Labrador Sea strongly decrease whereas large amplitudes
can now be seen on the European Shelf. With the flooding of the shelf seas North Pacific and Indian Ocean
dissipation initially increases, but for the Pacific the trend is reversed around 11.5 kyr when sea level rises
abruptly.

3.2.1.3. 10–8 kyr BP
The most pronounced drop in global dissipation takes place between 10 and 9 kyr BP for both grounding
line cases—a result very similar to those in Uehara et al. [2006]. For the FL scenario large drops in amplitude
occur throughout the Atlantic and Indian Oceans, as well as in the Weddell and Ross Sea where amplitudes
decrease locally with over 1 m. These drops coincide with the partial opening of the Nares Strait and
changes in water depth of over 50 m in both the Weddell and Ross Sea due to the melting of the ice occu-
pying these embayments (as given by changes in ICE-5G ice thicknesses). For the GR case we assume that
the ice sheets in the Weddell and Ross Sea unground between 10 and 9 kyr BP. Consequently, the ampli-
tude and dissipation rates follow the FL case from that point onward. The ungrounding event may have
taken place at an earlier or later stage, but the effects are very similar regardless the timing. The unground-
ing of the ice sheet in the Weddell and Ross Seas leads to a large decrease of the global total dissipation.
For the GR case, these drops take a very similar pattern as for the FL case in this time step, i.e., the
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dissipation decreases throughout the Atlantic, Indian Ocean, and Southern Ocean, but it is strongly
enhanced around Antarctica and slightly increased throughout the remaining ocean basins. These changes
in dissipation are driven by large tidal amplitudes in the Weddell and Ross Seas, and pronounced drops in
amplitudes in all of the large ocean basins. The largest changes in amplitude for the FL scenario take place
between 9 and 8 kyr and coincide with the retreat of large parts of the Laurentide Ice Sheet [e.g., Dyke and
Prest, 1987]. The resulting extensive flooding led to an increase of the global shelf sea area by 2%, the larg-
est increase over the simulation period. With the flooding of the Hudson Strait and Hudson Bay, amplitudes
in the Labrador and Weddell Sea drop drastically by up to 1.5 m for both cases whereas an increase in
amplitudes can be seen on the Patagonian Shelf. Large tidal amplitudes also appear in the newly formed
Hudson and Nares Straits in the Canadian Arctic (Figures 8g and 8h).

3.2.1.4. 8–0 kyr BP
The last 8000 years show only small variations of the M2 tidal amplitudes, and, consequently, only minor
changes in the dissipation rates. This is consistent with results presented by Hill et al. [2011] and Hall et al.
[2013] who show that tides throughout the North Atlantic showed little change during this period. There-
fore, this period is not discussed further.

3.2.2. K1 Constituent
The K1 amplitudes and dissipation stand in contrast to the response of the M2 tide. The K1 amplitudes at
the LGM very much resemble the present-day tidal dynamics [see Griffiths and Peltier, 2009]. Changes in K1

are on a local scale as opposed the large global shifts occurring for the M2 tide. The most prominent shifts
can be seen in the Pacific where the diurnal tidal constituent is dominant at present. Consequently, we see
changes in the Sea of Okhosk (SoO), the South China Sea (SCS) and the Banda Sea (BS)—the changes in
these regions have also been reported by Uehara [2005] and Griffiths and Peltier [2009]. The amplitudes in
the SCS and BS reach up to 1 m, and in the SoO amplitudes range up to 3 m—a pattern in contrast with PD
conditions [Zu et al., 2008; Green and David, 2013]. As opposed to M2, there are no major global differences
between the different ice sheet grounding line scenarios for the LGM. The alterations in tidal dynamics are
purely regional in the proximity of the respective grounding lines and the differences in global tidal ampli-
tudes are less than 5 cm. The SCS, SoO, and BS in the Pacific are also the locations in which the largest
changes occur from the LGM to the Holocene. Again, in contrast to the semidiurnal tide, these shifts take
place regionally, with no large changes in the global diurnal tidal dynamics during the past 21 kyr:

3.2.2.1. 21–16 kyr BP
During this period the results from both grounding line scenarios largely resemble those during the LGM.
Amplitudes in the SoO, SCS, and BS remain high, and dissipation in the North and South Pacific stays at a
constant level, not reacting to the initial small increase shelf area.

3.2.2.2. 16–11 kyr BP
During this time period the largest regional shifts can be seen as shelf areas flood, thus altering local tidal
dynamics. Again, the changes are confined to those basins in which the K1 tidal constituent is dominant at
present. Between 16 and 14.5 kyr BP, a gradual decrease in dissipation can be seen in the North Pacific
whereas for the South Pacific the dissipation rate increases slightly with the flooding of the shelf areas in
the SCS and BS (Figure 6). The decrease in the North Pacific is linked to a drop in amplitudes in the SoO and
a confinement of large amplitudes to the Shelikhov Gulf as sea level continues to increase. Between 14.5
and 14.0 kyr BP a stronger drop in amplitudes in the SoO, SCS, and BS can be seen corresponding to the
largest increase in sea level (20 m in 500 years) during which the Gulf of Thailand and parts of the Australian
shelf flood, and a strong decrease in dissipation takes place for the North Pacific (Figures 6, 9a, and 9b). The
flooding of shelf areas results in a slight increase in dissipation in the South Pacific for both scenarios. The
slight drop in dissipation in the South Pacific between 13 and 12 kyr BP coincides with further flooding of
the shelf areas between Japan, China, and Northern Australia. As the sea level continues to rise both scenar-
ios gradually move toward the present-day pattern (Figures 9c and 9d) [see Green and David, 2013].
Between 12 and 11 kyr BP for the FL scenario the ungrounding of the ice in the Weddell and Ross Sea
results in an increase in dissipation in the Southern Ocean region, and considerable amplitudes of over 1 m
can now be seen in the Weddell Sea.

3.2.2.3. 11–0 kyr BP
No major changes in dissipation or amplitudes occur over this period. The small changes that can be seen
again occur locally as the ice sheets gradually further unground and shallow seas are formed. Between 11

Journal of Geophysical Research: Oceans 10.1002/2013JC009605

WILMES AND GREEN VC 2014. The Authors. 12



and 9 kyr BP, a small increase of the dissipation rates for both scenarios can be seen, which is linked to the
ungrounding of the Antarctic ice sheets occupying the Weddell and Ross Sea. This is more pronounced for
the GR scenario due to the larger drop in ice volume in these embayments. A small decrease in Weddell
Sea amplitudes can be seen between 10 and 8 kyr BP. In contrast to the semidiurnal constituent the diurnal
tides seem to have been unaffected by the large increase in sea level between 9 and 8 kyr BP (Figures 9g
and 9h).

3.3. Wider Implications
The grounding line locations in the Weddell and Ross Sea appear to have a significant impact on the M2

tidal dynamics both regionally and globally (see Rosier et al. [2014] for possible future effects). The situation

Figure 8. M2 amplitudes at 14 kyr BP for (a) GR and (b) FL, at 11 kyr BP for (c) GR and (d) FL, at 10 kyr BP for (e) GR and (f) FL, and (g) 9 kyr
BP and (h) 8 kyr BP for FL.
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with grounded ice during the LGM gives a 1.5 times higher dissipation rate than the floating ice scenario,
and was arguably the most likely configuration for the LGM. The enhanced LGM dissipation rates in the
North Atlantic are thus not only due to regional resonance but also caused by feedback effects from Antarc-
tica. This also holds for the PD simulation: if the ice shelves ground at the PD ice front, tidal dissipation rates
are enhanced by a factor of 1.4 in the Northern Hemisphere, but the impact is slightly suppressed compared
to the glaciation. It must be noted that this latter case is the actual bathymetry in the first version of GEBCO
and highlights the importance of using accurate bathymetric databases in tidal models.

Why do K1 and M2 differ so strongly in their evolution from the LGM to present? In contrast to K1, M2 tides
appear to be controlled by sea level—today a large proportion of the tidal energy dissipates in shelf seas

Figure 9. Same as Figure 8 but for K1 amplitudes.
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which were not present during the LGM. During the LGM, the North Atlantic region, the Coral Sea, the Gulf
of Aden, the area north of the Mozambique Channel, and the Gulf of Panama are closer to resonance
because the removal of the shelf seas acts to decrease the effective damping of the tide [Egbert et al., 2004;
Green, 2010]. For the North Atlantic, continuing to lower sea level (experiments not shown here) does not
increase dissipation further, suggesting that the North Atlantic is as close to resonance as it can be at the
LGM. However, resonance may not be the entire story: Antarctic grounding line location appears to play a
significant role in controlling global amplitudes and dissipation rates, and thus, global semidiurnal tidal
dynamics. In contrast, for K1, the areas in which large amounts of dissipation occur today—the SoO and
SCS—were present during the LGM and none of the large ocean basins are close to resonance at present
and during the LGM [Platzman et al., 1981]. This therefore leads to little change between the LGM and the
present, and the responses seen are mechanistically not the same as for the M2 constituent.

4. Discussion

With this work we present a detailed picture of the evolution of tides from the LGM to the present. Large
alterations can be seen for the M2 tidal constituent over this time period as previously suggested by a num-
ber of studies [Egbert et al., 2004; Arbic et al., 2004; Uehara et al., 2006; Griffiths and Peltier, 2009; Green,
2010], whereas for K1 only small changes in the global tidal dynamics occur consistent with Egbert et al.
[2004], Uehara [2005], and Griffiths and Peltier [2009].

In contrast to Egbert et al. [2004], who present time slices every 5000 years between LGM and present for
M2, we provide a much more detailed picture in 500–1000 year time intervals and we run at a much
higher spatial resolution than Uehara et al. [2006] who present 1000 year time slices for the same period.
Our simulations differ somewhat from those by Egbert et al. [2004] and Uehara et al. [2006] in that their
results suggest little change in global total dissipation between 15 and 10 kyr BP. In contrast, we find that,
depending on the grounding line scenario, nearly half the decrease in dissipation occurs during the transi-
tion from the LGM to the Holocene due to the large bathymetric changes resulting from the deglaciation.
Furthermore, the results by Egbert et al. [2004] provide no indication of the exact timing of the decrease in
dissipation takes place between 10 and 5 kyr BP, whereas our simulations indicate that the largest changes
in dissipation take place when the ice sheets occupying the Weddell and Ross Sea unground which coin-
cides both in timing and magnitude with the largest decreases in dissipation that Uehara et al. [2006] find.
The largest shifts in global amplitudes take place between 9 and 8 kyr BP, when large parts of the Lauren-
tide ice sheet disintegrated and the Hudson Bay and Straits flooded, and a large increase in sea level
occurred [e.g., Clarke et al., 2003]. Hill et al. [2011] also report large changes in tidal amplitudes along the
east coast of middle and Central America for this time period. Thereafter, only small changes in dissipation
take place. These results highlight that the large changes in semidiurnal tides from the LGM to present did
not occur linearly but are intricately tied to the ice dynamics of the major ice sheets, and their link to global
sea levels.

In contrast to Griffiths and Peltier [2008, 2009] we do not find ‘‘megatides’’ in the Arctic basin during the
LGM in our normal setup. Arctic tides in our simulations are enhanced by up to a factor of 5 along the north
coast of Greenland and in the Canadian Basin to values only slightly smaller than reported by Thomas and
S€undermann [1999] who find amplitudes of up to 70 cm. Increasing the TPXO7.2 elevation boundary condi-
tions at 89�N by a factor 8 to match the amplitudes found at the same latitude by Griffiths and Peltier [2008,
2009], but not altering the grounding line location of the ice sheet covering the Queen Elisabeth Islands,
enables us to reproduce the several metre amplitudes they find along the Arctic coastline. As Griffiths and
Peltier [2008, 2009] use a truly global model we conclude that the Arctic megatides reported by Griffiths and
Peltier [2008, 2009] are a likely feature. Egbert et al. [2004] carried out experiments with the same model we
use and remark that neither changing the boundary conditions in the Arctic, placing a ‘‘vertical wall’’ in the
center of the Arctic nor running the model in a truly global setup with the North Pole shifted into Greenland
alters the global tides outside the Arctic basin which is supported by our boundary condition experiments.

Griffiths and Peltier [2008, 2009] use the ICE-5G v 1.3 paleotopography reconstruction (based on the 2min
ETOPO2 present-day bathymetry) interpolated to a grid spacing that ranges from 50 km at the equator to
5 km at the poles, whereas we run with a bathymetry with a horizontal resolution of 12 km by 13.5 km at
the equator to 2 km by 13.5 km horizontal resolution in the center of the Arctic Basin and superimpose the
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change in topography between present day and the past time slice onto a present-day bathymetry at 1/8�

resolution to retain present-day topographical features.

Our results are consistent with the damped harmonic oscillator hypothesis presented by Egbert et al. [2004],
and further explored by Green [2010]. The removal of shelf seas during the LGM due to the 120 m sea-level
drop reduces the damping and pushes the ocean closer to resonance, which is an effect that is especially
prominent in the North Atlantic. It can be seen that notable reductions in deep dissipation occur synchro-
nously with shelf seas flooding (e.g., at around 14 kyr BP when parts of both the Patagonian and the Euro-
pean Shelf flood, or between 9 and 8 kyr BP when Hudson Bay and Strait flood), meaning that the Atlantic
is moved away from resonance. This agrees with work by Arbic et al. [2009] who show that blocking each of
these three shelves in a present-day bathymetry acts to increase North Atlantic and especially Labrador Sea
tides. We also show that altering the grounding line of the ice sheets in Antarctica not only has an effect on
the regional tides [Griffiths and Peltier, 2009], but that the grounding line location also has a significant
effect on the global tides, and that a change in the former can lead to notable changes in global dissipation.
Our simulations therefore highlight the importance of improving the reconstructions for ice sheet extent
and dynamics during the LGM and deglaciation. This is especially important as it has been hypothesized
that the large tides in the Labrador Sea may have influenced the breakup of the Laurentide ice sheet during
the deglaciation, and may have been one of the mechanisms of rapid ice sheet discharge of the Heinrich
events during the last glacial [e.g., Arbic et al., 2004, 2008; Griffiths and Peltier, 2008, 2009]. Similarly, we sug-
gest that the large tides found in the Weddell Sea during the LGM, for the scenarios with floating ice, could
have aided in breaking up and retreating the ice from the continental shelf as also put forward by Griffiths
and Peltier [2009] who hypothesize that the Antarctic Ice Sheet may have experienced similar instability
events as the Northern Hemisphere Ice Sheets. Recent work from cores around Antarctica [Weber et al.,
2011] indicates that the retreat of the Antarctic Ice Shelf from the shelf may have begun as early as 19.3 kyr
BP in the south-eastern Weddell Sea, in an area which corresponds to the locations in which our simulations
suggest large tidal amplitudes during this period.

With this work we have extended the knowledge about the K1 tidal dynamics between the LGM and the
present, the only time slices that had been explored previously [e.g., Griffiths and Peltier, 2008, 2009; Green,
2010]. In contrast to the semidiurnal tides the K1 constituent experiences much less change between the
LGM and present and between the individual time steps. Changes do not take place on a global scale but
are confined to the regions in which K1 tides are important at present, i.e., the North Pacific and especially
the SoO, the SCS, and the seas around Indonesia and were also reported by Uehara [2005] and Griffiths and
Peltier [2009]. Therefore, none of the dramatic shifts in dissipation that can be seen for M2 appear for K1.
Nevertheless, considerable alterations in the tidal dynamics in these small basins can be seen. Some of
these changes can be explained by shelf-blocking experiments [Skiba et al., 2013]. For example, blocking of
the Sahul shelf enhances the tidal amplitudes in the SCS and the BS. Between 14 and 12 kyr BP when the
Sahul shelf begins to flood it can be seen in our simulations that amplitudes in the Banda Sea strongly
decrease. A very similar effect which is also explored by Skiba et al. [2013] is evident between 15 and 14 kyr
BP when the Gulf of Tonkin begins to flood, and amplitudes in the South China Sea strongly decrease.

It has recently been suggested that the present tidal conversion parameterization may not be the best for
this type of tidal model and that the one presented by Nycander [2005] gives the highest accuracy of the
tidal simulation [Green and Nycander, 2013]. There are, however, two issues with Nycander’s [2005] scheme.
First, it requires a 3-D stratification field for the entire ocean. For the present this is straightforward, and one
could possibly use results from a paleomodel for the LGM field, but we still lack relevant data for the other
time slices between the LGM and PD. Furthermore, Egbert et al. [2004] showed that increasing the global
conversion coefficient with factors between 0.5 and 4 had relatively small effects on the global dissipation
rates during the LGM. This is to some extent supported by Green and Huber [2013], who show that during
the early Eocene (50 Ma) the abyssal M2 dissipation rates were twice as large as at present even though the
vertical stratification was 3–4 times stronger than today. One could of course argue that we could use
Nycander’s scheme but with a slightly modified PD stratification all the way through, but the second prob-
lem with using Nycander’s parameterization is that of resolution. The conversion coefficient Cw in equation
(1) must be computed at at least 1/30� resolution for Nycander’s parameterization to be accurate, which is
far too detailed for the paleo-slices, and consequently we have to rely on other parameterizations at the
moment. To obtain a likely range of the LGM dissipation rates and highlight the insensitivity, we repeated
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the sensitivity analysis by Egbert et al. [2004] and multiplied the conversion coefficient by a factor 0.5 or 2.
There is an associated change in the abyssal dissipation—in both our results and those by Egbert et al.
[2004]—but only with some 10–15% either way (see the diamonds and squares in Figures 7b and 7c) and
the changes in global average amplitudes lie in the order of 20% either way. This is because of the coupling
in the model: when the IT drag is reduced, the velocity field may increase which leads to an increased dissi-
pation and decreased amplitudes (and vice versa for an increased drag). These results show that the abyssal
tidal dissipation rates are relatively insensitive to changes in hydrography, and the modified IT-drag runs
presented give a quite probable range of paleo-dissipation rates and amplitudes in the ocean.

Predictions of sea-level rise over the present century range significantly, but most lie between 0.75 and
1.9 m for the period 1990–2100 [Bindoff et al., 2007; Pfeffer et al., 2008; Vermeer and Rahmstorf, 2009],
although there are large uncertainties. A 2 m future sea-level rise would flood some 1.5% of the present-
day dry land—a number roughly corresponding to the peak in shelf area 4 kyr BP. There is therefore a
potential for even moderate future sea-level rise to have far-reaching effects, not only on regional tides
[e.g., Ward et al., 2012; Pelling et al., 2013] but also on the global tides. These regional studies imply that the
tides are sensitive to the way future sea-level rise is implemented, and they stress the need for high-
resolution simulations of global tides.
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Abstract Due to lower sea levels during the Last Glacial Maximum (LGM), tidal energy dissipation was
shifted from the shallow margins into the deep ocean. Here using a high-resolution tide model, we estimate
that global energy fluxes below 200m depth were almost quadrupled during the LGM. Applying the energy
fluxes to a consistent tidal mixing parameterization of a global climatemodel results in a large intensification of
mixing. Global mean vertical diffusivity increases by more than a factor of 3, and consequently, the simulated
meridional overturning circulation accelerates by ~21–46%. In themodel, these effects are at least as important
as those from changes in surface boundary conditions. Our findings contrast with the prevailing view that
the abyssal LGM circulation was more sluggish. We conclude that changes in tidal mixing are an important
mechanism that may have strongly increased the glacial deep ocean circulation and should no longer be
neglected in paleoclimate simulations.

1. Introduction

During the Last Glacial Maximum (LGM) (23,000–19,000 years before present), Earth’s climate was colder
[Annan and Hargreaves, 2013], ice sheets covered North America and northern Europe, and sea level was
about 130m lower than it is today [Clark et al., 2009]. The LGM is one of the best studied time periods in
Earth’s history. Still, its ocean’s meridional overturning circulation (MOC), although important for global
heat, carbon, nutrient, and other fluxes, remains a topic of contention [Lynch-Stieglitz et al., 2007]. The
prevailing view of the recent literature is one of a sluggish abyssal circulation that is less ventilated and
has accumulated more respired carbon [e.g., DeVries and Primeau, 2010; Sigman et al., 2010; Skinner et al.,
2010]. Climate model simulations, such as those from the Paleoclimate Modeling Intercomparison Project,
typically consider various changes in boundary conditions, but they do not account for differences in
ocean mixing, despite its importance for the MOC [Bryan, 1987], and they produce conflicting results
[Green et al., 2009; Otto-Bliesner et al., 2007]. A recent climate modeling study, assuming reduced deep
ocean mixing during the LGM, concludes to have identified unambiguously the mechanism for observed
large millennial time scale climate variability (Dansaard-Oeschger oscillations) [Peltier and Vettoretti, 2014].
Here we suggest that vertical mixing during the LGM was enhanced, and not reduced, thus questioning
the conclusions of this study as well as the prevailing idea of a sluggish abyssal circulation during the LGM
[DeVries and Primeau, 2010; Sigman et al., 2010; Skinner et al., 2010].

Mass fluxes across density layers in the upwelling part of the global MOC require an energy source to overcome
gravity. In the contemporary, ocean tides are important [Huang, 1999; Munk and Wunsch, 1998], providing
3.5 TW (1 TW=1012W) globally, but most of this energy is lost to bottom friction on the shallow continental
shelves (~0–200m depth) with minor impacts on the MOC, which is controlled by mixing in the thermocline
(~200–1000m) and deep ocean (below 1 km). Only about 1–1.5 TW of tidal energy is dissipated below about
200 to 500m depths [Egbert and Ray, 2000; Schmittner and Egbert, 2014], almost entirely through tidal flow
over rough topography, which generates internal waves, the breaking of which leads to turbulence and
mixing [Jayne and St. Laurent, 2001; Ledwell et al., 2000; St. Laurent et al., 2002]. During the LGM, much of the
shallow tidal energy sink was removed because continental shelves were exposed due to the sea level drop.
This must have generated larger tides and more dissipation in the deep ocean, which has triggered
speculations that the LGM MOC must have been stronger than today [Green et al., 2009; Wunsch, 2003].

Tide model simulations confirm larger LGM tides and suggest that energy dissipation of the major M2 tide was
globally about 50% larger during the LGM and tripled in the deep ocean [Egbert et al., 2004; Green, 2010;
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Wilmes and Green, 2014]. This implies
much more vigorous deep ocean
mixing and a stronger MOC. However,
Montenegro et al. [2007] (M07), using
a relatively coarse (0.5°) horizontal
resolution tide model and the University
of Victoria (UVic) climate model, report
small changes in mixing and no
consistent effects on the Atlantic MOC
transport (M07 did not present other
MOC aspects). Here we use a higher
resolution tide model and an improved
tidal mixing parameterization in a global
climate-ocean circulation model to
reassess this issue. We also consider
additional MOC aspects not reported
in M07.

2. Models and Experiments

A quasi-global tide model [Wilmes and
Green, 2014] at 0.125° resolution (see
Methods section for details) estimates
energy fluxes ETC= Eb,TC+ Ew,TC due to
bottom drag Eb (important in the
shallow ocean) and internal wave drag
Ew (dominating at depths) from four
major tidal constituents TC∈(M2, S2, K1,

and O1). Together they account for

more than 94% of today’s dissipation
[Egbert and Ray, 2003]. Various
parameterizations for Ew have been
proposed; see Green and Nycander
[2013] for a recent review and
comparison. Here we use a modified

version of Zaron and Egbert’s [2006] scheme. For our first simulations, we applied a statistical fit to global
present-day observations to obtain a globally averaged vertical stratification (described in terms of the

buoyancy frequency N ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�g=ρ∂ρ=∂z

p
, where g is the gravitational acceleration, ρ is the potential density,

and z is the depth). In the second iteration runs presented in the supporting information, the
parameterization was modified to use a spatially varying N computed from the climate model output. The
main results from our study are likely insensitive to the specific internal wave drag parameterization used,
because the spatial distributions of Ew are all similar for the different parameterizations [Green and
Nycander, 2013]. The resulting horizontal distributions of Ew (Figure 1) are used as input to a tidal mixing
parameterization in the global climate model [Schmittner and Egbert, 2014]. The UVic model (see Methods
section for details) uses a three-dimensional ocean circulation model coupled to a simple one-layer
energy-moisture balance model of the atmosphere. This setup allows multiple, 4500 yearlong sensitivity
experiments, but it excludes wind or cloud interactions, that is, wind stress in the momentum forcing of
the surface ocean and sea ice, advection velocities used in the horizontal transport of humidity, wind
speed used in the air-sea gas and heat exchange, and atmospheric albedo are prescribed according to a
mean annual cycle from reanalysis data.

Results from the last 500 years from three climate model experiments are presented: one present-day
(preindustrial) control simulation (PD) and two LGM simulations. Both LGM runs use the same basic
boundary conditions: prescribed ice sheets [Peltier, 2004], orbital parameters (which impact the seasonal and
latitudinal distributions of solar irradiance), and atmospheric carbon dioxide concentrations (185ppm, in

Figure 1. Maps of tidal energy dissipation due to internal wave drag Ew
as a function of longitude (horizontal axis) and latitude (vertical axis).
The sum of the dissipations of the four major tidal constituents (M2, S2,
K1, and O1) calculated by the tide model for the (top) present day and the
(bottom) LGMmapped onto the climatemodel grid is shown. The numbers
over Asia denote the global integrals.
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contrast to the 280ppm concentrations of the PD; changes in minor greenhouse gases are neglected here). PD
bathymetry is used in all climate model runs. The only difference between them is the tidal energy input Ew.
Experiment “LGM PDmix” uses the present-day flux (Figure 1, top), whereas “LGM” (Figure 1, bottom) uses
the flux from the tide model LGM simulation with lowered sea level but present-day stratification.

3. Results

The LGM tide model simulates a large intensification in tidal energy fluxes, with global total dissipation rates
surging from 3.7 TW to 5.8 TW, consistent with previous studies [Egbert et al., 2004; Wilmes and Green, 2014],
whereas Ew almost quadruples from 1.3 TW to 4.7 TW (Table S1 in the supporting information and Figure 1).
This implies that dissipation due to bottom drag decreased from 2.4 TW at PD to only 1.1 TW at the LGM,
consistent with the reduced area covered by shallow oceans. Virtually all of the Ew enhancement occurs in
the lower thermocline and deep ocean (below 200m). Increases are particularly pronounced in the North
Atlantic due to resonance effects [Egbert et al., 2004; Green, 2010] (Figure 1).

Figure 2. Vertical distributions of globally horizontally integrated (top) tidal energy dissipation density Ew/Δz (per model
layer thickness Δz) mapped on the climate model grid, (middle) averaged squared buoyancy frequency, and (bottom)
averaged diapycnal diffusivity for the present day (black), LGM with PD mixing (red), and LGM (blue) experiments. (left)
Absolute values and (right) percent differences with respect to PD (e.g., (LGM� PD)/PD × 100). N2 was calculated using
density referenced to 1 km depth (σ1).
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Horizontally integrated dissipation density increases at all depths but more so in the deep ocean than at the
surface (Figure 2). At middepth, it is about 4 times larger in the LGM case compared with PD. Changes in
stratification (N2) are much smaller than those in dissipation. N2 decreases slightly in both LGM simulations
in the lower thermocline and middepths due to changes in surface boundary conditions. Increased mixing
in the LGM simulation with respect to the LGM PDmix case causes a cooling of the upper ~2 km and a
warming at depth (not shown), at least partially due to a deepening and increased flux of North Atlantic
Deep Water (NADW), which decreases stratification between 2 and 3 km and increases it below 3.5 km.

Horizontally averaged diffusivities kv increase substantially at all depths if LGM dissipation is used, whereas
changes are much smaller for PD dissipation (Figure 2, bottom). Global mean kv values are 2.1, 2.4, and 7.3
(all in 10�4m2 s�1) for PD, LGM PDmix, and LGM, respectively. This indicates that changes in stratification
have a much smaller impact on diffusivities than changes in dissipation. This conclusion is also supported
by additional experiments exploring feedback between stratification, dissipation, and circulation
(supporting information). The most dramatic increases in mixing occur in the Atlantic (by ~650% on
average), whereas in the Indian (~320%) and Pacific (~190%), they are slightly more modest (Figure 3).

Figure 3. Zonally averaged diffusivities in the (left) Atlantic, (middle) Indian, and (right) Pacific at equilibrium in experiments (top) PD, (middle) LGM PDmix, and
(bottom) LGM.
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Changes in buoyancy forcing alone (LGM PDmix) lead to a large decrease (by 41–49%) of the middepth
Atlantic MOC (AMOC) cell in our model (Figure 4 and Table S2 in the supporting information), consistent
with previous results [Weaver et al., 2001]. Circumpolar Deep Water (CPDW) inflow from the Southern
Ocean into the Indian Ocean also decreases in LGM PDmix (by 30%), whereas the deep cells associated
with Antarctic Bottom Water (AABW) flow into the Atlantic (0%) and CPDW flow into the Pacific (+6%) do
not change much.

Including tidal mixing in the LGM simulations (experiment LGM versus LGM PDmix) leads to a large
intensification of the MOC in the climate model. In the North and South Atlantic, the middepth
overturning cell associated with NADW increases by 36% and 46%, respectively, almost entirely
compensating for the decreases due to buoyancy forcing. (The reported percentage changes are with
respect to the stronger MOC state in order to be comparable to the values reported for the buoyancy
forcing; see also Table S2’s caption in the supporting information.) AABW in the Atlantic accelerates by

Figure 4. Meridional overturning circulation stream function of the (left) world ocean, (middle) Atlantic, and (right) Indian and Pacific in experiments (top) PD,
(middle) LGM PDmix, and (bottom) LGM.
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21%, and CPDW fluxes into the Indian Ocean and Pacific increase by 32% and 24%, respectively. Thus, while
for the AMOC, mixing effects are similar (albeit of opposite sign and slightly smaller) compared to buoyancy
effects, for AABW and Pacific bottom water flow, mixing effects are much larger than buoyancy effects.

4. Discussion

The lower resolution tide model without Antarctic ice shelves and with a different internal wave drag
parameterization used by M07 shows much smaller changes in dissipation (their Figure 1) than those
simulated by our model (Figure S1 in the supporting information), particularly in the Atlantic. Changes
there are likely sensitive to the resolved bathymetry owing to resonance effects [Egbert et al., 2004]. We
infer that M07’s small change in global Ew is the main reason for the differences with our results even
though we cannot exclude other reasons. The results may also be sensitive to the choice of the internal
wave drag parameterization. Differences in the kv parameterization used in the climate model could
also play a role. Quantification of these possibilities will be an important task for future research.

In their two simulations of glacial climate, Peltier and Vettoretti [2014] used values of kv smaller than or similar
to those used for their modern simulations: one globally constant value of 0.17 × 10�4m2 s�1 and one fixed
vertical profile varying from 0.17 × 10�4m2 s�1 at the surface to 1 × 10�4m2 s�1 below ~1 km depth. These
values are much smaller than the averaged values suggested by our LGM simulation (10�4–10�3m2 s�1;
Figure 2), and they are inconsistent with our results of increased LGM diffusivities compared to modern.

The parameterization of tidal mixing used here assumes that only a small constant fraction (1/3) of the energy
dissipated into the internal wavefield contributes to local mixing. The remainder (2/3) propagates away and
dissipates elsewhere, which is reflected in the constant background diffusivity kbg= 0.3 × 10�4m2 s�1. Given
the large increase in tidal energy dissipation during the LGM, it is reasonable to assume that the energy
dissipation in regions far from the internal wave generation sites would also increase. However, this was
not considered in our simulations in which the background diffusivity was fixed. Thus, our estimate of
changed tidal energy dissipation on kv and the LGM MOC is conservative.

5. Conclusions

We conclude that large increases in tidal energy dissipation in the deep ocean during the LGM may have
intensified the MOC’s middepth and bottom flows. In our climate model, tidal mixing effects are more
important than those from surface buoyancy fluxes, particularly for bottom flows. The effect of tidal
mixing on the AMOC in our model (~+40%) is larger than the combined effects of bouyancy and
momentum fluxes as simulated by most comprehensive models (~�20 to +40%) [Otto-Bliesner et al., 2007].
Assuming that reconstructions of a weakened LGM AMOC are true, one can infer that the combined
effects of other forcings would need to lead to a weakening of the AMOC. Our simulated LGM circulation
including LGM mixing is not realistic because it shows deeper NADW, whereas tracer distributions such as
carbon isotopes indicate similar or shallower NADW flow [Gebbie, 2014]. This mismatch suggests that other
forcings, and/or model responses to the forcings, are not correct and/or that transient effects played a role
[Green et al., 2009; Zhang et al., 2013]. Closure of the Bering Strait due to sea level drop leads to less
freshwater transport from the Pacific into the Arctic/Atlantic and hence a strengthening of the LGM AMOC
[Hu et al., 2010]. In our model, this effect is not included because the Bering Strait is closed in both PD and
LGM simulations. This raises the question which process(es) could counter the effects of enhanced mixing
and the closed Bering Strait to produce the weaker and shallower AMOC implied by the reconstructions.
Answering this question and reconciling paleoobservations with models will require more work.

Our model does not reproduce the high abyssal salinities inferred from South Atlantic sediments [Adkins
et al., 2002], which may imply stronger stratification. The effects of realistic LGM stratification deserve
careful assessment in future work, but here we note that effects on mixing and the MOC are not
straightforward due to opposing effects of N on dissipation (equation (M2)) and kv (equation (M5)).
However, while our experiments show only small effects of changes in stratification (LGM PDmix versus
PD; see also Table S3 and Figure S3 in the supporting information), the effects may be larger for more
realistic LGM stratification.
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Our findings are in contrast to the prevailing view that the abyssal circulation was more sluggish during the
LGM [DeVries and Primeau, 2010; Sigman et al., 2010; Skinner et al., 2010], and they question far-reaching
conclusions from a study in which LGM mixing was reduced [Peltier and Vettoretti, 2014].

6. Materials and Methods

We use tidal energy dissipation maps calculated from a tide model as input to a parameterization of tidal
mixing used in the climate model.

6.1. Tide Model Description

The tidal simulations are based on those in Wilmes and Green [2014]—a further development of the model
used by Egbert et al. [2004]. The model, OTIS, solves the linearized shallow water equations on a
0.125° × 0.125° horizontal grid with an open boundary at 89°N. In the current simulations, data from
TPXO7.2 are used to provide boundary conditions in the PD simulations, whereas the LGM simulations
used a vertical wall at the northern boundary to eliminate uncertainties with the boundary forcing. The
effects of this should be minimal as any modification of the conditions here will only have marginal effects
on the large-scale tidal dynamics [Wilmes and Green, 2014]. The only other forcing is the astronomic tide-
generating force. Momentum is dissipated through two processes: first, a quadratic (in velocity) bed
friction term

Fb ¼ CdU uj j=H; (M1)

in which Cd=3× 10�3 is a drag coefficient, H is the depth of the seafloor, U=uH is the tidal transport
vector, and u is the total tidal velocity from all constituents under consideration, and second, a linear
transfer of energy to internal waves. The latter is based on the scheme given by Zaron and Egbert [2006]
but with an allowance of a spatially varying stratification field N(x,y,z) which comes from the climate model
simulations:

Fw ¼ C ∇Hj j2 NHN
8π2ω

U; (M2)

where C= 2 is a scaling factor, Nb is the buoyancy frequency at the bed, N is the depth-averaged buoyancy
frequency, and ω is the tidal frequency. The corresponding energy dissipation for bottom drag is

Eb ¼ ρ0Cd uj ju2 (M3)

and that for internal wave drag

Ew ¼ ρ0C ∇Hj j2 NbN
8π2ω

Hu2: (M4)

Dissipation was computed by using modeled tidal velocity amplitudes in the respective parameterization,
and the resulting (high-resolution) fields were averaged over 28 × 14 grid points before being adjusted to
the UVic grid using linear interpolation.

6.2. Climate Model Description

The University of Victoria Earth System Climate Model [Weaver et al., 2001] is used in version 2.9 [Eby et al.,
2009]. It consists of a coarse resolution (1.8 × 3.6°, 19 vertical layers) ocean general circulation model
coupled to a one-layer atmospheric energy-moisture balance model and a dynamic thermodynamic sea
ice model, both at the same horizontal resolution. The model is forced with seasonally varying solar
irradiance at the top-of-the-atmosphere, cloud albedo, wind stress, and moisture advection velocities.
This seasonal forcing does not change between different years. We use the tidal mixing
parameterization developed by Jayne and St. Laurent [2001], Simmons et al. [2004], and St. Laurent et al.
[2002] as improved by Schmittner and Egbert [2014], which includes the effect of subgrid-scale
bathymetry on the depth of energy input and distinguishes between diurnal and semidiurnal tides.
Briefly, the diapycnal diffusivity is

kv ¼ kbg þ
Γε
N2 ; (M5)
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where kbg=0.3 × 10�4m2 s�1 is the background diffusivitiy accounting for the effects of remotely dissipated
tidal energy and other mixing processes, N is the buoyancy frequency, and Γ= 0.2 is the mixing efficiency.
The energy dissipation rate is

ε ¼ 1
ρ

XH
z′> z

X
TC

qTCEw;TC x; y; z′ð ÞF z; z′ð Þ; (M6)

where Ew,TC(x,y,z′) is the energy flux from the barotropic tide into the internal wavefield calculated from the
tide model and mapped onto a climate model grid considering subgrid-scale bathymetry at high horizontal
resolution (which introduced the z′ dependence); F is the vertical decay function, which uses an e-folding
depth of 500m above the seafloor H; and

qTC ¼
1; for yj j > yc;TC

0:33; else

�
(M7)

is the local dissipation efficiency, which depends on the critical latitude yc, which is 30° for diurnal tides
(K1 and O1) and 70° for semidiurnal tides (M2 and S2).
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