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Abstract
Control System Design methods are presented in terms of optimization techniques that

incorporate Multi-Objective design criteria. Computer-Aided Control System Design
(CACSD) environments make the approach easy-to-use and accessible to the practising control
engineer.

Two CACSD environments have been developed using different versions of the MATLAB
package, one interfacing the ADS optimization package to an upgraded FORTRAN version of
MATLAB, the other using Non-linear Programming algorithms coded in the PRO-MATLAB
command language. In both environments, optimization problems are entered interactively and
in a flexible manner using simple interpreted commands and programs.

A Control System Design method has been implemented using optimal control theory and
integral quadratic measures of control. The theory has been developed to incorporate a large
number of design options, control structures and disturbance types. An evolutionary design
process is used so that the control order and number of design criteria are systematically
increased to incorporate more complex control structures and a wide set of performance
objectives. In the later stages of this evolutionary design process, a Multi-Objective design
strategy, known as the Goal Attainment method, is used to address multiple performance
objectives.
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0 ERVIEW

A S OUR ABILITY to model increasingly complex systems improves so does the feasibility of

designing the system to operate with better design characteristics and capabilities. The

relationship between design objectives and design parameters is, however, often complex and non-

linear. Such a situation arises in Control System Design where the design requirements are not easily

expressed as functions of the design parameters. The tendency has been to simplify the problem in
terms of the model being used, the design objectives and/or the control configuration. This results in
designs which, when applied to the actual system, may not function effectively or provide good

overall performance.

Optimization methods offer the ability to consider performance objectives whose mathematical
relationship with the design parameters need not be explicitly expressed. Instead performance

objectives are iteratively evaluated for specific values of the design parameters and optimized with

respect to the problem formulation being considered. This permits more realistic models and design

objectives to be considered and allows more appropriate control structures to be used.

The application of optimization techniques is, however, generally not an easy process and may

typically require extensive coding in a high-level language for evaluation of the performance

objectives and linking to numerical optimization subroutines. The resulting program will typically

be non-conducive to interaction on the part of the designer resulting in further editing and

compilation cycles for small variations in the problem statement. This hinders the designer's ability

to explore the effect of variations in control-configurations, performance objectives and model

parameters. Further, since the optimization routine cannot usually guarantee a global solution,

different starting points or optimization strategies may have to be tried requiring further time

consuming editing and compilation cycles.

The aim of this research has been to provide a design environment which allows optimization
problems to be coded in an interactive, flexible and efficient manner and to provide a Control System

Design methodology which fits into this framework. Three main research areas have been studied:-

Computer Aided Control System Design (CACSD), Optimization and Control System Design,

which together form the basis of an overall control design strategy. This thesis has been organized to

reflect these three main distinct but related topics.

Part 1 describes aspects and future trends within the field of CACSD. Integrated design
environments and the MATLAB package are highlighted as examples of state-of-the-art design

environments in this field. An environment based on an upgraded FORTRAN version of MATLAB,

linked to an optimization package ADS, is described.

In Part 2, nonlinear optimization techniques are discussed for unconstrained, least squares and

constrained problems which have been implemented as part of an Optimization Toolbox, coded in

the PRO-MATLAB command language. A method of multi-objective optimization is described,

known as the Goal Attainment method. Sequential Quadratic Programming (SQP), which is a

modem, highly-effective, non-linear programming strategy, is focused on and refinements to the

method are presented for the Goal Attainment method.

In Part 3, a Control System Design methodology is described using integral quadratic measures

of control. Various design options and disturbance types are handled using a number of control

configurations. In particular, the design of servomechanisms using a generalized feedforward/feedback

two-degree-of-freedom control structure is described. Multi-objective optimization is proposed as
part of an evolutionary and interactive design process to incorporate increasingly complex controllers

and a wider set of performance objectives. Three examples are presented to demonstrate the design

methodology.

"CACSD using Optimization Methods", PhD Thesis, A.C.W.Grace, UCNW, Bangor, UK, 1989
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PART 1: CACSD	 INTRODUCTION

Summary - Computer-Aided Control System Design (CACSD) plays a critical role in the
implementation and application of control theory. Trends and future directions within this
field will be discussed, looking at, in particular, integrated design environments and possible
further evolutionary changes to the MATLAB package. A design environment using a
FORTRAN version of MATLAB and an optimization package, ADS, is presented as an
integrated design environment for optimization applications of Control System Design.

1.1 INTRODUCTION

T

HE INCREASING speed of modem computers and the evolving trend towards powerful
computing systems, such as networked workstations, has resulted in a shift of attention within

engineering software away from algorithm efficiency towards aspects of functionality and user-

friendliness. Issues such as inter-package communication, data structures and user-interfaces are now
important considerations for any CACSD environment.

Control System Design is by its nature a complex procedure which has prompted a plethora of

control design methods and associated software packages. Many of these methods have been developed by

academia where the resulting user-interfaces, reliability, maintenance and applicability of the software

have been key issues in the poor integration of these packages within the control community and into
industry. This has been one of the factors in the continued use of often heuristic methods for Control

System Design within industry and the development of mathematically tractable but sometimes
impractical methods of Control System Design within academia.

This part does not intend to give a full review of existing software and the reader is referred to

Fleming and De Oliveira [1] and [2-6] for useful introductions to the subject. References [14-39] give
specific details with respect to a large number of existing packages.

1.2 INTEGRATED DESIGN ENVIRONMENTS

Over the last three decades a great deal of progress has been made in the development, refinement

and optimization of engineering software in the form of numerical subroutines, libraries and packages.

Much of this software has been written in FORTRAN which still remains the fastest compiled

language for numerical applications on most machines. Attempts have been made to harness these

powerful numerical routines through the use of integrated environments which provide, among other

things, a user-friendly interface to the numerical routines, database handling facilities, graphics
facilities and high-level command language capabilities.

The MATLAB package [18-20] is an example, of such an integrated environment in which the

numerical libraries, LINPACK [34] and EISPACK [35], for linear algebra have been integrated into a
user-friendly environment. Although such environments are a significant improvement over numerical

libraries, they are limited by the amount of facilities that can be reasonably programmed into one

package. Attempts are now being made to develop environments which offer further integration by the

inter-linking of other packages as well as numerical subroutines. Such environments provide a common

software base providing tools and libraries of numerical algorithms and the ability to link to existing

packages. This avoids excessive duplication of software and helps to provide a common base to facilitate

the transfer of design methods into industry. The advantage to the control engineer is that the

environment gives him the ability to work at a high-level of abstraction so that he can concentrate on

important aspects of the design problem.

An integrated design environment has been developed as part of the SERC's Special Initiative in the

field of Computing and Design Techniques for Control Engineering (CDTCE). This is called
ECSTASY [15] (Environment for Control System Theory, Analysis and Synthesis). The aim of the

"CACSD using Optimization Methods" PhD Thesis A.C.W.Grace Unii. of Wales, Bangor. 	 1989 1-1
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INTEGRATED DESIGN ENVIRONMENTS

project is to provide an embryo infrastructure which consists of six major design tools as shown in
Fig. 2.1. Further facilities are provided by packages which are linked to the infrastructure and database

through inter-process communication mechanisms. For a fuller description of the ECSTASY
environment, see [16].

ECSTASY aims to provide a flexible environment capable of covering features such as system

identification, simulation and Control System Design. It is one step towards a totally integrated design

environment which would allow, for instance, control implementation details to be taken into
consideration at the system design level. MATRIX-X [24], CTRL-C [21] and DELIGHT [28] are other

packages which are aiming at providing an integrated design environment by incorporating a wider range

of functions by linking to other packages. It is hoped that ECSTASY will provide better flexibility in

terms of data communication enabling a wider range of facilities to be linked into the environment.

Whilst recognizing and fully supporting the aims and objectives of the ECSTASY environment it

may nevertheless have several shortcomings. The cost of ECSTASY is likely to be high due to the

necessity of having to buy supporting packages and because the infrastructure itself contains a number of

expensive packages (PA Set Tools [17], PRO-MATLAB [20]). The environment will also have large

"CACSD using Optimization Methods" PhD Thesis A.C.W.Grace Univ. of Wales, Bangor.	 1989 1-2



PART 1: CACSD	 MATLAB

memory requirements which may result in a degradation of computational speed and limit its use to

mainframes and workstations. The database aspects of the package will also tend to slow the package
down due to type checking, parsing, handshaking and general housekeeping.

Depending on the operating system being used there are many different inter-process communication

mechanisms which can be used. Data requirements and other issues will dictate the type of inter-process

communication mechanism to be used. For instance, for optimization applications a fast data link with
high precision is beneficial due to the iterative nature of the method. In such cases it may be more

appropriate to directly link the application software to the source package. It is therefore important for

integrated environments such as ECSTASY to provide a choice of inter-package communication methods
so that a particular method can be chosen depending on the application being considered. The actual

mechanism could then be chosen to create a balance between precision, speed and ease of use.

Many new features, such as the incorporation of new data structures and modern computing
approaches cannot be wholly achieved through inter-communication between packages. Further
advancements in CACSD will also involve the evolution of design packages such as MATLAB.

1.3 MATLAB

MATLAB is increasingly becoming the de-facto standard for linear control system design. Released
in 1980, by Cleve Moler and originally intended for linear algebra, the application to control design

was quickly seized upon by the control community and a number of packages appeared as derivatives of

MATLAB such as CTRL-C, MATRIX-X and IMPACT [22].

The original version of MATLAB [18] is public-domain software written in FORTRAN.

Subsequently, it has been rewritten in C, offering improved graphics facilities, faster computation and

improved programming facilities including user-defined functions. It has been marketed commercially as

PC-MATLAB [19] and PRO-MATLAB, the former targeted for implementation on IBM-PCs and the

latter for mainframes and workstations, although both offer almost identical facilities.

PRO-MATLAB follows an "open system" philosophy by which it provides the user with a set of

low-level functions and the means to construct higher-level functions by enabling the user to create M-

files (distinguished by having the extension ".m"), which subsequently are added to the set of available

commands and user-functions.

M-files have led to the provision of Toolboxes, which are marketed with PRO-MATLAB. These

consist of M-files, with specific objectives. CACSD-oriented Toolboxes include a Control System

Toolbox, an Identification Toolbox, a Signal Processing Toolbox, a Robust Control Toolbox, a State

Space Identification Toolbox and a Multivariable Frequency Domain (MFD) Toolbox.

The success and wide-spread use of MATLAB can be attributed to a number of features which make

the package easy-to-use and highly functional. They are as follows:

• MATLAB is interpretive so that there is no wasted time in compilation. This allows for

better interaction on the part of the user. PRO-MATLAB is especially applicable to a window-

based environment where one window can be used for editing a user-defined function while

another can be used for testing it. Although interpretive languages are slower than compiled

languages, MATLAB is not wholly interpretive, as user-defined functions are semi-compiled

on their first call, offering some speed-up on subsequent calls.

• Data management, storage and housekeeping is external to the user, allowing the user to

concentrate at a higher level of abstraction than most so-called high-level languages such as C

and FORTRAN.
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PART 1: CACSD	 MATLAB

• MATLAB has at its core a large library of numerically reliable and optimized software based
on the LINPACK and EISPACK subroutine libraries.

• A major feature of MATLAB is that it is extendable allowing the user to write routines
which automatically become part of the command set. This is especially important in the realm

of Control System Design where individual methods and applications are prevalent.

• The simple syntax and the use of default commands reduces unnecessary coding.

One criticism of MATLAB is that it is not a typed language. That is variables do not have to be
given a type and are all assumed to be subsets of the complex double-precision matrix. Min ya [10],
however, has indicated that typing may be a severe restriction on flexibility. Strong typing may not be
appropriate to languages such as MATLAB where its high level commands and data-structure restrict

program size and the quantity of variables. Variable confusions are further reduced if the programmer

uses sensible naming conventions. Further, since MATLAB is interpretive, typing problems are easily
resolved, unlike compiled languages where complex debugging procedures may be necessary.

1.3.1 Possible Improvements To MATLAB

Although MATLAB has proved a highly successful and popular package, there are areas in which
improvements would help to enhance the package and help to maintain its position as a state-of-the-art

software package. The next few sub-sections will address how possible achievements could be achieved
within MATLAB.

A main criticism of MATLAB is its restrictive data structures which do not allow any data types

other than subsets of the complex matrix and character strings. Lack of database management has also

been cited as a weakness of MATLAB where the commands load and save are deemed inadequate for
handling large amounts of data.

Other possibilities for improvement are an increase in run-time efficiency by further compilation of

the MATLAB M-files. Error diagnostics and help facilities are also areas in which improvements

would help the user.

Inter-process communication mechanisms within the MATLAB infrastructure have the potential to

make MATLAB a highly functional integrated design environment which can link to a whole range of
facilities in a flexible way.

Modern computing approaches such as graphical input, symbolic processing, Intelligent Knowledge

Based Systems (IICBS), object oriented, functional and logical programming concepts are also deemed as
possibilities for further investigation.

The realization of these improvements can be achieved in a number of ways. Besides rewriting
MATLAB from scratch, which would be an expensive solution and contravene the principles of

evolutionary change and reusability within software, the alternatives are as follows:

• Link to other packages which have the desired facilities.

'Try to simulate improvements within the constraints of the MATLAB syntax and data
structures by creating extra M-files which perform the necessary tasks.

• Add improvements to the source code of MATLAB.

Each of these options has its advantages and disadvantages. Linking to other packages preserves

modularity but is also likely to be slow due to communication overheads. This may not resolve
problems such as restrictive data structures.

Simulating improvements through the use of additional M-files , where possible, is an attractive

solution since it requires no re-release of the package though this is likely to be less efficient and more
restrictive than incorporating new features within the source code.
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Adding new features to the source code seems an attractive solution though this may slow the

interpreter down and upgrading might make new software un-executable on old versions of the package.

The following sections discuss aspects of MATLAB which could be improved and changes which might
be implemented within MATLAB.

1.3.2 Data Structures

The only data structure which exists within MATLAB is the double precision complex matrix

although strings may be thought of as a different data type. Mansour et al [11] and (see also
Maciejowski [9]) have outlined a proposed list of data structures which have been implemented in the
IMPACT package and might be used within control. They are as follows:

• Polynomials.

• Transfer Functions.

• Complex Matrices.

• Linear Systems Descriptions in the Time Domain.

• Linear Systems Descriptions in the Frequency Domain.

• Non-linear Systems Descriptions.

•Domains. (1-D structures containing ordered discrete values)

• Trajectories (e.g. Time and Frequency data)

• Non-numeric Structures.

Many of these structures can be simulated within MATLAB. For instance, a polynomial can be

simulated using a row vector and a transfer function can be simulated using one row for the numerator

and the other for the denominator. This situation, however, is far from satisfactory as there is no

indication from the display or operation of the data what kind of data structure is being used.

Rimvall has also suggested the overloading of operators such as, *, /, +, and - so that they have

different meanings depending on the data structure being used. This has been implemented together with
extensions on data structures in the package IMPACT [19], a MATLAB based package. However, such a

feature is not as yet commercially available in a MATLAB based package.

Some data structures are more difficult to incorporate than others. For instance, non-linear

descriptions and symbolic processing may best be left to specialist packages such as simulation packages

(ACSL [32], SIMNON [33], TSIM [34] etc.) and symbolic processing packages (MACSYMA [27],
REDUCE [26]).

MATLAB has proved very successful within the realm of linear control design. Data structures

such as transfer functions, pole-zero representations and state-space systems should therefore be
inherently part of the package.

A first step for providing new data structures within MATLAB would be to provide flexible

input/output format. For example, this would allow polynomials to be entered and displayed as

polynomials and not simply as row or column vectors.
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PART 1: CACSD	 Data Structures

In order to incorporate additional data structures within MATLAB the source code must be changed
to some extent. One desirable feature would be to allow variables to be labelled with information
concerning how they are to displayed on the screen. This, although not a complete solution, would be

one step in the right direction. An example of a command defining the output format of variable

containing the state space representation of a controller (named CONTI) might be as follows:

label(CONT1, 'format short variable s transfer function', 'Controller 1')

This would mean that the variable CONTI would always be labelled as a transfer function, an example
of such an output might be, for example:

CONTI = ( Controller 1)

2.1234s + 4.3333

3.4541'2 + 2.3333s + 5.4444

This format is much easier to understand when compared with an output consisting of a matrix of

numbers, however problems may arise in user-defined functions if it is required to write flexible code
which allows state-space or polynomial descriptions to be used interchangeably. There should therefore

be rules, so that variables can inherit output formats. For example, the command:

TF1=feedback(SYSTEM,CONT1)

would need to ensure that the variable TF1 has the same format as the variables SYSTEM and CONTI.
This might be achieved by a simple command such as

TF1=inherit(SYSTEM)

within the .m file feedback.

MATLAB' s Data Structure.

All data elements within MATLAB are treated as matrices, the elements of which are stored in a large
data stack of high precision numbers. A stack containing the position of the first element of each

variable in the main data stack (i.e. an array of pointers) has reference to other stacks which refer to the

variable names, row sizes, column sizes and a flag for indicating whether the matrix is real or complex.

This type of database resembles to some extent that of a relational database with columns of data

relating to each other. To incorporate new data structures and other facilities in MATLAB other

columns of data could be added to the database with information regarding further attributes and

relational aspects of the data. In this way pointers could be set up to display formats and other related

data so that clustering of data could be implemented. This would then allow structured information to
be defined. This might take the form of the structure command as in C. An example of this might be to
define a state space system in the following way:

structure(SYSTEM)

{A;B;C:D}

A structure would become a data type whose elements are a series of pointers to other data elements.

Referencing elements in the structure could be done as in C. Thus SYSTEM.A would refer to the A

matrix of structure SYSTEM.

When functions are called, the structures could behave like macros so that stepr(SYSTEM) is

equivalent to stepr(A,B,C,D). Grouping of data in this way should also serve to reduce complexity of

calling functions where there are a lot of variables. One problem encountered in trying to implement
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PART 1: CACSD	 Databases

optimization algorithms is the large amount of data that must be temporarily stored (about 10-30
variables). If one uses the principle of not having any global variables, adding long lists of variable

argument lists to functions can become cryptic and the principle of information hiding intended for user-

defined functions is lost. Grouping of data into one matrix is complicated and time inefficient as is
temporarily storing to files. A good solution would be to use pre-defined structures.

There are many other relational aspects of data that could be incorporated within the MATLAB
data-structure. For a more detailed discussion of relational database aspects in control the reader is

referred to Breuer et al [7] [8].

1.3.3 Databases

One of the attractions of MATLAB is the internal database handling of the matrices. All

alterations and housekeeping of the database are maintained within the MATLAB operating system.
However, MATLAB offers very few facilities on a wider scale for data management. Although the

requirements for data management in control are relatively small compared with many applications
there are several areas where database management is an important issue.

One of these areas is in the modelling process where changes to the model may be made by a number
of workers and at intermittent intervals of time. If other design processes are being carried out in

conjunction with the modelling process or when a number of co-workers are working on the same

problem it becomes important to document details of changes in terms of time, date, type of change and

by whom the change was made.

Another area where data management may be a problem is within the realm of control system

design when a large number of linear models are obtained from the non-linear model at various

operating points in preparation for control system design. The control design, may, also create data

problems if different controllers and control structures are used. This might be the case if a control

designer were experimenting with different controllers in order to view trade-offs between them or to

implement them in a gain-scheduled controller.

It is clear that for the proper management of such data, data management systems should be

inherent within the data model. Non-linear modelling is really within the realms of system

identification work and database management aspects of this should be contained within the modelling
and simulation package being used.

The data management of linear models and controllers can be simulated within the constraints of

the MATLAB command language using M-files. These would perform the necessary housekeeping using

the commands load and save.

The policy which is used in the software used for Control System Design examples given in Part 3

is to use a different directory for each linearized model, under a main directory for the overall model.

Each directory contains files which contain the data from different designs resulting from changes in

design features or controller configuration. Files and directories are created automatically at the end of

each design and named depending on characteristics of the design. In this way an update of all designs is

maintained. In each file the data is recorded for further reference.

Although this method provides some form of data management additional features would greatly

facilitate and enhance the handling and storing of data. One such improvement would be to have flexible

data memory handling. At present when a file is to be examined the data is loaded into the system

overwriting any existing data with the same name. When examining differences between designs it

would be an advantage to just switch database from, for example, internal memory to a file.
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Another weakness of MATLAB is its inability to temporarily save variables in user-defined

functions from one call to the next. Although this can achieved by saving to file this is slow when

compared to saving in internal memory.

1.3.4 Help and Error Diagnostics

MATLAB has a clever way of incorporating the documentation accompanying the M-files with the

help diagnostics which appear under the help command. However, the help command gives the user no
control over how much or how little information is received. Further, the help is no way structured

making it difficult to get an overview of related commands.

Error diagnostics are generally not clear. For instance, if a matrix is of the wrong size or an

element which does not exist has been addressed, then the name of the matrix should be displayed along
with its contents. At present the only output which is provided is the line number where the error

occurred.

Another problem involves correction of syntax errors. These are often hard to find due to lack of

information and thus tedious to correct. A solution to this might be to allow syntax errors to be
corrected semi-automatically. This could be achieved by displaying the line at fault at the cursor so that

if the user wishes to make any changes he can do so without having to use the editor. The user would

then have the option of typing a carriage return, in which case no change would be made. Otherwise the

file would be rewritten with the correction made.

More information should be made available when an error condition occurs and all associated

variables should be displayed. A query feature could be made available giving progressively more detail

of the error to avoid clogging the screen.

Due to the ever-growing number of user-defined functions the chances of giving a variable the same

name as a user-defined function become increasingly high. This can result in errors which are difficult to
debug and may not be apparent until later use of a user-defined function. A useful feature would be to

give a warning whenever a variable is created which conflicts with a user-defined faacciorr name. A good

naming convention also relieves this problem. Such a naming convention might be as follows:

' user-defined functions - lower case letters having at least three letters.

' script files - first letter upper case

'global variables & function arguments -upper case

' temporary miscellaneous variables - lower case, maximum of two letters.

'integers - begin variable name with i or I

' strings - begin variable name with s or S

'polynomials - begin variable name with p or P

One additional feature which would be useful would be the facility to call a user-defined function

without parameters and have MATLAB prompt you for the variables whilst in interactive mode. This

overcomes having to remember the Order of often long lists of variables.

1.3.5 Compilation

Because MATLAB is basically an interpretive language, the run time efficiency is slow when

compared to compiled languages. Whilst this is not a problem in most applications, when iteration is

demanded MATLAB is particularly slow. One such application is optimization. It would therefore be
of a great advantage if once a function has been tried and tested it could be compiled and linked into

source code.
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Most of the constructs within MATLAB (IF,WHILE,FOR) are contained within the source code
(C or FORTRAN), so that a translator would not be difficult to implement. However, where

compilation is likely to prove difficult is in the database handling of user-defined functions. For

instance, a matrix of arbitrary size can be created within a user-defined function. However dynamic
creation of variables like this is not generally or easily performed in high-level compiled languages.
Therefore, some form of kernel database handling system must be inherent within the compiled code.

Compiled routines must be linked into the main database either by communication mechanisms (e.g.
UNIX pipes) or by directly linking the compiled routines into the source code.

1.3.6 Linking To Other Numerical Libraries

Several lessons can be learned from the enormous popularity of MATLAB. Essentially, MATLAB
is a package which has linked to a library of routines (LINPACK [36] and EISPACK [37,381) and

provided a user-friendly and easy-to-use environment. One of the criticisms of libraries such as the

NAG library [35] is that there is no way to easily and quickly write application software or test

programs. A framework such as that provided by MATLAB would be an ideal environment for such
experimentation.

A possibility for incorporating libraries such as NAG into an interactive design environment such

as MATLAB might be to write an auto-linking program which reduces the amount of mundane tasks

concerned with aspects of memory allocation, compilation and coding. Linking directly to whole

libraries as has been done with LINPACK and EISPACK would be prohibitive due to large memory

requirements. However, an auto-linking compilation process could allow commands to be directly typed

in using a MATLAB command which would invoke a process to link with the required subroutine.

As an example of how this could be achieved, an example will be taken from the NAG library. The

MATLAB command which initiates the link will be performed using only constructs which are

available within the MATLAB command set. The example chosen is a subroutine which involves finding
a solution of a set of real linear equations using Crout's factorization method.

The command would be carried out using a MATLAB function of the form:

<>[X,A]=NAGCF04AAF,A,int(rows(A)),B,int(rows(B)),int(cols(A)),int(cols(B)),X,..
int(rows(X)),WSPACE,int(IFAIL))

Associated with this command would be the user-defined function NAG.m which would first store

the variables to a named file and then invoke the auto-link and compilation process. Once compiled the

function would become part of the command set so that no future compilation would be necessary until

the compiled subroutine is deleted. A user-defmed function could then be set up to simplify the syntax

of such a command. For the above function the user-defined function would be:
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MATLAB Function using NAG Routine

function [X,U]=solve(A,B)

% SOLVE Calculates the approximate solution for a set of real
°/0 real linear equation with multiple right-hand sides by
°A, Grout's factorization method.
% X-is a contains the solution vectors.
% U-contains the Grout factorization.
X=zeros(B);
WKSPACE=zeros(cols(A));
IFAIL=0;

[X,A]=NAGCF04AAF',A,int(rows(A)),B,int(rows(B)),int(cols(A)),int(cols(B)),
X,int(rows(X)),WSPACE,Int(IFAIL))

The general purpose MATLAB file for invoking the auto-linking program to any of the library
routines is:

General Purpose MATLAB Auto-linking Routine

function[b1 ,b2,b3,b4,b5,b6,b7,b8,b9,b10]=NAG(a1,a2,a3,a4,a5,a6,a7,a8,a9,a
1 0,a1 1 ,a12,a13,a14,a15,a16,a17,a18,a19,a20,a21 ,a22]
% NAG Invokes auto-linking compilation of NAG subroutines.
cmd='save LINKFILE'
%save correct number of arguments
for i=1:nargin

cmd=[cmd,' a',num2str(i)];
end
exec('cmd')

% Invoke auto-linker compiler
! autolink
% load back variables returned form subroutine and contained in file LINKFILE
load LINKFILE

The command autolink invokes a process to write a program which links with the NAG routine

and stores the returned variables in a file LINKFILE.

Since MATLAB is not a typed language it is necessary to provide an integer function to indicate

when a variable is of type integer - this would be done by conversion of the integer to a character string

which is preceded with a marker (e.g. "*"). Thus the file would of the form:

function in=int(a)
A=round(a)
in=['*',num2str(A)]

The command rows and cols simply returns the number of rows or columns of the matrix using

the MATLAB command size.
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This proposal could form a useful connection to a whole range of FORTRAN or other high-level

language. However, such a connection due to its dependence on files as the communicating mechanism
would be slow. For faster implementation, other inter-process communication mechanisms need to be

explored, NAG optimization routines would also not be able to be implemented in this way since they
require a separate FORTRAN subroutine to calculate the cost functional and constraints which must be

called at every iteration.

1.3.7 Modern Computing Approaches

Modern computing approaches and the trend towards data-driven languages have been noted by some

authors as the Future for CACSD. Shepherd [42], for example has highlighted the need for CACSD
databases to support objects and graphical input/output. An object-oriented approach [see, for example,
[44]) lends itself particularly to modern graphical input/output techniques such as iconic and pictorial

representation. Although the introduction of objects requires a restructuring of the data structure
aspects of MATLAB, as outlined in Section 1.3.3, some principles of object-oriented programming

could be implemented without recourse to rewriting the package.

Objects are groups of procedures and data which communicate via message passing. One important

aspect of object-oriented programming is the concept of class and inheritance. Class refers to protocols

and characteristics of an object. Inheritance allows one to create objects which can inherit characteristics

from other classes of objects. Variables are created by making instances of a class. A totally object-

oriented approach may not be appropriate for a package such as MATLAB, however the concept could be

applied by building up objects from user-defined functions and data and thus used as part of an iconic
graphical interface.

Consider for example, the construction of a control configuration in preparation for parameter

optimization. The problem here is data handling since there may be a number of control configurations

which need to be tested. To invoke the necessary control structure requires the execution of both

procedures and data to construct the necessary matrices into a general problem formulation. Under an

object-oriented system the control configuration could be thought of as an object (as opposed to both

procedures and data). By interface to a graphical input/output facility icons could then be used to

represent abstract data types such as controller configuration, model choice and design method.
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1.4 CACSD ENVIRONMENT FOR OPTIMIZATION APPLICATIONS

The incorporation of parameter optimization algorithms into a flexible CACSD environment is

seen as the gateway to the widespread use of optimization techniques in Control System Design. A
major part of this project has therefore been concerned with the development of such an environment

which allows optimization problems to be coded in an interactive and flexible manner using a simple

command language. One such environment has involved the upgrading and interconnection of a
FORTRAN version of MATLAB [18] to an optimization package, ADS [39].

1.4.1 Integrating Optimization Software

The coupling of optimization sub-programs to an interactive design package, such as MATLAB, is

not as straightforward as, for example, linking MATLAB to other numerical subroutines. This is

because the majority of optimization programs are not directly subordinate to the main program but act
themselves as the controlling program by calling user-supplied subroutines which are required to return

the appropriate information to the optimization program. This makes the introduction of such programs
into an environment such as MATLAB a difficult process since, for flexible programming, performance
indices and constraints need to be evaluated using MATLAB user-defined functions. In order to

overcome these difficulties, pseudo subroutines must be created and complicated inter-process
communication techniques must be applied in order for information to be transferred between MATLAB

and the optimizer. The problem is further compounded due to the requirement for a fast and accurate

data link and by the generally large amount of data associated with the optimizer in terms of gradient
matrices, constraint vectors and optimization parameters.

Some of these problems may be overcome by packages such as ADS which allows the optimizer to

be subordinate to the calling program so that the Optimizer is called on an iterative basis by a

controlling program which supplies values for the objective function and constraints. The problem here

is that the ADS optimization subroutines retain parameters from one iteration to the next which are not
stored in the calling program. This means that ADS cannot be spawned from MATLAB as can other

processes. Therefore, the ADS package must be directly coupled into MATLAB or connected using slow
and complicated inter-process communication methods.

As the source code to PRO-MATLAB is not available this makes direct linking to ADS very

difficult. Further, since PRO-MATLAB was not available at the outset of this project, a public-domain

FORTRAN version Of MATLAB has been used. This has the advantage that subroutines may be directly
and easily linked into the package.

1.4.2 The Design Environment

Fig. 1.2 shows how the design environment is structured. The FORTRAN version of MATLAB was

upgraded and called MATLANG because of its language capabilities. MATLANG parallels to a large
extent the development of PRO-MATLAB offering the following additional features to the
FORTRAN version of MATLAB.

• User-defined functions called as in PRO-MATLAB.

• IF,FOR,WH I LE loops can be written over more than one line.

• Variables can have up to 10 characters (instead of 4).

• Graphics facility for TEK4010.

• On-line Programming without recourse to a text editor.
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1VIATLANG
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Fig. 2.2 MATLANG CACSD Environment

This version of MATLAB has the advantage that FORTRAN subroutines can be directly linked into the

package. This offers the advantage of speed up over PRO-MATLAB user-defined functions. Several

FORTRAN subroutines were written and added to the package so that responses for time and frequency

could be obtained quickly for inclusion into performance indices for optimization problems. The package

has been linked to a non-linear dynamic simulator, TSIM [34] for access to non-linear simulations and

direct down loading of linearized models. To preserve modularity, this link is performed through files.

The key features of the design environment are that optimization may be easily and interpretively

entered into the program. The user has a number of options in the choice of optimization algorithm. The

optimization may be interrupted during execution and the user may change algorithms or reconfigure the

optimization problem in a flexible manner. For alternative descriptions of the environment see also
Grace and Fleming [40,41].

An example of an optimization program to minimize Rosenbrock's function (see also Part 2):

f(x) = 100*(x2-x12)2 + (1-x1))2

is shown below.

%Set

MATLANG Optimization Example

X=<-1.2,1,0>
PARA=<0,0,5,4,0>
while PARA(1)<>3

F=100*(X(2)-X(1)**2)**2 + (1-X(1))**2;
<X,PARA>=optim(F,X,PARA);

end

%Initalize X
Algorithm Choice and Parameters
%Check Termination Paramneter

%Evaluate Function
%Recursively Call Optimizer
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Notice the call to the optimizer <X,PARA>=optim(F,X,PARA); which calls the ADS optimization

package on an iterative basis. The variable PARA contains information regarding algorithm choices and
relevant optimization parameters.

1.4.3 ADS Optimization Package

ADS (Automated Design Suite) is an optimization suite of programs written in FORTRAN and
developed by G.N.Vanderplaats at the Naval Postgraduate School, Monterey, California. The

optimization suite offers two significant advantages over existing optimization libraries such as NAG:-
flexibility of algorithm choice and improved program control

ADS Algorithm Choice

The program has been modularized so that the user has options over the algorithms to be used at
three levels of calculation. These levels have been named Strategy, Optimizer and One-Dimensional
Search.

At the Strategy level the user decides whether to use, for instance, Sequential Unconstrained

Minimization [46,47], Sequential Linear Programming [48,49] or Sequential Quadratic Programming (see

Section 2.6.1) to solve a constrained optimization problem. Essentially, this either converts a

constrained optimization problem into an unconstrained optimization problem or tries to deal with the
constraints directly. If the problem is unconstrained the user may ignore the Strategy algorithm. The
Strategy algorithm may also be ignored when the algorithm to be used does not first convert a

constrained optimization problem to an unconstrained optimization problem. This may be the case using

either the Method of Feasible Directions [50,51] or a Random Search which are chosen at the Optimizer
level.

At the Optimizer level the method for solution of an easier sub-problem is chosen. This may be an

unconstrained optimization problem, such as a Quasi-newton methods (cf. Section 2.2.1), including the

Broyden-Fletcher-Golfarb-Shanno (BFGS) method. Alternatively a constrained sub-problem is chosen,
such as, a Quadratic Programming [52] method.

Having found a search direction at the Strategy and Optimizer levels, a line search is performed to
try to locate the minimum along the line determined by the current point and the search direction. This

algorithm may be chosen at the One-Dimensional Search algorithm level. The algorithms available
consist of interpolation and extrapolation methods, and a number of search algorithms (see Section 2.3.3
for comparison of methods).

Although not every permutation of algorithms within each of the three levels is possible, the user

still has a wide choice of combinations available. In this way, different combinations can be tested to

find the most suitable for the class of problem being considered.

ADS Program Control Flow

ADS is called on an iterative basis by a controlling program. This means that ADS can be

interactively interrupted and the algorithm changed or problem formulation updated. This contrasts to
many optimization subroutines, such as those provided by NAG, where the function to be minimized

must be evaluated in a user-supplied FORTRAN subroutine. The subroutine name is passed as a

parameter to the optimizer and is called when needed from the optimizer. This means that the control
resides totally within the optimizer itself. The disadvantage of this is that it makes interaction

difficult. Further, if the performance indices are functions of variables other than purely the design
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variables, then they must be stored and loaded by file or hard coded into the compiled function. This is
the case in control where the cost will usually be a function of both the design parameters (controller)

and the system parameters (plant).

1.4.4 Present Software Status.

The package has proved a useful test-bed for optimization algorithms and for the development of

Control System Design methodologies. However, PRO-MATLAB was thought to offer improved

facilities in terms of graphics, software support and speed due to improved numerical routines. Software

development has therefore continued with PRO-MATLAB and the optimization algorithms have been
developed as MATLAB user-defined functions. MATLANG is not however totally redundant and is

proving a useful test-bed for optimization algorithms and for direct linking with existing FORTRAN

and C subroutines.

1.5 REVIEW

The emergence of packages such as MATLAB and the tend towards integration of existing software

within CACSD has been highlighted. Improvements to the MATLAB package have been suggested in the

form of simple realizable changes to an already useful package. An interactive design environment has

been described for optimization application of Control System Design by the integration of an

optimization package, ADS, and an upgraded FORTRAN version of MATLAB. In the next part we will

examine how optimization algorithms can be directly implemented in the MATLAB command language.
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Summary - Optimization methods which have been implemented as part of a MATLAB
Optimization Toolbox will be discussed. The Toolbox includes unconstrained, least squares,
constrained and multi-objective implementations. Algorithms have been chosen for their
efficiency and include the BFGS method for unconstrained optimization, Gauss-Newton and
Levenberg-Marquardt for least squares optimization and Sequential Quadratic Programming
(SQP) for constrained optimization. Efficient line search procedures have been developed for
unconstrained problems which are compared against procedures in the ADS package.
Multi-objective optimization is addressed using the Goal Attainment method allowing design
problems to be expressed in a convenient and solvable format. SQP has been tailored for the
solution of Goal Attainment problems by exploiting characteristics of the objective function
and constraints.

2.1 INTRODUCTION

DVANCES in modern computing and the ability to describe increasingly complex systems have
prompted the development and use of optimization techniques as a way of performing complex

design tasks. This has enabled the improvement of cost, reliability and performance in a wide range of

applications. As engineering design is automated to an ever-increasing level, realistic measures of

performance, which may be in the form of multiple non-linear objectives, need to be incorporated into

the design. In tandem with this requirement, is the need to model the system accurately so that reliable

measures of system performance can be obtained. These measures may be functions of complex
relationships such as the results of expensive computer simulations. It therefore becomes profitable to

invest in careful problem formulation and algorithm efficiency. Hence, attention will be focussed on

efficient solution procedures for a number of representative optimization design problems.

In Part 1 the difficulty of limiting existing FORTRAN optimization code into a interactive

environment was outlined. A number of optimization methods have therefore been programmed in the

MATLAB command language which form an Optimization Toolbox (a users' manual is given in

Appendix A). These routines are easy-to-use and avoid the inherent difficulties associated with

communication to MATLAB with existing optimization software. The disadvantage is that, due to the

interpretive nature of MATLAB, the code is slower to execute than, for instance, a FORTRAN

realization of the same algorithm. For large prcblems, where matrix calculations dominate the CPU

time, the optimization routines, which use the efficient MATLAB matrix algorithms, are able to

approach the speed of FORTRAN implementations. Besides, since cost functionals and constraints are

often computationally expensive to evaluate, slower optimization execution time is compensated for by
the iterative efficiency of the methods employed. Moreover, the ease of programming using MATLAB

and the associated optimization routines, considerably reduces the time to code and refine optimization
problems. This allows a high-level of interaction on the part of the user.

Each of the routines will be presented in terms of a short general introduction, followed by a more

detailed description about practical aspects of the implementation. For an introduction to the subject,

the books by Gill and Murray [1], and Fletcher [2] are recommended. Brayton et al [3] give a good

overview of the state of the art in optimization while Mayne et al [4], and Nye and Tits [5] give useful

insights into the subject.

2.1.1 Parametric Optimization
The aim in parametric optimization is to find a set of design parameters, x=[x i , x2, . . ..xn), which

can in some way be defined as optimal. In a simple case this could be the minimization or maximization

of some system characteristic which is dependent on x. In a more advanced formulation the objective
function , f(x), to be minimized or maximized could be subject to constraints which may be in the form
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of equality constraints, gi(x)=O (i=1...me), inequality constraints, g(x)�A) (i=me+1...m), and/or

parameter bounds, xt, x 	 General Problem (GP) description can therefore be stated as

(2.1)

where x is the vector of design parameters (xe9f 1), f the objective function (f:9/91) and g is the vector

of equality and inequality constraints (g..9tn9im).

The efficient and accurate solution of this problem is not only dependent on the size of the problem

in terms of the number of constraints and design variables but also on characteristics of the objective

function and constraints. When both the objective function and the constraints are linear functions of

the design variable the problem is known as a Linear Programming problem (LP). Quadratic

Programming (QP) concerns the minimization or maximization of a quadratic objective function which

is linearly constrained. For both the LP and QP problems reliable solution procedures are readily

available. More difficult to solve is the Non-linear Programming (NP) problem in which the objective

function and constraints may be non-linear functions of the design variables. Solution of the NP

problem generally requires an iterative procedure to establish a direction of search, at each major
iteration. This is generally achieved by the solution of an LP, a QP or an unconstrained sub-problem.

2.2 UNCONSTRAINED OPTIMIZATION

Although there exist a wide spectrum of methods for unconstrained opiimization, bey can be

broadly categorized in terms of the derivative information that is, or is not, used. Search methods which

use only function evaluations (e.g. the simplex search of Nelder and Mead [61]) are most suitable for
problems which are very non-linear or have a number of discontinuities. Gradient methods are generally
more efficient when the function to be minimized is continuous in its first derivative. Higher order

methods, such as Newton's method, are only really suitable when the second order information is
readily and easily calculated since calculation of second order information, using numerical

differentiation, is computationally expensive.

Gradient methods use information about the slope of the function to dictate a direction of search

where the minimum is thought to lie. The simplest of these is the method of steepest descent in which a

search is performed in a direction, -Vf(x) (where Vf(x) is the gradient of the objective function). This

method is very inefficient when the function to be minimized has long narrow valleys as, for example,

is the case for Rosenbrock's function.

J(x) = 100	 2*(x.2-xi2' +)	 (1-x1))2

The minimum of this function is at x=(1,1), f(x)=0. A contour map is shown in Fig. 2.1 which shows

the solution path to the minimum for a steepest descent implementation starting at the point (-1.9,4

The optimization was terminated after 1000 iteration; still a considerable distance form the minimum.

The black areas are where the method is continually zig-zagging from one side of the valley to another.

(2.2)
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Fig. 2.1 Steepest Descent Method on Rosenbrock's Function (Eq. 2.2)

This type of function (Eq. 2.2) is notorious in unconstrained examples because of the way the

curvature bends around the origin (also known as the banana function). Eq. 2.2 will be used throughout
this part to illustrate the use of a variety of optimization techniques. The contours have been plotted in

exponential increments due to the steepness of the slope surrounding the U-shaped valley.

2.2.1 Quasi-Newton Methods
Of the methods which use gradient information, the most favoured are the quasi-Newton methods.

These methods build up curvature information at each iteration to formulate a quadratic model problem

of the form:

1	 1minimip Utx)= 2 xT Hx+bT x+c i
xe 91

where the Hessian matrix, H, is a positive definite symmetric matrix, b is a constant vector and c is a
constant. Optimal solution for this problem occurs when the partial derivatives of x go to zero, i.e.

Vf(x) = Hx* + b = 0.	 (2.4)

The optimal solution point, x*, may thus be written as

e= -114 b.	 (2.5)

(2.3)
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Newton-type methods (as opposed to quasi-Newton methods) calculate H directly and proceed in a

direction of descent using a line search method to locate the minimum after a number of iterations.

Calculating H numerically involves a large amount of computation. Quasi-Newton methods avoid this,

by using the observed behaviour of f(x) and Vf(x) to build up curvature information, in order to make an
approximation to H using an appropriate updating technique.

A large number of Hessian updating methods have been developed. It is now generally recognized

that the formula of Broyden [6], Fletcher [7], Goldfarb [8] and Shanno [9] (BFGS) is the most effective

for use in a general purpose method. The formula is given by

As a starting point Ho can be set to any symmetric, positive definite matrix; for example, the unit

matrix, I. If one wants to avoid the inversion of the Hessian H it is possible to derive an updating
method in which the direct inversion of H is avoided by using a formula which makes an approximation

of the inverse Hessian, H-1 , at each update. A well known procedure is the DFP formula of

Davidon [10], Fletcher and Powell [11]. This uses the same formula as the above BFGS (Eq. 2.6) method

except that q k is substituted for sk.

The gradient information is either supplied through analytically calculated gradients, or derived by
partial derivatives using a numerical differentiation method via finite differences. This involves

perturbing each of the design variables, x, in turn and calculating the rate of change in the objective

function.

At each major iteration, k, a line search is performed in the direction:

—1d — -Hk V f(x k)

The quasi-Newton method is illustrated by the solution path on Rosenbrock's function (Eq. 2.2) in
Fig. 2.2. The method is able to follow the shape of the valley and converges to the minimum after 140

function evaluations using only finite difference gradients.

(2.6)

(2.7)
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Fig. 2.2 BFGS Method on Rosenbrock's Function

2.2.2 Line Search
Most unconstrained and constrained methods use the solution of a sub-problem to yield a search

direction in which the solution is estimated to lie. The minimum along the line formed from this search

direction is generally approximated using a search procedure (e.g. Fibonacci, Golden Section) or by a
polynomial method involving interpolation or extrapolation (e.g. Quadratic, Cubic). Polynomial

methods approximate a number of points with a univariate polynomial whose minimum can be

calculated easily. Interpolation refers to the condition that the minimum is bracketed (i.e. the minimum
lies in the area spanned by the available points), whereas extrapolation refers to a minimum located

outside the range spanned by the available points. Extrapolation methods are generally considered

unreliable for estimating minima for non-linear functions. However, they are useful for estimating step

length when trying to bracket the minimum as will be shown in Section 2.3.2. Polynomial

interpolation methods are generally the most effective in terms of efficiency when the function to be

minimized is continuous. The problem is to find a new iterate xic+i of the form

xk+1 = xk+ ad
	

(2.8)

where xk denotes the current iterate, d the search direction obtained by an appropriate method and ce is

a scalar step length parameter which is the distance to the minimum.
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associated function values

Quadratic Interpolation

xk+i =
1 13

25
,,

1
f(x ) +	

3r
(3	 ) + 13 2/43)2	 1

2 723f(xi )	 731gx2)	 712f43)

where: 2	 2.–x	 - xi

tij}={2,3}, {3,1}, {1,2}y..:=x. - x.
z

(2.11)
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Quadratic Interpolation
Quadratic interpolation involves a data fit to a univariate function of the form

j(x) = aoc2+ ba + c	 (2.9)

where an extremum occurs at a step length of

a* = — —
2a

This point may be a minimum or a maximum. It is a minimum when interpolation is performed (i.e.
using a bracketed minimum) or when a is positive. Determination of coefficients, a and b, can be found
using any combination of three gradient or function evaluations. It may also be carried out with just
two gradient evaluations. The coefficients are determined through the formulation and solution of a
linear set of simultaneous equations. Various simplifications in the solution of these equations can be

achieved when particular characteristics of the points are used. For instance, the first point can generally

(2.10)

be taken as a=0. Other simplifications can be achieved when the points

problem formula is as follows:

Given three unevenly spaced points (x 1 , 	 x3 ), and their

{f(x1),f(x2),f(x3)), the minimum resulting from a second-order fit is given by:

In order for interpolation to be performed, as opposed to extrapolation, it is necessary for the

minimum to be bracketed so that the points can be arranged in order that:

flx2) 
<f(x1) and 

f(x2)<Itx3)'

Cubic Interpolation

Cubic interpolation is useful when gradient information is readily available or when more than
three function evaluations have been calculated. It involves a data fit to the univariate function,

f(x) = aa 3+ ba2 + ca + d,	 (2.12)

where the local extrema are roots of the quadratic equation,

3aot2 + 2bot + c = 0.	 (2.13)

In order to find the minimum extremum the root should be taken which gives 6act+2b as positive.

Coefficients, a and b, can be determined using any combination of four gradient or function evaluations,

or alternatively, with just three gradient evaluations. The coefficients are calculated by the formulation
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and solution of a linear set of simultaneous equations. A general formula, given two points,( xl , x2 ),

their corresponding gradients with respect to x, { Vf(x i), Vfix2) ), and associated function values,

tAx1),flx2)) is:

Cubic Interpolation

xk-Fi = x2 - ( x2 - x)  57'142) + r32 - 131 

Vfix2) -Vf(xl)i- 2132

where:	 131 = Vitx 1) + Vflx2) -
 3l

 -f(x2)

xl - x2

2
132 = { 13 1 — Vf(xl)VAx2)}1/2

2.3 QUASI-NEWTON IMPLEMENTATION

A quasi-Newton algorithm has been implemented as part of an Optimization Toolbox (Appendix

A). The algorithm consists of two phases:

(1) Determination of a direction of search
(2) Line search procedure.

Implementation details of the two phases will be discussed below.

2.3.1 Hessian Update
The direction of search is determined by a choice of either the BFGS (Eq. 2.6) or the DFP method

given in Section 2.2.1. The Hessian, H, is always maintained to be positive definite so that the direction

of search, d, is always in a descent direction. This means that for some arbitrarily small step, a, in the

direction, d, the objective function will decrease in magnitude. Positive definiteness of H is achieved by

ensuring that H is initialized to be positive definite and thereafter qkTsk (from Eq. 2.6) is always

positive. The term qkTsk is a product of the line search step length parameter, ak, and a combination of

the search direction, d, with past and present gradient evaluations:

qkTSk = ak ( VAxk+i)Ta - Vf(xk)Td ).

The condition that qkTsk is positive is always achieved by ensuring that a sufficiently accurate line

search is performed. This is because the search direction, d, is a descent direction so that ak

and —Vf(xk)Td are always positive. Thus, the possible negative term Vf(xk+i)Td can be made as small

in magnitude as required by increasing the accuracy of the line search.

(2.14)

(2.15)
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2.3.2 Line Search Procedures
Two line search strategies are used depending on whether gradient information is readily available

or whether it must be calculated using a finite difference method. When gradient information is

available the default is to use a cubic polynomial method. When gradient information is not available

the default is to use a mixed quadratic and cubic polynomial method.

Cubic Polynomial Method
In the proposed cubic polynomial method a gradient and a function evaluation is made at every

iteration, k. At each iteration an update is performed when a new point is found, xk.fi , which satisfies

the condition that

At each iteration a step, ak, is attempted to form a new iterate of the form

x/c-f-1 xk+ akd'
	 (2.17)

If this step does not satisfy the condition (Eq. 2.16) then ak is reduced to form a new step, akit . The

usual method for this reduction is to use bisection (i.e. to continually halve the step length until a

reduction is achieved in f(x)). However, it has been found, through numerical experimentation, that this

procedure is slow when compared to an approach which involves using gradient and function evaluations

together with cubic interpolation/extrapolation methods to identify estimates of step length.

When a point is found which satisfies the condition (Eq. 2.16) an update is performed if qkTsk is

positive. If it is not, then further cubic interpolations are performed until the univariate gradient term

V f(xk+1)T d is sufficiently small so that qkTsk is positive.

It is usual practice to reset ak to unity after every iteration. However, it should be noted that the

quadratic model (Eq. 2.3) is generally only a good one near to the solution point. Therefore, a k is

modified at each major iteration to compensate for the case when the approximation to the Hessian is

monotonically increasing or decreasing. To ensure that, as xk approaches the solution point, the

procedure reverts to a value of ak close to unity, the values of q kT s k, —V f(x k)T d and ak_ i are used to

estimate the closeness to the solution point and thus to control the variation in ak.

After each update procedure, a step length ak is attempted, following which a number of scenarios

are possible. Consideration of all the possible cases is quite complicated and so they are represented

pictorially in Fig. 2.3, where the left hand point on the graphs represents the point x k. The slope of the

line bisecting each point represents the slope of the univariate gradient, Vf(x) Td which is always

negative for the left hand point. The right hand point is the point N k+i after a step of ak is taken in the

direction d. Cases 1 and 2 show the procedures which are performed when Vf(x k+i)Td is positive.

Cases 3 and 4 show the procedures performed when Vf(xk+i)Td is negative. The notation min(a,b,c)

refers to the smallest value of the set (a,b,c).
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ak÷i= min(2, p, 1.2*ac )	 ak+1= min(2, 1.5*ak, ac)
where p=l+q kT s k—Vf(x k+i)Td +minfO,ak-1)

Case 4: f(x k+i) f(x k), Vf(x k+i)Td 5 0

f(x)
11,

E>

0 ak+1 ak a

Fig. 2.3 Cubic Polynomial Line Search Procedures.
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At each iteration a cubicly interpolated step length ac is calculated which is used to adjust the step

length parameter ak+1 . Occasionally for very non-linear functions a c may be negative in which case ac

is given a value of 2*ak. The methods for changing the step length have been refined over a period of

time by considering a large number of test problems.

Certain robustness measures have also been included so that, even in the case when false gradient
information is supplied, a reduction in f(x) may be achieved by taking a negative step. This is realized by
setting ak+i = -a4 /2 when ak falls below a certain threshold value (e.g. le-8). This is important for

the case when extremely high precision is required if only finite difference gradients are available. A
further robustness measure is incorporated for use on discrete functions. This is used when the step
length falls below a second threshold (e.g. le-12) and consists of calculating a random search direction,

d, and step length, aka.

Mixed Cubic/Quadratic Polynomial Method

The use of the cubic interpolation/extrapolation method has proved successful for a large number of

optimization problems. However, when analytic derivatives are not available the evaluation of fmite

difference gradients is computationally expensive. Therefore, another interpolation/extrapolation

method has been implemented so that gradients are not needed at every iteration. The usual approach in

these circumstances, when gradients are not readily available, is to use a quadratic interpolation method.

The minimum is generally bracketed using some form of bisection method. This method, however, has

the disadvantage that all the available information about the function is not used. For instance, a

gradient calculation is always performed at each major iteration for the Hessian update. Therefore, given

three points which bracket the minimum, it is possible to use cubic interpolation which is likely to be

more accurate than using quadratic interpolation. Further efficiencies are possible if, instead of using

bisection to bracket the minimum, extrapolation methods similar to those used in the cubic polynomial

method are used.

Hence, the method which has been used in the MATLAB implementation is to find three points

which bracket the minimum and to use cubic interpolation to estimate the minimum at each line search.

The estimation of step length, at each minor iteration, j, is shown in Fig. 2.4 for a number of point

combinations. The left hand point in each graph represents the function value f(xk) and univariate

gradient Vf(xid obtained at the last update. The right hand points represent the points accumulated in

the minor iterations of the line search procedure. The terms aq and ac refer to the minimum obtained

from a respective quadratic and cubic interpolation or extrapolation. For highly non-linear functions,

ac and aq may be negative in which case they are set to a value of 2*ak so that they are always

maintained to be positive. Cases 1 and 2 use quadratic interpolation with two points and one gradient to

estimate a third point which brackets the minimum. If this should fail, cases 3 and 4 represent the
possibilities for changing the step length when at least three points are available.

When the minimum is finally bracketed cubic interpolation is achieved using one gradient and three

function evaluations. If the interpolated point is greater than any of the three used for the interpolation,

then, it is replaced with the point with the smallest function value. Following the line search procedure

the Hessian update procedure is performed as for the cubic polynomial line search method.
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Fig. 2.4 Line Search Procedures With Only Gradient For The First Point

"CACSD using Optimization Methods PhD Thesis A.C.W.Grace Univ. of Wales, Bangor. 	 1989
	

2-11



PART 2: Optimization	 Comparison of Methods

2.3.3 Comparison of Methods
The BFGS method (Eq. 2.6) and line search procedures described in Section 2.3.2 and implemented

in MATLAB were compared against a BFGS implementation and line search strategies contained in the

ADS Optimization package [39], (see also, Section 1.4.3). Four test problems were chosen of varying

difficulty and non-linearity. Each problem was tested with ten different starting values.

In order to make a comparison in terms of efficiency, the normal stopping criteria of the packages

were not used. Instead the optimization was terminated when the values of f(x) dropped below a given
threshold value. The problems, solutions and stopping criteria are given below:

Problem 1: min f(x) = 100*(x2-x1 2)2 + (1-x1))2

solution at x = (1,1), f(x)= 0,
termination criterion, f(x) < le-5.

Problem 2: min f(x) = eX1 (41X12 2x22 + 4x1x2 + 2x2 + 1)) -x1

solution x = (0.62580,-1.1258), f(x) = -0.56662,
termination criterion, f(x) < -0.56663.

Problem 3: min f(x) = 100*(x3-((x1 +x2)/2)2 + (1-x1)2 + (1-x2)2

solution at x = (1,1,1), f(x) = 0,

termination criterion, f(x)< le-4.

Problem 4: minf(x) (x12+x22+x1x2)2 + sin2(x1) + cos2(x2)2

solutions at x = (-0.1554,0.6946) and x = (0.1554,-0.6946), fix) = 0.7732,
termination criterion, f(x) < 0.7733.

The number of function and gradient evaluations for each problem are shown in Table 2.1 with

starting values appearing in the first column. The first two problems used both gradient and function

evaluations and the number of evaluations of each have been shown in se-parate cohmuns. Tnt ‘2&. N.wo
problems used finite difference, gradients and thns ordy \he, -northex CN .m,\.%n e.wr&N,s%wb 'oem

entered. The fmite difference interval was set to le-8 for each package.

The results are split into columns, where the first four columns represent the ADS implementation

using different line search strategies, and the last two columns represent the MATLAB implemented

strategies. The line search strategies are as follows:

(1) Golden Section search.

(2) Golden Section search followed by Cubic Interpolation.

(3)Polynomial Interpolation after bracketing the minimum.

(4) Polynomial interpolation/extrapolation without bracketing the minimum.

(5) MATLAB implemented Cubic Polynomial Interpolation/Extrapolation method.

(6) MATLAB implemented Mixed Polynomial Interpolation/Extrapolation method.

ADS reported a number of failures in which case f has been entered into the appropriate column (failure

taken to mean function evaluations exceeding 2000 iterations). In order to make an appropriate

comparison, only those values in which all the routines were successful have been used for the total and

the average.

The MATLAB routines showed the least number of failures with the greatest efficiency being

achieved by the mixed polynomial method.
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Table 2.1 Function and gradient evaluations for two BFGS implementations

1
ADS

2 3 4 5
MATLAB

6

Problem
No.

X

Golden
Section

.•

Golden
Section +
Cubic Inter.

Bracketed
Polynomial
Interpolation

Unbracketed
Polynomial
InterlExtrap

3

Cubic
InterlExtrap

a

Mixed
Polynomial
InterlExtrap

func grad func = grad func = grad func grad func grad func = grad

,	 (-1.2,1) 546 26 313 25 112 27 108 27 40 39 76 23
i	 (2,2) 261 13 f f 61 14 56 14 28 27 35 10

(-2,-2) 573 28 354 27 129 31 120 31 45 44 90 27
(2,-2) 170 9 138 12 37 8 45 11 20 19 15 4
(-2,2) 734 35 511 40 150 36 139 35 52 51 93 28
(0,01 287 14 176 14 60 15 60 15 25 24 50 16
(10,10) 518 24 353 24 88 25 78 25 96 95 76 22
(-10,10) 1406 63 849 61 270 64 312 79 109 108 169 50
(10,-10) 670 27 353 24 88 25 81 18 90 89 138 41
(-10,-10) 1467 66 796 58 286 68 336 83 104 103 47 14
(-1,1)

2
128 6 85 6 28 6 28 7 11 10 18 6

(1,1) 101 5 67 5 26 5 23 6 16 15 21 6
(1,-1) 95 5 62 5 26 5 20 5 8 7 13 3
(-2,-2) 213 9 141 9 39 9 73 16 22 21 54 18
(2,-2) 110 5 80 5 28 5 33 7 8 7 20 5
(0,0) 104 5 70 5 25 5 24 6 8 7 12 4
(10,10) 469 18 333 18 93 19 84 22 58 57 50 15
(5,5) 288 11 194 11 63 13 59 15 22 21 38 11
(3,3) 137 6 98 6 48 10 57 14 18 17 48 14
(5,-5) 419 17 232 14 50 10 40 10 18 17 38 11
(-1.2,1,0)3	 (1,1,0)

f
f

f
1

f
f

f
640

89
53

96
59

(1,-1,0) f 1 f f 77 80
(-2,-2,2) f f f f 173 146
[2,-2,2) f f f f 73 106
(0,0,0) f f f f 81 74
(10,10,10; f 1 1273 374 341 127
(5,5,5) 649 424 215 211 189 111
(3,3,3) 413 276 146 f 169 106
(5,-5,-5) f f f f 97 103

4	 (-1,1) 112 78 34 27 16 16
OM 111 75 34 28 22 23
(1,-1) 113 78 34 29 16 16
(-2,-2) 138 96 42 41 64 35
(2,-2) 112 77 36 32 25 23
(10,10) 103 104 41 60 82 61
(5,5) 103 75 38 45 61 48
(3,3) 98 99 48 59 43 33
(5,-5) 126 102 42 60 37 36
(3,0.1) 122 87 41 46 52 29

TOTAL 9803 374 6500 369 2251 386 2358 432 1377 752 1496 318

AVERAGE 327.7 17.2 216.7 19.4 75.0 20.3 78.6 22.7 45.9 39.5 49.9 16.7

Note: f indicates failed optimization.
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2.4 LEAST SQUARES OPTIMIZATION

The line search procedures used in conjunction with a quasi-Newton method have proved very
successful. They may also be used as part of a non-linear least squares optimization routine. In the least
squares problem a function, F(x), is minimized which is a sum of squares

Problems of this type occur in a large number of practical applications especially when fitting model
functions to data i.e. nonlinear parameter estimation. They are also prevalent in control where it is

desired that the output, y(x,t), follow some continuous model trajectory, OW. This problem can be
expressed as

(2.18)

When the integral is discretized using a suitable quadrature formula, Eq. 2.19 can be formulated as a
least squares problem

m
minimize F(x) = E ( y-(x,ti) - -0(0 )2

xe 9r
i=1

where y and (T) represent the weights of the quadrature scheme.

In problems of this kind the residual, IlAx)11, is likely to be small at the optimum since it is general
practice to set realistically achievable target trajectories. Although the function in LS (Prob. 2.18) can
be minimized using a general unconstrained minimization technique as described in Section 2.2, certain
characteristics of the problem can often be exploited to improve the iterative efficiency of the solution
procedure. In particular, the gradient and Hessian matrix of LS (Prob. 2.18) have a special structure.

Denoting the mxii Jacobian matrix of f(x) as J(x), the gradient, VF(x), and the Hessian, H(x) of F(x) are
defined as

VFW = J(x)T ftx)

H(x)= J(x)TJ(x) + Q(x)
	

(2.21)

where Q(x) = i f1(x)H1(x)
i=1

The matrix Q(x) has the property that when the residual, Ilf(x)II, tends to zero then as x k approaches

the solution it also tends to zero. When Ilf(x)11 is small at the solution, a very effective method is to use
the Gauss-Newton direction as a basis for an optimization procedure.

(2.20)
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2.4.1 Gauss-Newton Method

In the Gauss-Newton method a search direction, dk is obtained at each major iteration, k, which is a

solution of the linear least squares problem:

Gauss-Newton

m ixnei r II J(xk)dk - f(xk)Ili

(2.22)

the direction derived from this method is equivalent to the Newton direction when the terms of Q(x)

can be ignored. The search direction dk can be used as part of a line search strategy to ensure that at each

iteration the function F(x) decreases.

To consider the efficiencies that are possible with the Gauss-Newton method, Fig. 2.5 shows the
path to the minimum on Rosenbrock's function (Eq. 22) when posed as a least squares problem. The
Gauss-Newton method converged after only 48 function evaluations using finite difference gradients
compared to 140 iterations using an unconstrained BFGS method.

The Gauss-Newton method often encounters problems when the second order term Q(x) in Eq. 2.21
is significant A method which overcomes this problem is the Levenberg-Marquardt method.

Fig. 2.5 Gauss-Newton Method on Rosenbrock's Function
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Levenberg-Marquardt Method

2.4.2 Levenberg-Marquardt Method
The Levenberg-Marquardt [30,31] method uses a search direction which is a solution of the linear

set of equations:

(2.23)

where the scalar, X.k, controls both the magnitude and direction of dk. When Xk is zero, the direction

dk, is identical to that of the Gauss-Newton method. As Xk tends to infinity, dk tends towards a vector

of zeros and a steepest descent direction. This implies that for some sufficiently large Xic the term

F(xk+dk) < F(xk). The term Xk can therefore be controlled to ensure descent even when second order

terms which restrict the efficiency of the Gauss-Newton method are encountered.

The Levenberg-Marquardt method therefore uses a search direction which is a cross between the

Gauss-Newton direction and the steepest descent. This is illustrated in Fig. 2.6 below. The solution for
Rosenbrock's function (Eq. 2.2) converged after 90 function evaluations compared to 48 for the Gauss-

Newton method. The poorer efficiency is partly because the Gauss-Newton method is generally more
effective when the residual is zero at the solution. However, such information is not always available
beforehand, and occasional poorer efficiency of the Levenberg-Marquardt method is compensated for by
its increased robustness.

Fig. 2.6 Levenberg-Marquardt Method on Rosenbrock's Function
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2.5 LEAST SQUARES IMPLEMENTATION
For a general survey of nonlinear least squares methods see Dennis [33]. Specific details on the

L,evenberg-Marquardt method can be found in More [32]. Both the Gauss-Newton method and the

Levenberg-Marquardt method have been implemented in the MATLAB command language (see

Appendix A). Details of the implementations will be discussed below.

2.5.1 Gauss-Newton Implementation
The Gauss-Newton method has been implemented using similar polynomial line search strategies

discussed for unconstrained optimization. In solving the linear least squares problem (Prob. 2.18)

exacerbation of the conditioning of the equations is avoided by using the QR decomposition of J(x k) and

applying the decomposition to f(xk) (using the MATLAB \ operator). This is in contrast to inverting

the explicit matrix, J(xk)TJ(xk), which can cause unnecessary errors to occur.

Robustness measures are included in the method which consist of changing the algorithm to the

Levenberg-Marquardt method when either the step length goes below a threshold value (in this

implementation le-15) or when the condition number of J(xk) exceeds le10 (the condition number is a

ratio of the largest singular value to the smallest).

2.5.2 Levenberg-Marquardt Implementation
The main difficulty in the implementation of the Levenberg-Marquardt method is an effective

strategy for controlling the size of Ak at each iteration so that it is efficient for a broad spectrum of

problems. The method which is used in this implementation is to estimate the relative non-linearity of

F(x) using a linear predicted sum of squares Fp(xk) and a cubicly interpolated estimate of the minimum

Fk(x*). In this way the size of ?Lk is determined at each iteration.

The linear predicted sum of squares is calculated as

Fp(xid . Axk_ iirdk_i+Ax)
	

(2.24)

and the term Fk(x*) is obtained by cubicly interpolating the points F(x k) and F(xk 1 ). A step length

parameter a* is also obtained form this interpolation which is the estimated step to the minimum. If

Fp(xk) is greater than Fk(x*) then Xic is reduced, otherwise it is increased. The justification for this is

that the difference between Fp(xk) and Fk(x*) is a measure of the effectiveness of the Gauss-Newton

method and the linearity of the problem. This determines whether to use a direction approaching the
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steepest descent direction or the Gauss-Newton direction. The formulas for the reduction and increase in

Xk' which have been developed through consideration of a large number of test problems, are shown in

Fig. 2.7 below:

, . 
'k
, '. Fk(x*)-Fp(xk)

Ak 	
a*

Fig. 2.7 Updating Xk

Following the update of 1/2, a solution of Eq. 2.23 is used to obtain a search direction, d k. A step

length of unity is then taken in the direction dk which is followed by a line search procedure similar to

that discussed for the unconstrained implementation. The line search procedure ensures that F(x k+i) <

F(xk) at each major iteration and the method is therefore a descent method.

The implementation has been successfully tested on non-linear problems with up to 58 design

variables and 100 sums of squares. It has been found that the method is considerably more robust than

the Gauss-Newton method, and iteratively more efficient than an unconstrained method.
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2.6 CONSTRAINED OPTIMIZATION

In constrained optimization, the general aim is to transform the problem into an easier sub-problem

which can then be solved and used as the basis of an iterative process. A characteristic of a large class of

early methods is the translation of the constrained problem to a basic unconstrained problem by using a

penalty function for constraints which are near or beyond the constraint boundary. In this way the
constrained problem is solved using a sequence of parameterized unconstrained optimizations which in
the limit converge to the constrained problem. These methods are now considered relatively inefficient
and have been replaced, by and large, by methods which have focussed on the solution of the Kuhn-
Tucker (KT) equations. The KT equations are necessary conditions for optimality for a constrained
optimization problem. If the problem is a so-called convex programming problem, that is f(x) and

i = 1,	 m, are convex functions, then the KT equations are both necessary and sufficient for a

global solution point.

Referring to GP (Prob.2.1) the Kuhn-Tucker equations can be stated as

KT

Vf(x*) + I X.* Vg.(x*) = 0
i =1 /

X.* g .(x*) = 0

X.* 0	 i=me+1,...,m

(2.25)

The first equation describes a cancelling of the gradients between the objective function and the

active constraints at the solution point. In order for the gradients to be cancelled, Lagrangian

Multipliers (Xj, j= 1,..,m) are necessary to balance the deviations in magnitude of the objective function

and constraint gradients. Since only active constraints are included in this cancelling operation,
constraints which are not active must not be included in this operation and so are given Lagrangian

multipliers equal to zero. This is stated implicitly in the last two equations of Eq. 2.25.

The solution of the KT equations forms the basis to many Non-linear Programming algorithms.

These algorithms attempt to compute directly the Lagrangian multipliers. Constrained quasi-Newton

methods, in particular, guarantee superlinear convergence by accumulating second order information

regarding the KT equations using a quasi-Newton updating procedure. These methods are commonly

referred to as Sequential Quadratic Programming (SQP) methods since a QP sub-problem is solved at

each major iteration (also known as Iterative Quadratic Programming, Recursive Quadratic Programming

and Constrained Variable Metric methods).
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PART 2: Optimization	 SEQUENTIAL QUADRATIC PROGRAMMING

2.6.1 Sequential Quadratic Programming (SQP)
SQP methods to a large extent represent state-of-the-art in non-linear programming methods.

Schittowski [35], for instance, has implemented and tested a version which out-performs every other
tested method in terms of efficiency, accuracy and percentage of successful solutions, over a large
number of test problems.

Based on the work of Biggs [13], Han [14] and Powell [15,16], the method allows one to closely
mimic Newton's method for constrained optimization just as is done for unconstrained optimization. At
each major iteration an approximation is made of the Hessian of the Lagrangian function using a quasi-
Newton updating method. This is then used to generate a QP sub-problem whose solution is used to
form a search direction for a line search procedure. An overview of SQP can be found in Fletcher [2],
Gill eta! [1], Powell [17] and Schittowsld [21], however, the general method will be stated here.

Given the problem description in GP (Prob. 2.1) the principal idea is the formulation of a QP sub-
problem based on a quadratic approximation of the Lagrangian function:

L(x))= f(x) + it X.,,s, (x)
i=1 "

Here Prob. 2.1 is simplified by assuming that bound constraints have been expressed as inequality
constraints. The QP sub-problem is obtained by linearizing the non-linear constraints:

This sub-problem may be solved using any QP algorithm (see, for instance, Section 2.7.2 below).
The solution is used to form a new iterate:

xk+1 = xk + akdk

The step length parameter, ak, is determined by an appropriate line search procedure so that a

sufficient decrease in a merit function is obtained (see below in Section 2.7.3). The matrix H
k
 is a

positive definite approximation of the Hessian matrix of the Lagrangian function (Eq. 2.26). H k can be

updated by any of the quasi-Newton methods, although the BFGS method (see below in Section 2.7.1)
appears to be the most popular.

(2.26)

(2.27)
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Fig. 2.8 SQP Method On Non-linearly Constrained Rosenbrock's Function

A non-linearly constrained problem can often be solved in fewer iterations using SQP than an

unconstrained problem. One of the reasons for this is that, due to limits on the feasible area, the
optimizer can make well informed decisions regarding directions of search and step length.

Consider Rosenbrock's function (Eq. 2.2) with an additional non-linear inequality constraint.

g(x )	 xi2 + x22 - 1.5	 (2.28)

This was solved by an SQP implementation in 96 iterations compared to 140 for the unconstrained case.
Fig. 2.8 shows the path to the solution point, x=(0.9072,0.8228), starting at x=(-1.9, 2).

1
-2
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PART 2: Optimization	 Updating The Hessian Matrix

2.7 SQP IMPLEMENTATION

The MATLAB SQP implementation consists of three main stages which will be discussed briefly in
the following sub-sections, they are:

(1)Updating of the Hessian matrix of the Lagrangian function.

(2)Quadratic Programming problem solution.

(3)Line search and merit function calculation.

2.7.1 Updating The Hessian Matrix
At each major iteration, H, a positive-defmite quasi-Newton approximation of the Hessian of the

Lagrangian function, is calculated using the BFGS method

where X. (i=1,...,m) is an estimate of the Lagrangian multipliers. Powell [15] recommends keeping the

Hessian positive definite even though it may be positive indefinite at the solution point. A positive

definite Hessian is maintained providing qkTsk is positive at each update and that H is initialized with a

positive definite matrix. When qkTsk is not positive, qk is modified on an element by element basis so

that qkTsk > 0. The general aim of this modification is to distort the elements of qk, which contribute

to a positive definite update, as little as possible. Therefore, in the initial phase of the modification, the

most negative diagonal element of qkskT is repeatedly halved. This procedure is continued until the

minimum diagonal element of qkskT -le-5 or if qicskT becomes positive. If after this procedure, qjsk

is still not positive, qk is modified using a vector, v, multiplied by a constant, w, so that::

qk = qk w'v
	

(2.30)

where

Vgi(x)k+lgi(x)k+1- 
Vg(x)g(x)i(x)kgi(x)k , if q ki w < 0 and q 	 < 0

v. =

0
	 otherwise	 i=1,	 m

and w is systematically increased until qkTsk becomes positive.
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2.7.2 Quadratic Programming Solution
At each major iteration of the SQP method a QP problem is solved of the form

(2.31)

where Ai refers to the ith row of the mxn matrix A.

A number of methods have been implemented and tested including one using Wolfe's procedure [28]

which uses a Simplex [27] (or other) Linear Programming algorithm. The method which was finally

adopted due to its fast convergence was an active set strategy (also known as a projection method)

similar to that of Gill et al, described in [1] and [29]. It has been modified for both LP and QP

problems.

The solution procedure involves two phases: the first phase involves the calculation of a feasible

point (if one exists), the second phase involves the generation of an iterative sequence of feasible points

which converge to the solution. In this method an active set is maintained, Ak, which is an estimate of

the active constraints (i.e. which are on the constraint boundaries) at the solution point. Virtually all

QP algorithms are active set methods. This point is emphasized because there exist many different

methods which are very similar in structure but which are described in widely different terms.

Ak is updated at each iteration, k, and this is used to form a basis for a search direction, dk. It

should be noted that equality constraints always remain in the active set, Ak. The notation for the

non-italicized variables, dk and k, is used here in order to distinguish them from dk and k in the major

iterations of the SQP method. The search direction, d k, is calculated which minimizes the objective

function while remaining on any active constraint boundaries. The feasible subspace for d k is formed

from a basis, Zk, whose columns are orthogonal to the estimate of the active set, Ak (i.e. AkZk=0). Thus

a search direction, which is formed from a linear summation of any combination of the columns of Zk, is

guaranteed to remain on the boundaries of the active constraints.

The matrix Zk is formed from the last m-1 columns of the QR decomposition of the matrix Ák,

where 1 is the number of active constraints and 1< tn. i.e. Zk is given by:

and Zku usQu	 i=1:n j=m-1:m.	
(2.32)

Having found Zk a new iterate xk+1 is sought of the form:

xk+1= Xk + adk
	(2.33)

where dk is the search direction formed from a linear combination of the columns of Zk, i.e. dk-=pTZk,

where p is a vector of constants.
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The value of the objective function at the next iterate, k+ 1, can thus be given as:

1
(xk + pZk)TH (xk + pZk) + cT(xk + pZk).f(P)k+ 1=

Differentiating this with respect to p yields:

Vf(P)k+1 = ZkTH Zkp + Zk (Hxk+c ).

Vf(p)k+, is referred to as the projected gradient of the objective function since it is the gradient

projected in the subspace defined by Zk. The term, ZkTH Zk, is called the projected Hessian. Assuming

the Hessian matrix, H, is positive definite (which is the case in this implementation of SQP) then the

minimum of the function, f(p)k+1 , in the subspace defined by Zk, occurs when Vf(p)k+1=-0, which is the

solution of the system of linear equations

ZkTH Zkp = - Zk (Hxk+c ).	 (2.36)

A step is then taken of the form:

xk+i=xk + adk	 where dk=pTZk.
	 (2.37)

At each iteration, because of the quadratic nature of the objective function, there are only two

choices of step length. A step of unity along dk is the exact step to the minimum of the function

restricted to the null space of A k. If such a step can be taken, without violation of the constraints, then

this is the solution to QP (Prob. 2.31). Otherwise, the step along d k to the nearest constraint is less

than unity and a new constraint will be included in the active set at the next iterate. The distance to the

constraint boundaries in any direction, dk, is given by:

a• = -(Ax- bd
1

Ai dk	i=1, ..., m
	 (2.38)

which is defined for constraints not in the active set and where the direction, d k, is towards the

constraint boundary i.e. A idk > 0, i=1,...,m.

When n independent constraints have been included in the active set, without location of the

minimum, Lagrange multipliers, 4, are calculated which satisfy the non-singular set of linear equations:

Ak2kk -'- Hxk + c,.
	 (2.39)

If all elements of xi, are positive, xk is the optimal solution of QP (Prob. 2.31). However, if any

component of xi, is negative, and it does not correpond to an equality constriant, then the corresponding

element is deleted from the active set and a new iterate is sought.
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Initialization
The algorithm requires a feasible point to start. If the current point from the SQP method is

infeasible then a feasible point can be found by solving the linear programming problem

LP Feasibility Phase

minimize y
1E91, XE 91n

A .x =b	 1=1, ..., me

Ax —y � b	 ...'mz

where, again, the notation Ai indicates the ith row of the matrix A. A feasible point (if one exists) to

Prob. 2.40 can be found by setting x with a value which satisfies the equality constraints. This can be

achieved by solving an under or over-determined set of linear equations formed from the set of equality

constraints. If there is a solution to this problem then the slack variable, y, is set to the maximum

inequality constraint at this point.

The above QP algorithm is modified for LP problems by setting the search direction to the steepest

descent direction,

dk =ZkT Zk gk,	 (2.41)

at each iteration, where gk is the gradient of the objective function (equal to the coefficients of the

linear objective function).

If a feasible point is found using the above LP method, the main QP phase is entered. The search

direction, dk, is initialized with a search direction, dp found from solving the set of linear equations,

(2.40)

where gk is the gradient of the objective function at the current iterate x k (i.e. Hxk + c). A step of unity

is the unconstrained minimum off(x).

If a feasible solution is not found for the QP problem, the direction of search for the main SQP

routine, dk , is taken as one which minimizes y.
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Merit Function

v(x) = f(x) + E r • g .(x) + E r max( 0, g .(x))
i=1 "	 i=ine

(2.44)

1

r 
= max(
	 2 ( r(k-1)i	 2'1 ) ),

(2.45)i = 1, m

PART 2: Optimization 	 Line Search and Merit Function

2.7.3 Line Search and Merit Function
The solution to the QP sub-problem produces a vector d k which is used to form a new iterate,

Xk+1 K= X 1- ak dk.

The step length parameter, ock, is determined in order to produce a sufficient decrease in a merit

function. The merit function used by Han [15] and Powell [15] of the form:

has been used in this implementation. Powell recommends setting the penalty parameter:

(2.43)

This allows a positive contribution form constraints which are inactive in the QP solution but were

recently active. In this implementation, initially the penalty parameter r is set to:

II Vf(x) II
r=  

	

Vgi(x) II	 i = 1, m	 (2.46)

where II. II represents the Euclidean norm.

This ensures larger contributions to the penalty parameter from constraints with smaller gradients

which would be the case for active constraints at the solution point.
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Example Problem

minimize f(x) =-(x1 -1)
2
 + (x1-x2)

2
 + (x2-x3)

3
 + (x3-x4)

4
 + (x4-x5)

4

subject to the constraints

Mx): xi + x22 +x3
3 -2-3 =0

g2(x): x2 - x32+ + 2 - 2 � 0

g3(x): 0 x1x5 2

and subject to the bounds

0�x <1.5

0�x3�1.5

0�x4� 1.5

0525� 1.5

starting from the initial guess x = (0.5, 1, 0.6, 1.4, 1 )
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2.7.4 Constrained Example
In order to demonstrate the software and the ease and efficiency with which optimization problems

can be coded and solved, a constrained optimization example will be considered. For a full description
on how to use the software, refer to Appendix A. The test problem under consideration is taken from
the NAG user manual (45) and is of the form:

(2.47)

The MATLAB program required to solve this problem is as follows:

MATLAB Implemented Solution Procedure

PARA=0;	 %Reset Optimization Parameters
PARA(1 3)=1	 %Set number of equality constraints to 1

X=[0.5,1,0.6,1.4,1]; 	 %Initialize Design Variables
VLB=zeros(X);	 %Set upper and lower bounds
VUB=1.5*ones(X);

while PARA(1)-.1	 %Check Termination Parameter
%Evaluate F

F= (X(1 )-1 )^2+(X(1 )-X(2))^2+(X(2)-X(3))^3+(X(3)-X(4))A4+(X(4)-X(5))^4;
G(1,1)=X(1)+X(2)^2+X(3)^3-2-3*sqrt(2);	 %Evaluate Constraints
G(1,2)=-(X(2)-X(3)^2+X(4)+2-2*sqrt(2));
G(1 ,3)=-X(1)X(5);

G(1 ,4)=-2-G(3);
[X, PARA]=constr(X,F,G, PARA,VLB,VUB);	 %Recursively Call Optimizer

end
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The optimization routine (constr) is called on an iterative basis following calculation of the

objective function and gradients. In the above example, default optimization parameters have been used

which can be overridden by entering the appropriate values in the vector PARA. In this example,
gradients are calculated using a finite difference method.

Results
After 68 function evaluations the optimization terminated with the following results:

=

1.2264e+00 1.4150e+00 1.4445e+00 1.5000e+00 1.4993e+00

Objective Function Value:

F=

8.6808e-02

Constraint Values:

G=

-8.8818e-15 -2.2204e-15 -1.8388e+00 -1.6117e-01

(i.e. g 1 (x) = -8.8818e-15, g2(x)=-2.2204e-15, g3(x)=1.8388e-F00)

Comparison of Results
The NAG results given in the reference manual are as follows:

After 160 Function Evaluations the Estimate of the Solution is:

x=f1.2264, 1.4150, 1.4445, 1.5000, 1.5000)

Objective Function Value:

f(x)=8.6812e-02

Constraint Values:

g 1 (x) =9.8595e-5

g2(x)=-2.3336e-5

g3(x)=1.8396

The NAG routine uses a sequential augmented Lagrangian method, the minimization sub-problem is
solved using a Quasi-Newton method.

The method used in the MATLAB implementation is Sequential Quadratic Programming. The

equality constraint has been met to a greater degree and the objective function value is less than that of

the NAG routine. The number of function evaluations is significantly less than that of the NAG routine
which demonstrates the iterative efficiency of the SQP method.

The MATLAB implementation does not have the speed advantage of a compiled language. However,

the flexibility of an interpretive language more than compensates for the additional computing speed.
For example, the FORTRAN implementation for this problem in the NAG user manual has nearly 200

lines of source code compared to the 14 lines of MATLAB code.
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2.8 MULTI-OBJECTIVE OPTIMIZATION

The rigidity of the mathematical problem posed by the general optimization formulation given in

GP (Prob. 2.1) is often remote from that of a practical design problem. It is rarely the case that a
single objective with several hard constraints adequately represents the problem being faced. More often
there will be a vector of objectives, f(x)=ffi(x), f2(x), . . . fm(x)), which must be traded off against each

other in some way. The relative importance of these objectives will not generally be known until the
system's best capabilities can be determined and trade-offs between the objectives can be fully

understood. As the number of objectives increases, trade-offs between these objectives are likely to
become complex and less easily quantified. There is, therefore, much reliance on the intuition of the
designer and his ability to express preferences throughout the optimization cycle. Thus, requirements

for a multi-objective design strategy are that it enables a natural problem formulation to be expressed,
yet, is easily solvable using numerical algorithms. In this way, the designer can alter his preferences
throughout the optimization cycle and enter them into a numerically tractable and realistic design

problem.

This section will begin with an introduction to multi-objective Optimization, looking at a number

of alternative methods. Attention will be focussed on the Goal Attainment method which can be posed
as a non-linear programing problem. Algorithm improvements to the SQP method will be presented for

use with the Goal Attainment method.

2.8.1 Introduction To Multi-Objective Optimization
It is appropriate initially to introduce some concepts concerned with multi-objective optimization.

Multi-objective optimization is concerned with the minimization of a vector of objectives ftx) which

may be the subject to a number of constraints or bounds:

MO

subject to:

minimize f(x)
XE 9tri

g(x) = 0,	 1=1, .., .me

gi(x) � 0	 i=me+1, ..., M

x1 <x<x— u (2.48)

It is important to note that since itx) is a vector, then, if any of the components of f(x) are competing,

there is no-unique solution to this problem. Instead, the concept of non-inferiority [47]] (also called

Pareto optimality [46], [48]) must be used to characterize the objectives. A non-inferior solution is one

in which an improvement in one objective requires a degradation of another. To define this concept more

precisely, consider a feasible region, L2, in the parameter space xe9i n which satisfies all the constraints,

i.e.

CI : x

subject to: g1(x) = 0,	 i=1, .., .me

g1(x) � 0
	

i=me +1, ..., m

x1–<x5xu
	 (2.49)

This allows us to define the corresponding feasible region for the objective function space, A,

A = f(x) subject to x e L2.	 (2.50)
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fi(x*+Ax) � fi(x*),	 1=1, .., .m

flx*+Ax) < fix*)
	

for some].	 (2.51)

non-inferior
solutions

fi

flA

flB

PART 2: Optimization	 Introduction To Multi-Objective Optimization

The performance vector, f (x) , therefore maps parameter space into objective function space as is
represented for a two-dimensional case in Fig. 2.9 below.

X2	 f2
Fig. 2.9 Mapping from parameter space into objective function space.

A non-inferior solution point may now be defined.

Definition: A point a x*E C2 is a non-inferior solution if and only if for some neighborhood of x*

there does not exist a Ax such that (x*+Ax)e C2 and

In the two dimensional representation of Fig. 2.10 the set of non-inferior solutions lie on the curve

between C and D. Points A and B represent specific non-inferior points.

f2Af2B	 f2

Fig. 2.10 Set of Non-inferior Solutions.

A and B are clearly non-inferior solution points since an improvement in one objective, fi , requires

a degradation in the other objective, f2; i.e. f	 f	 f	 f
- IBC, IA' - 2B>- 2A'

Since any point in S2 which is not a non-inferior point represents a point in which improvement can

be attained in all the objectives, it is clear that such a point is of no value. Multi-objective optimization

is therefore, concerned with the generation and selection of non-inferior solution points. The techniques

for multi-objective optimization are wide and varied and all the methods cannot be covered within the
scope of this thesis. However, some of the techniques will be described below.
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Weighted Sum Strategy
The weighted sum strategy converts the multi-objective problem of minimizing the vector f(x) into

a scalar one by constructing a weighted sum of all the objectives

The problem can then be optimized using a standard unconstrained optimization algorithm. The problem
here is in attaching weighting coefficients to each of the objectives. The weighting coefficients do not
necessarily correspond directly to the relative importance of the objectives or allow trade-offs between
the objectives to be expressed. Further, the non-inferior solution boundary may be non-convex so that
certain solutions would not be accessible.

This can be illustrated geometrically. Consider the two objective case in Fig. 2.11. In the objective

function space a line, L, wTAx) = c is drawn. The minimization of Prob. 2.53 can be interpreted as

finding the value of c for which L just touches the boundary of A as it proceeds outwards from the
origin. Selection of weights w 1 and w2, therefore, define the slope of L which in turn leads to the

solution point where L touches the boundary of A.

	 f2
Fig. 2.11 Geometrical Representation of the Weighted Sum Method.

The aforementioned convexity problem arises when the lower boundary of A is non-convex as
shown in Fig. 2.12. In this case the set of non-inferior solutions between A and B is not available.

Fig. 2.12 Non-convex Solution Boundary.

(2.52)
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minimize f (x)
X E C2 P

subject to: f1(x) Ci	 i =.1,	 m, i p

minimize f1(x)
X E

subject to: f2(x) 82

fl

C2

fis
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6-constraint method

A procedure which overcomes some of the convexity problems of the weighted sum technique is the

E-constraint method. This involves minimizing a primary objective, fp and expressing the other

objectives in the form of inequality constraints

Fig. 2.13 shows a 2-dimensional Representation of the c-constraint method for a two objective problem

Fig. 2.13 Geometrical Representation of E-Constraint Method

This approach is able to identify a number of non-inferior solutions on a non-convex boundary that

would not be obtainable using the weighted sum technique, for instance, at the solution point fi=fi s and

f2=e2. A problem with this method is, however, a suitable selection of E to ensure a feasible solution.

A further disadvantage of this approach is that the use of hard constraints is rarely adequate for

expressing true design objectives. Similar methods exist, such as that of Waltz [55] which prioritize the
objectives. The optimization proceeds with reference to these priorities and allowable bounds of

acceptance. Here the difficulty is in expressing such information at early stages of the optimization

cycle.

In order for the designers true preferences to be put into a mathematical description would require

that the designer express a full table of his preferences and satisfaction levels for a range of objective

value combinations. A procedure must then be realized which is able to find a solution with reference to

this. Such methods have been derived for discrete functions using the branches of statistics known as

decision theory and game theory (for a basic introduction, see [52]). Implementation for continuous

functions requires suitable discretization strategies and complex solution methods. Since it is rare for

the designer to know such detailed information anyway, this method is deemed impractical for most

practical design problems, however, it is seen as a possible area for further research.

What is required is a formulation which is simple to express, which retains the designers
preferences and which is numerically tractable.

(2.53)
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r9t, xeS2

f(x) -w• y 11`
1	 1	 /

i=1, m
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Goal Attainment Method

2.8.2 Goal Attainment Method

The method which has been favoured and adopted here is the Goal Attainment method of

Gembicki [50]. This involves expressing a set of design goals, f*. (ft ,f*2 • . f*m ), which are

associated with a set of objectives, f(x) =(fi (x), f2(x),	 fm(x)). The problem formulation allows the

objectives to be under- or over-achieved which enables the designer to be relatively imprecise about
initial design goals. The relative degree of under- or over-achievement of the goals is controlled by a

vector of weighting coefficients, w= (w 1 , w2, . . . wm) and is expressed as a standard optimization

problem using the following formulation :

The term wi y introduces an element of slackness into the problem which would otherwise impose

that the goals should be rigidly met. The weighting vector, w, enables the designer to express a measure

of the relative trade-offs between the objectives. For instance, setting the weighting vector, w, equal to

the initial goals indicates that the same percentage under or over-attainment of the goals, f*, will be

achieved. Hard constraints may be incorporated into the design by setting a particular weighting factor
to zero (i.e. w1=0). The Goal Attainment method therefore provides a convenient intuitive

interpretation of the design problem that is solvable using standard optimization procedures.
Illustrative examples of the use of Goal Attainment method in Control System Design can be found in

Fleming [53,54].

The Goal Attainment method is represented geometrically in Fig. 2.14 for the 2-dimensional
problem

(2.54)

minimize y
77.x E

subject to: f1 (x) - w 1 y 5

fix) w2

f2*	 f2s

Fig. 2.14 Geometrical Representation of Goal Attainment Method

f2

Specification of the goals, [f 1 *, f2*1, defines the goal point, P. The weighting vector defines the

direction of search from P to the feasible function space, A(7). During the optimization y is varied

which changes the size of the feasible region. The constraint boundaries will converge to the unique
solution point f f2s)•
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r1 	 0, f.(x) - w ..y - Pk. ).

	

i=1 '	 t (2.56)

v(x) =
1=1

equal to the worst case

(2.57)

a weighting coefficient

Eq. 2.58 then becomes

while still retaining the

(2.58)
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2.8.3 Algorithm Improvements For Goal Attainment Method
The Goal Attainment method has the advantage that it may be posed as a non-linear programming

problem. There are also characteristics of the problem which can be exploited in a non-linear
programming algorithm. In Sequential Quadratic Programming the choice of merit function for the line

search is not easy because, in many cases, it is difficult to weigh up the relative importance between
improving the objective function, and reducing constraint violations. This has resulted in a number of
different schemes for constructing the merit function (see, for example, Schittowski [35]). In Goal

Attainment programming there may be a more appropriate merit function which can be achieved by
posing Prob. 2.55 as the minimax problem:

minimide max (A1)
XE

where	 A
1
. = f

1
.(x) - f*•

w • 1=1,	 m. (2.55)

Following the argument of Brayton et al [56] for minimax optimization using SQP, using the
merit function of Eq. 2.45 for the Goal Attainment problem of Eq. 2.55, gives:

When the merit function of Eq. 2.57 is used as the basis of a line search procedure, then, although

w(x,y) may decrease for a step in a given search direction, the function max(AD may paradoxically

increase. This would be accepting a degradation in the worst case objective. Since the worst case

objective is responsible for the value of the objective function y we would be accepting a step which

would ultimately increase the objective function to be minimized. Conversely, w(x,X) may increase

when max(A) decreases implying a rejection of a step which improN es the worst vase Si6ttNt.

Following the lines of Brayton et al [56] a solution is therefore to set w(x)

objective, i.e.

V (x) =m4x ( Ai )).

A problem in the Goal Attainment method is that it is common to use

equal to zero in order to incorporate hard constraints. The merit function of

infinite for arbitrary violations of the constraints. To overcome this problem

features of Eq. 2.58 the merit function is combined with that of Eq. 2.45 giving:

• 'max( 0, fi(x) -ft),	 if wi = 0

max ( Ai ) , i=1,	 m	 otherwise.

Another feature which can be exploited in SQP is the objective function y. We know from the KT

equations (Eq. 2.25) that:
rrz

VT + E X.* V(A- y) = 0
i=1 1

(2.59)

"CACSD using Optimization Methods" PhD Thesis A.C.W.Grace Univ. of Wales, Bangor.	 1989 2-34



(2.60)

PART 2: Optimization	 Algorithm Improvements For Goal Attainment Method

The gradient vector Vy is a vector of zeros (except for the element corresponding to y which is

equal to unity). Also, the elements of V(fi(x) - wi y - fp) corresponding to the gradient of y are all

less than or equal to zero. Therefore, assuming w>0, we can conclude that:

The Lagrange function can therefore be written as

L(x,X) = f(x)+ I Xig,(x)
i=1

= 7 + •E X; (A- y)
i=1

(2.61)

It follows that the approximation to the Hessian of the Lagrangian, H, should have zeros in the

rows and columns associated with the variable y. By initializing H as the identity matrix this property

would not appear. H is therefore initialized and maintained to have zeros in the rows and columns

associated with y.

These changes make the Hessian, H, indefinite, therefore H is set to have zeros in the rows and

columns associated with y, except for the diagonal element which is set to a small positive number

(e.g. le-10). This allows the fast converging positive definite QP method described in Section 2.7.2 to

be used.

The above modifications have been implemented as part of the Optimization Toolbox, described in

Appendix A. It has been found that the above modifications make the method more robust However,

due to the rapid convergence of the SQP method, the requirement that the merit function (Eq. 2.59)
strictly decreases sometimes requires more function evaluations than an implementation of SQP using

the merit function of (Eq. 2.45). The choice of which merit function to use is therefore left as an option
for the user.

2.9 REVIEW

A number of different optimization strategies have been discussed. The algorithms used (e.g. BFGS,

Levenberg-Marquardt and SQP) have been chosen for their robustness and iterative efficiency. The choice

of problem formulation (e.g. unconstrained, least squares, constrained, minimax or multi-objective)

depends on the problem being considered and the required execution efficiency. The overall aim of this

part of the research has been to develop a set of tools which are readily accessible to control engineers

(and other workers) and which allow optimization problems to be coded in a way which is natural to

the problem at hand. The MATLAB environment has been used to implement the programs due to its

Control System Design and other utilities. This has enabled the development of an Optimization

Toolbox in which problems can be coded easily and efficiently. In Part 3 it is seen how these utilities

may be used, within the context of Control System Design, to design robust and effective controllers.
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PART 3: Control System Design	 CONTROL IN PERSPECTIVE

Summary - Control System Design (CSD) methods which are used in conjunction with the
optimization techniques described in Part 2 are presented. Integral quadratic measures are used
as the primary measure of system performance. Problem formulations have been developed to
cover a large number of design options and disturbance types. In particular, a method of
incorporating control derivative energy terms is used in order to avoid excessive actuator rate
saturation. A method for the design of servomechanisms is also presented using a general feed-
forward/feedback two-degree-of-freedom control structure. Application of multi-objective
optimization to CSD is presented as part of an evolutionary and interactive design process.
Examples are given which demonstrate these techniques.

3.1 CONTROL IN PERSPECTIVE

T

HE HELD of control provides a wide variety of challenging and potentially rewarding problems
covering many engineering disciplines and having a rich background of intellectual depth. Affecting

many aspects of modem industrialized life control systems are an integral yet often invisible part of

many modem systems. Applications range from a simple thermostat that regulates temperature in

buildings to production of consumer goods in a flexible manufacturing plant and from the anti-skid
braking systems in modem cars to robot arms in industrial plants.

Although this research is of a general nature, the methodology has principally been aimed at flight

control systems. In this field, in particular, CSD plays a very important role. The aircraft auto-pilot

reduces the work load on the pilot, the control of high-performance jet engines increases fuel efficiency
and power ratings, the trajectory optimization of landing and take-off manoeuveres help to conserve

fuel. Recently, feedback control has made it possible to design aircraft that are aerodynamically
unstable (e.g. X-29) which makes them highly manoeuverable and responsive to pilot command. The

control of the angle of thrust makes it possible to design Vertical Short Take-Off and Landing

(VSTOL) aircraft which are also highly manoeuverable in the air.

The control system, therefore, plays a vital role by providing stability and improving performance

characteristics over the uncontrolled system. It is surprising then that the underlying mechanism for

this achievement is not any physical component but may typically be a set of computer instructions. The

potential is therefore to improve the system as a whole without changing any of the system components
but by the implementation of better control design techniques. An integrated approach, in which CSD is

tied in with the design of sensing, actuation and system components, offers further rewards in terms of

improved performance since the control system can then be designed as an integral part of the system as

a whole.

Better techniques for the implementation of control strategies and algorithms through improved

actuation and on-line computation offer challenges to control designers to meet the full potential of

these devices. Improved sensing helps to provide an increase in the availability of system information

which needs to be incorporated as part of an effective CSD method. Control System designers are also

now being challenged to consider problems such as partially modelled systems or systems where there

are large uncertainties and non-linearities using multi-variable, robust, adaptive and fault-tolerant
control algorithms.

Although there exist a wide number of both analytical and numerical techniques for CSD

encompassing many branches of mathematics and which have been tailored for the design of particular

control problems, there is still much scope to find methods which are both practical in terms of

implementation and which give the desired performance characteristics when applied to the actual

system.
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3.1 INTRODUCTION

We consider here systems or sub-systems which can be described by continuous variables and which

can be described by differential equations. CSD will therefore be considered in terms of a mathematical
description or model. The advantages of being able to model the system, over an on-line technique such

as self-tuning or adaptive control, are that the CSD procedure may be tested and tuned within the safety

of the model before implementation. The on-line speed advantage over adaptive controllers allows a
wider set control parameters to be considered and, additional system information to be utilized. A
drawback of basing the design on a modelled system arrives when the system is subject to uncertain

change such as aging effects. However, if bounds can be expressed on these uncertainties then they can be
compensated for by incorporation of robustness measures or sensitivity reduction in the CSD procedure.

In the order to handle uncertainty and to improve system performance further, requires the use of
better control structures and design techniques. To achieve this, it seems likely that there will be a

merging of off-line and on-line techniques. This means that multi-loop adaptive control might form for

the basis of an otherwise fixed-gain or gain-scheduled global controller. This requires incorporation of

effective control algorithms and more realistic design criteria. Thus a control strategy, utilizing

improved control structures such as a feed-forward/feedback dynamic controller, and incorporating
multi-objective performance objectives, is the means to providing robust, efficient and effective control.

This part will therefore focus on the improvement of control structure and the use of multiple
performance objectives in the design method. It is felt that off-line linear CSD strategies will continue

to form an integral part of future CS]) methods as the foundation for gain-scheduled and adaptive
algorithms which can tackle non-linearities and uncertainties. Linear CSD will therefore be considered

and envisaged as part of a gain-scheduled or adaptive control strategy which is capable of handling non-
linearities, uncertainties, multiple modes of operation and differing operating conditions.

Integral quadratic measures of performance will be used extensively. This is motivated by the well-

established numerical solution of such problems and the flexibility with which this criterion can be

transformed to incorporate broader control objectives such as stability, speed of response, reduction of

interaction in multivariable systems, sensitivity reduction, actuator limits, integrity with respect sensor
or actuator failure, as well as differing operating conditions and disturbance types. It is felt that due to

the plethora of design choices in terms of controller structures, design objectives and operating

conditions it is important to base the Control Design Method on a well established and numerically
robust framework in which the problem can be solved. Having laid the foundation for this framework,

techniques will be developed for covering other performance objectives, and for incorporating these in a

multiple-objective design strategy.

In order to tackle complex problems, the concept of design by evolution will be introduced. In this

application, this concerns the systematic increase in both control order and problem complexity in order

to incorporate more appropriate control structures and a wider set of design objectives. This facilitates a

structured approach to CSD and has distinct computational advantages. Moreover, insight is gained with
regard to the trade-offs, associated with control order, and conflicting requirements for control energy

restrictions and performance improvement. A number of design examples are given which illustrate this

approach focussing on servo design using a two-degree-of-freedom control structure and multi-objective
performance criteria.
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3.2 INTEGRAL QUADRATIC MEASURES OF CONTROL

A typical control problem is subject to a multitude of design choices involving performance

criteria, operating points, model uncertainties, non-linearities, initial conditions, disturbance
characteristics an control structures. It therefore becomes important to couch the problem within a well

established numerical procedure. One such procedure is based on linear optimal theory in which integral

quadratic measures are used with a control configuration of arbitrary size.

A linear time invariant plant description will be used of the form.

x =A x +Bu
P	 PP	 PP	

(3.1)
y =C x
P PP

where A , B, C are real constant matrices and x (it (t) €R" ) is termed the state vector of the

	

pp P	 P P
system, and u (u (t)e9tm ) and y (y (t)E 91 1. ) are the inputs and outputs of the system respectively.

	

P P	 P P
The plant is represented pictorially in Fig. 3.1 below. As in Part 2, the notation of boldface lower-

case letters for vectors and boldface upper-case letters for matrices will be used where possible.

Fig. 3.1 State Space Plant Description

Plant Outputs

YP

In this Section we will be concerned with parametric Linear Quadratic problems in which a

parametrized controller (i.e. a controller composed of a number of design parameters) is optimized with
respect to a performance objectives consisting of integral quadratic measures. A common form of this is

the basic Linear Quadratic Regulator (LQR) problem which is concerned with finding a control u to

minimize a cost function, J, composed of integral squared error terms i.e.

Linear Quadratic Regulator Problem

minimize J
u E91111

where = f (x TQ x + u 
TR u ) dt

P PP P PP0

and	 x(0) = xpo.	
(3.2)
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Fig. 3.2 Full State Feedback
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The introduction of the term Rp limits the control energy to the input of the system. If this were

not present then the real parts of the eigen-values of the closed loop system might tend to --cc making
the control unrealizable.

In order to make the control realizable for a number of initial conditions the control u is

generally parametrized as a function of the outputs or states using a matrix of control gains. The way in

which the control gains are parameterized gives rise to a number of different control structures and
problem formulations.

3.3 CONTROLLER STRUCTURES

3.3.1 Full State Feedback
Given the plant description in Eq. 3.1, the solution to Prob. 3.2 is a full state feedback of the form

u *= K x
P	 s P
	 (3.3)

which together with the plant is represented in Fig. 3.2 below.

The solution to this problem is well known and is found is for example in [3]

Ks = -R
-1

B
T
P
	

(3.4)

where P is an nXn symmetric matrix which is the unique positive semi-definite solution of the algebraic

Ricatti equation:

-A TP + PA - PB R
1 
B

T
 + Q =0

P	 P	 P
(3.5)
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It should be noted that the optimal controller, Ks, is not initial condition dependent, that is Ks

will be optimal for any set of initial conditions. This point is emphasized because other forms of
controllers are initial condition dependent (including observer based designs and output feedback based
designs). The implementation of the full state controller has the disadvantage, however, that the states
must be available for feedback which is not always possible. The following formulations overcome this:

3.3.2 Output Feedback
The method of Levine and Athans [6] and Kosut [7] for optimal constant gain output feedback

requires that only the plant outputs be available for feedback. For the plant description (Eq. 3.1) the

problem is to find the controller u where

U = K y
p op

which minimizes the cost function in Eq. 3.5. The controller and plant are represented in Fig. 3.3

below.

3.3.3 Dynamic Output Feedback
Johnson and Athans [8], Levine et al [9], Basuthakur and Knapp [10] and Wenlc and Knapp [11]

extended output feedback to the design of dynamic output feedback of fixed order. For the plant

description of (Eq. 3.1). the controller u description is of the form:

U =D y +Cx
p	 cp	 cc

it =Ay +Dx
C	 cp	 cc

where x
c 

is the compensator state vector (x ft) E 91 11C ) . The controller is represented in Fig. 2.4.

(3.6)

(3.7)
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CONTROLLER STRUCTURES

This can be converted to an equivalent output feedback problem by forming the following set of

closed loop equations:

= (A + BKC)x = Ax,
	 (3.8)

where A. A 0 B= Bp 0 K= D	
CC

c C	 0
=C [	 P X= [ 

x
P
]

0 0 0	 I B	 Acc 0	 I xc

The cost function to be minimized is taken as the same as in Prob. 3.2 i.e

j = .1 °° (xpTQpxp + up
T

Rpup) dt.	 (3.9)
0

In the original problem formulation Johnson and Athans [8] considered a different cost function of

the form:

J =

on

0
 (x TQ x + y T(D TR D + B TR B )y + x T(C TR C + A TR A )x) dt.P	 pp	 p	 c	 pc	 c	 cc	 p	 c	 c	 pc	 c	 cc c- (3.10)

The inclusion of the second and third terms in Eq. 3.10 penalize the elements of the controller in

order to limit the control gains. However, since the object of limiting the control gains is to limit the

control energy in order to avoid excessive actuator saturation, it is argued that the term
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-

PART 3: Control System Design	 General LQR Solution

i00

u 
T

R u dt in Prob. 3.2 is sufficient to minimize this. Obviously this condition may not be
P pp

0
sufficient if the elements of R are negative or are all zero. It is therefore necessary to impose the

P
conditions that the elements of R are both positive and the diagonal elements are finite. The system

P
should also be controllable and observable. There may be some rare cases where although the integral

quadratic control energy is low the elements of the controller are apparently high, however, the
realization of large control values is not usually a problem using modern electronics. Further, since the
state space description is non-unique, scaling of the matrices may be achieved. The advantage of using the

cost function in Eq. 3.9 is that it simplifies the equations. Further, Eq. 3.9 can be related to the control

energy in more direct terms giving the designer more insight to the precise functioning of the weighting
matrices. This is especially important in the light of the criticism of LQR methods that the weighting

matrix coefficients are difficult to chose with respect to actual design requirements.

3.3.4 General LQR Problem Solution
Following the lines of Fleming [18] and implemented in the program SUBOPT [19], all of the

above problems are expressed in a general form. Initially we group all the matrices into a general

description using the matrices ii and 0:

oooo
T—

J = I (xT(Q + CTKTRKC)x dt =I x Qx dt.
0	 0

The construction of the matrices A,B,C,Q,R and x is dependent on the control structure being used
(cf. Eq.3.6 and Eq. 3.8).

The solution to this problem is a set of non-linear matrix equations which can be derived along the
lines of Levine and Athans [6] and Kosut [7]. The preferred approach is to use a method used originally

by Mendel [17] and Newmann [14]. This involves calculating the cost function and gradients explicitly.

From Eq. 3.11 and Eq. 3.12 it is well known that the cost functional, J, is given by:

J=tr(PX),
	 (3.13)

where X0= E(x
0 
x

0 
T ) and X=X0 when there are no disturbances acting on the system.

The matrix, P, is a solution of the Lyapunov matrix equation:

PA +P1TP + 0 = 0

(i.e P(A + BKC) + (A + BKC)TP + Q + cTKTRKc = 0)
	 (3.14)

(3.12)
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Gradient Calculation
While Eq. 3.13 and Eq. 3.14 allow the explicit calculation of J, gradient calculations enable the

efficient solution of Prob. 3.2 using an unconstrained gradient optimization method. The problem can be
considered as an equality constrained problem composed of the cost function in Prob. 3.2 and a set of
equality constraints (Eq. 3.14). Forming the L,agrangian function we get:

L(K,A)=tr(XP + ( P—A + ATP + Q— )A)	 (3.15)

where A is a symmetric matrix of Lagrangian multipliers. The necessary conditions for a minimum are
given by (cf. Mendel[17]):

VL(A)=VL(P)=VL(K0
	

(3.16)

The partial derivatives VL(A), VL(P), VL(K) can be calculated using gradient matrix operations (see,

[25-27] and Appendix B) giving:

VL(A) = JZAT +AA + X (3.17)

VL(P) = PA + ATP + Q (3.18)

VL(K) = 2(BTPACT + RKCACT). (3.19)

It should be noted that VL(P) is identical to Eq. 3.14, also, VL(A) is a Lyapunov matrix equation which

can be calculated efficiently using the Schur form of A used in the calculation of Eq. 3.14 (see, for

instance, [23]). The gradient matrix, VL(K) is equivalent to VJ(K) since Eq. 3.14 is solved at each

iteration.

The advantage of calculating the cost, J, and gradient, VJ(K), explicitly are twofold. Firstly, it

facilitates the use of a well established gradient optimization (e.g. BFGS). Secondly, the cost function

may be used in another problem formulation, such as, in a multi-objective strategy.

3.4 DISTURBANCE REJECTION

The objective of LQR designed controllers is to bring a plant which is in a non-zero state with

initial conditions x(0) = x
0' 

to a zero state x=0 and Z=0. In a practical situation this type of problem

is not usually of this form. A more typical situation is that the plant is being continually or

intermittently disrupted by a set of external disturbances. The disturbances cause unwanted transients in
the output which it is desired to reject.

The vector xo is a vector of the plant and controller initial conditions (x po and xco), it may also be

chosen in order to reflect disturbances acting on the plant. The next few Sections look at how such

disturbances can be modelled and introduced into a general problem formulation. Section 3.4.1 looks at,

in particular, the case of an output disturbance acting on the plant. In this case the general solution
procedure must be modified since the controller itself is a function of the disturbance being fed back to
the plant. Section 3.4.2 looks at how disturbances can be modelled and put into a general form.
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3.4.1 Impulse Disturbances.

The disturbances will be assumed to be of two types:- those acting on the plant itself, xdo, and

those acting on the output, ydo, as shown in Fig. 3.5. In the case when the disturbances are Dirac
dor* loop

impulses (i.e xdoko, Ydow they can be modelled as initial conditions on the plant. To understand

why this is possible MacFarlane [5] shows that the response of a system with no input released from an

initial condition x(0) is the same as that of a system, initially at rest, that is subject to Dirac impulses

whose weights are the same as the components of x(0) . i.e

( i = Ax	 x(0)=x0 ) is equivalent to ( = Ax + x08(t) x(0)=0 )
	

(3.20)

where the Dirac impulse 5(t) occurs at t=0.

Output Disturbance
A disturbance at the output as shown in Fig. 3.5 cannot be directly handled by setting constant

initial conditions on the plant. This is because the disturbance acts initially on the controller so that the
initial conditions on the plant and controller states are dependent on the controller itself. We must

therefore add terms to the gradient, VJ(K) and initial condition matrix Xo.
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(3.25)

(3.26)

(3.27)

PART 3: Control System Design	 Stochasitc Problem

Defining statistical matrices Xd and Yd as follows:

Xd =E(xdxdT)

Yd= E(YdYdT)'
	

(3.21)

xdl
°n"where xd = n	 , 3rd —_ [ o[

u nc	 Yd

and x	 y are statistically independent i.e. E[yd0 )=0 E[xdo). 0 and [x -d0' dO	 E 
doYd0

Since the disturbances are independent, X in Eq. 3.13 can be augmented as follows

X = X0 + Xd + BKYdKTB.	 (3.22)

Thus, using gradient matrix operations and the formulas given in Appendix B, a new gradient vector is
found of the form:

VJ(K) = 2(BTPAC + RKCACT) + 2BTPBKTY
d *

This problem has been considered by Kuhn and Schmidt [20] using a different approach but resulting in
the same equations.

3.4.2 Stochastic Problem(LQG)
The LQR problem is commonly referred to as the deterministic problem because the disturbances are

statistically determined a priori to the problem solution. In the case when the disturbances acting on

the system ' xdO' Ydo are Gaussian white noise the problem is generally referred to as the LQG

problem. For the LQG problem a similar and related problem to the LQR problem can be solved. In the
LQG problem the plant states are excited by zero-mean white noise where the closed loop state
equations (cf. Eq. 3.11 and Fig. 3.5) are given by:

. —x = Ax + xd

and the system output vector is given by:

yp = Cpx + yd0'

where in this case xdand ydo (cf. Eq. 3.21) are zero-mean white-noise processes with

(3.23)

Etxd(t)xd(t+T))=Xs45(t)

Etyd(Oyd(t+T))=Ys8(t)

Efxd(t)y d(t+T))=0

The cost function of concern is of the form:

[ 
x71 _ d _ [ on 01where xd = 	 , y —
"n	 Yd

I =lim E(xTQx),s t
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PART 3: Control System Design	 Disturbance Modeling

and Js , is given by (see, for instance, Kwakernaak and Sivan [241):

Js=tr(PsQ)

where

ATPs + P TA+ X
s 

+ BKY
s
KTBT = O.s

There is thus a close correspondence between the stochastic problem and the deterministic problem. The

problem may be solved using the same procedures as described for the deterministic problem. By

augmenting the matrices 0 and X it is even possible to consider a plant with both stochastic and

deterministic disturbances.

3.4.3 Disturbance Modeling

We have seen how the problem may be formulated to tackle either impulse type disturbances or

Gaussian white noise disturbances. The equations represent a standard form. Generally the disturbances

acting on the system will be coloured in some way. Also, the plant may have a D matrix in the state
space description. Fig. 3.6 shows how the Disturbance models can be mapped into the standard problem

formulation where the plant equations are this time given as Am  Bm' Cm' Dm' The following matrix

achieve the required mapping to the standard form:
-

Am BCi Cx
_

0
—	 —

Bm

—	 —

Cm
T _ -

B DAT +D ym lo	 xx

A =
P

0

0

A .I

0

0

Ax

0

0
B =

P
0

0
C

P =

o

o
X
do 

=
B.y.1 1
B

X
y

X

0 0 0 Ao_ 0 o B yo o- --- _-

[ DiDmyi + Doy0].
y =do

3.4.4 Choosing Initial Conditions
The matrix X in Eq. 3.13 and Eq. 3.30 is calculated from a combination of disturbance estimates

and initial conditions which are assumed to be statistically independent. X0 is a matrix related to the

initial conditions of the plant and controller. Since it is normally assumed that the controller has

initial conditions, x 0=0, then only the plant initial conditions are of concern. Denoting Xp0 as the nxn

submatrix of X0 then the following strategies for calculation of Xp0 have been suggested:

• Set X
0 

=E (xp0 x T) when there is statistical information available.p 	 p0

' Set Xp0 =I to minimize an average set of initial conditions (see Kleinman and Athans(1968)[26])

' Set Xp0=JP
11' where P

11 
is the nxn submatrix of P; this tends to minimize the "worst case"

cost. (see Fleming [25]).

(3.30)
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Disturbance Modeling

xdO o,

	

Yd0

Fig. 3.6 Augmenting The Plant Matrices To Include Disturbance Models and a plant D matrix
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PART 3: Control System Design	 Canonical Form

3.4.5 Canonical Form
A state space description of a system is not unique. This means that not every element of the

dynamic output feedback controller structure of Eq. 3.7 is independent. In an optimization solution

procedure this can increase the computation time and, can also lead to numerical difficulties since part of

the controller can become decoupled form the plant. A canonical form for Ac , Bc, Cc and Dc is

therefore used which has only nc(m+r) + mr free elements. This is a minimum parameter description

since it is the minimum number of elements required to describe an arbitrary multi-input multi-output
system of order nc. The idea is taken from Kuhn and Schmidt [20], Martin and Bryson [21] and Sirisena

and Choi [16]. We use a different canonical form here which is derived from similarity transformations

using the controllability matrices of Ac and Be. The canonical description of the compensator is given

by:

Ac =

—
0

1

0

0

0

0

1

0

a 1,1
a2,1

anc-1,1
a
nc,i

—
•••	 a 1,m
•••	 a

2,M

anc-1,m
...a

nc,m _

Bc =

1

0

0
0

0...

1...

0
0...

bi

b2,m

b
nc-1

b
nc,m

(3.31)

where the matrices Cc and Dc are free to vary. For examples of this canonical form, for both SISO and

MIMO systems, refer to the design examples in Section 3.10. In order to fix the necessary elements of

the control matrices a set of masking matrices are used so that any elements of Ac, Bc , Cc and Dc can

be fixed or free to vary. This allows the controller to be set to any appropriate form, such as a

decentralized control structure with each output feeding back independently. The reason for using this
canonical description, as opposed to any other, is to facilitate the mapping of other controllers into

this form using similarity transformations. This enables other controllers to be used as starting values

for the optimization procedure whcih may assist in fast convergence and the avoidance of local minima.

3.4.6 Evolutionary Controller Mapping
In order to make use of control gains from previous design phases an evolutionary design procedure

is used in which a controller of order nc is mapped onto a controller of order nc +1. This is achieved by

the matrix mapping shown in Fig. 3.7

nC n
_C 

+1

Fig. 3.7 Mapping Of A Lower-Order Controller Into A Higher-Order Controller
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where Em is a row vector of ones, (1,1,..1), of size m. The scalar p should be chosen as any finite

negative number (e.g. -10), it represents the position of the additional pole on the real axis. In the
s-domain, the above mapping corresponds to making a series connection of a unity gain controller whose
poles and zeros are cancelled.

Having performed the mapping, it is then necessary to transform the new controller to the required
canonical form prior to optimization. This can be achieved using similarity transformations based on

forming the controllability matrix of Ac, Bc

The controllability matrix of Ac Be is given as:

Co = [ Be, AcBc, icite, ..., Anec Be],	 (3.32)

where the order of Ac is n+1.

A canonical form can then be obtained using the following similarity transformations:

At = Co\AcCo Bt = Co\Be	 Ct = CcCo 	 D = D,c,

where the operator C o\Ae indicates a non-zero solution, F, to the equation, C oF = A. In the case

when m=1 (i.e. SISO or SIMO systems) the matrices At, Bt, Ct, Dt will be in the required canonical

form, otherwise certain rows and columns of the matrices must be removed which correspond to the

rows in the matrix At which contain all zero elements.

When m>1 (i.e. MIMO or MISO system), it has been found, for some systems, that the required

canonical form cannot always be achieved using this procedure. In this case different values for the
variable p in Fig. 3.7 are tried until the required canonical form is found. Further research is necessary

to discover whether a more robust method can be found for performing this task.

To summarize, incrementing the controller matrices, A ' B ' C and Dc involves the followingc cc

steps:

(1) Map lower-order controller into higher-controller using matrix augmentations given in
Fig. 3.7.

(2) Using similarity transformations (Eq. 3.32 and Eq. 3.33) put A ' B and Cc in the requiredc c
canonical form.

(3) For MIMO or MISO controllers, remove rows and columns At, Bt, Ct (Eq. 3.33) which

correspond to rows of zeros in At. If the controller is still not in the required form try a different

value for p in Fig. 3.7 and go to Step(1).

(3.33)
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3.5 ADDITIONAL DESIGN OPTIONS

Prob. 3.2 represents the standard LQR problem. Due to the explicit expression for J and VJ(K) and
by augmenting the matrices A, Q and X it is possible to consider additional design options.

3.5.1 Control Derivative Measures
We present here a method for the incorporation of derivative control energy terms into the cost

function in Prob. 3.2 without causing an increase in problem order.

Introduction

.1°3The incorporation of the integral term 	 (uTRu) dt in Prob. 3.2 reduces the amount of
P PP0

control energy applied to the actuators or inputs of the system. This is required since all actuators or
inputs are limited in terms of the amount of energy that can be transferred to the system.

In a practical system the actuator limits generally occur in the form of magnitude and rate limits.
Magnitude limits are caused by a maximum absolute value of the input that can be applied to the system
before saturation occurs. For instance, an accelerator pedal in a car cannot be pressed past a fixed point.
Rate limits are caused by a maximum rate of change that can applied to the system before saturation
occurs. In the car example rate limits occur during acceleration of the car when, pressing the accelerator
down past a certain rate, does not make the car accelerate any faster.

Actuator saturation of this type can cause non-linear effects in the system which can lead to
instability and performance degradation. Whilst in many cases driving the actuators to these limits may
produce a system with better system characteristics than a system whose actuation is under-utilized
(i.e. which never saturates) the amount of saturation should be controlled so that non-linear effects do
not undermine the performance characteristics of the linear model.

5In the basic linear regulator problem the measure 	 ( u T
Ru) dt is used to limit control

P PP0
energy. However, while this measure is appropriate for controller magnitude limits, it is not
particularly good for constraining rate saturation. A better term for controlling rate saturation is the
cost function:

Jd =	
T

(ti Su) dt,
P PP0

where u indicates the rate of change of the control input with respect to time.

The addition of this term in the cost function has the effect of limiting the derivative control
energy and can be used to reduce the amount of actuator rate limit saturation. Eq. 3.34 is used to form
the augmented cost function:

J =
0

(x„TQx +u
T
Ru

PP	 P	 PP
+i Tt 	Su) dt.

P	 PP
(3.35)

The addition of this extra term in the cost function requires additional terms in the general LQR

00

(3.34)
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solution of Section 3.4.4. The additional terms make use of the equivalence:

= -KC;cp = -KC(A + BKC)xp .	 (3.36)

Eq. 3.34 may thus be written as:

Jd =	 xT( CTKT(A + BKC)TS (A + BKC)KC) x dt.

0
	 (3.37)

Eq. 3.37 is still of the same form as Eq. 3.11 and Eq. 3.12, so that Q can be augmented to include
the additional terms. Alternatively we can express the cost function explicitly for use in other problem

formulations (e.g. multi-objective), i.e

= tr(PdX)'
where Pd is a solution of the Lyapunov matrix equation

	
(3.38)

Pd(A + BKC) + (A + BKC)TPd + CTKT(A + BKC)TSp(A + BKC)KC = 0

the partial derivative of Jd can be calculated using the method of Lagrangian multipliers and matrix

gradient operations (see [27-29 ] and Appendix B):

VJd(K)=2(BTPdAdC+ Dd)
	

(3.39)

where

Dd =Sp KCmAdATc T+c TKTBT)+BKCAd(ATe+cTKTBT))÷	 JBTerKT.,
pftt.,((A +BKC)Ad)) CT,

and Ad is a solution of the Lyapunov equation

Ad(A + BKC)T + (A + BKC)Ad + X0 = 0.
	 (3.40)

The above cost function may also be used in the standard problem using the following augmentations:

Q = Q + CTKT(A + BKC)TS (A + BKC)KC
	

(3.41)

VJ(K) = VJ(K) + D
(3.42)

where

D =S KC((AA(ATCT+CT—T—Tts. D - )+BKCA(ATCT+CTKTBT))+ S KC((A +BKC)A)) CT.

Output Disturbance with Control Derivative Measures
When using derivative measures, in the case of an output disturbance acting on the system, there is a

•direct coupling of the disturbance to the plant input via the matrix D e The cost function and gradient

matrix should therefore be augmented as follows:

J=J + tr(E(y0y0T)DcTSpDc) 	(3.43)

VJ(K) = VJ(K) + 2S pDcYd.	 (3.44)
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3.5.2 Sensitivity Measures
Many authors have considered the reduction in sensitivity for the LQR design (see for instance,

[44-46]). The approach we adopt here is to consider the sensitivity in terms of an additional cost
function which can be added to the general problem formulation or used within a multi-objective design

method. Sensitivity will be considered with respect to the disturbances, initial conditions and plant

matrices. A scalar measure of sensitivity will be obtained using a norm of the sensitivity matrices. This
operation uses the trace operator so that the gradient matrices can be acquired with respect to the

controller parameters. Thus, we will consider a sensitivity measure of the following form :

J = tr fSTES
	

(3.45)

where S is matrix of sensitivity terms and E is a weighting matrix which can be used to address
individual elements or to weight particular elements which have more importance.

The sensitivity matrices (S in Eq. 3.45) that we will be considering are with respect to the initial

condition matrix, X0' 
the disturbance matrices, Xd' Yd' and the plant matrices A B C

P. 
They will

P' P' 

be denoted as W(X0), W(Xd), VJ(Yd), VJ(Ap), VJ(Bp), and VJ(Cp) respectively. The sensitivity

matrices, corresponding to S in Eq. 3.45, can be calculated using gradient operations (see, Appendix B),

giving:

VJ(X0)=P

VJ(Xd)=P

VJ(Yd)=KTBTYdBK

V.I(A )=2PA

VJ(B )=2ACTKT + 2PBKYdK
P „

V.I(C )=2K 'BIA.

Thus, using Eq. 3.45, the cost functions are of the form

.Ixo=tr MEP}

Jxd=tr (PEP)

Jyd=tr ( KTBTYdBKEKTBTYdBK )

JA=tr{2PAEA1i

JB=tr[4(ACTKT + PBKYdK))E((ACTKT + PBKYdT))

Jc.tr f4KTBTAEABK)
(3.47)

by augmenting these equations to the general problem formulation of Prob. 3.2 and using a further set

of gradient operations, it is possible to generate the gradients with respect to K, i.e, VJ(K) where

J=J+Js. . Alternatively, by forming a new Lagrangian, it is possible to find VJ s(K) explicitly for use,

for instance, in a multi-objective problem formulation. It is also possible to derive sensitivity matrices
with respect to the derivative control measures (Eq. 3.34) and the stochastic problem (Section 3.4.2).
These are derived in a straightforward manner using gradient matrix operations (cf. [27-29] and

Appendix B).

It should be noted that when a number of cost functions are being calculated, it is sometimes more
computationally efficient to calculate gradients using a fmite difference method. For poorly conditioned

matrices, this approach may also be more accurate.

(3.46)
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3.6 SERVOMECHANISMS

The purpose of this section is to show the proper formulation of a class of linear control problems

known as tracking or servomechanism problems using integral quadratic measures of control.

Athans [30] has considered the design of PID controllers. Bernstein and Haddad(1987)[36] has
considered tracking for constant gain output feedback controllers. We extend this here to the

generalized two-degree-of-freedom feedforward/feedback controller (with or without integral action).

Davison [32-34] has also considered the servomechanism problem with Full State Feedback but without
consideration to limiting the control energy. We show here how control energy may be limited in order
to avoid actuator saturation by the inclusion of special terms in the cost function.

Recently Arstein and Leizarowitz [35], and Choek et a/ [37] have also considered the
servomechanism problem for the full state feedback case (or using state estimators). We assume here
that not all the states are available for feedback.

The general problem can be described as follows:

Problem Definition: Given the plant description of Eq. 3.1 a reference input y ref which is in the

form of a set of step responses (or filtered steps) must be tracked by the outputs y p. The problem can

be stated as follows:

LQ Servo Problem

minimize J
11 pe 901

00

where J = I ) u	 ) )( Yref-Y)T(2( Yrefl) + (ii -udt
p'T

R( 	 -u
 ref p

0

(3.48)

where yref is the reference input signal to be tracked and uref is the corresponding input which is

required to maintain tracking of yref in steady state.

We do not use the term u TR u in the integral since this would tend to 00 as t-300. This is because
P P P

for most systems it is necessary to apply a constant reference input to the control inputs in order to

maintain tracking.

The approach we adopt here is to consider the problem in two parts: First to design a controller to

maintain uref so that yref is tracked as t-300. This requires the control structure to be either some form

of integral action or for a constant-gain precompensator to be applied to the system so that the d.c. gain

of the closed loop system is unity (or for multivariable systems the unit matrix I). Second, to

minimize Eq. 48 with respect to the control structure being considered.

"CACSD using Optimization Methods" PhD Thesis A.C.W.Grace Univ. of Wales. Bangor. 	 1989 3-18



Fig. 3.8 Two-Degree-of Freedom-Control Structure

Controller

PART 3: Control System Design	 Feedback/Feedforward Controller

3.6.1 Two-Degree-of-Freedom (2DF) Control Structure
We define here a two-degree-of-freedom control structure or generalized feedforward/feedback

controller (see, for instance, Hara and Sugie[38] and also [39-43]). This control structure consists of
both feedforward elements and feedback elements and so is a generalization of all linear control

structures, e.g. PM controllers.

The controller is described by the following equations:

x =A x +B y +B
c	 cc	 cfb ref	 ctr

up = Ccxc, + 
Deferrer+ DcfbY
	

(3.49)

and is shown in Fig. 3.8.

3.6.2 Design Cycle
The first phase of the design procedure is to constrain the compensator to be either a structure with

integral action or to provide the closed loop system with a d.c. gain of unity by using, for instance, a

constant gain precompensator.
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Integral Action
The use of integrators in a control system has long been used as a means to ensure robust steady-

state tracking. The addition of integral action to a system ensures that the system tracks any constant
reference input provided that the closed-loop system remains stable. For the multivariable case, a set of
m integrators (where m is the number of reference inputs) will eliminate steady state interaction
between inputs.

The addition of integral action does have some disadvantages, however, since it may have a
destabilizing effect on the plant and cause a degradation of time response or frequency characteristics.

There is generally a trade-off between the amount of integral action that is applied to the system and
the transient performance that is required.

In order to incorporate integral action the control structure shown in Fig. 3.9 is used

To incorporate integral action into the generalized 2DF controller description of Eq. 3.49 the

control matrices A
c

, B
ab

, Bcff and C
c
 are augmented as follows:

Cc
Cc = Cci

When used as part of an optimization procedure the elements corresponding to the integral feedback
are not free and must be fixed.
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The amount of integral action is controlled by the matrix Cc. This matrix can be allowed to vary

freely with respect to any performance criteria being used, e.g. Eq. 3.48. However Cci should have

bounds on the absolute value of its diagonal elements so that they do not go below a certain threshold

value. This threshold value should be chosen to ensure adequate tracking is achieved even in the presence

of modelling errors, non-linearities or aging effects.

Second Phase: Minimizing the Cost Function
Having ensured that the d.c. gain of the closed loop system is unity through the use of integral

action, the next phase of the design procedure is to minimize (3.48). This can be achieved by converting
the problem to a deterministic one by looking at the final values and initial values of the system,

assuming step response inputs.

To see how this can be done, we first define the closed loop system which is subject to step

responses at t =0:

x = Ax +Bu

u=0

Yref

y=

where -2ti and B are the closed loop system matrices: -A = A+BKC,

(3.51)

=[
BpDcril

Bcff

and 'ref is a set of step responses applied to the input u at t=0.

In order to minimize the cost function of Eq. 3.48 an equivalent deterministic (LQR) regulator

problem is found by considering final values and initial values of the system. Consider initially the
first part of the integral:

re.

= Jo ( Yrer3)r(2( YrerY dt.)

The aim is to find the initial and final values of the closed loop system and to rewrite the problem

in terms of an equivalent LQR problem. Assuming that the closed loop system is stable, then as

t-400, ;-30. Therefore, the final value of x (as t-3 00), xfv can be defined as :

0 =Ax
fv + ''ref

giving xisv = -(2TC1)1Iyref.

Since y=Cpxp , Eq. 3.52 may be written as:

J.	 A-1E
.Yref jip)	 p ‘./	 'ref - xp) dt.

0+

(3.52)
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where at t=0 (3.57)

(3.58)

(3.59)

(3.60)

(3.61)
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Proof

It is to proved here that the cost functions Eq. 3.52 and Eq. 3.54 are identical. An equivalent
deterministic problem is also derived.

First define a state vector of the form:

xs = A-113- Yref xp

The cost function under consideration is:

J=1 xC TQC x dt,
Sp	 PS

0

xs =1-111 Yref

and as	 x
s

—>0.

Defining the state equation (from Eq. 3.55) gives:

x
s

=—A(A By +1)+Eyref	 p	 ref

Since 'ref is a step response then ye ref = 0 for all t> 0, the state equation may thus be written as:

xs

▪

 = Ax + B y
ref

-	

defined for t>0.

The cost function is therefore equivalent to a system which is released from rest and whose initial
conditions are given by:

—1 —
xo = — A B ref	 T3'ref

A similar proof can be used for the cost function:

f
(u

ref
— u

p
)TR(u

ref
— u

p) 
dt

0

since up may be expressed as a function of xp and xe. It should be noted that "ref is arbitrary here and is

put into the cost function so that (uref — up) +0, as t-->00

"CACSD using Optimization Methods" PhD Thesis A.C.W.Grace Univ. of Wales, Bangor. 	 1989 3-22



PART 3: Control System Design 	 SERVOMECHANISMS

Summary
The evaluation of the cost function (Eq. 3.48) for the plant description (Eq. 3.1) is therefore

equivalent to a deterministic problem in which the system is released from rest and whose initial
conditions are given by:

x(0) = — 71-113 yrer
	 (3.62)

Since the initial conditions are dependent on the augmented closed loop plant matrix, A, where

A= A + BKC, then the cost functional, J= tr(PX), is dependent on K. Assuming that the step responses

occur independently, i.e. E(yref)=0, and that there are independent plant disturbances, Ebrd0 )=0, and

output disturbances, E(xdo)=0, then the matrix, X in the general problem formulation (Section 3.3.4),

should be set according to

X = X0 + Xd + KYd A-lilirrefFA-T

where X0= E(x0 xoT), Xd= Ejxd x -T),	 Fr
d	 d=— ` Yd 37d1.) ' Yref= E(Yref Yreir),

and xo, xau	 ''vdO vref are statistically independent.

Using gradient matrices and the method of Lagrangian multipliers, the augmented gradient term is given

by:

VJ(K) = 2(BTPAC + RKCACT) + 2PKTE(y0 yoT) + 2(CA4B gyre vref•1 B T(A-1)TPA-1B)T.l - 
(3.64)

Typically for a multivariable system the step response matrix, YrerE Yregref
T\ should be set

with the identity matrix, I. This assumes that the step responses occur at intermittent intervals of

time and after the transients from previous step responses have died away.

(3.63)
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3.6.3 Servo Derivative Measures
As has been mentioned in Section 3.6.1 limiting the control derivative energy using the integral:

Jd= 1 (.uTS
.
u )dt

0

0.

P P P

	 (3.65)

helps to minimize actuator rate saturation. When applying this to the servomechanism problem there is
an additional term in the solution procedure caused by direct coupling of the input to the plant through
the component Dell., since u is given by:

P

up = Ccxc + Dcerer+ DcfbY*
	

(3.66)

Assuming yrer is defined in terms of the expected value of the norm of a set of step responses, i.e.

yred, then the contribution of Dcff to the cost function (3.65) is given by:Ye El. 3 Treir

tr( YdDeff TSpDcff )	 (3.67)

00

since trt f E(yref8(t)) TW( yref5(0) ) 1 .= tr ( Efyref TyreflW ).
0

Differentiating with respect to Pcff gives:

V.TdDeff). 2 Sp,„.Dar Yrer
(3.68)

"CACSD using Optimization Methods" PhD Thesis A.C.W.Grace Univ. of Wales. Bangor. 	 1989 3-24



xdO
•

Plant :Malrices:

Yd0

61. 41/ yp

Fig. 3.10 Observer Design is Controller Design

z
est

Xp

— Po
'x

err

PART 3: Control System Design 	 OBSERVER DESIGN

3.7 OBSERVER DESIGN

The state observers may also be designed using quadratic measures in a similar way to the design of
LQR or LQG controllers. Observers estimate the states of the plant given statistical information
regarding disturbances acting on the system. It is possible to use an observer together with an adaptive
control strategy which may have advantages over fixed gain control strategies. A 2DF observer of the
form shown in Fig. 3.10 will be considered.

The aim is to minimize xerr, given statistical information about the disturbances, x v
au''(10* The

disturbances xdo and ydo may be modelled as Gaussian or impulse type disturbances as for the LQR and

LQG design approaches. If the disturbances are modelled as filtered disturbances then the matrix
augmentations given in Section 3.5.3 can be used. The observer may also be designed with respect to
statistical information regarding the input, up, and plant initial conditions, Xpo. The integral quadratic

measure to be minimized is of the form:

=	 xp -xest) dt =5 xerr
0	 0

00	 00

(3.69)
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Using the principles developed for the design of output feedback controllers it possible to design the
observers for a range of disturbances (e.g. Gaussian or impulse) and input types (e.g. impulse, Gaussian
or step response models). Since, in the design of a steady-state Kalman-Bucy filter, no information

regarding the characteristics of the input is used, the 2DF observer in Fig. 3.10 may give improved

performance. This is because B cff is generally set to B and Dcff is set to a matrix of zeros in the

Kalman-Bucy filter which may not be the optimal settings, given information regarding the

characteristics of up.

Further research is necessary to develop the problem solution strategies and matrix augmentations

for a range of disturbances and input characteristics.

3.8 MULTI-OBJECTIVE CONTROL SYSTEM DESIGN

Multi-Objective Optimization, and in particular the Goal Attainment method, is a powerful means

of casting multiple and possibly conflicting design requirements into a numerically tractable

optimization formulation (see Section 2.5).

A fundamental problem in CSD is concerned with making the necessary trade-offs between

performance objectives, such as degree of stability, time and frequency response characteristics and how

much control energy to apply in terms of control gains. If too much control energy is applied,

excessive actuator saturation may occur which might lead to destabilization or a degradation of the

performance characteristics. The problem is that, in general, disturbances to the system cannot be

accurately predetermined and are generally stochastic in nature. If disturbance bounds cannot be

estimated accurately then, assuming a linear feedback controller is used, actuator saturation is likely
to occur at some threshold level of disturbance. In many circumstances, a level of saturation is

desirable since it represents slewing of the system which may be appropriate for speed of response or

stability. This is especially true in applications, such as servomechanisms where to achieve optimal
tracking of changing reference input, the system slews initially before locking into the new reference

input.

It is apparent that, while the amount of control gain that should be applied may be the result of a

complicated decision making process, it is important for control energy in terms of magnitude limits

and rate limits to be adjusted in a flexible and interactive manner. Although LQR and LQG methods can

limit control energy through the use of weighting matrices, the weights are difficult to relate to true

control energy constraints and performance measures. The design approach that is used here is therefore

to allow control energy and performance measures to be adjusted independently using the Goal
Attainment method. Integral measures are used to provide control energy restrictions and response

output performance measures. At the end of each design cycle the designer is presented with time
responses resulting from disturbance inputs he has defined in the design. The designer then decides
whether further measures must be used to restrict the control energy or whether a trade-off can be made

for better response characteristics. In this way the designer interacts with the design process giving

preferences and weights to features of the design.

Programming Multi-Objective control problems can be a demanding process that requires the coding

of often large numbers of varied performance criteria. The approach therefore used here is to provide a

general Multi-Objective solution procedure based on integral quadratic measures to which the designer
can add his own. The procedure requires no programming, instead the problem is entered as vectors of

weighting matrices and disturbances which are grouped to form column-wise matrices. The number of

columns in each of the matrices indicates the number of objectives to be applied in the design. The user

may also enter a vectored matrix of different plant models which represent linear models taken at

different operating points. Multi-objective design can then performed with respect to different

operating conditions. Design examples illustrate this process.
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3.9 DESIGN BY EVOLUTION

Practical control problems are often complex and of high-order. In many instances the control

engineer in the early stages of a design may be bombarded with choices regarding control configuration,
disturbance characteristics and design requirements. The control engineer, however, is unlikely to know
the exact design requirements until he has some idea of what can possibly be achieved. Further, posing

complex and large design problem using arbitrary design parameters is likely to result in problems with
the optimization algorithm. This may cause long solution times and local optima instead of the global

optimum.

To overcome these problems an evolutionary design process is used. As the design progresses,
controller complexity, model order and the number of design objectives are increased. Fig. 3.11 shows
how starting with simple objectives and a simple controller the problem is systematically evolved to
incorporate a wider set of objectives and increasingly complex controllers. In a typical design the

problem is posed initially using a low-order linear model, simple objectives such as stability
requirements, and a fixed gain output feedback controller.

Fig. 3.11 Design by Evolution.

The optimization process is aided by using results from previous design phases as starting values for

the next phase. To accommodate an increase in control order and to exploit the solution points from
previous design phases, a method of pole/zero cancellation is used to map the low order controller onto

a higher order controller (see Section 3.4.6). This is then used to restart the optimization cycle.

Through this evolutionary design process the control engineer gains insight and a growing

appreciation of the systems best capabilities, the trade-offs associated with control order and competing
design requirements. Further, since computationally expensive design goals are added later in the design

cycle, this approach serves to reduce the computational burden. Using results from previous design

phases in this way, as opposed to using arbitrary starting values, is likely to improve execution speed

and reduce the likelihood of encountering local minima.
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PART 3: Control System Design	 DESIGN EXAMPLES: Simple Tracking Example

3.10 DESIGN EXAMPLES

A number of design examples will be used to illustrate the design techniques described in the
previous sections.

3.10.1 Simple Tracking Example
We consider here a simple tracking problem taken from Nishilcawa et al.(1984)[48] and also

considered by Eitelburg(1987)[47]. The plant is given by the equations

1 

Gp(s). (1+s)(3+s) 3

	 (3.70)

We demonstrate here an evolutionary design procedure with a number of design phases. Fig. 3.12 shows

how both the controller complexity and performance measures are systematically evolved in order to
view the trade-offs between different performance measures and control structures The design approach

which we will demonstrate here has 7 design phases. In the first phase a controller is designed using a

proportional output feedback controller using only a scalar performance measure of control and output

energy terms. In the later stages of the design a high order feedforward controller is designed using a
multi-objective optimization strategy.

Fig. 3.12 Evolutionary Design Phases
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PART 3: Control System Design 	 DESIGN EXAMPLES: Simple Tracking Example

Phase 1 Output Feedback Controller

We consider initially an output feedback controller shown in Fig. 3.13 below.

The precompensator Pp is required in order to make the closed loop DC Gain equal to unity in order that

the output tracks the input. Using a cost function of the form:

yref-y)
2 + (u -u__)2dt,

J•00=	 ref
0

where 'ref was taken to be a unit step response and uref is arbitrary to ensure the integral is finite.

Starting at a value of K=O Pp=1, a controller of Kp=-0.1973, Pp=1.1973 was found after 8 function

evaluations and 3 gradient evaluations giving J=1.3001. The output and step responses are shown in

Fig 3.14 below.

It should be noted that while this controller appears to give a good output response, it demands

that the actuators reach a level of 1.1973 at t=0. Obviously in this situation such a demand would cause

actuator saturation which might cause unwanted non-linear effects. Further, the tracking depends on the
model of the plant being totally accurate since any deviation of the plant or controller parameters will

result in a loss of tracking. A better control regime is one that uses integral action.

(3.71)

Fig. 3.14 Step Response for Output Feedback
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PART 3: Control System Design	 DESIGN EXAMPLES: Simple Tracking Example

Design 2 PI Controller

We now consider a PI controller shown in Fig. 3.15 below.

The proportional and integral parameters Kp and K1 where found in order to minimize the cost function

in Eq. 3.71. Since the integral action has the effect of adding an open loop pole at the origin, it was

necessary to find a stabilizing controller before the optimization could commence. This was achieved by

using a minimax optimization routine in which the eigenvalues of the closed system are moved to a

sufficient distance into the left half plane. A stabilizing controller was found to be Kp=-0.2644,

K1=0.2807 giving 3=4.747. The optimal controller was found after 13 function evaluations and 5

gradient evaluations to be Kp=-1.7746, K1 =1.1973 and 3=2.175. The step response is shown as the solid

line in Fig. 3.16.

Design 3 Derivative Measures

We can see how the effect of integral control puts less demands on the actuators than that of Design 1.
A further measure which can be used to stop actuator rate saturation is to add derivative control

measures to the cost function. Consider a cost function of the form

I ‘,\2 ,. („	 u \2	 • 2J = j ( yrefj , , ,uref--p, + u dt
13

An optimal controller for this cost function was found after 14 function evaluations and 5 gradient

evaluations to be Kp=-1.1290 and K1 =0.7804 with J=3.1645. The step response is shown as the dashed

line in Fig. 3.16. We see how this response places less demand on the actuator rates although there is a

trade-off in the speed of response.

(3.72)

Fig. 3.16 Step Responses For Two PI Controllers
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PART 3: Control System Design	 DESIGN EXAMPLES: Simple Tracking Example

Design 4 Feedforward Controller

We now consider a feedforward PI controller of the form:

The optimal control values starting with F=0 and the Kp=-1.7746 and K1 =1.1973 for the two cost

function were found to be :

Cost function 1 (Eq. 3.71): Kp=-0.24551, K1 =2.1516e-4, F=1.2452 J=1.2815 after 122 function

evaluations and 60 gradient evaluations this is shown as the solid line in Fig. 3.18. Note, this design is

approaching that of the output feedback design. This causes the slow convergence in the optimization
routine as the pole corresponding to the integral action moves towards the origin, creating a marginally

stable system. This stresses the importance of using derivative control measures or by ensuring lower

bounds on the variable K1.

Cost function 2 (Eq. 3.73): Kp=-0.53387, K1 =0.41699 F=0.66392 J=2.1006 after 17 function

evaluations and 6 gradient evaluations this is shown as the dashed line in Fig. 3.18.

Although this controller demands that the actuators react quickly initially, it does not have the
disadvantage of the output feedback controller in that yref is always tracked even In the presence of

model uncertainties and non-linear effects.

Fig. 3.18 Step Responses For 2DF PI Controllers
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Goal Attainment Formulation
minimize y

subject to: fi(K) -	 1

f2(K) - lOy

/3(K) - lOy

10

10
(3.74)

PART 3: Control System Design 	 DESIGN EXAMPLES: Simple Tracking Example

Designs 5-7 Two-Degree-of Freedom(2DF) Controllers using Multi-objective Optimization

In the case of the two-degree-of-freedom control structure the input reference, ref' 
is fed forward

to both the controller as well as directly to the plant input. The control structure as depicted in
Fig. 3.9 is used. A multi-objective design approach using a vector of objectives, f, is used. The objectives

are follows:

=(Yref-Y)2dt 12 = P

CO

urecup)2dt 13 = 542
dt

0	 0	 0

For higher-order controllers we consider relaxing the control energy terms (f2f3) in order to achieve a

faster speed of response. We therefore set the goals fi *=1, f2*=10, f3*=10. In order to achieve the same

percentage under or over achievement of the active objectives we set the weights w 1 =1, w2=10, w3=10

(see eqn.(2.54) resu ting in the following NP problem

In order to stop the integral term, C i tending to zero it was bounded with the constraint C i � 0.1.

A 2DF P11) controller gave a solution of f1 =0.8871, f2=1.4691, 13=8.8710 with r-0.1129 indicating

that at least an 11.29% improvement of the original goals was achieved. The active constraints were

reported to be A and 13 showing the restriction on faster control is the derivative control energy term.

The solid line in Fig. 3.19 shows the time response for the 2DF PID controller.

Using the evolutionary mapping technique and canonical form described in Sections 3.5.5 and 3.5.6

higher-order controllers were designed. Only very small improvements were achieved for each increment

in control order. For instance, a fourth order controller gave a result of f i=0.8735, f2=1.5528,

f3=8.7352 with r-0.1269 and superimposed as the dashed line in Fig. 3.19. Only 1.4% improvement

was obtained using the fourth order controller over the PID controller, this is due to the restriction of

control derivative energy and also because the plant is non-oscillatory and of relatively low-order. The

controller matrices are given in Appendix B.

00	 CO

(3.73)

1.5
Plant Ou ut Res onse Control Response

0.5

5	 10	 0	 5	 10

Time(sec)	 Time(sec)

Fig. 3.19 Step Responses For 2DF PID and 2DF Fifth Order Controllers
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PART 3: Control System Design	 DESIGN EXAMPLES: GVAM Design Porblem

3.10.2 Generic VSTOL Aircraft Model (GVAM) Tracking Example
In this example we consider a Generic Vertical Short Take-Off and Landing (VSTOL) Aircraft

Model (GVAM) [49] supplied by RAE, Bedford. A linearized 10 state model is used which includes

both the aircraft dynamics as well as the engine dynamics. A 200 knots flying operating point is

considered in which the problem of tracking step demands in the upward velocity (VKD) and the
airspeed (VTKT) is considered. The uncontrolled aircraft state space matrices are given in Appendix B.

Again we demonstrate an evolutionary design procedure with six design phases as shown in Fig. 3.20
Initially we consider the design of a PI controller with simple output and control measures. In later
stages of this design a 2DF PID with partial state feedback is considered using multi-objective
performance measures.

Fig. 3.20 Design Phases for GVAM Example
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PART 3: Control System Design	 DESIGN EXAMPLES: GVAM Design Porblem

Design 1: PI Controller
In the first design phase a PI controller was designed using a cost function of the from J

= J1+J2	 (3.75)

where J 1 is the cost function for a step demand in VKD (y 1 ) and given by
r o.

= jo ( 1-Y 1
)2 

+ (uref1-u1)
2
+ ( y2)2

 + (uref2-u2)2 dt

and J2 is the cost function for a step demand in VTKT (y2) and given by

= f
o
 ( Y2

)2 
+ (uren-u1)2+ ( 1-y2)2 + (uref2-112)2 dt

where u represents the longitudinal stick demand (ALONG) and u2 represents the throttle

demand (ATHROT).

API controller was designed giving J=3.2902 and the following control gains:

D [ -0.4309 -0.0326]
c	 0.0168 0.1286	

[ 0.1904	 0.0039
-0.0162 -0.0835

corresponding to the control structure in Fig. 3.9.

Fig. 3.21 shows the step responses for two step demands in VICD and VTKT. The left hand graphs

are the output responses for a step demand in VICD, while the right hand graphs are for a step demand in

VTKT. The solid line in the top two graphs represents the output being controlled, while the dashed
line represents the output for which it is desired to remove interaction. For the control response the

solid line in the left hand graph is ALONG while the dashed line is ATHROT (and vice-versa for the

right hand graph).

(3.78)
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Design 2: Feedforward(2DF) PI Controller

In the second phase of the control design a feedforward(2DF) PI controller was designed. Using the
control structure in Fig. 3.9 a controller was designed for the cost function (Eq. 3.75). A solution was
found giving J=2.113 and the controller gain matrices equal to:

	

D [ -0.3236 0.0020	 c	 [ -0.0 121 -0.1021	 D	 [ 0.3313 0.0069
c	 0.0337 0.0890	 ci	 -0.0276 -0.0039	 cfr -0.0009 -0.0892	 (3.79)

•

It is clear that the addition of feedforward considerably reduces the value of the cost function. The step
responses are plotted in Fig. 3.22. We see that the addition of feedforward has the effect of increasing

the speed of response. The trade-off is in the actuator rate demands. In the next design we penalize the
rate demands by adding a control derivative term to the cost function.

0.4
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0.2

0.1

0

-0.1

Control Response 0.05

-0.05
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Control Response

.........

..........

.. ........
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Fig. 3.22 GVAM Responses Using 2DF PI Controller
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PART 3: Control System Design 	 DESIGN EXAMPLES: GVAM Design Porblem

Design 3: Derivative Control Measures

In order to minimize actuator rate saturation we include the terms

co
2 .Jd = f Cu i) + (u2)2 dt

0

to both J 1 in Eq. 3.75 and J2 in Eq. 3.76. Using the same 2DF PI control structure as in Design 2 a

controller was designed giving J=2.2692. The control gains were found to be as follows

	

D = [ -0.3244 0.02281	 c =[	 0.0272	 -0.0847 ] D	 [ 0.2668 -0.0151]
c	 0.0300 0.0806	 ci	 -0.0209 0.0095	 cfr -0.0024 -0.0847

•

The step responses are plotted in Fig. 3.23. There is less actuator rate demand although only a marginal
difference in the step response characteristics.

(3.80)

(3.81)
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Design 4: Feedforward(2DF) PID Controller

By incrementing the control order using the mapping technique described in Section 3.5.6 a
feedforward(2DF) PID controller was designed. The solution was found to occur giving J=2.253 and the
controller gain matrices equal to:

D . [0.3149
c	 0.0297

Ac= [ -0.3249 ]

0.0150 ]
0.0824

0 .0345

Cel-0.00631

.c	 [

-
0.0006

-0.0236

B frc

-0.0762 1
0.0132

['-0 0039

D	 [
cfr=

-0.0005]

ci
-0.01 480.2572

-0.0005	 -0.0870
]

Bcfr—	 ['-0 0039 -0.0005

(3.82)

1

The step responses are plotted in Fig. 3.24. The effect of increasing the order of the controller only
marginally improves the cost function. This is because of the restriction in the control derivative
measures. In the next design we consider relaxing the control constraints by considering a multi-
objective formulation. In this design each of the eight responses in Fig. 3.24 are treated independently.
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fi = f ( yre(y)2dt
0

12= Furec11p)2dt
0

13 = fi12 dt
0

(3.83)

Goal Attainment Formulation
minimize

subject to: f1(K) -	 1

f2(1() - y 1

•
f12(K) - 7 �

(3.84)
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Design 5: Multi-objective Design using Feedforward(2DF) PI Controller

Each of the control objectives will now be considered independently using a Goal Attainment
formulation. We use vector of objectives, f, consisting of:

The objectives are used on the four input/output combinations, giving a vector of 12 objectives. For
demonstration purposes we set the goal vector !' all equal to ones and the weighing vector w all equal
to ones. This is equivalent to a minimax problem. The problem formulation is shown in (3.84). The
results are tabulated in Table 3.1 where the response numbers 1 and 2 are for step demands in VICD and
VTKT respectively.

Table 3.1

PI —3°'

Reap. No. y

Output

11

Control

12

Der.	 Centro.

13

1
V1CD

DEMAND

V1CD

1.0600
ALONG

0.2985
ALONG

1.0600
VTKT

0.9864
ATHROT
0.0217

ATHROT
1.0600

2
VTICT

DEMAND

VTICT

1.0600
ATHROT

0.0223
ATHROT

0.5878
V1CD

0.4636
ALONG
0.0940

ALONG
1.0600

The value of y at the solution was y=0.060 indicating a 6% under-achievement in the active
objectives. The active objectives are emboldened in Table 3.1 and are the barriers to further improvement
in the objectives. Step responses are plotted below in Fig. 3.25.

Ste	 .Res from In ut 1	 1.5	 Ste Res • from In ut 22 

5

Time(sec)

0.5

-0.5
10	 0

Fig. 3.25 GVAM Responses Using 2DF PID Controller
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The 2DF PID controller was found to be

D = r 65.5402
c	 L 243.879

A= [-138.7459C

6.6771
23.403

C C

c = r -0.0160
ci	 L -0.1858

446.29921 B
L-59.7450 J	 c

-0.23621
-2.5823 J

[561.1617

D	 _ r 0.5652
cfr L -0.0573

51.0555 Bar

-0.5679 1
-0.3145 J

[-0.1212 -0.0051
(3.85)

Design 6: Partial State Feedback

It is often the case that a number of states (although not all) are available for feedback. In this
example we consider the possibility of feeding back pitch rate (state 2) and the engine fan
speed (state 8). Using the same objectives as for Design 5 a controller was designed giving the objectives
values shown in Table 3.2 and the control gain matrices (Eq. 3.86)

Table 3.2
C = [ 0.0345 -0.0762

ci	 -0.0236 0.0132P1 -)-

Reap. No.Y

Output

f1

Control

f2

Der.	 Contro'

13

1
VKD

DEMAND

VKD

1.0399
ALONG

0.2655
ALONG

1.0399
VTKT

0.6144
ATHROT
0.0096

ATHROT
0.7087

2
NrcKr

DEMAND

VTKT
0.0676

ATHROT
0.0122

ATI-1ROT

0.3059
VICD

0.5830
ALONG
0.0101

ALONG
0.9992

D = [ -0.3149 0.0150 1
c	 0.0297 0.0824 J

D	 I- 65.7097 7.0398 -0.8281 1.0667 1
cIT L 243.7259 24.1664 -0.2819 0.6452J

A= [ -138.4329]

B=	 [ 561.6161 50.3773 0.2279 -0.3759]

C 1-0.00631
- [ -0.1516 -0.1053]	 c 0.0006JBcfr (3.86)

The results indicate a 3.99% under-achievement for the active objectives (emboldened in Table 3.2) over
the original goals. The step responses are shown in Fig. 2.26 showing a faster response speed of response
and less actuator demands over using only output feedback.

Fig. 3.26 GVAM Responses Using 2DF PID Controller
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3.10.3 F4C Multi-Model Example
In this example we consider the control of the longitudinal motion of a McDonnell-Douglas F-4C

fighter aircraft as described in Heffley and Jewel [501 and considered by ICreissehneier and
Steinhauser ([51] using a vector performance index. We consider designing a single fixed-gain controller
for four extremal flight conditions. The longitudinal motion of the aircraft is modelled by a third
order system of the form:

t

[

all	 a12	 bb	 a1 1[ se

a21	 a22

00 Tic

0	 0	 0	 i 20
(3.87)

where i) is the pitch rate, a is the (incremental) angle of attack,
ri is the (incremental) elevator deflection
and the input variable is Ti c (incremental elevator command).

The model represents a short period motion description of the aircraft plus a first order actuator

system. The variable that we will consider controlling in this example is the pitch rate, A. Fig. 3.27
shows the flight envelope for the aircraft and the four operating points taken at different combinations
of altitude and velocity. The aircraft data for au, bi. are given in Appendix B:

Altitude (feet)

MachNumber

Fig. 3.27 Flight envelope of the McDonell-Douglas F-4C Phantom

We consider designing a 2DF controller with integral action as depicted in Fig. 3.9. Three
performance objectives for each of the four flight conditions were used of the form

•	 •
fl	 eref 8)2 dt 12 =	 o1cref-T1C)2dt h	 Inc2 dt

where fi is a measure of the speed of response, f2 is measure of actuator magnitude demands and f3 is a

measure of actuator rate demands. Initially we design a controller using a scalar weighted sum of the
objectives for flight condition 1.

(3.88)
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Design 1- Single Objective PI Control

Problem: minimize{ J =11 +410 f2 +3!0 f3 ) for flight condition 1. The weights were chosen to reflect
subsequent weights to be used in the multi-objective design.

Table 3.3
PI--) .

_Op. Pointy

Output

fl

Control

12

Der.	 Control

13
Key to Fig.3.24

0 0.4220 0.2827 3.8154

0 0.2763 0.2446 0.7563 • 	

0 0.3094 3.3487 1.7534

0 0.5217 91.2583 5.2523 .	 -	 •	 -.	 -.	 -.

A solution to this problem was found giving J==0.5563 and the controller gains:

De
2.1594	 Ccr-4.6988

	
(3.89)

corresponding to the control configuration in Fig. 3.9. The cost functions are displayed for the othef
flight conditions in Table 3.3. The step responses are shown in Fig. 3.28 corresponding to the key given
in Table 3.3. While this design appears to give reasonable output time responses, it requires excessive
elevator demand for flight condition 4 (emboldened in Table 3.3). Such a demand will cause actuatot
saturation which will lead to non-linear effects, integral wind-up and possible instability. We
therefore move to a multi-objective design approach in which the objectives (in Eq. 3.77 are treated as
part of a Goal Attainment formulation..

Pitch Rate Output Response To Step Input1.2

.... ......... • •..............
•••• .... 	

......

0.8 ............... .....	 ........ .. •......... ....
..........

0.6

............. .............. ........

0.4 .. •

............
........

0.2 ............... .... . .• ........ ...........

0.5	 1	 1.5	 2	 2.5	 3	 3.5

Fig. 3.28 Output Responses for PI Controller
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Design 2- Multi-objective PI Design

For each of the four flight conditions we set the goals fe=1, f2*=40, f3*=30 giving a total of 12

constraints. We set the weights w 1=1, w2=40, w3=30 for each flight condition to achieve the same

percentage under- or over-achievement in the active objectives. The control gains were found as follows
for a PI controller

Dc=2.7389	 Cc1=-16.3120
	

(3.89)

The results are shown in Table 3.4 for the 12 objectives
Table 3.4

pi	 -311.-

0p. Pointy

Output

fi

Control

f2

Der.	 Contro.

f3

0 0.2462 1.2457 47.4413

0 0.0961 0.1365 8.4780

0 0.1382 2.7818 21.5464

® 0.1330 63.2550 17.9042

The multi-objective design has reduced the magnitude actuator saturation for flight condition 4.
The trade-off is a degradation in the output response as shown in Fig. 3.29 and an increase in actuator
rate demands for Design 1. The active objectives are emboldened in Table 3.4 . These are the barriers to

further improvement in the goals. The optimization routine reported a value of y=0.5814 (58% under-
achievement in the active objectives over the original goals). In order to gain improvement in the
objectives higher-order 2DF controllers were designed using the evolutionary mapping technique
described in Section 3.5.6.

Pitch Rate Output Response To Step Input

1.2

1

0.8

0.6

0.4

0.2

0
0	 0.5	 1	 1.5	 2	 2.5	 3	 3.5	 4
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PART 3: Control System Design	 DESIGN EXAMPLES: F4C Nonlinear Problem

Design 1- Multi-objective 2DF High Order Controller Design

Using an evolutionary design procedure a third order controller with integral action was designed
which gave the results shown in Table 3.5 and the output response as shown in Fig. 3.30

Tab e 3.5
PI-0...

Op. Point Y

Output

11

Control

12

Der.	 Contra::

f3

0 0.9452 1.3913 28.3572

0 0.5818 0.2329 28.3572

0 0.6580 1.3241 5.4897

0 0.4082 37.8096 17.3380

The active objectives are emboldened in Table 3.5 indicating the barriers to further improvement in the

objectives. The optimization gave a value of 7.-0.0548 showing that at least a 5.48% improvement has

been achieved over the original goals. The controller gain matrices corresponding to Fig. 3.9 are:

Ac=

Cer-59.5207

0	 0 -11.4783
1	 0 -107.3589
0	 1	 -20.2031

Pc
1
0
0

Dar -0.5469
Ben.=

De=3.7731

Cc=. [-50.9844	 11.8382 -12.6933]

-0.6844
1.4632
0.2469

(3.90)

Increasing the controller order again gave marginal improvement in the obj ectives (a 6% improvement

over the original goals was achieved using a sixth order controller). The small improvement in

performance in practice would not justify the use of such a high order controller.
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PART 3: Control System Design	 REVIEW

3.11 REVIEW

The aim of this part has been to present a control design methodology which can produce practical

realizable controllers. In order to achieve this a theoretical basis has been established which incorporates

a number of design options, disturbance types and controller configurations. The design of a 2DF
controller with integral action has been focussed on. This has been used to design controllers for a

number of different examples. For more efficient solution and better understanding of the problem an

evolutionary design technique has been used. In the later stages of this process multi-objective
optimization has been used to address problems such as reduction of interaction in multivariable
systems, actuator rate limits and the design of fixed gain robust controllers for nonlinear systems
using multiple operating points.
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CONCLUSIONS	 CACSD

This thesis has presented a diverse yet unifying approach to Control System Design, ending with
control examples which demonstrate how an effective control structure together with multi-objective

design criteria is capable of producing practically realizable controllers covering a wide range of
performance specifications. As this thesis has been fairly broad in nature, conclusions and suggestions
for further research are given for each of the three main subjects.

CACSD

In Part 1 further evolution of a package such as MATLAB was considered. Various changes to the
package were suggested including data structure aspects, inter-process communication facilities,
compilation facilities, etc. It is apparent that MATLAB is a very powerful language for many types of
mathematical problems and it has the potential to replace languages such as C and FORTRAN as a high-
level language for numerical development. Already MATLAB is a proving a very useful tool for
numerical algorithm development, however there is a trade-off in computational efficiency when

compared to C or FORTRAN. If MATLAB is to become the next major numerical programming

language, it is imperative that a compiler is written for it. The compiler will be in the form of a
translation facility to C or FORTRAN code which will require a kernel database handler as well as a

communication link to the MATLAB environment. Although a compilation facility is important, it

requires a joint effort on the part of software companies and other workers to set standards and to

undertake the necessary development.

Another very important concept which was discussed was the desirability of the integration of

software. Ideally, all packages would be able to communicate freely to each other and on all machines.

Much of current software development has been concerned with meeting this ideal with techniques such
as cross-compilation, data transfer mechanisms and inter-process communication methods.

Unfortunately in this domain, there is no panacea to resolve the fundamental problems of

communication between programs and computers. Integration of software needs to be tackled using a
pragmatic approach so that special requirements can be addressed.

One such area in which integration of software could be tackled would be for MATLAB to link

easily and simply to other numerical libraries. A solution to this problem was suggested which required

the development of a simple linking and compilation program. Such a project would provide MATLAB

with a powerful interface to FORTRAN and C subroutines, and numerical libraries.

An example of a utility in which integration is troublesome is in the area of optimization software
where the optimization program needs to communicate freely with the routine supplying objective

functions and constraints. The problem here is one of speed since optimization programs often require

large amounts of data to be transferred at high rates of transmission. This is due to the iterative nature

in which the routines are called. It is therefore difficult to link optimization code to design

environments such as MATLAB without directly inter-linking the packages via the source code. This

motivated the direct linking of a FORTRAN version of MATLAB to a an optimization package, ADS.

While this proved a useful and effective optimization tool it lacked the support of Pro- and

PC-MATLAB versions in terms of graphics and other utilities. This prompted the development of a
MATLAB Optimization Toolbox which could be directly integrated into the MATLAB environment.
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OPTIMIZATION

In Part 2 optimization methods were discussed for a number of different types of problem
formulation. Methods which are generally considered robust and iteratively efficient identified and
implemented as a number of routines coded in the MATLAB command language. These routines form a
MATLAB Toolbox which has possible wide ranging applications.

SQP was highlighted as a state-of-the-art method for Non-linear Programming. Further efficiencies

for the SQP method could be achieved by using an active set strategy so that the gradients of all the
constraints are not required at every major iteration (dill). Such a strategy would reduce the number of
constraint gradient calculations for some problems significantly. This would make the possibility of
considering semi-infmite problems using discretization strategies viable (cf.[2]).

A number of minor changes could also be made to the Quadratic Programming solution in order to
improve the efficiency of the SQP method. One possible improvement would be to use updating

factorizations of the projected Hessian matrix in the solution of the QP sub-problem in Section 2.7.2 as

suggested in [3]. However, such procedures carry an overhead in terms of more coding which is likely to

result in a beneficial trade-off only for larger problems.

Multi-objective optimization was discussed and the Goal Attainment method was introduced as a

convenient method for solving problems with conflicting design requirements. Algorithm

improvements were proposed to the SQP method and implemented as part of the Optimization Toolbox.
Further research is necessary to develop other multi-objective methods and methods for statistical
design in which the system operates with a level of uncertainty (cf.[4]).

CONTROL SYSTEM DESIGN

The Control System Design methodology described in Part 3 uses integral quadratic measures of
control to design a wide range of performance requirements. Many design options and disturbance types

were considered and cost functions were derived. The examples show that control design is possible

using three basic measures of control, the output energy, the control energy and the derivative control

energy. The designs were carried out using an evolutionary design procedure, which in the later stages

used a multi-objective problem formulation to address the objectives independently. A two-degree-of-

freedom (2DF) control structure was used to improve design characteristics over conventional feedback
controllers. A mapping technique enabled good starting values to be found for higher order controllers

reducing both the computation time and the likelihood of encountering local minima. Using the multi-

objective approach it was demonstrated how to design controllers for plants with multiple operating

conditions (i.e. nonlinear) permitting the design of robust fixed gain controllers.

The overall design approach has many far many reaching applications which could be further

investigated. The design of optimal observers is also seen as an area of further research using this

approach. Software for the design methods has been written as a general purpose code in the MATLAB

command language. In order to incorporate a large number of design options the code is not particularly
efficient for certain problem formulations. Further work is necessary to improve the efficiency of the

algorithms by writing specific routines which exploit the characteristics of specific problem types.

However, at present the routines remain a very flexible set of routines for general purpose Control

System Design.
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REVIEW

Overall this thesis has presented a viable and attractive way to perform Control System Design and

other types of engineering optimization. The aim has been to provide a set of tools using the MATLAB
environment which are accessible to a wide user group of control engineers and other workers. The
methods employed have been chosen for their effectiveness and have been founded on well established

mathematical theory. Control System Design methods have been used employing integral quadratic
measures of control. The theory has been extended to include servomechanisms, output disturbances and
a two-degree-of-freedom control structure.

Further areas of research have been suggested within the areas of CACSD, Optimization and
Control System Design. These consist of both minor improvements to existing methods and new
research areas which encompass broad aspects of the design approach.
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Optimization Toolbox: Contents
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in f(X) subject to :	 5 0):	 [x,paraj=constr(x,f,g,para)Constrained Optimization: mX

Goal Attainment: min y s.t.: F(X) - W.i	 GOAL : [x,para]=attaingoal(x,f,goal,w,para)
X,T

an max F(X) subject to : G(X) 0 : [x,para1=minimax(x,f,g,para)
X

OPTIMIZATION TOOLBOX: Overview

The Optimization Toolbox is a set of easy-to-use routines for solving optimization problems. It
consists of a set of MATLAB m-files which implement a number of non-linear programming
algorithms. The principle routines are as follows:

The routines are designed to work with scalars, vectors and matrices. Matrices are indicated by upper-

case bold letters, vectors by lower case bold letters and scalars by plain letters.

All the routines except lp and qp are called on an iterative basis by a user-defined function, a script

file or by the user. The optimization routines do not call any user-supplied functions. Instead, the

information in terms of functions evaluations and any available gradient information is supplied to the

optimization functions at each iteration. This means that the optimization may be interactively

interrupted in order to update or change the problem formulation or optimization parameters. It also

gives the user freedom over program structure and helps to promote modularity.

Emphasis has been placed on ease-of-programming. The intention has been to provide a set of robust

and iteratively efficient set of routines. The routines are ideal for complex problem solving and for

design applications involving non-linear objectives. All the main routines are supported by graphics

facilities which consist of graphical monitoring of both the design variable location and the function
values. This is performed using contour plots and x-y graphs.

Default optimization parameters are used extensively, these may be changed by the user through the

vector para. Gradients when needed are calculated using a finite difference approximation method unless

they are supplied using the optional variable grad.
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Unconstrained Example

PARA = 0;	 % Initialize Optimization Parameters
X = [-1,1];	 % Initialize Design Variables
while PARA(1) -= 1	 % Check Termination Parameter

F=exp(X(1)) * (4*X(1) A2 + 2*X(2) A2 + 4*X(1)*X(2) + 2*X(2) + 1); 	 % Evaluate F
[X,PARA] = unconstr(X,F,PARA);	 % Call Optimizer recursively

end

OPTIMIZATION TOOLBOX: A Tutorial

In this section the use of the Optimization Toolbox will be presented through examples. Although

only the functions unconstr and constr will be considered, the features described below apply to all

the optimization routines (attaingoal, minimax, minimaxabs, leastsq and solve). The only difference
between the routines is in the problem formulation and the termination criteria.

Unconstrained Optimization
Consider initially the problem of finding a set of design variables [x1 ,x2] to minimize the

following function:

f(X) = CX1 (4X12 2X22 4X1X2 2X2 + 1))	 (1)

A solution to this problem can be found by typing in the following commands, entering them in a
script file or as part of a user-defined function.

This routine is contained in the script file testunconstr2.m and may be run as a demonstration or
used as a template for writing other optimization problems. Executing this script file gives the
following solution after 49 iterations.

F
3.1158e-12
=
0.5000 -1.0000

At each iteration the function unconstr returns new values for the design variables [x1,x2].

Function evaluations for this new point must then be evaluated and passed back to unconstr. Notice that
we have to make an initial guess on the design variables [x 1 ,x2] which may affect both the number of

iterations and the value of the solution point should there exist a number of local minima. In the

example above X has been initialized to [-1,1j.

There is also a variable para which must be passed to unconstr. This is a vector of optimization
parameters which may be used to change the characteristics of the optimization solution procedure. It

contains values such as termination tolerances and algorithm choices. The first element of para is used
for control flow. Initially this is set to zero, to ensure initialization of the optimization procedure. If

no other values are specified for para a vector of default parameters is returned. When sufficient

termination criteria have been met (see Reference Manual) the optimizer returns: para(1)=1. More
about changing the default settings later.
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Constrained Example

PARA = 0;
	

%Initialization

X = [-1,1];
while PARA(1)--.1
	

%Check Termination

F = exp(X(1))*(4*X(1)^2 + 2*X(2)^2 + 4*X(1)*X(2) + 2*X(2) + 1); %Evaluate F

G(1) = 1.5 + X(1)*X(2) - X(1) - X(2);
	

%Evaluate Constraints

G(2) = -X(1)*X(2) - 10;
[X,PARA] = constr(X,F,G,PARA);

	
%Call Optimizer recursively

end

and gives the following solution after 37

Appendix A	 Optimization Toolbox: TUTORIAL	 Adding Constraints

Adding Constraints
Suppose now we wish to add inequality constraints to the problem in (1) giving a problem of the form:

min (ex1(4x12+2x22+4x1x2+2x2+1))
X ix2

subject to the constraints : 1.5 + x 1 x2 -x1 -x2 � 0

x 1x2 - 10 � 0
(2)
This can solved using the function constr in the following set of commands:

This problem is found in the file testconstr2.m
iterations:

F=
0.0236

G=
1.0e-13 *
0.0489 -0.5151

x=
-9.5474 1.0474

User-Supplied Gradients
The above problem solution procedure uses a method to systematically perturb each of the design

variables in order to estimate the function and constraint gradients. The problem can be solved more
accurately and efficiently if we supply analytic partial derivatives of the function and constraints. This is

done by introducing an additional argument, grad, in the function call to constr. The first column of

grad contains the partial derivatives of the objective function, f(X), with respect to x. The next
columns contain the partial derivatives of the constraints in order of location. When the constraints, G,

are in the form of a matrix then the i+/th column of grad refers to the ith constraint of G when it is

arranged as a column-wise vector using the command G(:). Gradients are only required when the

optimizer returns para(1)=2. Thus problem (2) with analytic gradients can be programmed as:
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Optimization Toolbox: TUTORIAL	 User-Supplied Gradients

User-Supplied Gradients

PARA = 0;	 tY0Initialization

X=[-1,1];
while PARA(1) —=1	 %Check Termination

if PARA(1) == 2	 %Calculate Analytic Gradients If Needed

TEMP=exp(X(1))*(4*X(1)^2+2*X(2)^2+4*X(1)*X(2)+2*X(2)+1);
grad= [TEMP + 4*exp(X(1)) * (2*X(1) + X(2)), X(2)-1, -X(2)

4*exp(X(1))*(X(1)+X(2)+0.5), X(1)-1, -X(1)];
%Otherwise Calculate F and Gelse

G(1) =1.5 + X(1)*X(2) - X(1) - X(2);
G(2) = -X(1)*X(2) - 10;

F = exp(X(1)) * (4*X(1)^2 + 2*X(2)^2 + 4*X(1)*X(2) + 2*X(2) + 1);
end

[X,PARA] = constr(X,F,G,PARA,grad);	 %Call Optimizer

end

This is contained in the file testconstr3.m and gives the following result after 12 function

evaluations and 12 gradient evaluations.

F=
0.0236

G=
1.0e-12*
-0.2558 0.2558

x=
-9.5474 1.0474

Gradient Check
When user-supplied gradients are available, the user has the option of checking these, in the first few

evaluations of the optimization process, with a set calculated using finite difference evaluation. This is
particularly useful for detecting typing or other errors in either the objective function or the gradient

calculation. It can also be used in other applications where the numerical evaluation of partial derivatives

is required.

If such gradient checks are required then para(1) should be initialized with the value -1. The first

cycle of the optimization is then concerned with checking the user-supplied gradients. If they do not

match within a given tolerance the user is informed of the discrepancy and is given the option either to

abort the optimization or to continue.

The routines may also be used to evaluate the gradient (partial derivatives) at a point without

performing any optimization. If this is the case then para(1) should be initialized with -2. The gradient

is then returned as a third argument in the input parameter list to the optimization function e.g.

[X,PARA,GRAD] = unconstr(X,F,PARA).
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Bounded Example

PARA = 0;
X = [-1,1];
while PARA(1) —= 1

F=exp(X(1))*(4*X(1)^2+2*X(2)A2+4*X(1)*X(2)+2*X(2)+1);
G(1)=1.5 + X(1)*X(2) -X(1) -X(2);
G(2)=-X(1)*X(2)-10;
[X,PARA]=constr(X,F,G,PARA,zeros(X),[ ]);

end

%Add Bounds

Appendix A	 Optimization Toolbox: TUTORIAL 	 Adding Bounds

Adding Bounds
Suppose we wish to restrict the variables to be within certain limits. This can be achieved by using

the bounded syntax of the appropriate function. For constr the syntax is as follows

[X,PARA] = constr(X,F,G,PARA,VLB,VUB);

or [X,PARA] = constr(X,F,G,PARA,VLB,VUB,GRAD);

Where VLB and VUB contain lower and upper bounds on the variables. Thus the commands to restrict
the variables in problem (2) to be greater than zero can be written as:

Generally VLB and VUB should be of the same size as X although the routines will also accept

smaller sizes and will assume the undefined variables to be unbounded. Notice in this example that since

there are no upper bounds we have passed down the empty matrix [ ]. This can also be done for lower

bounds and for the constraint variable, G. Thus constr can also be used as an unconstrained optimization

routine.

The above program is coded in testconstr4.m and gives the following solution after 7 iterations:

F=
8.5000e+00

G=
0 -1.0000e+01

=
0 1.5000e+00

Note that when we express lower bounds on the design variables then we must also express upper

bounds on the variables although either may be set to the empty matrix as in the above example. This is

so that constr can distinguish between the syntax for when user-supplied gradients are given,

[X,PARA]=constr(X,F,G,PARA,GRAD), and when only bounds are supplied,

[X,PARA]=constr(X,F,G,PARA,VLB,VUB). Alternatively we can express bounds using linear

inequality constraints. This may be more appropriate when there are only a few bounded variables i.e.

Upper Bound: xi _s`UB

Lower Bound: xi � L,13

should be written as : -x • + U < 0B—

should be written as: 	 • - LB < 0•
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Equality Constrained Example

PARA(13)=1;	 %Set para(13) to the number of equality constraints.
X=[-1,1];

while PARA(1)-=1

F=exp(X(1))*(4*X(1)^2+2*X(2)^2+4*X(1)*X(2)+2*X(2)+1);

G(1)=X(1)+X(2);	 %Evaluate Equality Constraint in first element of G
G(2)=1.5 + X(1)*X(2) -X(1) -X(2);

G(3)=-X(1)*X(2)-10;

[X,PARA]=constr(X,F,G,PARA); 	 %Call Optimizer

end

Appendix A	 Optimization Toolbox: TUTORIAL	 Equality Constraints

Notice, in the above problems, that the more constrained and bounded the problems have been, the
less function iterations have been required. This is because the optimization can make better decisions
regarding steplength and regions of feasibility than in the unconstrained case. It is therefore always
wise to bound and constrain any problem whenever possible to promote a fast convergence to the
solution.

Maximization
The optimization functions (uncosntr,constr,attaingoal,minimax, minimaxabs, leastsq) all

perform minimization of the objective function(s), F. Maximization is achieved by supplying the

routines with -F.

e.g. for	 max f(X) subject to: G(X) � 0 use: [X,PARA]=constr(X,-F,G,PARA)
X

Greater Than Zero Constraints

The Optimization Toolbox uses constraints of the form g i �0. Greater than zero constraints can be

expressed as less than zero constraints by multiplying them by -1. I.e. if constraints of the form g1�0

are required then this is equivalent to the constraint -gi .�0.

e.g. for min f(X) subject to: G(X) �. 0 use :[X,PARA]=constr(X,F,-G,PARA)
X

Equality Constraints

Equality constraints are expressed in the first few elements of the matrix G. Para(13) must be initial-
ized with the number of equality constraints. For example, a program which adds the constraint
x 1 +x2=0 to problem (1) is as follows:

This is coded in the script file tesconstr5.m and produces the following solution after 13
iterations:

F=
1.8951e+00

G=
-4.2633e-14 8.5265e-14 -8.5000e+00

x=
-1.2247e+00 1.2247e+00
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2	 Termination 1

3	 Termination 2

4	 Termination 3

5	 Main Algorithm

6	 Direction Algorithm

7	 Search Algorithm

8	 Attainment Factor

9	 Display

10 Function Counter

11 Gradient Counter

12 Constraint Counter

14 Max Iterations

15 Finite Differencel

Appendix A	 Optimization Toolbox: TUTORIAL Changing The Default Settings

Changing The Default Settings
The vector para contains a number of parameters which are used in the optimization routines. If on

the first call to an optimization routine any of the elements of para contain a zero or if they are not
defined (i.e. empty) then a set of default parameters is generated. The default parameters may be

overridden by giving them any non-zero elements. This may be done either during the optimization cycle
or on initialization. Some of the parameters are calculated using factors based on, for instance, problem

size or convergence during the optimization (e.g. steplength). Many of the parameters are also
dependent on the specific routine being used and are documented more fully in the reference manual,
however, a general description of the parameters is as follows:

NO	 DEFAULT	 DESCRIPTIONFUNCTION

To initialize set para(1)= 0. Termination is indicated when para(1)=11	 Control Flow
is returned from the optimization routine. When gradients are required
then para(1)=2 will be returned, otherwise function and constraints
evaluations should be performed.

le-4 Termination criterion which is a measure of the worst case precision
required of the design variables following convergence. N.B. The
optimization will not terminate until all termination criteria have
been met.

le-4 Termination criterion which is a measure of the precision required of
the objective function following convergence.

le-7 Termination criterion whose function varies depending on routine
being used. In constr it is a measure of the worst case constraint
violation which can be accepted

0	 Used to select the main optimization algorithm used in the routines.

0	 Changes the search direction algorithm to be used.

0	 Changes the line search algorithm to be used.

Measure of performance. In the goal attainment and minimax routine
it contains an attainment factor.

2	 Controls how much output is given during the optimization
cycle.	 1 displays nothing. 2 displays some results. 3 displays all
results. 4 may be used as a Debugging Mode.

Function evaluation counter.

Number of function gradient evaluations or finite difference gradient
calculations.

Total number of constraint gradient calculations or finite difference
gradient calculations.

Number of equality constraints. Equality constraints should be put in
the first few elements of the variable G.

100n Maximum number of iterations allowed. Termination is indicated by
returning para(1)=1. The default is to set para(14) to 100
multiplied by the number of design variables.

le-4 Factor used in working out finite difference gradients. Used to
multiply last change in x to get the perturbation levels. Default le-
4. For larger differences set to e.g. .0.1.

Minimum change in variables for finite difference gradients. Defaults:
Constrained Optimization le-7. Unconstrained Optimization le-10.

13 Equality Constraints 0

16 Finite Difference2	 -
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17 Finite Difference3

18 Step length

19 Graphics

Changing the Default Settings

PARA(2)=1 e-8; PARA(3)=1e-8;

X=[-1,1]; end
while PARA(1)—.1

F=exp(X(1))*(4*X(1)^2+2*X(2)A2+4*X(1)*X(2)+2*X(2)+1);
[X,PARA]=unconstr(X,F,PARA);

end

%Change Termination Parameters

Appendix A	 Optimization Toolbox: TUTORIAL Changing The Default Settings

0.1 Maximum change in variables for finite difference gradients.

Step length parameter. Generally on the first iteration this is set
conservatively to a value of 1 or less depending on the gradients.

0 Turns graphics facilities on(>0) or off(0). The value of para(19)
Indicates the type of plot required. Set to 1 for a performance
monitoring graph. Set to 2 for a contour plot. Set to 3 for an
isometric plot Set to 4 for a contour plot, an isometric plot and an
on-fine performance plot on the same screen.

The default parameters can be changed in a number of ways, either before the initialization or during

the running of the optimization cycle. An example of how to change the termination criteria in problem

(2) to le-8 might be

The above code is contained in the file testunconstr6.m and gives the following solution after 63
function evaluations:

F=
2.1965e-14

x=
0.5000 -1.0000
To get on-fine help for the meanings of the parameters enter the command help setpara. To get a set

of default parameters use the command: para=setpara([ ]).
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Speeding Up The Optimization
The optimization routines use quite a lot of internal parameters in order to use information form

previous iterations. This is temporarily stored to the file, tempoptim.mat, at each iteration. If file

access is slow this may increase the total run-time of the optimization cycle. In order to avoid this the

option is available to use global variables. This also has the advantage that at the end of the optimization
the user may inspect internal parameters which may give useful information for educational or diagnostic

purposes. In order to use global variables enter the command optimglob at the beginning of each session

(or in your startup.m file). It is also necessary to use this command after every use of clear.
Alternatively this command may be used as the first line in every optimization script file e.g.:

Adding Global Variables

optimglob	 %Set Up Global Variables
PARA=0;
X=[-1,1];
while PARA(1)-.1

F=exp(X(1))*(4*X(1)^2+2*X(2)^2+4*X(1)*X(2)+2*X(2)+1);
[X,PARA]=unconstr(F,X,PARA);

end

The use of global variables is highly recommended for reasons of execution efficiency. However, in
certain cases it may be advantageous to store the variables to file at every iteration, for instance, it may

be necessary to investigate how a background job is progressing in which case this can be done by loading

the last saved version of tempoptim while the background job is still executing. The global variables

have been named with capital letters and a G_ preceding each variable so that it is highly unlikely that

this will coincide with other variable names.

The global variables are as follows:

G_MATL G_MATX G_PCNT G_STEPMIN G_SD G_GCNT G_OLDF G_GRAD G_HOW
G_CHG G_LAMBDA G_GLOBFLAG G_LAMBDABEST G_XBEST G_FBEST

There are also a number of global variables associated with the graphics facilities they are follows:

G_MESH G_GPARA G_M DX G_MDY G_GXCNT G_GYCNT G_CONTOURS G_GSX
G_GSY G_AXIS G_M ESHC G_AXIS2

Of particular interest is the string variable G_HOW which contains a complete history of the

optimization cycle. Another variable G_HESS contains an estimate of the Hessian matrix at the

solution point.

Storing The Results
At the end of every optimization all relevant data is stored to a diary file called optimdata so that

the results can be inspected at a later date. This allows the optimization to be run as a background

process which may be more appropriate for large problems (e.g. when the number of design variables is

greater than 20).
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Graphics Facilities
All the main routines are supported by graphics facilities which are invoked simply be setting

para(19) to an appropriate value on the first call to the optimization routine. The options for the
graphs consist of a contour plot, an isometric (mesh) plot and/or on-line performance plots. The
selection is achieved through para(19) which is set accordingly:

para(19)=1	 gives performance monitoring plot(s).

para(19)=2	 gives a position monitoring contour plot.

para(19)=3	 gives an isometric(mesh) plot of the objective function and/or constraints.

para(19)=4	 gives all of the above plots on the same screen.

When using the graphics facilitates global variables must be set up using optimglob. This is for
reasons of execution efficiency. If they are not set the user will be informed and the program will
abort. When plotting facilities are requested then the user is prompted for the necessary information to
determine plotting parameters. This information is put in a global variable called G_GPARA which

may be altered. Alternatively this information can be directly entered into G_GPARA by setting the
elements with the following information.

Element of G GPARA	 Description

1	 x-axis element variable for contour plot e.g. for x(3) set G_GPARA(1)=3.

2	 y-axis element variable for contour plot e.g. for x(2) set G_GPARA(2)=2.

3	 minimum value for x-axis variable on contour plot.

4	 maximum value for x-axis variable on contour plot.

5	 minimum value for y-axis variable on contour plot.
6	 maximum value for y-axis variable on contour plot.

7	 minimum value for objective function monitor plot.

8	 maximum value for objective function monitor plot.

9	 minimum value for constraint plot (log scale).

10	 maximum value for constraint plot (log scale).

11	 estimated maximum number of iterations to be displayed on plot.

12	 number of subdivisions on contour plot for each axis.

13	 position on screen for contour plot e.g. 111 is all of screen 221 is first
quadrant.

14	 position on screen for isometric plot.

15	 position on screen for function performance plot.

16	 position on screen for constraint performance plot.

17 when set to 1 the last generated mesh and inputted axis information is used
for subsequent plots. When set to 2 a new mesh is generated but using the axis
information in the elements of G_GPARA. These settings are useful when
trying different starting values for the same optimization problem.

18-20	 internal parameters. (18=used as indicator for termination of contour plotting,
19=number of constraints, 21=last iteration count for last plotted point)

G_CONTOURS is another global variable associated with the plotting which is either a scalar

containing the number of contours or a vector containing precise values for the contours.

G_GPARA(17)=1 allows the same contour and axis information to be used on subsequent cycles

without recalculation of the contour values.
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Example

Consider the doubly constrained problem below which is in the script file testconstr16.m:.

Graphics Example

optimg lob	 %Set up global variables
if -exist('PARA'), PARA(19)=4; else PARA(1)=0; end 	 %Set up PARA

if -exist('X') ,X=[2,4]; end
while PARA(1)-.1

F=100*(X(2)-X(1)^2)A2+(1-X(1))^2;
0(1).(X(1))*(X(1))-0.3*(X(2)-2)*(X(2)-2)-0.01;
G(2)=0.5*(X(1))*(X(1))+(X(2)-2)*(X(2)-2)-2;
[X,PARA]=constr(X,F,G,PARA);

end

We have used the exist command in this routine in order to change the settings after a first running.

After executing this code the user is prompted with information regarding the way the graphs are

plotted. Here is a typical input:

Minimum value of x(1) = ? -2

Maximum value of x(1) = ? 2

Minimum value of x(2) = ? -1

Maximum value of x(2) = ? 4

Number of contour points to be taken for each axis(e.g. 10) ? 30

Enter the number of contours you want displayed

- alternatively enter a vector containing contour values: exp(2:2:20)

Maximum likely number of iterations (e.g. 100) ? 50

Minimum function value for plot ? 0

Maximum function value for plot ? 10

Give exponent (10^exp) for the minimum constraint value for plot ? - 10

Give exponent (10^exp) for the maximum constraint value for plot ? 2

Having entered this information the contour points are evaluated by the optimization routine. An

isometric plot of the objective function is then displayed and the user is given the prompt:

Rotate ? (1=left,r=right, u=up, d=down, q=quit, 0=fun, 1,2..=constraint):

Options (I,r,u,d) have the effect of rotating the plot in increments of 10 degrees. When constraints
exist entering a number greater than zero produces an isometric plot of the respective constraint which is

plotted in place of the objective function, this may then be rotated. Entering 0 brings back the plot of

the objective function. Typing the option q ends the isometric plotting phase. The remaining graphs are

then displayed and the optimization begins. Points are then plotted as the optimization progresses. The

above settings gave the following results and graphs.

Results after 51 iterations:
X = -7.2831e-01 6.8289e-01
G = 2.0841e-12 1.0418e-12
F= 5.3113e+00
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x1

Fig 1: Graphics Output For Constrained Optimization Problem

The isometric plot is that of the objective function. The contour plot is that of the objective function

and the constraints (dense contours). The constraints contours are only displayed for infeasible values
and are displayed densely to indicate the area of infeasibility. The starting point of the Optimization
cycle is at the point [2,4] at the top right-hand corner of the contour diagram. The path of the solution is

represented by the dotted line which is plotted at the completion of each major iteration. The above
example illustrates the ability of the optimizer to locate the feasible region despite the small gap

between the constraints with which it must pass in order to enter the bottom part of the feasible
region. However, it also illustrates a fundamental problem in optimization and that is the location of

the global minimum in the face of a non-convex solution boundary. Consider what happens when we

start the optimization problem from the opposing side of the contour diagram. We can use the contour

points from the last plot and make the contour diagram fill the whole screen using the following

commands:

PARA(19)=2

X=[-2,4]

G_G PARA(17)=1

testconstr16

%Set graph parameter to just plot contour diagram

%Reset X to new point.

%Tell graphics routine to use last evaluated set of contours

%Start optimization
Executing these instructions gives the following solution and graph:
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Results after 52 iterations:
X = 7.2831e-01 6.8289e-01
G = 3.3983e-12 1.6982e-12

F= 2.3980e+00

Contour DiagramStart
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Fig 2: Global Minimum Location

The minimum located form this starting point has a function value which is less that achieved from

the original starting point. This stresses the importance of trying different starting values when it is

suspected that there may be a number of local minima.

Interrupting The Optimization
The optimization can be aborted at any time using the key sequence ctrl-C. All the optimization

functions have the advantage that if you are running the optimization from a script file or through

keyboard entered commands then no information will be lost on aborting. One option is therefore to set

very high stopping tolerances in the optimization formulation and to abort the optimization when the

results are satisfactory. In this way the user may interact with the optimization cycle and make changes

to the optimization problem at will.
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Appendix A	 Optimization Toolbox: TUTORIAL	 Common Problems

Common Problems
'The routines may only give local solutions, it is therefore necessary to try the optimization form a

number of different starting points if global solutions are sought.

•If the routines do not converge check that you have not posed an infeasible problem.

' The routines make use of finite difference gradients if they are not user-supplied. It may therefore be
necessary to interpolate all discrete functions such as time and frequency responses to avoid excessive

errors in the gradient evaluation. This can be achieved using the spline function or any other

interpolation method.

' Sometimes the optimization may give values for which it is impossible to evaluate F and G, such as

the evaluation of a time response when the system is unstable. It is therefore necessary to properly

bound the design variables or to give a large positive value to F and G when infeasibility is encountered.

'The function to be minimized must have continuous first and second derivatives. However, some

success may be achieved for certain classes of discontinuities if the finite difference parameters are

adjusted to appropriate values.

'The optimization routines do not provide for the case when the variable X can only take on discrete

values, however, some success may be achieved by resetting the global vector CHG at each iteration.
This variable corresponds to the finite difference gradient perturbation levels for the matrix X

multiplied by para(15) i.e. For each variable indexed by i a partial derivative is calculated by perturbing

X using the following formula : xk+i = xk + iX = xk + CHG(i) *para(15) where para(16) < Ax <

para(17).
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MAIN ROUTINES

unconstr	 unconstrained optimization

constr	 constrained optimization

attaingoal	 multi-objective goal attainment

minimax	 minimax optimization.

leastsq	 least squares optimization

solve	 non-linear equation solver

lp	 linear programming

€1P	 quadratic programming

Appendix A	 Optimization Toolbox: REFERENCE 	 Common Problems

OPTIMIZATION TOOLBOX
Reference

This section contains detailed descriptions of the main OPTIMIZATION TOOLBOX functions. The

routines contained in this section are as follows:

UTILITY ROUTINES
setpara	 parameter settings and help

optimglob
	

sets up global variables
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Purpose:
Solves unconstrained optimization problems.

Synopsis:
[x,para]=unconstr(x,f,para)
[x,para]=unconstr(x,f,para,grad)

Description:
Unconstr minimizes a scalar objective function of the form:

min	 f(X)
X

Values of the scalar function f(X) must be supplied to unconstr on an iterative basis. Values of X

are returned at each iteration and a new value of f(X) must be evaluated. X may be a scalar, vector or a

matrix.

Upon initialization para(1) should be set to 0. If other values for para are not supplied then

unconstr returns default parameters (see Tutorial). Unconstr returns a value of para(1)=1 when the

optimization has terminated following sufficient convergence or when the number of iterations exceeds

para(14). The optimization will terminate successfully following convergence if the precision of X at a

minimum is within the tolerance given by para(2) (default: le-4) and the objective function is
estimated to be within the tolerance given by para(3) (default: le-4).

If the optional variable grad is not supplied gradients are calculated using a finite differences

approximation.

Example:
.Find values of X which minimize: 100* (x2_/(12 )2 (1-x 1 ))2 starting at the point [-1.2,1 ];

PARA=0;	 %Reset Optimization Parameters
X=[-1.2,1];	 %Initialize Design Variables
while PARA(1)-.1	 %Check Termination Parameter

F=1 00*(X(2)-X(1)^2)A2+(1 -X(1))"2;	 %Evaluate F
[X, PARA]=unco nstr(X, F, PARA); 	 %Call Optimizer

end	 •

This program is contained in the script file testunconstr1.m and gives the following solution after 132

iterations:

8.8348e-11

x=
1.0000 1.0000

Limitations:
The function to be minimized must be continuous. Unconstr may only give local solutions.

Algorithm:
The default algorithm is a quasi-Newton method. Setting para(5)=1 implements the simplex

method of Nelder and Mead[2] and programmed by S.Hancock (gradients should not be supplied when

using this method). If a quasi-Newton method is used then the default algorithm for updating the

approximation of the Hessian matrix is the BFGS[3-6] formula. The DFP[7,8] formula which avoids

direct calculation of the inverse Hessian, may also be selected by setting para(6)=1. A steepest descent

is selected by setting para(6)=2 (although not recommended). The default line-search algorithm
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(para(7)=0) is a safeguarded mixed quadratic and cubic polynomial interpolation and extrapolation

method. Safeguarded cubic interpolation is the default line-search algorithm (para(7)=1) when

gradients are supplied.

See Also:
setpara, optimglob
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Purpose:
Solves constrained optimization problems.

Synopsis:
[x,para]=constr(x,f,g,para)
[x,para]=constr(x,f,g,para,grad)
[x,para]=constr(x,f,g,para,v1b,vub)
[x,para]=constr(x,f,g,para,v1b,vub,grad)

Description:
Solves the constrained problem of the form:

f(X)

gii(X)50, i=1, ...,m 1 j=1, ..., m2

vlbk/	vubki	 k=1,	 /=1, ..., n2

Values of the scalar objective function, f(X), and constraints, G(X), must be supplied to constr on

an iterative basis. Values of X are returned at each iteration and new values of f(X) and G(X) must be
evaluated. X and G(X) may be a scalars, vectors or a matrices.

Upon initialization para(1) should be set to 0. If other values for para are not supplied then constr

returns default parameters (see Tutorial). Constr returns a value of para(1)=1 when the optimization

has terminated following convergence and when all the termination criteria (para(2:5)) have been met or

when the number of iterations exceeds para(14). Para(2) is a measure of the precision required of X

before the optimization will terminate (default: le-4). Para(3) is a measure of the precision required of

the objective function at the solution (default: 1-4). Para(4) indicates the maximum constraint violation
that can be tolerated before the optimization will terminate (default le-7).

Gradient information, if available, need only be supplied when para(1)=2. The first column of grad

should contain the gradient of f(X) ; the remaining columns should contain the gradients of G(X) . To
change default settings and for more information refer to Tutorial.

Lower and upper bounds on the design variables are set using the optional variables vlb, vub which

may also be empty. Equality constraints should be put in the first few elements of g and para(13)

should be set with the number of them (see Tutorial).

Example:
Find values of X which minimize: -x 1 x2x3 ,

subject to the constraints: -x 1 - 2x2 - 2x3 0,

x 1 + 2x2 + 2x3 � 7

PARA=0;
X=[10,1 0,1 0];
while PARA(1)—=1

F =-X(1)*X(2)*X(3);
G(1)=-X(1)-2*X(2)-2*X(3);
G(2). X(1)+2*X(2)+2*X(3)-72;
[X,PARA]=constr(X,F,G,PARA);

end

starting at the point X=[10,10,10]

%Reset Optimization Parameters
%Initialize Design Variables

%Check Termination Parameter
%Evaluate F

%Evaluate Constraints

%Call Optimizer
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This program is contained in the script file testconstr1.m and gives the following solution after 39
iterations:

F=
-3.4560e+03

G=
-7.2000e+01 -3.8654e-12

x=
2.4000e+01 1.2000e+01 1.2000e+01

Algorithm:

Constr uses a Sequential Quadratic Programming(SQP) method. In this method a Quadratic

Programming (QP) sub-problem is solved at each iteration. An estimate of the Hessian of the Lagrangian

is updated at each iteration using the BFGS formula (see unconstr ref.[3-6]). A line search is performed

using a merit function similar to that proposed by Han[1] and Powell[2,3]. The QP sub-problem is

solved using an active set strategy similar to that described in Gill and Murray[4].

Limitations:
The function to be minimized and the constraints must be continuous. Constr may only give local

solutions.

See Also:
setpara,optimglob

References:
[1] Han, S.P, A Globally Convergent Method For Nonlinear Programming J. of Optimization
theory and Applications Vol 22. 1977 pp.297.

[2]Powell, M.J.D., The Convergence Of Variable Metric Methods For Nonlineary Constrained
Optimization Calculations, in Nonlinear Programming 3, ed. 0.L.Mangasarian, R.R. Meyer and
S.M.Robinson (Academic Press) 1978.

[3]Powell, M.J.D. A fast algorithm for nonlineary constrained optimization calculations,
Numerical Analysis, ed. G.A. Watson, Lecture Notes in Mathematics, Springer Varleg, Vol. 630,
1978.

[4]Gill, P.E., Murray, W., and Wright M.H. Practical Optimization, Academic Press, London,
1981.
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min y
X,y

vlbki 5 lin 5 vubid

f ii(X) - wity 5 goalu i=1,...,m1 j=1,..., m2

k=1,	 /=1, ..., n2

Appendix A	 Optimization Toolbox: REFERENCE	 attaingoal

Purpose:
Solves the Multi-Objective Goal Attainment[1] problem.

Synopsis:
[x,para]=attaingoal(x,f,goal,w,para)
[x,para]=attaingoal(x,f,goal,w,para,grad)
[x,para]=attaingoal(x,f,goal,w,para,v1b,vub)
[x,para]=attaingoal(x,f,goal,w,para,v1b,vub,grad)

Description:
Attempts to make a matrix of objectives, F(X), attain a matrix of goal values, GOAL, by solving

the problem:

The objectives, F(X), may not reach the required goals in GOAL (under-attainment) or may be

better than the goal values (over-attainment). The amount of under- or over-attainment can be

controlled by setting the variable W. If the objectives are desired to be less than the objectives, then set

W=abs(GOAL). If it is desired for the objectives to be greater than the goals, then set W.-abs(GOAL).

This will ensure the same percentage under or over-attainment of the active objectives. For hard
constraints set w1=0.

If it is desired for a number of the objectives to be in the neighbourhood (or equal) to the goals then

set PARA(13) with the number of objectives for which this is required. Such objectives should be

partitioned into the first few element of F. W should be set to GOAL (or -GOAL) which will ensure

the same percentage of over or under-attainment over the required values. The variables GOAL, W, F(X),

may be scalars, vectors or matrices of equal size, they should be supplied to attaingoal on an iterative

basis. Para(8) contains the value of y.

Attaingoal returns a value of para(1)=1 when the optimization has terminated following sufficient

convergence or when the number of iterations exceeds para(14). Para(2) is a measure of the precision

required of X before the optimization will terminate (default le-4). Para(3) is a measure of the

precision required of the objective function (para(8)) at the solution. Para(4) indicates the maximum

constraint violation that can be tolerated as a function of y before the optimization will terminate

(default: le-7).

If the optional variable grad is not supplied, gradients are calculated using a fmite differences

approximation. Set para(1)=0 on first iteration or to re-initialize. To change default settings, such as

termination criteria, refer to the Tutorial. Gradient information, if available, need only be supplied when

para(1)=2. The first columns of grad contain the gradients for the respective elements of F(X) with

respect to X. Lower and upper bounds on the design variables are set using the optional variables vlb,

vub which may also be empty.
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Example:
A system requires its eigenvalues to lie on the real axis in the complex plane to the left of the

points [-1,-3,-3]. A proportional output feedback controller is to be designed with restrictions on the

control gains not to exceed a value of 4 or be less than -4. The plant is a 2-input 2-output, open loop

unstable system which is given in terms of a state space description (A,B,C matrices). A set of goal

values for the closed loop eigenvalues are initialized as,GOAL=[-1,-2,-3]. To ensure the same percentage

under or over attainment in the active objectives at the solution the weighting matrix, W, is set equal to

abs(GOAL). Starting with a controller, X40,0;0,0], the problem is coded as follows.

PARA(1)=0;	 %Initialize

optimglob	 %Use global variables for faster execution
A=[-0.5 0 0; 0 -2 10; 0 1 -2]; B=[1 0; -2, -2; 0 1]; C=[1 0 0; 0 0 1]; 	 %Plant Matrices
X=zeros(2);	 %Initialize controller matrix
GOAL=[-1 ,-2,-3]	 %Set goal values for the eigenvalues
WEIGHT=abs(GOAL)	 % Set W to give same percentage under or over-attainment
VLB=-2*ones(X); VUB=2*ones(X); 	 %Set upper and lower bounds
while PARA(1)-=1	 %Check Termination Parameter

F=sort(eig(A+B*X*C)) I ;	 %Evaluate Objectives
[X,PARA]=attaingoal(X,F,GOAL,W,PARA,VLB,VUB);	 %Call Optimizer

end

This program is contained in the script file testattaingoa11.m and gives the following solution
after 85 iterations.

The attainment factor PARA(8) ..-0.3865

F =
-6.9313 -4.1588 -1.4099

x=
-4.0000 -0.2564
-4.0000 -4.0000

The set of active constraints is:
12

Discussion
The attainment factor indicates that each of the objectives has been over-achieved by at least 38.63%

over the original design goals. The set of active constraints indicates those objectives which are barriers

to further improvement and for which the percentage over-attainment is met exactly.

In the above design the optimizer tries to make the objectives lees than the goals. For a worst case
problem in which it is desired for the objectives to be as near as possible to the goals then PARA(13)

should be set with the number of objectives for which this is required.

Consider the above problem where it is desired that the eigenvalues be equal to the goal values. A

solution to this problem is found by adding a line to the beginning of the above program:

PARA(13)=3;

On execution of this program the following results were obtained after 49 iterations.

The attainment factor PARA(8) =4.0409e-23
F =

-1.0000 -3.0000 -5.000
x=

-1.5785 1.2185
-0.4028 -2.9215
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In this case the objectives have tried to match the goals. The attainment factor of 4.0409e-23
indicates that the goals have been matched exactly (within a tolerance of 4.40409e-21%).

Notes
These types of problem are often non-convex and the solution is dependent on the starting values

given for the variable X. When the objectives and goals are complex then attaingoal tries to achieve the

goals in a least squares sense.

Algorithm:

Attaingoal uses the same algorithms as constr with modifications similar to those described in [3].

The choice of merit function is set using PARA(7). The default is to use the merit function of Han[2]

and Powell[3]. An exact merit function together with a modified Hessian (see [5] and [6]) can be used by

setting PARA(7)=1. The exact merit function method tends to be more robust than the method

proposed by Han and Powell but suffers from slower convergence in a number of examples.

Limitations:
The objectives must be continuous. Attaingoal may only give local solutions.

See Also:
setpara, optimglob .

References:
[1]Gembicki, F.W., Vector Optimization for Control with Performance and Parameter Sensitivity
Indices', Ph.D. Dissertation, Case Western Reserve Univ., Cleveland, Ohio, USA, 1974.

[2] Han, S.P, A Globally Convergent Method For Nonlinear Programming J. of Optimization
theory and Applications Vol 22. 1977 pp.297.

[3]Powell M.J.D. A fast algorithm for nonlineary constrained optimization calculations, Numerical
Analysis, ed. G.A. Watson, Lecture Notes in Mathematics, Springer Varleg, Vol. 630, 1978.

[4]Fleming, P.J., and Pashkevich, A.P, Computer Aided Control System Design using a Multi-
Objective Optimisation Approach', Control '85 conference, Cambridge UK, pp. 174-179.

[5]R.K.Brayton, S.W.Director, G.D.Hachtel, an L.Vidigal, A new algorithm for statistical circuit
design based on quasi-Newton methods and function splitting, WEE Trans. Circuits Syst., Vol.
CAS-26, pp. 784-794, Sept. 1979.

[6]Grace A.C.W., Computer-Aided Control System Design using Optimization Techniques, Ph.D.
Thesis, Univ. Of Wales, Bangor. 1989.
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Purpose:
Solves minimax optimization problems.

Synopsis:
[x,para]=minimax(x,f,g,para)
[x,para]=minimax(x,f,g,para,grad)
[x,para]=minimax(x,f,g,para,v1b,vub)
[x,para]=minimax(x,f,g,para,v1b,vub,grad)

Description:
Attempts to minimize the worst case values of the matrix, F(X), by varying X:

mxin [max (fde(X))	 •	 d=1,	 e=1,

gii(X)�0,	 i=1,	 j=1, ..., m2

vlbki	X/ �. vubki	 k=1,	 ni 1=1, ..., n2

Values of the objective matrix, F (X), and constraint matrix, G(X), must be supplied to constr on an

iterative basis. Values of X are returned at each iteration and new values of F(X) and G(X) must be

evaluated. X, F(X), G(X) may be a scalars, vectors or matrices, G(X) may be the empty matrix.

If it is required to minimze the worst case absolute value of F, (i.e. minimax abs(F(X)) )then set

PARA(13) with the number of objectives for which this is required. Such objectives should be

partitioned into the first few element of F(X).

Upon initialization para(1) should be set to 0. If other values for para are not supplied then

minimax returns default parameters (see Tutorial).Mirtimax returns a craw of para<t)=3. when the

optimization has terminated following sufficient convergence or when the number of iterations exceeds

para(14). Para(2) is a measure of the precision required of X before the optimization will terminate

(default: le-4). Para(3) is a measure of the precision required of the objective function at the solution.

Para(4) indicates the maximum constraint violation that can be tolerated before the optimization will

terminate (default: le-7).

Gradient information, if available, need only be supplied when para(1)=2. The first columns of

grad should contain the gradients of F(X) ; the remaining columns should contain the gradients of

G(X). To change default settings and for more information refer to the Tutorial. Lower and upper

bounds on the design variables are set using the optional variables vlb, vub. Equality constraints should

be put in the first few elements of g and para(13) should be set with the number of them (see
Tutorial).

Example:
Find values of X which minimize the maximum value of [f1,f2,f3,f4,f5]

where f =2x +x -48x -40x +304 f =-x -3x f	 + x -18 f .-x -x	 f =x +x -81	 2	 1	 2 ,	' 2	 1 2' 3 - 2 1	 4	 1 2, 5 1 2

starting at the point x=[0,0]
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PARA=0;
X=[0.1,0.1],
while PARA(1)—.1
F(1)=2*X(1)^2+X(2)^2-48*X(1)-40*X(2)+304;
F(2)=-X(1)-3*X(2);
F(3)=X(1)+3*X(2)-18;
F(4)=-X(1)-X(2);
F(5)=-8+X(1)+X(2);
[X,PARA]=minimax(X,F,[],PARA);
end

%Reset Optimization Parameters
%Initialize Design Variables

%Check Termination Parameter
%Evaluate Objectives

%Call Optimizer

This program is contained in the script file testminimax1.m and gives the following solution after 29
iterations.

F=
0.0000 -16.0000 -2.0000 -8.0000 0.0000

x=
4.0000 4.0000

Notes
The worst case absolute values of the elements of F can be minimized by setting PARA(13) with

the number of elements for which this is required. They should be partitioned into the first few

elements of F.

For example consider the above problem in which it is required to find values of X which minimize

the maximum absolute value of [f 11f2 ,f3 ,f4 ,f5]. This is solved by adding as the first line

PARA(13)=5;

On execution of this program the following results were obtained after 39 iterations.

F =
10.7609 -10.7609 -7.2391 -9.4382 1.4382

x=
8.7769 0.6613

Algorithm:

Attaingoal uses a Sequential Quadratic Programming algorithm as for constr. The. choice of merit

function is changed by setting PARA(7). The default is to use the merit function of Han[2] and

Powell[3]. An exact merit function together with a modified Hessian (see [1]) can be used by setting

PARA(7)=1. The exact merit function method tends to be more robust than that proposed by Han and
Powell but suffers from slower convergence in a number of examples.

Limitations:
The function to be minimized must be continuous. Minimax may only give local solutions. Minimax
does not allow equality constraints to be expressed.

See Also:
setpara, opt imgiob

References:
[1]R.K.Brayton, S.W.Director, G.D.Hachtel, an L.Vidigal, A new algorithm for statistical circuit
design based on quasi-Newton methods and function splitting, IEEE Trans. Circuits Syst., Vol.
CAS-26, pp. 784-794, Sept. 1979.

[2]Madsen K. and Schjaer-Jacobsen H., Algorithms for worst case tolerance optimization, IEEE
Trans. Circuits and Systems, Vol. CAS-26, Sept 1979.
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Purpose:
Solves Non-linear Equations.

Synopsis:
[x,para]=solve(x,f,para)
[x,para]=solve(x,f,para,grad)

Description:
Finds roots of algebraic non-linear equations of the form:

fii(X)= 0

Values of F(X) must be supplied to solve on an iterative basis. Values of X are returned at each

iteration and new values of F(X) must be evaluated. X and F(X) may be a scalars, vectors or matrices.

Upon initialization para(1) should be set to 0. If other values for para are not supplied then solve
returns default parameters (see Tutorial).

Solve returns a value of para(1)=1 when a root has been found or when the number of iterations

exceeds para(14). Para(3) indicates the precision with which a root is required (default le-7).

Gradient information, if available, need only be supplied when para(1)=2. The columns of grad

should contain the gradients (partial derivatives) of F(X) for each element of X. If the optional variable

grad is not supplied gradients are calculated using a fmite differences approximation.

Example:
Find a matrix X which satisfies the equation; X*X*X= [1, 2 ; 3, 4]; starting at the point X=[1,1;1,1].

PARA=0;	 %Reset Optimization Parameters
X=ones(2);;	 %Initialize Design Variables
while PARA(1)-=1	 %Check Termination Parameter

F=X*X*X[1,2;3,4];	 %Evaluate Non-linear Equation
[X,PARA]=solve(X,F,PARA); 	 %Call Optimizer

end

This program is contained in the script file testsolve1.m and gives the following solution after

75 iterations:

A root has been found to the tolerance = 4.4239e-10

x=
-1.2915e-01 8.6022e-01

1.2903e+00 1.1612e+00

Limitations:
The function to be solved must be continuous. Solve only gives one root if successful. Solve may

converge to a non-zero point in which case other starting values should be tried.

Algorithm:
The choice of algorithm is made by setting para(5). The default algorithm (para(5)=0) is the

Levenberg-Marquardt method. Other Least Squares methods can be chosen by setting para(5) as given in

the leastsq reference section. Setting para(5)=5 implements a minimax method.

See Also:
setpara, optimglob

"CACSD using Optimization Methods" PhD Thesis A.C.W.Grace Univ. of Wales, Bangor. 	 1989 A-25



%Reset Optimization Parameters
%Initialize Design Variables

%Check Termination Parameter
%Function Evaluations

%Call Optimizer

Appendix A	 Optimization Toolbox: REFERENCE 	 leastsq

Purpose:
Solves Non-linear least squares optimization problems.

Synopsis:
[x,para]=leastsq(x,f,para)
[x,para]=leastsq(x,f,para,grad)

Description:
Minimizes a non-linear function composed of squared terms:

rriin [ Efip) )	 i=1, ..., m i j=1, ..., m2

Values of F(X) must be supplied to solve on an iterative basis. Values of X are returned at each
iteration and new values of F(X) must be evaluated. X and F(X) may be a scalars, vectors or matrices.
Upon initialization para(1) should be set to 0. If other values for para are not supplied then leastsq
returns default parameters (see Tutorial).

Leastsq returns a value of para(1)=1 when the optimization has terminated following sufficient
convergence or when the number of iterations exceeds para(14). The optimization will terminate
successfully following convergence if the precision of x at a minimum is within the tolerance given by
para(2) (default: le-4) and the objective function is estimated to be within the tolerance given by
para(3) (default: le-4).

Gradient information, if available, need only be supplied when para(1)=2. The columns of grad
should contain the gradients (partial derivatives) of F(X) for each element of X. If the optional variable
grad is not supplied gradients are calculated using a fmite differences approximation.

Example:
10

Find values of X which minimize Yf(x)2: where:
i=1

lo

f(x) = 2+2i - eix1+ e
ix 
2 starting at the point [0.3,0.41;

i=1
PARA=0;
X=[-1,1];
while PARA(1)-.1

for 1=1:10; F(i)=
for 1=1:10; F(i)=2+21-exp(X(1)*1)-exp(X(2)*1);end
[X,PARA]=Ieastsq(X,F,PARA);

end

This program is contained in the script file testsolve1.m and gives the following solution after 33
iterations:
The sum of squares an 124.3622
x=

0.25783 0.25783
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Limitations:
The function to be minimized must be continuous. Leastsq may only give local solutions.

Algorithm:
The choice of algorithm is made by setting para(5). The default is the Levenberg-Marquardt

method [1-3]. Setting para(5)=1 implements a Guass-Newton method (see for example[4]) . Setting

para(5)=2 implements an unconstrained optimization method.

See Also:
setpara, optimglob

References:
[1]Levenberg K., A method for the solution of certain problems in least squares, Quart. App!.
Math. 2, pp. 164-168, 1944.

[2]Marquardt D., An algorithm for least-squares estimation of nonlinear parameters, SIAM J.
Appl. Math. Vol 11, pp. 431-441, 1963.

[3]More J.J., The Levenberg-Marquardt algorithm: implementation and theory, Numerical
Analysis, (G. A. Watson, ed.) Lecture Notes in Mathematics 630, Springer-Varleg, pp. 105-116,
1977.
[4]Dennis J.E., Jr. Nonlinear Least Squares, State of the Art in Numerical Analysis (D. Jacobs,
ed.), Academic Press. pp. 269-312, 1977
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Purpose:
Solves Linear Programming(LP) problems.

Synopsis:
[x,para]=Ip(F,A,B)

Description:
Solves the linear programming problem:

.	 Tmm (fTx )
x

A.x � b.
Where f is a the vector of coefficients of the linear objective function. The matrix, A, and

vector, b, are the coefficients of the linear constraints. The vector, x, is the set of design variables.

Example:
Find values of x which minimize: -Sx -4x -6x

1	 2	 3

subject to: x 1 -x2-x3� 20, 3x 1-F2x2+4x4�42, 3x
1
 +2x

2
 I-4x

2—
<30

' x 1 ,x
2

,X
3
�0

Enetering the following commands

F=[-5,-4,-6]

A=[1 -11

3 24

320

-1 00

0-1 0

0 0-1]

b=[20;42;30;0;0;0]

x=lp(F,A,B)

gives the solution:

x=
0 15.0000 3.000

Algorithm:
lp uses a variation of the qp algorithm.
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Purpose:
Solves Quadratic Programming(QP) problems.

Synopsis:
[x]=qp(H,c,A,B)
[x,lambda1=qp(H,c,A,B)

Description:
Solves the Quadratic Programming problem:

min [ xTHx+ cx)

Ax b

Where the Hessian matrix, H, and vector, c, are the set of coefficients of the quadratic objective

function. The matrix, A, and vector, b, are the coefficients of the linear constraints. The vector, x, is a

set of design variables.

Example:

Find values of x which minimize: f(X) = x 1 x2 [-1 lix, _ [2 6 ]x, + 10

L 1 —2 x2
2

subject to:

	

x +x	 -x +2x �2, 2x +x <3, x ,x �0

	

12	 1	 2	 1 1 —	1 2

Entering the following commands

H=-[-1 1
1 -2]

c=-[2 ;6]

A=[1 1

-1 2

2 1]

b=[2;2;3]

[X,Iambda]=qp(H,c,A,b)

gives the solution:

X=

0 15.0000 3.000

Algorithm:

Op uses an active set method (which is also a projection method) similar to that described in
Gill and Murray [1]. Another method is implemented in the routine qp2 (with the same arguments as
qp) which uses Wolfe's method with a modified Simplex linear programming algorithm [2]
(programmed by S.Hancock).

References:
[1]Gill P.E., Murray W., and Wright M.H. Practical Optimization,	 Academic Press, London,
1981.

[2]Wolfe P., The simplex method for quadratic programming, Econometrica, Vol. 27 pp.382-398,
1959
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Purpose:
Gives help and returns default settings for optimization parameters..

Synopsis:
help setpara
para=setpara(0)

para=setpara(para)

Description:
Setpara returns a vector of default parameters used in the optimization process. Typing help

setpara gives details about the Optimization parameters used in the routines. For a fuller description

refer of the parameters refer to the Tutorial Section.
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Appendix A	 Optimization Toolbox: REFERENCE 	 optimglob

Purpose:
Sets up Global Optimization parameters for faster execution and later inspection of the variables.

Synopsis:
optimg lob

Description:
Optimglob is a script file which sets up a number of global variables used in the optimization routines.

The advantage of this is that at each iteration it is no longer necessary to store the variables to an external

file. This serves to improve efficiency and allows the inspection of the variables at the end of the

optimization cycle.

In order to use global variables enter the command optimglob at the beginning of each session (or in

your matlab.m or etartup.rn file). It is also necessary to use this command after every use of clear.

Alternatively this command may be used as the first line in every optimization script file

The global variables are as follows:

G_MATL G_MATX G_PCNT G_STEPMIN G_SD G_GCNT G_OLDF G_GRAD G_HOW

G_CHG G_LAMBDA G_GLOBFLAG G_LAMBDABEST G_XBEST G_FBEST

There are also a number of global variables associated with graphics facilities they are as follows:

G_MESH G_GPARA G_MDX G_MDY G_GXCNT G_GYCNT G_CONTOURS G_GSX G_GSY
G_AXIS G_MESHC G_AXIS2

The variables have been given the prefix G_ to avoid naming confusions in other routines. Of particular

interest is the string variable G_HOW which contains a complete history of the optimization cycle.

Example:
The file tesunconstr2.m can be made to use global variables by adding optimglob as the first line in

the script file:

optimglob
PARA=0;
X=[-1 ,11;
while PARA(1)---1

F=exp(X(1))*(4*X(1)^2+2*X(2)^2+4*X(1)*X(2)+2*X(2)+1);
[X,PARA]=unconstr(F,X,PARA);

end

On execution of this program the global variables may be inspected. For example, the variable G_HOW

contains a complete history of the optimization cycle: The above example gives the following contents for

G_HOW.
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Appendix A	 Optimization Toolbox: REFERENCE	 optimglob

G_HOW =

ITERCNT F	 STEP	 GRADIENT UPDATE STEP-CHANGE
1 1.839
6 1.962 1 0.6565 inter
9 1.724 0.3682 0.006 0.2513 update
12 1.692 0.3682 -0.099 -0.0073 incstep
15 1.565 1.363 -0.1558 -0.057 incstep
18 0.995 3.501 -0.2912 -0.3394 incstep
21 0.5117 7.966 0.7205 5.523 update inter_st
24 1.254 5.227 70.4566 red_step
27 2.016 2.613 0.253 inter
30 0.1167 0.6479 0.8461 2.448 update
33 0.05693 0.6479 -0.026 0.0836 update incstep
36 0.04568 1 0.2182 0.4075 update inter_st
39 0.0044 0.5579 -0.034 0.04653 update incstep
42 9.7e-05 1 -0.0011 0.0066 update incstep
45 1.7e-07 1.051 7.3e-06 0.00018 update inter_st
48 3.1e-12 1.001 6.3e-10 3.4e-09 update inter_st

NO OF ITERATIONS=49

Where ITERCNT is the number of iterations; F is the value of the objective function , F(x); STEP is the
step length used in thelithe-march;GRADIENT is the gradient of the new point in the direction of search;

UPDATE is a IlleaRlfe of positive-definiteness of the Hessian update. The remaining columns give
information regarding the procedures being performed at each gage, such as, updating of the
Hessian(update), step-length increase (incstep) or decrease(red_step, inter_step) or ail*
interpolation (inter)

Limitations
Optimg lob must not be executed from a user-defined function, only form a script file or through

keyboard entry.
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Appendix B	 GRADIENT MATRICES

B.1 CALCULATING GRADIENT MATRICES FOR TRACE FUNCTIONS

The calculation of gradient matrices was inroduced by Athans in [1] and can be abso be found in [2)
and [3]. The mehthod is summarized below together with a Table of coomonly used functions.

Definition: Let f(X) be a scalar valueed function of the elements xii of the nxm matrix X. The

gradient matrix, af(X)/8X, of f(X) and denoted as Vf(X) is the nxm matrix, the inh element is defined
by

1

 agx) 1 _ WO
ax u — ax..

Making use of the following idetnties:

tr(ATX) = tr(XAT) = tr(AXT) =tr(XTA)

and the techniques supplied in [1] to [3], the anumber of gradient matrices were calculated for the a

funtion of the form f(X)=tr(F(X)), where F(X) is a square matrix function of the elements xi., of the

nxm matrix X. They are shown in Table B.1.

REFERENCES

[1] Athans M. and Levine W.S., "Gradient matrices and matrix calculations,"
Lexington, Mass., Tech.Note 1965-53, 1965

[2] Athans M., "The matrix minimum principle," Inform. Contr., Vol.11, 1967

[3] Geering H.P., "On calculating gradient matrices," IEEE Trans. on Autom.
No. 1, pp.615-616, 1976

MIT Lincoln Labs.,

Control, Vol AC-21,
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GRADIENT MATRICES

Table 11.1 Gradient Matrices For A Number of Trace Functions

F(X) Wtr(F(X))

AX 

AXT 

AXB 

AXTB 
XX 

XXT 

AXBX 

XAXT 

AXBXT 
xABxT

AXBXCXT 

AXBXCXDXT

AxBxTcxT

AxBxTcxTpxT

AXBXCXTDXT

C 
X1 

AX-1B 
(AX)-1 

(AXBi l 
(A+BXC)-1 

DCA+BXCI1E 

D(CA+BXC)-1 ) TE 

CD(A+BXC)1E)4 

(E(A+BXC)4D(A+BXC)1)T

AT 

A 

ATBT 

BA 

2XT 
2X 
ATxTBT+BTxTAT

XAT + XA 

ATXBT + AXB 
xBTxTAT+ATxTxBT+xAxB

ATXCTXTBT+BTXTAT--TAt, +AXBXC 
ATXDTXTCTXTBT+BTxTATxTxTcT

+ cTxTBTxT • T—TA A +AXBXCXD

excTxBT + •-•,,,TUA AXB + AXBXTC

ATxpTxcTxBT+cxTreAxB

+ DXTAXBXTC + AXBXTCXTD

ATXDTXCTXTBT+BTXTATXDTXCT

+ DXTAXBXC + AXBXCXTD

X 
-zA 

)
T

-(X4BAX4)T 
-((AX)-2A)T 

-(13(AXB)-2A)T 

-(C(A+BXC)-2B)T 
-(C(A+BXCI1ED(A+BXC)4B)T 

-(C(A+BXC)1DTETCA+BXC)1B)T 

-(CYEZZDYB)T where Y=CA+BXC)-1, Z.(D(A+BXC)-1E11 

-BTYTEYDFTCT - B TYTETYDT-T-Tr t., where MA+BXC)-1

"CACSD using Optimization Methods" PhD Thesis A.C.W.Grace Univ. of Wales, Bangor.	 1989
	

B-2



Ae[-0.9583 ] Ce[ 0.7272]

0
1

Bcfb= L 

1

0
0

Appendix B	 SYSTEM MATRICES

B.2 CONTROLLER MATRICES ( EX. 1, DESIGN NO. 4)

2DF PID Controller
Dcff = [ 2.6079 1 B

cff = [-1.4281]

Cci=[ 0. 1]	 De[ -1.3784 ]

2DF Fifth Order Controller

0 0 0	 -1.4955 -3.5311

A =c
1
0

0
1

0 -11.9179
0 -2114791 Bcff =

-1.5529
-0.8727[

0 0 1	 -11.1962 -0.0929

Ce [ 1.5344 -7.3873 57.7516 -512.7458]	 Dar [ 2.4521]	 De [4.4094]

B.3 F4C LINEARIZED MODELS

-4.6150e-01 -3.6930e-01 -1.4590e+00
A .pl 9.7920e-01

0
-4.5350e-01

0
-2.9000e-02
-2.0000e+01

A 2=	 1.0000e+00

L 

-3.1260e+00 -7.2080e+01
-2.1120e+00

-6.3480e+01
-2.0980e-01

0 0 -2.0000e+01

-4.4360e-01 -1.8030e+00 -4.9890e+00
A = 9.8660e-01 -2.9780e-01 -4.1100e-02

P3 0 0 -2.0000e+01

A 4=	 9.9970e-01Ap4= 	
0

[ -3.7180e-01 -4.2750e+01
-4.8400e-01

0

-1.7720e+01
-4.1900e-02
-2.0000e+01
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Appendix B	 SYSTEM MATRICES
-

B.4 GVAM LINEARIZED MODEL

-

0
- 2.5690e+00
- 2.6730e+01
- 1.8370e+02

1.0000e+00
-1.0420e+00
5.1230e-03

-3.3090e+00
0
0
o
o
0

0
1.1860e-04

-5.1610e-02
-1.8640e-01

0
0
o

5.3460e-05
5.3460e-05

0
-7.6040e-03
1.6030e-02

-5.4360e-01

0
- 2.0820e-01
- 1.1730e-05
- 1.0310e+00
- 2.0000e+01

0
0
0
0

-

o o o

-

0 0 0
4.6160e-02 5.2490e-02 -2.7490e-0 -2.9040e-06

-2.3950e-02 2.2190e+01 1.6200e+0 3.3760e-03
-7.9150e-02 -2.7580e+00 -1.4910e+0 -3.1070e-04

o o 0
-1.0000e+0 o o 0

-5.0000e+00 o 0
o -2.8130e+00 2.6830e+0 9.2780e-04
o 5.2970e-05 -1.6420e+0 6.2720e-04

3.1390e+0 o o -1.3330e+01

	0 	 0

	

0	 0

	

0	 0

	

0	 0

	

-20	 0

	

0	 -10

	

0	 0

	

0	 0

	

0	 0

	

0	 0 _

(2 =	 0
p	 7.6290e-04

0	 0 -1.6960e-01
0	 5.9220e-01	 0
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