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Abstract

We report a series of experiments using a new methodology to investigate the

relationships between visual and verbal representations and the process of acquiring

new semantic associations. Transfer of associative information between stimulus
modalities was investigated by training paired associations between novel pictures and

novel words. Our results showed that the transfer of associations is a symbolic

process, occurring only when participants are aware of the correspondence between

the visual and the verbal items afforded by the name relations. We also obtained

evidence to suggest that symbolic associations develop more readily from picture

associations than from word associations. We argue that this is evidence that

semantic knowledge is grounded in perceptual experience.

Our most striking result, replicated across experiments, is that transfer of associations
between modalities only occurs when subjects have specific conscious awareness
about the relationships among associations. This should have implications for

cognitive theories of symbolic representation. The methods we developed to expose

this phenomenon can be extended to examine those implications more thoroughly.

We discuss some of these implications in the terms of competing and complementary
cognitive and behavioural theories relating representation to perception and symbols.
Dual coding models fit our modality-transfer results more readily than single semantic

store models, but neither is well suited for interpreting our awareness results, or for
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discussing perceptual grounding of representation. The models of Deacon and

Barsalou both focus on systems of distnibuted representations grounded in perception;
the role of awareness in symbol acquisition in their models 1s discussed and contrasted
with theories from the stimulus equivalence tradition of behaviourist research. From
these considerations, we argue that implicit associations underpin symbolic

associations, but that semantic knowledge 1s conscious knowledge about the patterns

of association which link representations.
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Cl: General Introduction Fiona Zinovieff

Chapter 1

General Introduction

We are accustomed to using two symbolic systems: pictures and words. Pictures
symbolise objects through a direct similarity to the objects that they represent; their
meanings are directly accessible and do not have to be learned. Words are arbitrary

symbols that acquire meaning only when the relationship between a word and its

referent in the world is learned. Word meanings are defined either in relation to

objects (or sensory perceptions), or in terms of conceptual relationship with other

words. There is a large body of evidence suggesting that there are different
processing systems for words and pictures. For example, words are pronounced faster

than their correspondent pictures are named (Cattell, 1885; Fraisse, 1967; Glaser &

Dungelhoff, 1984; Potter & Faulconer, 1975; Sperber, McCauley, Ragain, & Weil,
1979) whereas pictures are categorised faster than words (Durso & Johnson, 1979;

Irwen & Lupker, 1983; Potter & Faulconer, 1975). However, because the
experimental evidence is equivocal, there is no consensus about the way that the two

symbol systems might interact, nor about how semantic knowledge is accessed by
each system. The aim of this thesis is to explore the interaction of lexical semantic

and imagery representations, and to attempt to re-evaluate existing models of semantic

representation.

This chapter will highlight similarities and differences between picture and word
processing and outline how the empirical evidence is accommodated by two different

classes of model. The first class posits a common semantic store accessed by both

picture and word representations (e.g., Anderson & Bower, 1973; Biggs & Marmurek,

1990; Morton, 1980; Pylyshyn, 1973, 1981; Seymour, 1973, 1979); the second class
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of model proposes two separate but interacting knowledge systems, one verbal in
nature and the other comprising imagery representations of non-verbal experiences
(e.g., Barsalou, 1998; Paivio, 1971, 1991; Glaser, 1992; Paivio and Csapo, 1969).
Models positing different theories of semantic representation and organisation within

the semantic store will also be presented. The experimental aims of this thesis are

presented at the end of this chapter.

Picture versus Word processing

Reading-naming difference

Early studies of reading-naming differences relied on chronometric analysis, and
tachistoscopic presentation of the words to be read or the pictures to be named.

Cattell (1885) was the first to report the difference between the time taken to read a
list of nouns and the time taken to name pictures of those items. He presented his
subjects with 100 nouns and recorded an average reading time of 25-35 seconds,

whereas a corresponding series of 100 line drawings 1 cm wide took an average of 50-
60 seconds to be named. This was an especially interesting finding as he had already

established that tachistoscopically presented pictures were recognised faster than
tachistoscopically presented words. Cattell (1886) came to the conclusion that
reading words is such a highly practised skill that the process becomes automatic
whereas naming a picture always requires voluntary effort. This conclusion
anticipates the influential distinction drawn by Posner and Snyder (1975) between

automatic and attentional processes.

The hypothesis that the reading-naming difference was due entirely to reading being
an overpractised skill was discredited by Brown (1915). He proposed that, given
sufficient training, the time taken to name stimuli should be reduced, whereas training

should have little effect on the time taken to read a list of the stimuli names. After 12
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days of extensive training the time taken to name the stimuli was still 41% greater
than the time taken to read their names, and both the reading time and the naming time

showed a decrease in total time taken (17% for the reading and 26% for the naming,

cited from Glaser, 1992).

An experiment that elegantly controlled for potential differences in processing times
that might underly the reading and naming difference was reported by Fraisse (1967).

He presented subjects with the stimulus “O”. The identical stimulus was named as
“circle” in 615 ms, as “zero” in 514 ms and read as the letter “0” in 453 ms. Fraisse
explained the difference in terms of a response conflict when selecting the name of a
picture, as the correct answer is determined by the instructions, for example, “name

the shape” or ‘“name the number”, whereas reading a word has only one possible

response.

Glaser (1992) argued that a printed word has a more compatible or automatic access
to the internal representation of that word than a picture of the same item. He does
not support the hypothesis that the reading-naming difference is due to an efficient

grapheme-phoneme translation process. Strong empirical evidence for this view
comes from two studies he cited that report similar reading-naming differences when
native speakers were reading Chinese 1deographs and naming pictures (ideographs are
non-phonemic). Potter, So, Von Eckardt, and Feldman (1984) reported differences of

305 ms and Biederman and Tsao (1979) found differences of 266 ms in ideograph

versus picture naming experiments.

Priming differences

A priming paradigm that has since been used extensively to investigate semantic

association between words was published in 1971 by Meyer and Schvaneveldt. The

initial experiment involved a lexical decision task (LDT) in which two letter strings
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were presented simultaneously. Participants had to press a key designated as “yes” if
both strings were words, but to press the “no” key if both strings were nonwords, or if
a nonword and a word were presented. The finding pertinent to the semantic
representation issue was that “yes” responses were faster when the two words were

commonly associated words than when the two words were unassociated. This

facilitation effect has come to be known as a priming effect, and the paradigm itself as
a priming experiment. There have since been many replications and variations,
including studies that have used picture stimuli and both word and picture stimuli,

with either simultaneous or successive presentation of the stimulus pairs.

Sperber et al. (1979) used a naming task (their Experiment 3) and found that words

were read 120 ms faster than their corresponding pictures were named. They also

measured the facilitation produced when the target stimulus was preceded by a related

versus unrelated stimulus. A greater priming effect was produced between related
picture pairs (31 ms) than between related word pairs (10 ms). Sperber et al. (1979)

required participants to name both the target and the preceding item. Bajo (1988)

obtained a similar pattern of results when her participants were instructed to look at

the preceding item but to respond only to the target item. She reported a mean
response of 515 ms for reading words compared with a mean response of 665 ms for
naming pictures. However, she reported a greater priming effect for a picture naming
task than for a word naming task: a facilitation of 88 ms was produced when a picture

was preceded by a related picture compared with a facilitation of 44 ms for related

word pairs.
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Categorisation differences

The opposite pattern of results occurs when the task is changed from naming to
categorisation. Durso and Johnson (1979) asked participants to categorise the target

words and target pictures as natural or man-made. Pictures were categorised faster
than words (525 ms and 582 ms respectively). In categorisation tasks involving a
“yes” or “no’” response, pictures have been shown to be categorised faster than words
(Potter and Faulconer, 1975). Irwen and Lupker (1983, Experiment 1) gave
participants a categorisation task in which they were required to name the category to
which the word or picture stimuli belonged. Prior to the experiment, they were
familiarised with the category classes for the stimuli, selected from the Battig and
Montague (1969) category norms. These included animals, body parts, clothing,

furniture, kitchen utensils and vehicles. Word stimuli preceded by an unrelated word

were categorised more slowly (1064 ms) than pictures preceded by an unrelated
picture (972 ms). However, word stimuli derived the greatest priming effect when

they were preceded by a related word (272 ms) compared with a facilitation of 209 ms

for pictures preceded by a related picture. It can be concluded from these studies that
words and pictures access the semantic system through different pathways, and that

pictures have more direct semantic access than their lexical counterparts.

Word-picture interference effects

Further converging evidence for differences in semantic access between pictures and
words comes from semantic interference experiments. When participants were asked

to name a picture, the presence of a semantically related word slowed down their

response time (RT) relative to the presence of a semantically unrelated word, whereas
word naming is unaffected by the presence of a semantically related picture (Lupker,
1979). Smith and Magee (1980) reported the opposite pattern of results for a

categorisation task. Participants were slower to make decisions about category

5
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membership of words in the presence of related pictures relative to the presence of

unrelated pictures, but the presence of related words had no effect on the time taken to

categorise pictures.

Neuropsychological evidence

There is also neuropsychological evidence that suggests two distinct processing
systems for pictures and words. Caramazza (1996) described the performance of
patients with optic aphasia. Despite being unable to name items that were visually
presented, they were able to correctly mime their function. Similar evidence comes
from a patient, J.F, who had a modality specific aphasia; he could mime the correct
function of objects that he was unable to name. Beauvois (1982) describes how J.F.’s

impairment was bidirectional, in that he had difficulty in picking out a named object

from an array. A visual representation of the objects had been maintained but the

verbal representations had been lost.

Warrington (1981a) reported patients who had lost “visual” information whilst
retaining partial comprehension. When asked for the definition of “pigeon”, the

response was “I know it is a bird but not which one”. The same patient was able to
define “bucket” as ““a container” but had no notion of the size, weight or typical uses
of a bucket. Warrington also reported a double dissociation between the ability to
comprehend abstract versus concrete words (see Table 1.1). Warrington (1975)
described two patients, E.M. and A.B., with a spoken word deficit. Their ability to
perceive words was intact, as measured by their normal performance on a single word
repetition task and their above average perfoﬁnances when repeating sentences or
strings of words. Their reading ability was fine; they were able to fluently read words
that they were unable to comprehend. They were able to express themselves lucidly
as illustrated in the following examples. Patient E.M. had a greater difficulty in

defining abstract words than concrete words, in contrast with patient A.B. who was

6
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able to give succinct and fluent definitions to abstract stimuli (e.g., he defined
“supplication” as “making a serious request for help” and “knowledge” as “make
oneself mentally familiar with a subject™) but had considerable difficulty with
concrete words. For example, when asked to define “geese” A.B. replied “An animal
- I’ve forgotten precisely” and to “carrot” he responded “I must have once known”

(p.416). A similar dissociative pattern was found by Warrington (1981b) in a pair of
patients with a deep phonological dyslexic syndrome. These patients had lost the
ability to perform grapheme-phoneme translations and were able to read only by
means of entire word recognition, a form of direct semantic access based on a visual
vocabulary. Patient K.F. was able to read significantly more concrete words than
abstract words, whereas C.A.V. could read abstract words such as “industry” and
“humour’ but was unable to read concrete words such as “cat” or *“salt”. Figures for

their performances are shown in Table 1.1.

Table 1.1: The percentage of correct word definitions given by patients with focal brain
lesions: E.M. and A.B. had specific spoken word deficits and K.F. and C.A.V. had a deep
phonological dyslexic syndrome. (taken from Warrington (1981b)

- -
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Beauvois (1982) reported several patients with neurological deficits which suggest
that separate verbal and perceptual representations must be held in long term memory.
An example is offered by the case study of M.P. who had a specific colour aphasia.
She had a high IQ score (123), good visual acuity and high verbal abilities, but she
was profoundly impaired on her ability to verbally access stored colour

representations. What makes this case particularly interesting is that M.P. was able to
perceive colours and could perform colour matching tasks involving selecting an
identical colour chip from an array. She could also select the object that was an

appropriate colour from a series of 5 pictures of the same object, for example, the

yellow banana rather than the blue or purple one. Her verbal use of colour words was

also intact; for example, she could correctly answer which colour is associated with

“envy”’, or decide that “blush” is best categorised by “red” rather than “yellow” or
“brown”. She was able to perform at ceiling with verbal naming tasks where the

colour of the object does not correspond with its name; for example, when asked to

give an alternative name to a variety of ham that has two common names, she was
able to report that Jambon de Paris is also known as Jambon blanc. This particular

variety of ham is a distinctive pale pink. However on tasks where she was relying on
verbal access to her knowledge of colours, she was unable to give a correct response

above chance. For instance, when asked to point to different colours, she pointed to
bright blue for pale green, and to yellow when asked to point out the colour of red

currant jelly. She selected dark blue as the appropriate colour for a tangerine, and red

for the colour of an elephant. She was unaware of her impairment, even when she

was correctly able to fill in a sentence requiring the phrase “snow white”, but was then

unable to report the dominant colour 1n an imagined alpine skiing scene. Beauvois
argues that this evidence suggests not only separate visual and verbal representations

for each colour, but also demonstrates that the two systems are interactive.
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Semantic Models: Dual Coding versus Common Semantic Store

The data patterns described above have been accounted for by two opposing classes of

model. The first hinges on the notion that pictures and words for the same referent
share the same semantic representation, but that there are processing differences prior

to the activation of this representation by verbal versus perceptual stimuli. The

second assumes that verbal and perceptual information are coded in two distinct

systems.

Common semantic store models

There are many models that come under this umbrella, but central to all of them is the

assumption of a central, abstract, amodal propositional code for long term storage of
both verbal and perceptual information. Because of the way we tend to recall only the
salient details of an event or of verbal information, and forget many of the
unimportant details, it has been proposed that the meaning of a picture or a sentence is
abstracted and encoded as a network of propositions. “Proposition” is a concept
borrowed from logic and linguistics. It is defined as the smallest unit of knowledge

about which a true or false judgement can be made (Anderson, 1990). The
propositional network allows for hierarchical organisation of information. The closer

two propositions are assoctated within the network, the more likely they are to serve

as effective recall cues for each other (Anderson, 1990). Words derive their meaning
through the conceptual propositions in the semantic store; they have no direct access

to representations of perceptual or sensory motor experiences. Anderson proposes

that propositions are represented as an amalgam of two classes of concept, “argument
concepts” and “predicate concepts”, which are distinguished in terms of their function,

Predicate concepts attract argument concepts and form the relational network in which

argument concepts are bound. Concepts can be defined in terms of semantic features,
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or defining predicates, for example, “a bird has wings” or “a bird is an animal”

(Engelkamp & Zimmer, 1994).

Anderson (1974) provides some evidence for the abstraction of meaning and the loss

of specific details which he argues is evidence for the propositional nature of semantic
memory. His subjects listened to a story and were later tested on a series of critical
sentences extracted from the story and asked to identify which sentence from a series

of similar sentences was the one that they had actually heard. For example, the story
contained the sentence: “The missionary shot the painter”, but given a choice between
the original sentence and “The painter was shot by the missionary” only 56% of
subjects were correct after a delay of 2 minutes. When given the task immediately
after hearing it, 99% of the subjects were correct. However, when asked to

discriminate between the original sentence and the following “The painter shot the

missionary” or “the missionary was shot by the painter” 96% of subjects selected the
correct sentence after a delay of 2 minutes and 98% were correct immediately. This
illustrates that it is not the words themselves that are recalled, but the meaning behind

the words.

Similar evidence, but of a visual nature, comes from Nickerson and Adams (1979)
who asked their subjects to sketch an American penny coin. Although most people
recalled that it features Abraham Lincoln’s head and the date, they performed virtually
at chance when deciding which way round the head is facing or whether the words “In

God We Trust” or “United States of America” appeared on the same side.

Information from external events or percepts is translated into this propositional code
if it is to be stored or used in cognitive operations. The propositional code 1s not
available for conscious inspection. For perceptual or motor information to be made

available to language based activities, extensive recoding is required (Glaser, 1992).

10
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To these ends, some models, including Seymour (1973) and Snodgrass (1984),
contain specific storage and processing systems for perceptual and for verbal

information. Seymour’s model (shown in Figure 1.1) contains an adaptation of

Morton’s logogen model (1969, 1970).

In this model, the iconogen system contains prototypical or canonical representations
of everyday objects and motor programs for practised actions. The logogen system
contains morphemic representations of all the words within an individual’s lexicon,
together with their syntactic, phonemic and orthographic properties. Differences
between the response rate for pictures and words have been accounted for by
assuming that words activate phonemic information prior to activating semantic
information, but pictures activate the semantic system first, and that pictures have

access to more elaborate visual codes than do words (Nelson, Reed, & McEvoy;

1977). A slightly different adaptation was proposed by Te Linde (1982) who
suggested that word stimuli might be able to bypass the phonemic processor and

directly access the semantic store.

Third Party material excluded from digitised Copy

Please refer to original text to see this material.

Figure 1.1: Seymour’s (1973) model of a central abstract semantic code. Taken
from Glaser (1992).

11
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This is not an implausible suggestion, since deep dyslexics are able to access semantic
information from a wnitten word when they have lost the ability to read that word. For
example, a patient shown the word “peach” says “apricot” (Hinton & Shallice, 1991).
This shows that the mapping between the visual form of the word and its semantic
representation must be preserved because the error is dependent on the probe word (in
this example the word “peach”). However, this route would still be slower than the
direct route available to pictures. If it 1s assumed that a word can be processed in
parallel by the phonemic and the semantic systems, then this model can account for

the word interference in the picture naming task reported by Lupker (1979). A feature

common to all variations of this model is that words can be named without recourse to
semantic activation, whereas pictures must be 1dentified via the semantic store before

they can be named.

Much support for a common semantic store comes from the picture-word priming
literature. It has been argued (Sperber, McCauley Ragain, & Weil, 1979) that a

prediction of this model would be cross modal priming. If pictures of related concepts

can prime the naming of target words as well as other pictures, or if a related word
preceding the presentation of a target picture can facilitate naming that picture, then
this would indicate a common semantic representation for both words and pictures.
Sperber et al. reported semantic priming for mixed picture and word pairs, an 8 ms
priming effect for pictures priming words, and a 10 ms priming effect for words
priming picture targets. The effects were quite small, but comparable with a
facilitation of 10 ms in a word-word condition, and 31 ms in the picture-picture
condition. Similar results were reported by Carr, McCauley, Sperber, and Parmelee,

(1982, supra threshold condition) with a 24 ms effect for pictures priming words and a

29 ms for words priming pictures in a naming task. Durso and Johnson (1979) failed
to produce a picture-word priming effect in a naming task but found a larger priming

effect for picture-word pairs than for word-picture pairs in a categorisation task (110

12
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ms and 83 ms respectively). These results were also taken to support the notion of a
common semantic store. Since then, many other researchers have reported a cross

modal priming effect between pictures and words and vice versa (Bajo & Canas,

1989; La Heij, Dirkx & Kramer, 1990; Irwen & Lupker, 1984; Kroll & Potter, 1984;

Vanderwart, 1984, (word-pictures only); Bajo, 1988; Biggs & Marmurek, 1990).

Biggs and Marmurek (1990) proposed that the facilitation that occurs in naming the

second of two items is a function of an overlap in processing. This can occur in the
initial visual analysis, the phonemic processing or response, or the common semantic
system. They proposed a variant of the single semantic store model. They assume
different initial processing systems for pictures and words, but with both systems
accessing a single semantic store (illustrated in Figure 1.2). Words are processed

initially through a lexical system compatible with Morton’s (1980) logogen model,

which accesses a rule governed phonemic processor allowing spelling to sound

translation and access to a lexicon which accommodates whole word recognition.

This would present two routes for pronouncing a written word, which accommodates

the previously reported failure of categorically related word primes to facilitate word
naming (Huttenlocher & Kubicek, 1983; Lupker, 1984). This model can
accommodate the failure of picture-word priming, because naming a picture and

naming a word do not necessarily have processing in common. Picture naming can
only occur after semantic analysis has occurred, whereas a word can be named

without accessing the semantic store. Biggs and Marmurek (1990) shared many of the

assumptions of Snodgrass (1984). Processing within the model is described in terms

of depth of processing. The first level is the processing of physical information, then

prototypical information about that word or picture is processed. The deepest level is

amodal propositional analysis in the common semantic store. It is not assumed that

13
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the verbal and the visual analysis systems have access to the same conceptual

representations; abstract concepts are only accessible to the verbal system.

Biggs and Marmurek make no assumption that equivalent facilitation is produced in

all areas of overlap, but where there are two or more overlapping processes the effects

are additive. This model predicts that facilitation depends both on the physical form

of the stimuli and on the semantic relationship between the prime and the target

stimulus.

Third Party material excluded from digitised %
Please refer to original text to see this material.

by By g

Figure 1.2: Biggs and Marmurek’s (1990) processing overlap model of picture and
word naming and categorisation. Taken from Biggs and Marmurek (1990 p 84).

Dual coding models

The most frequently cited dual coding model is that of Paivio (1971, 1986, 1991).

This model is based on the premise that cognition consists of the activity of two

specialised symbolic systems (see Figure 1.3 for an illustration). They are both

14
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derived from experience, but they are differentially equipped to deal with different
types of representation. The verbal system processes language-based information, the
imagery system processes non-verbal representations of perceptual, affective and
behavioural knowledge. Although these two systems are assumed to be structurally
and functionally independent within the theory, functional interconnectivity occurs
with experience, meaning that a word can elicit its referential image and an image can
elicit a name. This interconnectivity does away with the need for a dedicated transfer
system with its mediating interlingua of propositional representations. Paivio (1986)

argued that models postulating a common semantic store are unparsimonious and lead

to an infinite regress of mediating interlingua. Within the two systems, Paivio
proposes hierarchically arranged modality specific units. He refers to the

representational units within the verbal system as logogens, a term he borrowed from
Morton’s logogen model. Although Paivio (1986) did not necessarily accept all of the

features of Morton’s (1979) revised model, the distinct auditory and visual units for

both input and output are particularly applicable for Paivio’s model.

Within the imagery system, Paivio proposed “imagens” as the basic representational
units. They are analogous to the logogens of the verbal system, in that they are
capable of representing different sensory aspects of non-verbal behaviour. Paivio
(1986) is at pains to point out that imagens are the components from which a mental
image is generated; they are not available to conscious inspection in their stored state.
Neither store is conceived as containing fixed entities corresponding to static objects
or words; they are the units from which a complete representation is constructed.
There are functional differences in the way that material is processed within the two

systems. The imagery system is suited to synchronous organisation and integrative

processing of memory traces, and is conceived as having a parallel processing system.
The verbal system is specialised for sequential and temporal processing tasks, and like

language has a linear processing function.
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Figure 1.3: Schematic depiction of the structure of verbal and non-verbal symbolic

systems, showing the representational units and their referential (between system)
and their associative (within system) interconnections as well as connections to input
and output systems. The referentially unconnected units correspond to abstract-

word logogens and “nameless” imagens respectively. (from Paivio, 1986, p. 67)

The conceptual implications of the peg word mnemonic technique for recalling a list
of items in sequence formed the basis of Paivio’s empirical questions about the
mechanisms of cognitive processes. The technique consists of learning twenty

" & 7 ¢4

memory peg words that rhyme with the numbers: “one-run”, “two-zoo”, “three-tree”,

et cetera. Each item to be recalled is imagined in an interactive relation with the

number peg word. Thus, the first item is visualised as running or held by somebody

running; the second is related to an animal in the zoo. On recall, the image associated
with the number of the item to be recalled is retrieved along with its associated

compound 1mage, from which the target item can be readily retrieved. In an
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investigation designed to determine whether the imageability of the peg noun was the
critical factor for 1ts value as a retrieval cue, Paivio, Smythe, and Yuille (1968, cited
by Paivio, 1991) carried out a series of experiments using a paired associates learning
paradigm. The imageability of the words to be recalled and of the peg words were

manipulated, as were other factors that correlated with a good recall performance such

as frequency and verbal associative meaningfulness (the number of words that are
readily produced by a given word in a free association task). By holding the values of
imageability constant and varying the verbal associative meaningfulness values of the

stimuli, and vice versa, they were able to establish that imagery of the peg stimulus

was the most strongly related to the recall of the stimuli pairs, and to a lesser extent
the imageability of the paired associate. Associative meaningfulness had no effect

when imageability was held constant.

Epstein, Rock, and Zuckerman (1960) showed that picture pairs are more readily
learned when they have a meaningful association, such as a picture of a hand and a

bowl, but that subjects perform even better if they are instructed to integrate the

images (for instance, a hand in the bowl). Paivio proposed that a compound image

generated from the paired associates would be the most effective in terms of the
number of correct responses on a cued recall task. The mechanism he posited for this

was that the retrieval cue, (one of the original pictures) would activate the compound

image allowing retrieval of the target item.

Paivio’s dual coding model predicts that concrete words are highly imageable and

should, therefore, have a good representation in both visual and verbal memory. In an
experiment carried out by Paivio and Yuille (1969 cited by Paivio 1991), the effects of

instructing subjects to use imagery during a verbal paired associate learning task were

investigated. Not only did they find that this instruction produced significantly better
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recall, but their results indicated that concrete cue words produced the most effective

retrieval cues.

Many participants in paired associate learning tasks have reported constructing an
integrated image of the two items during the task. Participants who have been
instructed to use this technique showed an improvement in their recall performance
(Paivio, 1971). For example, given the wbrd patr “elephant-ambulance”, participants

might construct an image of an elephant riding on top of an ambulance. Because

concrete words are more imageable than abstract words, the data were interpreted as

further support for the dual coding model.

Paivio drew on the work of Begg (1972, 1973, cited by Paivio, 1991) to build a more
complete view of the structural organisation of imagery. Begg investigated the
possibility that enhanced retrieval of paired associates when following imagery
instructions is linked to a process of redintegration. Redintigration is defined by a
comparison of cued and free recall: integration is inferred only if items are recalled
better in a cued recall task than in a free recall task. Low imageability abstract pairs

appear to be remembered as two separate items. When subjects generated integrated

images of two concrete items their recall was better than in trials in which they

generated independent images. Paivio assimilated this integration-reintegration

hypothesis into his account of the effects of imagery in associative recall tasks.

Paivio (1971) predicted that if the key to the retrieval process was imageability,

pictures as retrieval cues should be superior to words because pictures arouse images
directly, whereas even the most tmageable words have an indirect link with their

images. Paivio (1991) provides evidence supporting this view from the experiments
of Paivio and Dilley (1968) and Paivio and Yarmey (1966), in which pictures used as

retrieval cues were superior to highly imageable words for both picture and word
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associates. This picture superiority effect lends support to the notion that non-verbal
imagery is a mediating mechanism in associative learning, but it does not exclude the
possibility that the concreteness of the items made it easier to discriminate between
the stimulus members of the paired associates list. Additional evidence came from the
subjects’ reports of the strategies that they used. Questionnaires were used to
determine to what extent subjects had used imagery, verbal or other strategies while
they were learning the paired associates. There was a strong correlation between the
recall scores and imagery. Verbal strategies, although often reported, did not show

the same relationship to performance on the recall task.

Dual coding and image modality

Paivio’s work originally focused on visual imagery because, he claimed, that visual

experience was the dominant modality for most objects and events. In the imagery

experiments described above, there was an implicit assumption that imagery is
modality specific. To investigate this further, Paivio & Okovita (1971) tested

congenitally blind participants on a paired associate learning (PAL) task. Words that

have a high visual imagery rating would be effectively abstract to a congenitally blind
person, whereas words with a high acoustic imagery rating might prove to be more
concrete for the blind. The data from two PAL tasks provided a neat demonstration of
this. In the first experiment, blind subjects derived no advantage from the condition
of word pairs that had a high visual imagery value but a low auditory value, but they
recalled significantly more pairs in the second condition comprising word pairs that
had both a high auditory imagery rating and a high visual imagery rating. For the
second condition, there was no significant difference in the numbers of pairs recalled
between the blind and the sighted subjects. A second experiment added weight to the
conclusion that imagery-concreteness is modality specific. In this experiment, blind

participants recalled significantly more when the word pairs had a high auditory
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imagery value and a low visual imagery value compared with the condition in which
the word pairs had a low auditory imagery value and a high visual imagery value.
Sighted participants showed the opposite pattern, with enhanced performance for the
pairs that had a high visual imagery and a low auditory imagery rating compared with

those pairs with a high auditory and a low visual rating.

Paivio’s original explanation for the advantage of concrete words over abstract words

was based on the construction of a compound cue that was later redintegrated by the

probe word during recall. Paivio assumes that this 1s a function of spatial

representation in visual imagery. If spatial representation is assumed to be visual then
it is difficult to explain the advantage the blind participants had in the high auditory

imagery conditions. Paivio suggests that a blind person’s ability to represent space

might be based on exploratory activities and non-visual sensory contact with the

environment. He suggests that if words evoke images of sounds they might somehow
become integrated into this non-visual representation of space. This appears to be an

unnecessarily elaborate explanation, as it is not difficult to imagine that two sounds

could become integrated as a compound and then later redintegrated. We are
accustomed to hearing many sounds at once and yet being able to attend to only one in
the array; for example, when listening to an orchestra we can hear the whole

composite or we can attend only to the string section or the percussion.

Verbal system

Paivio assumes that verbal processes are better suited than the integrated imagery
processes for tasks that require sequential processing. This assumption is based on the
sequential structure of language. Csapo and Paivio (1969, cited by Paivio, 1991)
presented a series of tasks to subjects that required them to remember either the

sequential order in which stimuli were presented or only the items presented. The

ease with which verbal or imagery processing could occur was manipulated. Visual
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imagery processing was tested by briefly presenting the stimuli at a rate so fast that
subjects had no time to name picture stimuli, although words could be read. Verbal
processing was favoured by a slower rate of presentation. As predicted, at the faster

rate of presentation recall of the sequence of presentation was worse for pictures than

for words while the total number of 1tems recalled was better for picture than for word

stimull.

On the basis of available neuropsychological data, Paivio (1991) theorised that the
structures responsible for imagery are distributed throughought the brain, with
different imagery related tasks being performed in different regions of the brain. He
argued that both hemispheres must contain structures for referential processes as most
people can identify objects presented in either the left or the right visual field, as can

split brain patients. However, some 1magery tasks, specifically mental

transformations, are carried out more efficiently by the right hemisphere than the left
hemisphere, while for tasks involving imaging letters or words there is evidence from

Farah (1984) that the left hemisphere is dominant. Paivio proposes that the left

hemisphere is dominant for carrying out the referential processing required in
generating mental images, naming objects or describing images. Right hemisphere

functions of imagery would include associative processes and non-verbal

transformations.

Predictions of dual coding

The dual coding model predicts facilitation for related items in the same stimulus

class. There are also two possible patterns of spreading association between the two

representational systems accommodated by this model. The first alternative is that a
given stimulus causes a general activation of associative links within its processing
system and only specific representations are activated in the other system via the

referential links. In the second pattern, there would be a general parallel spread of
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activation in both systems (Paivio, 1986). Because relationships within the two
systems are not necessarily identical, there 1s no prediction that the same degree of

association exists between two concepts represented in the visual system and
representations of those same concepts in the verbal system. The dual coding model
predicts that word targets with a representation only in the word system will derive
less benefit from prior activation than picture targets that have both a visual and a

verbal representation (Te Linde, 1982).

Paivio proposed that the effects of the two coding systems were additive. Evidence
for this was produced by Paivio and Csapo (1973, reprinted in Paivio, 1991 Chapter 5)
who demonstrated that subjects recalled approximately twice as many words when
they were instructed to make an image for each word, compared with when they were

instructed to pronounce the words. In addition, when subjects were told to name

pictures their performance was similar to their recall for the imaged words condition.

Single semantic store versus dual coding

Anderson & Bower (1973) claimed that a problem with Paivio’s dual coding theory is

that it is “unclear exactly what is meant by an image” (p.230). They argue that if an
image generated from a sentence is conceived as a perceptual description containing
arbitrarily abstract concepts of the information contained in that sentence (e.g., it’s a
picture of a kind man helping a frightened dog), then there is little or no difference
between the formalism of propositional representations and the imagery hypothesis.
More recently Anderson (1984, cited by Anderson, 1990) modified his propositional
theory to include multiple representations. He proposed that imagery representations
are used to encode spatial information. Network structures of propositions alone give
an inadequate account of the way that knowledge appears to be represented.
However, if propositions are bound together with spatial representations to form

schemas, co-occurrence relations can be encoded. A schema represents knowledge
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about how features tend to go together. For example, a schema for a house would
contain information about the overall shape, information about the usual structural

features such as doors and windows, and propositional information about the function
of a house. Paivio (1991) argued that propositional approaches only have sufficient
power to account for the empirical data with frequent recourse to post hoc
assumptions. He feels that it would be unreasonable to abandon a dual coding
approach unless a model was put forward that readily accommodated both positive

and negative findings. He pointed out that the propositional account put forward by
Anderson, which distinguished between perceptual and linguistic propositions, is

merely a conceptual variant of the dual coding model.

Empirical tests of dual coding versus single semantic store models

Single store models assume that all semantic knowledge is stored within a common

semantic store accessed by both verbal and visual processing systems. Although it is
possible that there might be a different time course for picture and word processing

prior to activating the store, once activated the time course to response should be

equal. Dual coding assumes that verbal information is stored within the verbal system
and non-verbal information is stored 1n the imagery system. The empirical question
of what information is accessed more readily by different types of stimuli bears

directly on the issue of where different types of information are stored. Thus, an
advantage for picture stimuli over word stimuli in a categorisation task is interpreted
as meaning that categorisation requires non-verbal knowledge. The faster decision

times are interpreted as an indication that within system processing has occurred.

Te Linde (1982) proposed a test of the merits of the two model types by comparing
the performance of picture and word stimuli on two tasks. The first task was
dependent on verbal information (association judgement). The second was dependent

on non-verbal information (size judgement). Both tasks required participants to make
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a “yes-no” key-press response about pairs of simultaneously presented stimuli. For
the size judgement task, participants had to decide whether the two items were of a
similar size in real life, and in the association task participants were asked to decide
whether the items were associates of each other. The single semantic store model
predicts an effect of stimuli, with different access rates for pictures and words, but no
interaction with the type of decision required. Dual coding models predict that there
will be an interaction between the stimuli and the task decision dependent on where
the information required resides - in the verbal or the non verbal system. Associative
information may be stored in either system depending on whether an association was
acquired through verbal contiguity or perceptual experience. The dual coding model
predicts a slower decision latency for mixed pairs (picture-word, word-picture) than

same type pairs because items would require conversion to the same code type (either

verbal or image).

The results obtained (presented in Table 1.2) showed a significant interaction between

stimulus type and decision task. Decisions about the size of the stimuli were faster for

picture stimuli than for words, whilst decisions about association were faster for word
pairs than for picture pairs. Te Linde (1982) argues that these results support the
predictions of the dual coding model and cannot be accommodated by single S€mantic

store models. However, the dual coding prediction of longer processing 1aténcies for

mixed pairs than for same stimulus pairs was not supported.

24



Cl: General Introduction Fiona Zinovieff

Table 1.2: Mean “Yes-No” response times (in seconds) for Picture-Picture, Picture-Word
and Word-Word pairs for decisions of association and size decisions. (Taken from Te Linde,

1982, Experiment 2)

_

Third Party material excluded from digitised copy.
Please refer to original text to see this material.

Te Linde put forward two possible modifications of dual coding to accommodate his
results. The first posited associative links between the two processing systems in

addition to the referential links (e.g., the verbal representation of “mouse” might be
directly associated with the visual representation of “cheese”). This would eliminate
the requirement for converting the stimuli to a common representation (image or

word). The alternative modification introduced a third amodal representation system

in which the processing of those tasks that show no difference between pictures and

words might occur.

It has been argued that cross modal (picture-word, word-picture) semantic priming is
evidence for a common semantic store (Bajo, 1988; Carr et al., 1982). Common store

models also predict a common phonetic code for pictures and words, although 1t 1s

assumed that pictures have to be semantically processed before they can access their
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phonological code, whereas words have direct access. Dual coding models can
support cross modal priming via its referential and modality specific associative links.
However, Bajo and Canas (1989) argue that the dual coding model predicts a
reduction in cross modal semantic priming effects compared to within modality
priming effects. To test their prediction, they used naming tasks with either
semantically related primes or phonetically related (rhyming) primes. For the
semantically related primes, their results showed equal priming effects for both word
and picture primes, although the picture-word naming difference was maintained.

Picture targets were named more slowly than word targets, but derived a greater

facilitation from a related prime. The phonetically related picture and word primes

had an equivalent effect for picture naming, but the picture primes produced less

facilitation than the word primes for the word naming task (see Table 1.3. for figures).

Bajo and Canas interpreted these data as support for common semantic and common
phonetic stores, on the grounds that there was no reduction in facilitation for cross

modality priming. Their argument appears to be based on an assumption that a

priming effect is produced at each step in the process. However, if the priming effect

results only from the associative links rather than from the referential links, then the
pattern described above might be the one predicted by a dual coding model, since a

phonetically related priming effect would result from an association within the lexical

system.

An important difference between words and pictures is the specificity of the

representations they evoke: a word has one possible name whereas a picture might
have more than one name. If the wrong name is selected there would be no phonetic

similarity between the prime and the target. There were no experimental procedures

to ensure that the subjects were actually naming the prime. Lupker (1979) failed to

show any interference effects on a word reading task when a semantically related
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picture was simultaneously presented, whereas there was an interference effect from a
related word when the picture had to be named. It is possible that picture processing

does not necessarily result in a name being generated, in the same way that word

processing does not necessarily result in semantic activation.

This might be dependent on the task: experiments that have failed to produce priming

of a word by a related picture (e.g., Durso & Johnson, 1979; Irwen & Lupker, 1984;

Sperber et al., 1979) used procedures that do not require semantic processing, whereas
those employing procedures that require semantic access have obtained significant

picture-word priming effects (Bajo, 1988; Bajo & Canas, 1989; Guenther, Klatzky, &

Putnam, 1980).

Biggs and Marmurek (1990) claimed that the set of predictions implicit in their model
would distinguish between their single semantic code model and a dual coding model.

Their model predicts that facilitation may not always occur for word targets in a

naming task, since words may not receive semantic processing prior to being read
aloud, whereas picture targets should benefit from both picture and word primes.

Semantic activation will occur for a prime word either before or after it has been
vocalised, but as long as this occurs before the target picture is presented, there will be

facilitation. Picture primes activate the semantic system prior to being labelled.

Dual coding models predict that there should be facilitation for related items in the

same stimulus class (word-word or picture-picture). If general activation is assumed

in both the verbal and the non-verbal systems, then there should be no interaction

between the modality of the prime and the modality of the target, and so equivalent

priming effects should be produced by both word and picture targets.
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Table 1.3: Mean response latency (in ms.) as a function of the type of relationship (semantic

or phonetic) relatedness, prime modality and target modality. From Bajo and Canas (1989,
p. 111)

Third Party material excluded from digitised copy.
Please refer to original text to see this material.
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To test these predictions, a naming experiment was performed. Because Biggs and

Marmurek (1990) assumed that priming occurs as a function of processing overlap

occurring in any of the processing systems, participants were required to name both
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the prime and the target stimuli. The following types of stimulus pairs were
employed, so that the priming effects for all combinations of picture and word pairs at
different loci could be investigated. The different sources of facilitation predicted for
different pair types are shown in Table 1.4. Categorically related pairs were used in
one condition with the prediction that both word and picture primes would cause
semantic activation and facilitate the naming of target pictures, but that there would be
no facilitation for word targets from either prime modality since words may be named
prior to semantic activation. A repeated pairs condition was included, with the

prediction that priming would occur during the 1nitial visual analysis for the same

modality pairs, but additional semantic priming would only occur for picture targets.

An additional synonymous condition was developed: pairs of similar drawings
representing synonymous pairs such as blouse and shirt were constructed in such a
way that both possible labels could be applied to either drawing. Because of the
physical similarity between the synonymous pictures, this model predicts some
facilitation at both the visual processing level and the semantic analysis level. If this
were true, then the largest priming effect could be expected between the synonymous
picture-picture pairs, whereas word-word pairs and picture-word pairs have little or no

processing overlap in the synonymous condition so facilitation would not be expected.

An unrelated baseline control condition was included.

The results were not clear enough to reject either the single store or dual coding
model, although the results were interpreted as supporting their processing overlap

hypothesis. Picture naming was facilitated by the prior naming of an identical,

synonymous or related picture, and by the prior naming of a synonymous word.

Picture targets had greater facilitation from synonymous word primes than from the

repeated word primes.
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Table 1.4: Sources of facilitation predicted by the processing overlap model, and mean
facilitation (in ms) reported for target naming latencies as a function of relationship
presentation class in Experiments 1 & 2 (Biggs & Marmurek, 1990, compiled from Tables 1,
2, & 3)

Third Party material excluded from digitised copy.
- Please refer to original text to see this material

-
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This led Biggs and Marmurek (1990) to suggest that repetition of a response is not the
source of facilitation in picture naming. It was also interpreted as evidence that

naming a word does not automatically terminate further semantic processing of that

word.

There was no evidence that prior naming of a related word prime facilitated naming a
picture. Word targets were primed only by the prior naming of an identical word,
although this effect was not strong (it failed to reach significance in Experiment 2).
Failure to produce related word priming led them to assume that ‘semantic’ priming
effects reported in earlier publications resulted from an associative relationship

between paired items rather than a semantically mediated facilitation.

Biggs and Marmurek (1990) concluded that their experiments give further support to
the existence of a common semantic system. They also concluded that word naming

precedes semantic access, whereas picture naming follows semantic access.
Articulating a name does not terminate word processing; semantic activation will still

proceed. This experiment does not cast any light on whether picture processing will

ultimately result in lexical activation, or on whether associations between lexical

items will necessarily be activated.

“ It remains to be determined whether a picture processed in a non-lexical way will
facilitate the naming of a subsequent related picture” (Biggs & Marmurek, 1990, p.

96-97). One of the aims of this thesis 1s to examine the influence of non-lexical

picture information associations on their lexical referents. To try to ensure that

pictures were processed in a non-lexical manner, participants were presented with

novel items for which they had no ready label.
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Semantic Representation

The models discussed above are concemned largely with the locus of semantic
information and the relationship between lexical and perceptual representations.

Other models have focused on the nature of semantic representations.

Hierarchical model of semantic memory

Collins and Quillian’s (1970) hierarchical model of semantic memory, and its later

adaptation by Collins and Loftus (1975), have proved very influential in shaping
researchers’ conceptions of the organisation of semantic memory (e.g., Besner,

Chapnik-Smith, & MacLeod, 1990; Fischler 1977a; Glaser & Glaser, 1989; Meyer &
Schvaneveldt, 1971; Shelton & Martin 1992; Williams 1996).

This was developed from Quillian’s (1967, 1969) computational model in which
semantic memory was seen as having a hierarchical organisation, similar to Linnaeus’
taxonomy of plants and animals. Collins and Quillian referred to the nouns in their
model as superset or superordinate category names, to which properties are attached.

This allowed information to be stored in a logical and economical fashion. Facts that
relate to all birds in general, for example, “has feathers” and “can fly”, are not
necessarily replicated at the level of each exemplar but are stored as properties of the
category ‘bird’ at a higher level in the organisational structure (see Figure 1.4 for an
illustration). Embedded in this model were the assumptions that there are different

types of links between concepts such as superordinate and subordinate “is-a” links,

modifier links both conjunctive and disjunctive, and another form of link that allowed
for verb relations to be specified between concepts. In this form, the links themselves
have conceptual properties. It follows that, to determine the truth of a sentence such

as “A canary has wings”, an inference must be drawn from the two facts that a canary
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is a bird and birds have wings, rather than just accessing the properties relating to the

concept “canary’’.

This assumption led to the following predictions: When making a decision about the

truth of a statement, the more inferential steps that are required along a path of “is-a”
links, the longer the decision time will be. Decisions that require access to the
subordinate properties of a given superordinate node should take an equal amount of
time to process. For example, the truth of the statement “A fish has gills” should be
confirmed in the same amount of time as the statement “A fish has scales’; whereas
the statement “A shark is an animal” would take longer because more inferential steps
are required before a decision can be made. Participants were presented with a series
of sentences, and the results supported the predictions. There was also a pattern of

facilitation that supported the notion of “is-a” paths. If the sentence “A canary has a

beak” was preceded by the sentence “A canary has wings™ a faster response was

obtained than if it was preceded by the sentence * A canary is yellow”,

Third Party material excluded from digitised cops
Please reter to original text to see this mateﬁ

Figure 1.4: Model of Hierarchical Memory taken from Collins and Loftus (1975).
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Two potential mechanisms were proposed to explain this facilitation. One relied on
the metaphor of the electric maps in the Paris underground, in which a button is

pressed to indicate the station to which one wishes to travel and the path of least
electrical resistance lights up, indicating the shortest route. The other, which was to
prove the enduring model, was that of spreading activation. This was inspired by
Pavlov (1927 cited by Collins & Quillian). In this model a sentence such as “A
canary can fly” would cause a spread of activation from the nodes representing the
categories “fly” and “canary”. The node “fly” might have pointers to other nodes

such as “insect”, “airplane”, and “wings” as well as to “bird”. As activation spreads

to each adjoining node, it is tagged, until a node that has already been tagged is

reached and an intersection is found that creates a path between the two starting

nodes. In this example, the intersection would occur when the activation spread from
the node “canary” to “bird” and found that it had been tagged by the activation

spreading from the node “wings”. This model allows for facilitation to occur off the

direct path between the two starting nodes, whereas the subway model only permits

facilitation along the direct route. For this reason, the spreading activation model
supported an explanation of associative priming. An assumption of Quillian’s models
not illustrated here is that links are equally central to the core meaning of a given
concept, and that by means of numbering them it is possible to indicate their definitive
value to that concept. It is also assumed that the value of any pair of links between
two concepts can be different; for example, the link between “swan” and “bird” might

be more salient to the meaning of the concept “swan” than the corresponding link

between “bird” and “swan” is to the meaning concept of “bird”, in which “swan” is

an exemplar of the concept “bird”.

The semantic network approach successfully models inferential processing -- it allows
access to knowledge that has not been explicitly acquired, such as learning a paired

association between two concepts. It also models the way in which people are able to
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generate an apparently unlimited amount of knowledge from one concept. In this

model, the meaning of any concept is the overall pattern activated by that concept

node.

Quillian’s original models were developed using computer terminology. Collins and
Loftus (1975) aimed to extend the models by translating them into “quasi-neurological
terms” (p 411), adding a set of local processing assumptions and a set of global

assumptions about the structure of memory and memory processes.

Local processing assumptions

Collins and Loftus’ (1975) local processing assumptions were as follows: The
activation tags are source specific, traceable back to the node in which the activation
originated. The spread of activation decreases as it spreads through the network. The
gradient of the decrease is inversely proportional to the accessibility and strength of
the links in a path. Only one concept can be actively processed at any one time,
reflecting humans’ central processing limitations, but the duration of activation
released from any one node is related to the duration of continuous processing of that

concept. Hence activation can only start out from one node at a given time, but, once
started, activation spreads in parallel through the network. Activation decreases over
time and can be interrupted by a competing activity. These last two assumptions,
combined, place a limitation on the amount of activation that can be generated by
using more than one prime. Collins and Loftus also introduced an assumption that an

intersection requires a threshold activation level to produce firing, which will then

cause an evaluation of that intersection path between the two start nodes.
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Global memory assumptions

These assumptions are based on the notion that the semantic network is separate from

lexical memory. Each name node in the lexicon is connected to one or more concept

nodes in the semantic network. The semantic network Collins and Loftus (1975)
propose is organised along lines of semantic similarity. The more closely two
concepts are related, the more properties they will have in common, the greater the

number of links they will have via these common properties, and the greater the total
activation they can propagate to each other. For example, “lemon” will be more
closely linked to other fruits than to the properties sour or yellow. Because there

would be only one link (albeit a close one) between the node for the concept of

“lemon” and one colour or taste concept, the total activation between related fruit-

concepts, particularly other citrus fruits, would be greater. This model predicts an

inverse relationship between typicality and the time taken to make a category decision
about a given category instance. Experimental results (Rosch, 1973; Rips et al., 1974)

show this to be the case; the more typical an instance the faster it can be categorised.

Empirical evidence supporting hierarchical models of memory comes from double
dissociations reported by Warrington (1981a). She described a patient, V.E.R., who
had an infarction of the front temporo-parietal region of the left hemisphere following

a stroke, leaving her with a dense spoken word comprehension deficit. For example,
she was unable to follow simple instructions such as “close your eyes”. She was also
unable to reliably point out one of a pair of common objects. When her abilities were
closely scrutinised, it appeared that she was not performing significantly above chance
when identifying human artefacts (63% correct, chance = 50%) but performed
significantly above chance when pointing out animals or flowers (83%, and 96 %
correct respectively). These findings contrast precisely with the abilities of J.B.R., a

24 year old graduate who made a partial recovery from a herpes encephalopathy. He
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was severely amnesic, but was left with an average IQ, and his linguistic skills were
relatively intact. He had a severely impoverished comprehension vocabulary, but the

loss appeared to be confined to plants and animals. When given an identification task,

he got 18% of the living objects correct and 76% of the human artefacts correct.
Warrington argues that this pattern of dissociation 1s evidence that semantic memory

is categorically organised, since deficits peculiar to one category can occur.

The distinction between semantic and lexical memory allows for a spread of
activation to occur either through the lexicon (words beginning with “M” for
example), or through activation of related concepts in the semantic network. Loftus

and Collins (1975) suggest that activation can also spread between the lexical network
to the semantic network and vice versa. This model is compatible with Paivio’s dual

coding theory if it is assumed that the semantic network is composed of perceptually

based imagens.

Multidimensional semantic space

Rips, Shoben, and Smith (1973) investigated the notion of semantic distance and

constructed sets of related word meanings represented in terms of a multidimensional
semantic space in which salient functional features are scalar. They obtained semantic
similarity ratings for a set of 12 birds and 12 mammals by asking participants to
indicate the degree of relatedness on a 4 point scale between a standard word and each
of set of comparison words. Each item in each list was presented as a comparison
word. Participants were then required to indicate the degree of relatedness between
“bird” and then “animal” and the comparison words in the bird set and between
“mammal” and “animal” in the mammal set. Another group of participants rated each
of the bird and mammal items in terms of typicality for the categories of bird,
mammal and animal. The data obtained were analysed using Carroll and Chang’s

(1970) INDSCAL program (cited from Rips et al.) which gives a general solution of
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instances in n dimensions. The salience of dimensions is taken into account by
weighting the distances along the axis, stretching the more salient ones and shrinking

less salient ones. The orientation of axes within the space 1s determined by this

procedure. The solutions that they obtained containing only 2 dimensions are

illustrated in Figure 1.5. Rips et al. suggest that for the set of birds the horizontal axis

appears to order the birds in terms of size and the vertical axis in terms of predatory
relations, with game birds at the top of the axis and predators at the bottom. The
solution for mammals could also be interpreted in terms of size along the horizontal

axis and in terms of degrees of domesticity along the vertical axis.

In a series of experiments Rips, Shoben, and Smith (1973) were able to demonstrate a

correlation between reaction times and the derived semantic distances in several
chronometric tasks. In Rips et al.’s first experiment, participants were asked to
respond true or false to a series of sentences, all of which were of the structure of ““An
S is a P”; for example, “A sheep is an animal”. Their results showed a subset effect
for mammals, demonstrated by a faster reaction time for statements combining items

from the mammals list and animal than for mammal, whereas items from the birds list

goose
© oduck

o
chicken

pigeon

o
opoarrot
o Poarakeat

Oanimal

rabbit

mouse
O

a3t o©

Figure 1.5: Represents a two dimensional scaling solution for birds shown in (a)
and for animals shown in (b) (taken from Rips, Shoben, & Smith, 1973; p10).
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produced a faster reaction time for those statements combining bird compared with
animal. The subset effect was only obtained where the rated semantic distance was
greater between an instance and its immediate superordinate than to its higher level
superordinate. A further experiment used a categonisation task in which participants
had to indicate whether two words belonged to the same category or to different
categories. A significant correlation was demonstrated between the latency of

decision and the derived distance between the items.

Rips et al. proposed the following theoretical mechanism to explain their data. They
assumed that all functional features (those features which define or characterise an

instance or a category) are treated as continuous variables. They proposed that

categorisation tasks involve a two stage comparison process, in which the first stage
determines the degree of overlap between the shared features of a given instance and
those of its category, and the second stage discriminates between characteristic

features and defining features. The second stage is required if the first stage does not

provide information about which specific features are similar. This model predicts

that the time taken to respond “false” will be faster if the two words are unrelated

pairs than related, because the decision can be made after the first stage of processing,

since unrelated pairs would show a low degree of functional feature similarity. The

results of their Experiment 1 support this prediction.

Collins and Loftus (1975) argued that any feature model is representable in a network
model if each of the features is represented by a node in the network. They argued
that of the two models a network model is the more powerful, because it allows for
inferential processes and for feature embedding, whereas it is not obvious how Rips et
al’s model could handle this. Collins and Loftus (19735) reject Rips et al.’s (1973)
assumptions of defining features and characteristic features on the grounds that people

are often unaware of which features are the defining properties of a given category.
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Also, they doubt that a person would choose the same defining property across time,
or whether there would be agreement between different individuals in determining
between a characteristic and a defining property. By excluding the use of categorical
links in their decision making model, Rips et al. are suggesting that people ignore the
superordinate information available to them. Loftus (1973) performed a

categorisation experiment demonstrating that the category name has a greater priming

effect on the category instance than vice versa. These results would not be predicted

by Rips et al’s feature comparison model.

Distributed representation

A different approach to semantic representation has come out of neuronally inspired
computer models; these have come to be known as connectionist models. Their
starting point was considerations of what i1s known about the functioning and
organisation of the brain. The cortex of the brain is arranged so that large regions can

operate in parallel, both within and between regions. Sequential connections between

cortical regions are present, but each individual area is highly parallel in its
organisation. The advantage of a parallel architecture is that simultaneous processing

can occur, allowing greater efficiency in both speed of processing and co-ordination
of output. Parallel processing allows retrieval of an item from a partial description, or
from a description of its relationship to other items when these retrieval cues are
unanticipated. This basic human ability is particularly hard to implement on a
conventional digital computer (a Von Neumann machine). Von Neumann machines
locate stored information by using a local memory address, and it is hard to discover
the address from an arbitrary subset of the contents of a given entry. Their operational
design is based on the idea of a powerful, sequential, central processor operating on
the passive contents of memory. This is similar to spatial metaphors of memory, such

as a warehouse with specific memories stored in specific locations. In contrast,
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connectionist models employ a large interconnected set of simple processors, which

interact in parallel via hard wired connections, a computational architecture analogous

to that of the neuronal structure of the brain.

A particularly exciting property of parallel machines is that they do not assume that

each item or concept in memory is represented by an individual processing unit, as in
the network model put forward by Collins and Loftus (1975) described above. Items
can be represented as patterns of activation across the processing units. The idea that
a given pattern of activity represents a specific item is referred to as distributed

representation (Anderson & Hinton, 1989). The proposal that memories are

distributed across a functional area of the brain was put forward by Lashley (1950).
He concluded from his neurological research on rats that memories do not reside in

one specific cell, but that when an area is activated, the pattern of activation spreads
across that whole cortical area. An advantage of distributed representation is that it is

economical in terms of the number of representations that can be stored by a given set

of processing units; the same neurones may be active in numerous different patterns of

activation. Associations between distributed representations can be produced by

modifying the strengths of the connections or the activation thresholds of the
processing units; the pattern of activity corresponding to one item can cause a pattern
of activation that corresponds with another. An argument put forward against imagery
by Anderson and Bower (1973) posited that the concept of imagery “in the brain” is
not scientifically viable, because 1t leads to a photograph or videotape metaphor,
suggesting that sensations once recorded can be rerun. Interpretations of this type of
memory require an homunculus to view them. Also, the storage of such perceptual
memories would require an impossibly large amount of storage and retrieval
capabilities. In contrast, the distributed representational memory system proposes that
recall occurs by means of a reactivation of the pattern encoded at the time of the initial

sensory experience. Additional storage neurones are not required for each new

4]



C1: General Introduction Fiona Zinovieff

memory, and the processing mechanisms for comprehending the pattern of activation

are the same as those employed during the original perceptual processing.

Tulving’s episodic/semantic distinction

Tulving (1972, 1984) felt the need to redefine the concept of memory to draw a

distinction between semantic memory and episodic memory. He had strong
objections to the way that studies of language and cognitive processing had claimed to
be entering the domain of memory research by virtue of the term “semantic memory”,
borrowed from Quillian’s model of semantic memory. Episodic memory is, he
suggests, a temporally ordered store of discrete events. These encodings refer to

personal memories of past events, autobiographical memones; they are important for
establishing an individual’s personal identity. Semantic memory is the memory that is

necessary for language to be employed. It 1s a store of knowledge about meanings of

words and symbols and the relations between them. It contains the rules and

algorithms for the manipulation of words and symbols necessary for language
comprehension and production, and for inferential and deductive processing. It is
tightly organised according to conceptual relations between entries. For information

to enter semantic memory, it has to be comprehended, whereas the sensation of a

stimulus is sufficient for it to enter episodic memory.

Similarities between episodic and semantic memory

Episodic and semantic memory are propositional representations, which Tulving
contrasts with systems of procedural memory concerned with learning skills and
procedures. Tulving states that propositional memories have a truth value, can be
contemplated internally, can be communicated to others without relying on
demonstration, and can be acquired through a single perceptual or thought experience,

whereas the procedural acquisition of skills generally requires repeated practice.
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Differences between episodic and semantic memory

Tulving claims that differences between the two systems can be observed in the type

of information that is encoded, the way in which it is processed or “operated on™, and

the applications of the memories.

The facts and concepts in semantic memory are conceptually organised and are well
suited to inferential processes, but they have no direct access to personal experience or

the temporal order of their acquisition. Information enters semantic memory through
language and referential events. It is accessed automatically in a manner that is more

dependent on the organisation of the information within the system than the nature of

the retrieval cue.

In contrast, the “base unit” of episodic memory is an event or an episode. People tend
to use the word “remember” when talking about episodic information, and “know”

when recalling semantic information. The sensation of a stimulus is all that is

required for an event to be encoded. Although a temporal organisation of this system
is proposed, with the sequence in which events occur in relation to each other being

recorded, it is envisaged as only a very loose organisation. The veridicality of a belief
held in episodic memory is independent of the beliefs of others. Although problems
relating to the temporal order of events can be solved, this system has a very limited
inferential processing capacity. Operations of episodic memory are thought to be
more context dependent than those of semantic memory, though Tulving does not rule
out the possibility that the encoding operations of semantic memory are context
dependent. It is suggested that retrieval operations in the episodic system can result in
the information being changed as it is recoded. Tulving suggests that information

accessed from episodic memory is interpreted in terms of semantic knowledge, a

“synergistic”’ combination of information.
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Assumptions of Tulving’s episodic and semantic memory systems

Tulving is of the opinion that episodic memory develops after semantic memory. This
opinion is diametrically opposed to Paivio’s assumption that the patterns of

association within the imagery and the verbal system are acquired through experience.
Although many researchers employ the terms episodic and semantic when classifying

experimental tasks or types of information stored, this does not mean that they share
Tulving’s proposed functional distinctions between the two systems. He proposed
that, though the two systems interact closely, each system can operate independently

of the other. He presented a series of dissociations between episodically related words

and semantically related words in various episodic recognition tasks. For example,
faster reaction times were recorded for words that were related episodically than for

words that were related semantically in an episodic recognition task, but when the
same words were presented in an LDT there was no effect of the type of relation on
the RT (McKoon & Ratcliff, 1979). Further support for Tulving’s distinction comes
from neuropsychological dissociations in amnesic patients able to recognise famous
faces but unable to recall personal details (Schacter, Wang, Tulving, & Freedman,
1979). This assertion was not supported by Baddeley (1984,1986) who conceded that

it is a useful heuristic, but found no evidence that these are two functionally
independent memory systems. He suggested that the differences cited by Tulvin g can
be explained in terms of differences of difficulty in the processing tasks. Baddeley
took the view that semantic and eptsodic memory emphasise different aspects of the
same memory system. He interpreted the evidence from the amnesia literature as
support for a procedural / declarative dichotomy but not for a semantic/episodic
division within the propositional memory system. He argued that the semantic
memory tasks given to amnesics tend to test semantic material that is overlearmed and

had been encoded years previously, while typically the episodic tasks rely on testing

the amnesic’s memory for recently presented materials.
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Tulving also throws open the question of the status of lexical memory. He suggests
that although it makes intuitive sense to see lexical memory as part of the semantic
network (e.g., Collins & Loftus, 1975) or as another form of propositional memory
(Kintsch, 1980), it is equally plausible that lexical memory is a form of procedural

memory with a functional role in transmitting information to episodic memory and

expressing episodic and semantic knowledge.

The Symbol Grounding Problem

Both the dual coding and the single semantic store models are reliant on symbolic
representation of concepts. Both classes of model suggest that the most important

elements of a conceptual system are the connections between concepts; that the

organisation of concepts within the system is crucial to the way that meanings are

learned and to the efficacy of different recall cues. Within a system, the meaning of a

given concept is defined in terms of its relation to other concepts. For example, apple
could be defined as “a fruit, small spherical red, et cetera”. The problem is: how are

each of these terminal concepts defined? From where do they get their meaning? Red

might be further defined in terms of hue and intensity, but what distinguishes the
symbol for the concept of “red” when it is referring to an apple, compared with the
colour of someone’s hair (Barsalou, 1991; Ellis, 1994b)? At some point, these

“terminal” concepts must be grounded in something that gives them their meaning.

Harnad (1990) refers to this problem as the “symbol grounding problem”.

Wittgenstein (1953) illustrated this problem with the following example. Someone

sent out to a store gives the storekeeper a shopping list that says “five red apples”.
The store keeper then opens the drawer labelled “apples”, looks up the word “red” on
a table and finds a colour sample which he then uses to match the apples in the drawer

with. He takes out each apple in turn, reciting the series of cardinal numbers until he
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has reached the number five and there are five apples on the counter. Wittgenstein

supposes that this is how one operates with words, but it poses several questions: How

b

did the storekeeper know where to look up the colour red? What does the word “five’
mean? What is a number? This example demonstrates, according to Wittgenstein,
how the notion of word meaning creates a fog which makes the study of the

phenomena of language impossible. To get a clearer view it is necessary, he suggests,

to study it in primitive kinds of application.

Harnad (1990) proposed that perceptual memories provide the conceptual grounding:
the red that is recalled when one recalls the concept apple 1s the same red as was

originally perceived. A word can be described in terms of other words, or a concept

in terms of other concepts, but ultimately these must be grounded in terms of a

perceptual experience.

Is there a perceptual/conceptual overlap?

New category exemplars are learned more easily 1f they have a strong family
resemblance to other category members. The more features held in common with

other category members, the stronger the family resemblance, especially when those
features are not common to items belonging to other categories. Features include
conceptual, functional and physical attributes. Structural similarity is also a major
determinate of the ease in which new category exemplars are learned. The more
prototypical the structure of an item, the higher its structural typicality for a given
category. Both family resemblance and structural typicality influence the ease with
which new exemplars are classified after they have been learned, and the order in
which items are generated in a production task. Structural typicality is also a reliable
predictor of the degree of facilitation that will be produced in a priming task (Rosch,
Simpson, & Scott Miller 1976). In an experiment in which participants had to learn

and categorise new stimulus sets, Rosch et al. (1976) were anxious to avoid stimuli
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that had discrete nameable attributes, so they used sets of random dot patterns. The
properties of typicality held for this stimulus set. This suggests that it is raw physical
attributes that are encoded as the semantic features on which similarity decisions are

based, rather than on similarity based on the number of links to shared concept nodes,
as proposed by Collins and Loftus (1975). Further evidence for this view comes from
a priming experiment which Rosch et al. employed the random dot stimuli used by
Rosch et al. (1976). Participants had to decide whether pairs of stimuli were the

identical or different. The stimulus pairs were either preceded by the category name

that they had learned earlier, or by a warning signal. When the prime was a category
name, at least one of the stimuli was always a member of that category. Facilitation
was recorded when the identical pairs were highly typical of their category set, and
inhibition was produced when the stimulus pairs were atypical examples of their class.
Rosch (1975) reported a similar effect when using colour categories. She explained
these results in terms of “constructive memory”. The category name causes a

prototype to be generated, and this causes expectations about the stimuli that follow.
Rosch’s findings demonstrate that a noun category can be defined in terms of a set of

perceptual features that cannot be verbally defined.

A study that investigated the semantic aspects of perceptual similarity was carried out

by Schreuder, Flores d’ Arcais, and De Glazenborg (1984). Word pairs were selected
to be related by perceptual similarity (e.g., ball-apple), conceptual similarity (apple -
banana), or both conceptual and perceptual similarities (apple-cherry). Perceptual
information was defined as relating to the physical attributes of a particular class of
objects. For the purposes of their experiment, conceptually related items were defined
as those belonging to the same semantic category, avoiding pairs that were physically

similar in the conceptually related condition.
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Each pair was presented as prime and target in an LDT and in a pronunciation task. A
significant priming effect of 26 ms. was produced by the conceptually related pairs
compared with the conceptually unrelated pairs in the LDT. The perceptually related
pairs produced a facilitation of 15 ms compared to perceptually dissimilar pairs. This
effect approached significance (p =.053). The effects appeared to be additive; a
priming effect of 50 ms was produced when the pairs were both conceptually and
perceptually related. However, given Rosch’s (1975) findings about typicality, this

might be because these word pairs are more typical of their category class than the

pairs with only a conceptual relationship.

In Schreuder et al.’s naming paradigm there was a significant priming effect produced

by the perceptually similar pairs, but not by the conceptually similar pairs. The
priming effect for the conceptual and perceptual pairs was almost equal to that of the
perceptual only pairs. The results were interpreted as evidence that both perceptual

and conceptual information is encoded in semantic memory. It was also proposed that

perceptual information is accessed earlier than conceptual information, as evidenced
by the priming in the pronunciation task. Although Schreuder et al. claim independent

effects of conceptual and perceptual information, the evidence they produced is not
that strong. On the other hand, the evidence that perceptual information is encoded in
semantic memory is very strong. Some of the perceptually similar pairs had relatively
few perceptual features in common; for example, “cupboard-toaster”, “saucepan

—pipe”, “finger-French bread”, “banjo-tennis racket”.

Further evidence for the imaginal nature of semantic memory appears in the data

obtained by Wheeldon and Monsell (1994). They found that the time taken to name a

picture is increased if a conceptually similar word had previously been elicited. For
example, if the word “bee” had been elicited by the description “It buzzes around and

makes honey”’, then a picture of a fly was named more slowly than if previous trials
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had elicited unrelated words. This seems to suggest that the perceptual features shared
by the distractor and the picture were activated by the verbal description. Some of
their stimuli were structurally similar; for example, “shark” and “whale” or “teapot”

and “kettle”, and others were functionally similar such as “torch” and “lamp” or
“cigarette” and “pipe”. It appears from this that the contents of the non-verbal system

are not limited to visual or other perceptual information, but also contain action-based

information.

The idea that semantic information comprises motor information is not new, and

models that accommodate it have been proposed as variations for both single semantic

store (Engelkamp & Zimmer, 1994) and variations of dual coding models in which

conceptual representation is a product of perceptual representation (Barsalou, 1998).
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Summary

* Any model of the interaction between lexical semantic and imagery

representations must be able to accommodate the following differences between

picture and word processing.

» Reading words becomes an automatic process, whereas naming a picture always

requires voluntary effort.

» A printed word has a more compatible or automatic access to the internal

representation of that word than a picture of the same item.

* When a naming task is employed, words are read faster than their corresponding
pictures are named. However, a greater priming effect is produced between

related picture pairs than between related word pairs.

 The opposite pattern of results occurs when the task is changed from naming to
categorisation: word stimuli are categorised more slowly than picture stimul.
The priming effect produced between related picture pairs is less than the

priming produced between related word pairs when the task involves

categorisation.

» The presence of a semantically related word slows down the time taken to name a
picture, but the presence of a semantically related picture has no effect on the

time taken to name a word.

 Decisions about category membership of words are slower in the presence of
categorically related pictures, but the presence of related words has no effect on

the time taken to categorise pictures.
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» Neuropsychological evidence shows double dissociations between concrete and

abstract knowledge, and between visual and verbal representations.

e Two classes of model have been put forward to explain the differences between

picture and word processing.

e One proposes separate processing mechanisms for the two symbolic forms but a
common semantic store accessible to both pictures and words. Information

within this store is represented as abstract, amodal propositions organised

hierarchically. Concepts are represented in terms of semantic features, or by the

pattern of their relation to other concepts.

e The other class of model proposes two separate, specialised, symbolic systems:
the imagery system and the verbal system. These systems are functionally
independent, but interconnectivity between the systems develops through

experience allowing referential links between imagery and word representations.

The imagery system is assumed to have parallel processing, and to be best suited
for synchronous organisation and storage of non verbal information. The verbal

system is assumed to have a linear processing function and to be specialised for

sequential and temporal processing tasks.

o Various models of how semantic information might be organised within a

semantic store have been proposed. Hierarchical models of semantics have been

very influential, and predictions made by these models have been supported by

many studies measuring semantic priming. Models proposing spreading
activation and hierarchical organisation of information can be incorporated into

both single semantic store models and dual processing models. This is also true

of models proposing semantics as multidimensional representations of the most
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salient features. Distributed representation provides an economical means of
representing perceptual information, and lends itself as a possible mechanism

for the imagery system of dual coding models. It is harder to integrate

distributed representations into single store models.

e Paivio and Tulving present diametrically opposed arguments about the
development of episodic and semantic memory. Paivio argues that the
referential associations between and within the two processing systems are

acquired through experience. Tulving argues that the development of semantic

memory precedes the development of episodic memory.

e Models that assume propositions or semantic features run into the symbol

grounding problem. They offer no explanation of how the terminal concepts

acquire their meaning.

» Definitions of semantic memory that refer only to conceptual knowledge are too

narrow. Semantic memory must include perceptual information.
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Aims of Thesis

The objectives of this thesis are to examine the interaction of verbal and imagery
representations. The experimental aims are to determine 1) whether associations that
are encoded visually (picture pairs) are automatically available to the verbal system
once the names of the pictures are established; 2) whether verbal associations are

automatically available to the visual system once picture names have been learned; 3)

whether the order of learning the name relation (picture-word association) affects the
ease with which information is transferred between the systems; 4) whether there is

any evidence that semantic information primarily resides in the imagery system.

Single semantic store models predict that the order in which information is presented
will not determine the ease with which information 1s available to the other processing
system. For example, the speed and accuracy of cued recall should not be different if

the names for associated picture pairs are learned before or after the picture pairings

are leamned. If all the information is stored as propositional representations in a single

semantic store, the order in which the information was learned should make no

difference.

Dual coding models predict that the order in which information is acquired will have

an effect on the time taken to identify the stimuli. If the names of two associated
pictures are learned prior to an association between the pictures, then the associates

can be processed both by the visual and the 1imagery systems.

The relationship between perceptual and verbal representations could be explained by

one of these (non exclusive) hypotheses:
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Hypothesis 1

Semantic associations arise from verbal experience and remain within the verbal

system. Word collocations underpin the semantic system. Verbal experience and

visual experience are unrelated.

Hypothesis 2

Words that have been infrequently associated might still have strong semantic

association if their perceptual referents are closely associated. Semantic association

can arise from associated perceptual experience. For example, if a visual association
exists between two items and then the names of those items are learned the existing

perceptual association would create a corresponding verbal association.

Hypothesis 3

Semantic associations between words arise 1if items are automatically named when
they are presented contiguously, thus creating verbal associations. For example, if

items that have names become perceptually associated, a correspondent name

association will also arise.
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Chapter 2

Are Picture Associations Verbally Mediated?

This chapter describes an experiment attempting to examine the relationship between the

verbal and the visual (specifically picture) processing systems. An attempt was made to

gather empirical evidence to answer the question “Are picture associations verbally

mediated?”

In Chapter 1, we evaluated two classes of model for symbolic and perceptual
representation: single semantic store models and the dual coding model. It was noted that
single semantic store models have evolved so that each new generation of model can

accommodate experimental findings that proved to be problematic to previous ones.
Most semantic models now propose a three code system. The surface forms of pictures

and words are processed by two different systems, but the conceptual content of both
pictures and words is processed by a common semantic system (Biggs & Marmurek,
1990; Kroll & Potter, 1984; Seymour, 1973); all conceptual associations are mediated by
the common semantic store. Dual coding proposes that conceptual associations will
occur within the picture / word processing (iconogen / logogen) systems. By determining

whether picture associations can be created without word associations, we should be able

to distinguish between the two models.

* Acknowledgement

This experiment was run with the collaboration of two third year undergraduates from the

School of Psychology, Bangor. Caroline Bond and Jonathan Williams collected the data

for one condition each and presented these for their honours projects.
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That question is methodologically difficult; the two systems are intimately enmeshed.

There is little previous research to provide a framework for comparing word and picture

processing. One major methodological problem is to devise tasks and materials for visual
and verbal processing that are equally difficult. Another, especially subtle, problem is to
control for participants’ idiosyncratic personal histories of association and exposure to

real-world words and objects. We discuss these problems in the context of previous

research. The experiments of Kroll and Potter are particularly relevant; we discuss the

methodological merits and shortcomings of their research.

The rationale for the experimental methodology decided upon is explained. The
experiment was only partially successful; an examination of weaknesses in our design is

presented. Sufficient evidence was obtained to conclude that picture associations are not

verbally mediated.

Pictures and Words Interact in Cognition

The influence of a verbal label on a perceived object has long been known to have an

effect on the later recall of that object. Carmichael, Hogan, and Walter's (1932) classic
experiment with ambiguous figures showed that a precise verbal label applied to an

ambiguous figure will affect the way that it is later reproduced. For example, a line
drawing of a diamond inside a square labelled *“curtains”, when it is presented, is likely to
be reproduced so that it resembles curtains, with the straight lines of the diamond

transformed to curves, whereas the same shape labelled “diamond inside a square” is

likely to be reproduced as a geometric figure. The verbal label appears to affect the

perceptual encoding.

Perceptual similarities and family resemblances are the basis of category class inclusion

(Rosch & Mervis, 1975). A word labels a class, not a unique item; to name an object is to

categorise it. For example, “chair” refers not only to the chair that I am sitting on, but to

all chairs. A word does not embody a specific feature set; it refers to a network of
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overlapping features. Children who have not yet learned the names of objects will sort
them correctly into basic level categories on the basis of perceptual similarities (Rosch,

Mervis, Gray, Johnson, & Boyes Braen, 1976).

If verbal labels influence the level of perceptual encoding and the amount of perceptual
detail that is recalled, then it is likely that the composition of semantic memory is

influenced by relations between items of verbal information. Tulving (1984) developed

this idea in his model of semantic memory.

Further support for this notion comes from Jorg and H6rmann (1978). They showed that
the generality or specificity of a given verbal label was a determinant of accuracy when
deciding whether test pictures were identical to those that had been studied earlier. The
picture stimuli presented were described either at a general level, for example, “the knife

is next to the fish”, or at a more specific level, for example, “the flounder is next to the

bread knife”. They assumed that the verbal labels affected depth of processing during the

study phase. They concluded that the verbal labels had “induced conceptual

demarcations for perceptual processing” (p. 433). The verbal labels had affected the

depth of processing of subsequently presented pictures.

There is much evidence that verbal processing influences the way that pictures are
processed and encoded. To determine whether picture associations can occur without

verbal mediation it is necessary to find some means of controlling for the influence of the

verbal processing system.

Picture and Word Processing in Semantic Associations

The dual coding and single semantic store models differ fundamentally in their accounts

of semantic associations.

In dual coding terms, meaning is based on two distinct type of link: links within a system,

and links between the two systems. For example, the representations for “boy” and “girl”

might involve an associative structure comprising four elementary representations, two
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verbal and two 1maginal and their interconnections at the referential (image-word, word-
image) and associative (image-image, word-word) levels. “Which components are most
strongly connected presumably depends on the nature of prior experience” (Paivio, 1971).

If dual coding is correct, cross and within modality associations can have different

strengths.

In contrast, common semantic store models predict equivalent strengths for picture
associations and word associations representing the same conceptual association. It
follows that there must be equivalent facilitative effects across and within the two surface

forms, and equivalent interference effects between and within the two surface forms

(Snodgrass, 1984).

Comparing Conceptually Related Pictures and Words

Potter and Kroll (1984) carried out a series of experiments designed to measure the
strengths of picture associations and word associations representing the same conceptual

association. They presented subjects with two tasks: a lexical decision task and an object

decision task analogous to the lexical decision task. The stimulus sets used in each task
were equivalent; the words in the lexical decision task were the names of the objects that

appeared in the object decision task. The non-objects were line drawings of closed

figures, created by tracing parts of drawings and regularising the resulting figures. To

control for extraneous conceptual associations each of the pictures selected had only one

name. If lexical and object decisions rely on the same conceptual representations, the two

tasks should be influenced by the same experimental manipulations.

Potter and Kroll (1984) established that the response times to the words and the pictures

in their tasks were similar. Objects were recognised faster than words (35 ms and 24 ms

respectively), but the difference was not significant. They inferred from this that objects
are not necessarily named as part of the recognition process. If naming was necessary

prior to object recognition, it could be predicted that object recognition would take some
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200 - 300 ms longer than word recognition (Cattell, 1886; Potter & Faulconer, 1975;

Smith & Magee, 1980).

They found similar frequency effects for words and pictures (according to Kucera &
Francis’, 1967, frequency norms). This could be accounted for either by a common,
amodal code, or because of similar frequencies of the names and appearances of different

objects. It remains to be demonstrated whether words gain in functional frequency when

their referents are seen oOr vVice versa.

An adaptation of the tasks was used to measure priming effects. Participants had to make

a decision about two simultaneously presented stimulus pairs. They were asked to

respond “yes” if both stimuli were real words or real objects, and “no” if one or both
stimuli were nonwords or non-objects. Priming was produced both for picture pairs (49

ms) and for word pairs (18 ms), but there was a significantly greater priming effect for the

picture pairs than for the word pairs.

An analysis of the negative responses showed that when a real word was displayed above

a nonword, the latency of response was significantly longer than when a nonword was
displayed above a real word. This pattern was not found for picture pairs. The difference

in response times when a real object was displayed above a non-object, compared with a
non-object displayed above a real object, was not significant. This was interpreted as

possible evidence that words are processed serially, whereas pictures are processed in

parallel.

Potter and Kroll (1984) added a more stringent test by presenting the two types of symbol
pairs in mixed blocks. When a mixed object/lexical decision task was presented, there

was an overall increase 1n reaction time compared with that obtained in their Experiment
1. The common semantic code hypothesis predicts that mixed presentation should have

no effect on the processing of either stimulus modality.

A variation of their mixed stimulus block experiment was carried out by Potter and Kroll
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(1984) to examine the effects of repetition within and across surface forms. The rationale
for this was that, if both pictures and words accessed a common conceptual store,

repetition effects across surface forms could be predicted. The results showed a
significant effect of repetition (average of 25 ms) within form, but there was substantially
less repetition priming across surface forms. A small but significant priming effect was

obtained when words were preceded by their picture referent, but no significant

facilitation was produced for pictures preceded by their names. Potter and Kroll

speculated that the pictures activated a conceptual representation, priming word

recognition, but that presentation of the name did not activate the conceptual store.

The results of Kroll and Potter’s (1984) experiments established that priming has a form
specific component in addition to its established sensitivity to conceptual relations

between items. Evidence that priming is affected by conceptual relations can be seen in

semantic priming experiments (Guenther, Klatzky, & Putnam, 1980; Hines, Czerwinski,
Sawyer, & Dwyer, 1986; La Heij, Dirkx, & Kramer, 1990; Lupker, 1984; Lupker, 1988;

Meyer & Schvaneveldt, 1971; Williams, 1996). Overall their results did not provide

unambiguous support for either common semantic store or dual coding models.

To summarise, Kroll and Potter (1984) developed an object decision task that taps

conceptual associations without requiring objects to be named. Variants of this task can

be used to produce priming effects for both picture pairs and word pairs.

Methodological Decisions

Rationale for employing novel stimuli

Evidence from interference tasks strongly suggests that associations between a word and
a picture are automatically activated. For instance, the presence of a related picture slows
the time taken to categorise a word (Smith & Magee, 1980), and the presence of a related

word slows down the time taken to name a picture (Lupker, 1979).
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Paivio (1971) assumed that the strength of associative links is dependent on the nature of
prior experience. Existing patterns of association are likely to be idiosyncratic, and hard

to control for. Different participants are likely to have learned different patterns of

associations and to have different associative strengths between items reflecting their

different experiences.

Kroll and Potter (1984) found similar effects of familiarity between associated pictures

and associated words; these effects could be the result of a transfer of functionality or of

experience with objects in the world.

It was therefore deemed necessary to provide participants with new associations in a

controlled manner.

Dagenbach, Horst, and Carr (1990) reported that it is much easier to add a new word (and
its meaning) to semantic memory than it is to create a link between two previously

unrelated words already established in semantic memory. They proposed that the cause

of this difference might be spreading activation along existing connections having a

dampening effect on the new association.

Training associations between novel stimuli would be an appropriate means of controlling

participant’s prior experience, and would eliminate any problems relating to pre-existing
associations. It would also reduce the possibility of lexical processing automatically

priming existing relationships between two pictures, or of imagery based associations

automatically facilitating the processing of two words.

It was hoped that by mantpulating the sequence of exposure to information it would be

possible to map the availability of associative information across the two processing

systems.

For these reasons, it was decided to train participants with novel word associations or

novel picture associations, and with associations between the novel words and the novel

pictures.
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Design of the experimental task

It has been widely assumed that the size of the priming etfect produced between two

related items is a measure of the strength of associations between those items (Carr,

McCauley, Sperber, & Parmelee, 1982; McKoon and Ratcliff, 1992).

McKoon and Ratcliff (1979; 1976, cited in Ratcliff & McKoon, 1978) demonstrated that
priming effects can be produced by new associations between words. Their participants
were taught a series of word associations between previously unrelated words (e.g. city-
grass). Immediately after learning the paired associates, participants were given a lexical

decision task. A priming effect of 45 ms was produced.

Greater priming effects between recently associated items were produced when
participants were asked to decide whether the target words had appeared in the study list,

compared with having to decide on the lexical status of the letter strings. This item

recognition task increased the priming effects from 45 ms to 150 ms using the same

stimulus pairs and presentation procedure.

It was decided that priming would be a suitable tool for investigating the structure of
recently learned verbal information; for this reason, variations on the lexical decision

tasks were employed. It was also decided to employ an item recognition task to measure

the strength of association between items.

Carr et al (1982) demonstrated that larger priming effects are achieved when the prime is
displayed at supra threshold levels. They found that the mean identification threshold for
picture primes was 45 ms, that for word primes 65 ms. They calculated their supra
threshold duration by adding 450 ms to the full threshold duration for each item. On

these grounds it was decided that a prime exposure time of 500 ms should be sufficient to

obtain an associative priming effect.

In an experiment that required a response to both prime and target, Guenther, Klatzky,

and Putnam (1980) found an increase in the reaction time to the target when the prime
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was a picture. They explained this as a function of a post-iconic perceptual memory that
is maintained for a fixed time period. The picture prime 1s maintained in the visual short

term memory, inhibiting the response time to the second stimulus. This inhibitory period
was overcome by Bajo and Canas (1989). They presented all their primes for a period of
1000 ms with an inter stimulus interval (ISI) of 50 ms before the target was shown. They
demonstrated word-word priming, picture-picture priming and cross modal (picture-word
and word-picture) priming. In order to create an adequate interval to prevent any

interference produced by post-iconic memory, it was decided to have a SOA (Stimulus

Onset Asynchrony) of 1000 ms. Since the prime duration had been set at 500 ms, the ISI

was 500 ms.

Bajo (1988) and Kroll (1990) demonstrated that presenting blocks of mixed classes of
prime-target relations (for example picture-picture and word-word) increased the

response latency, but reduced the size of the pnming effect, compared with blocks of a

single prime-target class. It was therefore decided to present the decision tasks separately

to measure trained associations versus cross modality pnming.

Experimental Aims

The primary aim of these experiments is to determine whether patterns of association
established between two pictures can be mediated without verbal processing. A
secondary question is whether, once an association is established in one symbol modality
(e.g. picture association), the information 1s transferable to another symbol modality (e.g.
word association). For example, if two objects are associated by contiguous exposure,
will the names for these objects also become associated? Further questions are whether

picture associations require previously associated words, and whether visual associations

require perceptual experience?

These questions are of theoretical relevance; answers to them would provide evidence for

deciding between the different models of the relations between picture processing and
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verbal processing. Dual coding theory could accommodate independent patterns of

association within and between the verbal and the non-verbal system. Patterns of

association established in one symbolic modality are accessible to the other via referential
links, but the strength of these associations may be different. Single semantic store
models predict that once an association exists between two concepts, 1t can be accessed

by either picture or word processing systems regardless of the modality through which the

association was acquired. The strength of a conceptual association must be equal for

picture pairs and word pairs.
Further questions arise from the novel nature of our stimuli:

1. Can a verbal association arise if there are no names available for the items at the time

they are associated?

2 If visual associations are established before names have been learned for the associated

items, when names are learned will these be associated because of the existing visual

association?

3. If associations are learned between two novel words, does this create a corresponding

association between their picture referents?

4. If so, do the names of the referents need to be established before the word association

is learned?

Pilot Study 1

This pilot study was carried out to establish whether priming could be produced between

recently associated novel word pairs and novel picture pairs. Training tasks designed to

teach participants paired associations between novel pictures or between novel words
were tested. An object decision task was used to measure the strength of associations

established between the novel picture pairs, and a lexical decision task was employed to

measure the strength of association between the novel word pairs. These decision tasks
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required participants to decide whether the target stimulus had appeared during the

training phase, presenting targets after associated or unassociated priming stimuli.

Method

Participants
Twelve postgraduate students from the School of Psychology, University of Wales,

Bangor were recruited. Four of the participants were male, eight female. Subjects were

not informed about the experimental aims until they had completed the experimental

trials.

Stimuli

Verbal stimuli

A set of 58 three letter novel words were created, all were of a consonant-vowel-
consonant structure, and none were words in the English language (the list of these
stimuli is presented in Appendix 2.1). All the words were presented on a computer screen
in Chicago 24 point. Four of these words were selected for the training phase during

which they were presented as two pairs embedded in simple phrases; for example, “Lof
above Jiz” and “Gub right of Nas”. The stimuli were presented in this way in an attempt
to add some meaning in the form of positional information. Twenty phrases were
constructed, in which each word appeared as the first noun, with its associated word as
the second noun (see Appendix 2.1). The remaining 54 novel words were employed as
foils in the priming task. For the priming task three blocks of 16 word pairs and a
practice block of 8 word pairs were constructed comprising an equal number of the
following combinations: an associated word pair, a previously associated word followed
by a novel word, a novel word paired with a previously associated word, and a pair of

novel words. All of the novel words in this task appeared only once in the entire
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experiment.

Visual stimuli

A set of 58 distinct visual stimuli, each composed of randomly filled squaresona 5 x 5
matrix, was created (see Figure 2.1 for examples). Each picture was 2.8 cm square. Four

visual stimuli were arbitrarily selected for the training phase. During the training phase
these four stimuli were presented as two pairs. Each pair was presented randomly, in any
of two out of three comers of a square stimulus field (top right, bottom left, and bottom

right of a computer screen). The remaining 54 stimuli were used as foils during the visual

priming task (an example of these is given in Appendix 2.2).

A practice block of 8 visual pairs and three experimental blocks of 16 pairs each were

constructed. Each experimental block contained four of the following prime target pairs:
trained picture associates, an associated picture (from the training phase) paired with a
novel picture, a novel stimulus picture and an associated picture, and pairs of novel

stimuli. Each novel stimulus was presented only once in the entire experiment. The

practice block comprised two of each of the pair types.
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Figure 2.1: The stimulus pairs for the visual association training and visual priming
task.

Apparatus

The experiment was generated using Psyscope (Cohen, MacWhinney, Flatt, & Provost,

1993) and run on a Macintosh IIvx computer using an 18" black and white Radius
monitor. The Macintosh keyboard was used for subjects’ responses, and the built-in

Macintosh (screen refresh cycle) timer was used for recording the response times (in

increments of 16.6 ms.).

Design

Participants were presented with two tasks in this experiment, a verbal task and a visual
task. Each task consisted of a training phase and a testing phase. The order of
presentation was counterbalanced; half of the subjects completed the visual task first and
half the verbal task first. During each of the training phases, participants studied
associations between two pairs of novel stimuli. During the testing phase, participants
were given either a lexical decision task or an object decision task. The stimuli that had

appeared in the training phase were presented either preceded by a novel stimulus or by
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their associated stimulus. An equal number of novel targets were also presented,
preceded by novel stimuli or by the stimuli from the association task. A within subjects

design was employed for analysing each of the two tasks. A comparison was made

between the response time to target stimuli when preceded by an associated prime

(primed associated targets) compared with when those targets were preceded by an

unrelated prime (unprimed associated targets). The dependent variable was the latency of

response to the target stimulus in each tnal.

Procedure

Participants were run individually on all tasks. The task that participants undertook first
(visual association + priming, or verbal association + priming) was determined by the

order in which they arrived in the testing room.

Verbal Task

Verbal association training task.

Each participant was seated in front of the monitor on which the following instructions

were displayed:

Welcome. This part of the experiment lasts for approximately ten minutes. Your
task is to study sentences that describe a new physical world. In this world there

are four objects which interact. You will see 80 sentences, one after another, which
describe the ways in which these objects interact. Your job is simply to read aloud

each sentence as it is presented, and to try and figure out the possible relationships

in this world from the set of sentences that descnbe it. If you have any questions

ask the experimenter now. Otherwise press the “/” key when you are ready to

begin.
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Pressing the “/” key started the training trials. Each trial commenced with a fixation mark
(*) displayed in the centre of the screen for 500 ms. This was replaced by one of the
stimulus association phrases ( e.g., “Gub abutting Nas’), which remained on view for
4000 ms. After 500 ms a visual mask, comprising a row of “XXXXXXXXXXXXXXX”,

was displayed for a further 500 ms. After an inter-trial interval (ITI) of 1000 ms, the next

trial was presented. This continued until all 80 training phrases had been displayed.

Verbal priming task

This task was presented immediately after verbal association training. At the start of the

task the following instructions were displayed on the monitor:

Welcome. This part of the experiment lasts approximately five minutes. There are

8 practice trials and 48 experimental trials. On each trial you will see a * then a
three-letter “word”, then another three-letter “word”. Your task is to judge if the
second “word” was one of the original four that you studied in your earlier

observations of the sentences which described the new physical world. If it was,

then press the “/” key. If it wasn't, then press the “z” key. Make your responses as
quickly as possible while still trying to be accurate. If you have any questions ask

the experimenter now. Otherwise, press the *“/” key when you are ready to begin.

Eight practice trials were followed by a short break, during which participants could ask

any questions about the procedure, before commencing the 48 experimental trials. Each
trial started with a fixation mark (*) displayed for 1000 ms, followed by the prime word
which remained on view for 500 ms. After an ISI of 500 ms the target word was

displayed. The target remained on view until a response key was pressed.
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Visual Task:

Visual association training

The training started with the following instructions displayed on the monitor.

Welcome. This part of the experiment lasts approximately ten minutes. Your task

is to observe events in a simple new physical world. In this world there are four
objects which interact. You will see 80 events, one after another. In each of these
events two object interact. Your job i1s simply to study each event, to try to
recognise the detailed shape of each of the four objects, and to try and figure out
the possible relations between them. If you have any questions ask the

experimenter now. Otherwise press the”/” key when you are ready to begin.

After the instructions, the 80 training trials were presented in a random order. The two
picture pairs were presented in an equal number of tnials. Each trial consisted of a picture
displayed for 3000 ms, with a second picture appearing on the screen 1000 ms after the

onset of the first picture. The second picture was displayed for 3000 ms. Each picture
was displayed in one of three positions within a stimulus field that occupied the centre of
the screen. The three possible positions were the two lower quadrants and the upper right
quadrant. The distance between the pictures was approximately 1 cm. Following an
interval of 500 ms the entire stimulus field was occupied by a chequered visual mask that

remained on the screen for 500 ms. After an ITI of 1000 ms the next trial started, until all

the trials had been run.

Visual priming test

This task was presented immediately after the visual association training. These

instructions were displayed on the screen:

This part of the experiment lasts approximately five minutes. There are 8 practice

trials and 48 experimental trials. On each trial you will see a "*" then a picture,
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then another picture. Your task is to judge if the second picture was one of the
original four that you studied, 1n your earlier observations of the new physical
world. If it was, then press the “/” key. If it wasn’t, then press the “z” key. Make

your responses as quickly as possible while still trying to be accurate. If you have

any questions ask the experimenter now. Otherwise press the “/” key when you are

ready to begin.

After the instructions, there were 8 practice trials followed by a break, during which the
experimenter answered any questions participants had about the procedure. Then the

experimental trials were presented. Each trial started with a fixation mark (*) displayed

for 1000 ms, followed by a prime that had a duration of 500 ms. After an ISI of 500 ms,
the target appeared and remained on display until a response was recorded. The latency

of response from the onset of the target was recorded by the computer.

Results for Pilot Study 1

The dependent variable was latency of response (measured in ms; increments of 16.6 ms

"ticks") to the target stimulus. There were four within subject conditions in each task
formed by the different combinations of stimulus pairs. The two pairs of novel stimuli

that had been previously associated during the training phase will be referred to as the
associated words or the associated pictures. The other stimuli, shown only once during
the entire experiment, will be referred to as the novel words or the novel pictures. A
priming effect was calculated for each task, that is, the comparison between the response
times to primed associated targets (an associated target preceded by its paired associate
from the training task) and unprimed associated targets (an associated target preceded by

a novel stimulus). The alpha level for all of the following analyses was set at .05.

Verbal Priming

The data from one participant were excluded because she failed to make any correct
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responses in the unprimed associated target condition.

The mean reaction times and standard deviations for each condition of prime-target pairs

are shown in Table 2.1. A one way repeated measures ANOVA showed a significant
difference between the four conditions (F = 3.025, df = 3,10, p =.045). The ANOVA

table is given in Appendix 2.3. Planned means comparisons showed a significant priming

effect (F = 5.51; df = 1,10; p = .026).

Table 2.1: Mean reaction (+ SD) for the verbal and the visual decision tasks using associated

novel stimuli
Stimulus Form n Prime - Target Pairs
Nnov - nov ass = Nov nov = ass dSS - dSS
Verbal 11 577.6 341.7 602 549.2
(83.3) (86.1) (109.9) (100.7)
Picture 11 805.8 704 806.1 725. 1
(146.6) (100.6) (174.1) (141.2)

Note: nov = novel stimulus, ass = associated stimulus

The reaction times to the different target types (novel word targets and associated word

targets) were compared using planned means comparisons. The difference was not

significant.

Picture Priming

The data from one subject were excluded because she used only one finger for the

responses due to boredom. She reported that she had no idea whether she had seen the

stimuli before, because she had only studied the top left corner of the pictures during the

training phase.
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The mean reaction times and standard deviations for each condition are shown in Table
2.1. A one way repeated measures ANOVA showed a significant difference between the
four conditions (F = 3.26; df = 3,10; p = .035). The ANOVA table is presented in
Appendix 2.4. Planned means comparisons showed a significant priming effect (F =
4.49; df = 1,10; p = .042). Means comparisons between the target types (associated

pictures compared with the novel pictures) showed no significant difference in the

reaction times.

Picture Stimuli versus Word Stimuli

A repeated measures ANOVA was carried out to compare the mean response latency for
the picture targets (737.5 ms; SD = 125) compared with the word targets (563.4 ms; SD =
86). The response to the word targets was significantly faster than to picture words (F =

74.5;df=1,9; p <.0001). The ANOVA table is shown in Appendix 2.5.

Discussion

This pilot experiment established that a prniming effect could be produced between novel
picture associates and between novel word associates after paired associative training.

This supports the hypothesis that picture associations can occur without being verbally
mediated. The pattern of results we obtained was not the same as that of Kroll and Potter
(1984) who found that pictures were recognised faster than words. However, Kroll and
Potter used pictures of very familiar objects, our study used pictures with an unfamiliar
format that had only been studied for a relatively short period. The training task was

deemed to be adequate to establish paired associate learning between the novel stimuli.

The priming task appeared to be a sufficiently sensitive measure of associations,
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Pilot Study 2

Experimental Aims

This pilot study was carried out to discover whether cross modal priming could be
produced after participants had been taught the name relation (picture-word, word-
picture) between the stimuli that were presented in the paired association training tasks.

Pilot Study 1 established that a priming effect could be produced between two recently
associated novel picture stimuli and between recently associated novel words. A
vocabulary training task (picture-word, word-picture associations) was introduced in this
study. A vocabulary test task was also included to measure how well participants could

recall the names for the novel pictures. The order in which the vocabulary training was
introduced was manipulated across conditions (see Figure 2.2 for an illustration of the

training and testing sequence for each condition). This Pilot Study 2 tested participants

for cross modality priming: participants trained in the picture association task were tested
with the verbal priming task; participants trained in the word association task were tested

with the visual priming task.

Single semantic store models predict that priming effects will not be affected by the order
in which associations are established (e.g., word association training after vocabulary
training vs. vocabulary training after word association training). No difference would be
predicted between cross modal picture priming after word association training and cross

modal word priming after picture association training, since the model proposes that these

associations have a common conceptual association.

Dual coding models predict that larger priming effects might be produced when the

vocabulary training occurs before the paired association training. For example, picture
associates could produce larger cross modal priming effects if they were named prior to

their association because both a verbal and a non verbal association could be formed

74



C 2: Are Picture Associations Verbally Mediated? Fiona Zinovieff

during the training phase. Cross modal priming is supported by dualcoding models via
referential links; because of this, there is a prediction that the response latency will be

slower for the cross modal decision tasks than for the associative decision tasks employed

in Pilot Study 1.

Participants

Twenty four participants volunteered to take part in this study. They were all university
psychology graduates, either employed as research assistants or postgraduate students at
the University of Wales, Bangor. Participants were not aware of the experimental aims

until they were debriefed at the end of the experiment. None of the participants had taken

part in Pilot Study 1.

Stimuli

The picture stimuli and verbal stimuli were the same as those employed in the first pilot

study. The words and pictures that were employed 1n the trained association tasks were

arbitrarily paired to form four picture-word pairs for the vocabulary training task (shown
in Figure 2.3). These pairs were arranged in 2 blocks; in the first block the picture

appeared first, and in the second block the word appeared first. These pairs were further

blocked into two pairs of pairs for the trained associations.
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2nd

1st
VWWW  g—p WwWVuww VWWW  g—p wvuvw

2nd

VWWW

e ' 4 Trained Test for cross
novel picture  novel wor associations modal priming

Figure 2.2: An illustration of the four different training and testing sequences in Pilot

Study 2.

Apparatus

This experiment was generated using Psyscope (Cohen, MacWhinney, Flatt, & Provost.
1993). It was run on a Macintosh IIvx computer using an 18 black and white Radius

monitor. The Macintosh keyboard was used for subjects’ responses, and the built-in

Macintosh (screen refresh cycle) timer was used for recording the response times (in

increments of 16.6 ms.).
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Figure 2.3: Stimulus pairs for the vocabulary training task.

Design

This was a mixed design. The between subjects manipulation was the sequence in which
the training and testing tasks were presented. Four different conditions were tested. The

sequence of training and testing tasks for each condition is shown in Table 2.2.

The within subjects factor for the decision tasks was the relationship between the prime
and the target stimuli. There were four different types of prime target pair (novel-novel,

associated-novel, novel-associated, associated- associated). Associated stimuli were
those that appeared in the trained association and vocabulary task, novel stimuli only
appeared once in the entire experiment. The dependent variable for the decision tasks
was response time to the target measured in ms (increments of 16.6 ms "ticks"). The
dependent variable for the vocabulary test task was number of correct responses recorded.
To control for possible interference effects caused by the additional tasks, the sequence of
tasks presented was arranged with an intervening task between training and related test

tasks (between the association training task and the priming task and between the

vocabulary training task and the vocabulary test task).
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Table 2.2: Sequence of training and test tasks for each condition in Pilot 2

Condition 1st task 2nd task 3rd task 4th task
1 vocabulary picture vocabulary word priming
training association test task
2 vocabulary word vocabulary picture priming
training association test task
3 picture vocabulary word decision vocabulary
association training task test
4 word vocabulary  picture decisior vocabulary
association training task test
Procedure

The paired association training and the decision tasks were identical in procedure to Pilot

Study 1. Two new tasks (vocabulary training and vocabulary test) were introduced in

this pilot study. Each participant was run individually.

Vocabulary training task

The participant was seated in front of the monitor and the following instructions were
displayed:
Welcome. This part of the experiment lasts approximately 10 minutes. You will
be introduced to a series of objects and word labels that are part of a new physical
world. Your task is simply to learn the name of each of these objects. Please read

aloud the name of each object as you study its detailed shape. If you have any

questions before you start, ask the experimenter now. When you are ready to begin

press key “/".
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There were 40 picture-word trials and 40 word-picture trials, in each of which each of

the four pairs appeared 10 times. Picture-word trials started with the presentation of a

picture to the right of centre in the stimulus field; after 1000 ms the name of the picture
was displayed on the left of the stimulus field. The two stimuli remained on view
together for a further 3000 ms. The stimuli were replaced by a chequered visual mask
which filled the stimulus field for 500 ms. There was a minimum ITI of 500 ms. Word-
picture trials commenced with the word displayed to the left of the stimulus field, after
1000 ms the picture appeared on the right; the stimuli were displayed together for a

further 3000 ms, followed by the visual mask for 500 ms. The trials were presented in a

random order.

Vocabulary test task.

A vocabulary test task was presented to test whether participants could recall the picture-
word name associations studied in the vocabulary training task. This test task

commenced with the following instructions:

This part of the experiment is designed to test how well you have learned the
names for the new shapes that you have just been shown. You will see 56 trials,

including 8 practice trials. Each trial is made up of one word and four pictures.
Your task is to read each name that will be displayed, to match it to the right shape,
then to press the number key that corresponds to the number displayed with that
shape. You will be told when you have made the correct response. If your choice
is not correct you will hear a beep sound. This part of the experiment is not
measuring your reaction time, so take your time and respond as accurately as

possible. If you have any questions please ask the experimenter now. When you

are ready to begin press key " /".

Each trial comprised a stimulus array of 5 squares arranged in a cross appearing in the

centre of the screen (see Figure 2.4 for an illustration). In the centre square one of the
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names of the associated novel pictures was displayed in Chicago 24 point. The four
pictures from the vocabulary training task were displayed, one in each of the outer boxes.

The outside squares were numbered 1 - 4 in a clockwise direction starting from the top.

Each square was approximately 5 cm in size.

NAS

Figure 2.4: The stimulus array for the vocabulary test task.

The participant’s task was to read the name and select the appropriate picture by pressing
the number on the keyboard corresponding to the box in which that picture was

displayed. If participants selected the right key, the word “correct” was displayed in the

centre of the screen for 1000 ms. If the wrong key was selected, a beep sounded

(“incorrect beep” from the Macintosh sound control panel). The stimuli remained on the
screen until the correct button had been pressed. The first key press for each trial was
recorded on the computer, as was the number of the square in which the correct picture
appeared. There were 8 practice trials and 48 experimental trials. The position of the

pictures was randomised between trials to prevent participants responding to each name

according to a number, or a location, rather than selecting the picture.
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Results for Pilot Study 2

The dependent variable for the vocabulary test task was number of correct responses

(excluding the practice trials). The percentage of correct responses in the vocabulary task

for each individual are shown in Table 2.4

The dependent variable for the cross stimulus modality decision tasks was latency of

response to the target word measured in ms (increments of 16.6 ms "ticks"). Incorrect

responses were excluded from the analysis, as were all responses that exceeded three

standard deviations of an individual’s mean response time.

The mean reaction times and standard deviations for each condition are shown in Table

2.3. The priming effect for each condition was analysed separately using a one way
repeated measures ANOVA. The difference between the response time to the associated

prime-target pairs was compared with the response times to those targets when they were

preceded by an unrelated prime. In all of the following analyses the alpha level was set at

05.

Analysis of Condition I

(vocabulary training, picture association, vocabulary test, word priming)

A one factor repeated measures ANOVA showed no significant cross modal priming
effects. The analysis was repeated excluding data from the participant who scored < 95%
correct in the vocabulary test. The difference in reaction time to the primed and the

unprimed targets was not significant. The ANOVA table for these analyses are shown in

appendices 2.6a and 2.6b.

The mean reaction time to the novel word targets (627.5 ms, SD = 121.7) was compared
with the reaction time to the associated target words (words presented in the vocabulary
training task; 585.4 ms, SD = 145.6). A two factor repeated measures ANOVA was

employed; the first factor was target type (novel or associated), the second factor was
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prime type (novel or associated). Responses to the associated word targets were

significantly faster than to the novel targets (F = 9.26; df = 1,5; p = .029). The effect of

prime type was not significant, nor was there an interaction between target and prime

type. The ANOVA table for this analysis is shown in Appendix 2.6c.

Table 2.3: The mean response times (in ms) for each condition to the previously trained target
stimuli when preceded by an unrelated prime and by the previously associated prime (standard

deviations are shown in parentheses)

Condition n  Unrelated prime Associated prime
Condition 1 6 591.9 578.8
(vocabulary training, picture association, (118.4) (180.3)

vocabulary test, word priming)

Condition 2 6 1083.3 917.4
(vocabulary training, word association, (438.5) (248.2)
vocabulary test, picture priming)

Condition 3 6 563.7 572.6
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