
Bangor University

DOCTOR OF PHILOSOPHY

An Advanced Virtual Environment for Rugby Skills Training

Miles, Helen

Award date:
2014

Awarding institution:
Bangor University

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 27. Apr. 2024

https://research.bangor.ac.uk/portal/en/theses/an-advanced-virtual-environment-for-rugby-skills-training(560c2b84-ac2e-4ce9-8354-bc842b20b4ea).html


Declaration and Consent 

Details of the Work 

I hereby agree to deposit the following item in the digital repository maintained by Bangor 

University and/or in any other repository authorized for use by Bangor University. 

Author Name: ………………………………………………………………………………………………….. 

Title: ………………………………………………………………………………………..………………………. 

Supervisor/Department: .................................................................................................................. 

Funding body (if any): ........................................................................................................................ 

Qualification/Degree obtained: ………………………………………………………………………. 

This item is a product of my own research endeavours and is covered by the agreement below 

in which the item is referred to as “the Work”.  It is identical in content to that deposited in the 

Library, subject to point 4 below. 

Non-exclusive Rights 

Rights granted to the digital repository through this agreement are entirely non-exclusive.  I am 

free to publish the Work in its present version or future versions elsewhere. 

I agree that Bangor University may electronically store, copy or translate the Work to any 

approved medium or format for the purpose of future preservation and accessibility.  Bangor 

University is not under any obligation to reproduce or display the Work in the same formats or 

resolutions in which it was originally deposited. 

Bangor University Digital Repository 

I understand that work deposited in the digital repository will be accessible to a wide variety of 

people and institutions, including automated agents and search engines via the World Wide 

Web. 

I understand that once the Work is deposited, the item and its metadata may be incorporated 

into public access catalogues or services, national databases of electronic theses and 

dissertations such as the British Library’s EThOS or any service provided by the National 

Library of Wales. 

I understand that the Work may be made available via the National Library of Wales Online 

Electronic Theses Service under the declared terms and conditions of use 

(http://www.llgc.org.uk/index.php?id=4676). I agree that as part of this service the National 

Library of Wales may electronically store, copy or convert the Work to any approved medium or 

format for the purpose of future preservation and accessibility.  The National Library of Wales is 

not under any obligation to reproduce or display the Work in the same formats or resolutions in 

which it was originally deposited. 

 



Statement 1: 

This work has not previously been accepted in substance for any degree and is not being 

concurrently submitted in candidature for any degree unless as agreed by the University for 

approved dual awards. 

 

Signed ………………………………………….. (candidate) 

Date …………………………………………….. 

Statement 2: 

This thesis is the result of my own investigations, except where otherwise stated.  Where 

correction services have been used, the extent and nature of the correction is clearly marked in 

a footnote(s). 

All other sources are acknowledged by footnotes and/or a bibliography. 

 

Signed …………………………………………. (candidate) 

Date ……………………………………………. 

Statement 3: 

I hereby give consent for my thesis, if accepted, to be available for photocopying, for inter-

library loan and for electronic storage (subject to any constraints as defined in statement 4), 

and for the title and summary to be made available to outside organisations. 

 

Signed …………………………………………. (candidate) 

Date ……………………………………………. 

NB: Candidates on whose behalf a bar on access has been approved by the Academic 

Registry should use the following version of Statement 3: 

Statement 3 (bar): 

I hereby give consent for my thesis, if accepted, to be available for photocopying, for inter-

library loans and for electronic storage (subject to any constraints as defined in statement 4), 

after expiry of a bar on access. 

 

Signed …………………………………………… (candidate) 

Date ………………………………………………                                                                                         

 



Statement 4: 

Choose one of the following options  

a)      I agree to deposit an electronic copy of my thesis (the Work) in the Bangor University (BU) 
Institutional Digital Repository, the British Library ETHOS system, and/or in any other 
repository authorized for use by Bangor University and where necessary have gained the 
required permissions for the use of third party material. 

 

b)      I agree to deposit an electronic copy of my thesis (the Work) in the Bangor University (BU) 
Institutional Digital Repository, the British Library ETHOS system, and/or in any other 
repository authorized for use by Bangor University when the approved bar on access has 
been lifted. 

 

c)      I agree to submit my thesis (the Work) electronically via Bangor University’s e-submission 
system, however I opt-out of the electronic deposit to the Bangor University (BU) 
Institutional Digital Repository, the British Library ETHOS system, and/or in any other 
repository authorized for use by Bangor University, due to lack of permissions for use of 
third party material. 

 

Options B should only be used if a bar on access has been approved by the University. 

In addition to the above I also agree to the following: 

1. That I am the author or have the authority of the author(s) to make this agreement and 

do hereby give Bangor University the right to make available the Work in the way 

described above. 

2. That the electronic copy of the Work deposited in the digital repository and covered by 

this agreement, is identical in content to the paper copy of the Work deposited in the 

Bangor University Library, subject to point 4 below. 

3. That I have exercised reasonable care to ensure that the Work is original and, to the best 

of my knowledge, does not breach any laws – including those relating to defamation, 

libel and copyright. 

4. That I have, in instances where the intellectual property of other authors or copyright 

holders is included in the Work, and where appropriate, gained explicit permission for 

the inclusion of that material in the Work, and in the electronic form of the Work as 

accessed through the open access digital repository, or that I have identified and 

removed that material for which adequate and appropriate permission has not been 

obtained and which will be inaccessible via the digital repository. 

5. That Bangor University does not hold any obligation to take legal action on behalf of the 

Depositor, or other rights holders, in the event of a breach of intellectual property rights, 

or any other right, in the material deposited. 

6. That I will indemnify and keep indemnified Bangor University and the National Library 

of Wales from and against any loss, liability, claim or damage, including without 

limitation any related legal fees and court costs (on a full indemnity bases), related to 

any breach by myself of any term of this agreement. 

 

Signature: ………………………………………………………  Date : ……………………………………………. 





An Advanced
Virtual Environment

for Rugby
Skills Training

Thesis submitted in accordance with the requirements of

the Bangor University for the degree of Doctor in Philosophy

by

Helen C. Miles

January 2014



ABSTRACT

There is growing interest in utilising virtual environments (VEs) in the

context of sports. In particular there is a desire to be able to improve sen-

sorimotor skills rather than just using a VE as a tool for strategy analysis,

or entertainment. While there have been a number of VEs developed for

the sports of tennis, football and baseball, very little work has been done

for the game of rugby. The main aim of this thesis is to address this gap in

the research. Passing is chosen as the skill in question, as it is considered

a core, fundamental skill of the game that is sometimes forgotten amongst

more complex training regimes. No previous work has been undertaken

to build a virtual environment to train passing skills for rugby, and so a

prototype system has been designed to explore it’s potential.

The system (VERST: a Virtual Environment for Rugby Skills Train-

ing) was designed to have a user facing a large screen with a virtual scene

containing targets; the user holds a real rugby ball (tethered to prevent

damage to equipment) and must throw it at the virtual targets.

The system was tested in two exploratory experiments featuring a throw-

ing task and a verbal estimation task. 10 participants were recruited to as-

sess the perception of depth for the virtual targets and the suitability of the

design of the system. Different configurations of the hardware were tested:

the participant’s position relative to the screen, the use of stereoscopy and

the use of a floor screen. The results suggests that the difference in in-

tended target distances is being correctly perceived, but that the subjects

i



were not throwing that distance. Though the reason for this is not clear, it

is possible that the virtual scene chosen for the task lacked sufficient depth

cues. It is also possible that the task was not appropriately designed, as

the task of throwing the ball forward is an illegal move in a game of rugby.

Despite negative results from the throwing task, VERST has proven to be

a useful platform for investigating the optimal set up of a virtual environ-

ment for training ball passing skills in rugby.

ii
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Chapter 1

Introduction

1.1 Context and Motivation

Professional sport has become so competitive that trainers and coaches are seeking

new methods of improving their elite athletes that will give them a step up above their

competitors. In recent years, the advancement of technology has reached a level of

sophistication that has brought it to the attention of those seeking additional methods

of training. The use of motion capture systems allows coaches and trainers to observe

the movement of their athletes in great detail, and at low enough speeds to detect any

flaws in their actions.

The company Rygbi Innovations Cyf. are interested in exploring the potential of

virtual environments to assist in the training of rugby union players. They are particu-

larly interested in a system which could be implemented at low cost with easy-to-use

hardware and software, with the aim of introducing the technology at a high level

(larger teams first) before disseminating to smaller clubs that will not have the budget

or technical expertise available to the larger teams. Rygbi Innovations Cyf. were not

focussed on a particular skill to be trained, as they were interested in what could be

accomplished overall with the available technology.
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This research examines a candidate system developed for training players in the

skill of passing using a virtual environment.

1.2 Hypothesis

The hypothesis investigated in this thesis is: “A virtual environment can be used to

effectively train ball passing skills in rugby.”

We believe that it is possible to develop a virtual environment that will positively

assist in training ball passing skills to rugby players. We also believe that such an

environment can be adapted for training and analysis of a variety of other sports skills.

1.3 Contributions

This thesis explored the use of a virtual environment to act as a training resource for

training passing skills in the sport of rugby union. A testbed environment exploring

a system in which the user must throw a real ball towards a virtual target has been

designed, and, to our knowledge, is the first to do so. The experiments conducted in

this research suggest that the users are unwilling to throw a real ball towards expensive

equipment at full force; therefore, the task of thowing the real ball may not be a suitable

method of engaging a user in training throwing skills.

1.3.1 List of Publications

Sections of the work presented in this thesis have been published.

The main author of these publications was Helen Miles. S. R. Pop, S. J. Watt,

G. P. Lawrence and N. W. John contributed with their individual expertise to plan

and develop the two experiments and analyse the results. V. Perrot, P. Mallet and D. R.

Mestre, from the collaborating team at Aix-Marseille University, provided the facilities

and their expertise for the development and running of the first experiment.
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Poster Publications

H. C. Miles, N. Musembi, S. R. Pop, & N. W. John, “A Virtual Environment for Rugby

Skills Training,” In Proceedings of the Joint VR Conference of EuroVR and EGVE

(JVRC 2011), Nottingham, UK. VTT, Vuorimiehentie, Finland, 2011, pp. 64–66.

The poster can be seen in appendix 7.7.

Journal Publications

H. C. Miles, S. R. Pop, S. J. Watt, G. P. Lawrence & N. W. John, ”A review of virtual
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714–726.

This publication contains section contributions from each of the other authors,
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ing,” LNCS Transactions on Computational Science Special Issue on Cyberworlds,
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A portion of this publication has been used in chapter 4 of this thesis.

1.4 Thesis Structure

Chapter 2 will explore the first concepts of the project, including a brief history of

virtual environments for general purposes, an examination of the software and hard-

ware used to create these environments and concluding with an section detailing some

of the projects dealing specifically with virtual environments for ball sports. From

this literature, a number of questions surrounding the project are raised and carefully

considered.

Following a review of the current literature, the design and development of the

testbed environment is explored in detail in chapter 3. There will be a focus on each

area of the system: the virtual scene, the tracking technology, the physics model man-

aging the ball movement and the user interface and human-computer interaction as-

pects.

The efficacy of the system was tested in two experiments. Chapter 4 details an

experiment to evaluate the initial performance of VERST, which was conducted in a

CAVE-like environment at Aix-Marseille Université (Marseille, France). Chapter 5

describes an experiment to further evaluate the depth perceived in VERST, conducted

using two power walls at the Science and Technology Facilities Council (Daresbury,

UK). The results of each experiment are discussed individually at the end of their

respective chapters, and the experiments are compared at the end of chapter 5.

In chapter 6, the VERST system is discussed in the context of the research ques-

tions asked in chapter 2. Some potential future work to be done on VERST is consid-

ered based on the issues found during chapter 4 and chapter 5.
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Chapter 2

Background

This chapter aims to illustrate the current state-of-the-art technologies and research

problems involved in improving functional fidelity for the trainee, where functional

fidelity pertains to the similarity of the athlete’s behaviour in the simulated and real en-

vironments. A background to virtual environments follows, including a brief overview

of the contribution of sports-themed video games (many innovations stem from this

sector).

The forces experienced by sports projectiles are described, followed by the expla-

nation of an example system of motion derived to describe the motion of a rugby ball

in flight.

Clearly, the utility of a virtual environment for sports training is dependent on the

capabilities of the available technology components. Thus, a summary of the hardware

and software technologies required to build a high functional fidelity sports-themed

virtual environment is then presented. These are explored in more detail in the context

of the challenges that must be overcome to build an effective training environment for

ball sports, and the advantages that can be achieved are highlighted. Examples from

current multi-disciplinary research are used to demonstrate each point. The chapter

concludes with suggestions for future research directions.
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2.1 Background: First Concepts

In this first section the roots of sports-based virtual environments will be examined

in depth: an essential introduction to the field of motor skill learning is the starting

point, followed by an introduction to general and sports-based virtual environments, a

discussion of the relevance and influence of sport-themed computer games and finally

a survey of the more prevalent technology components in sports virtual environments.

2.1.1 Introduction

There is growing interest in utilising Virtual Environments (VEs) in the context of

sports. In particular there is a desire to be able to improve sensorimotor skills rather

than just using a VE as a tool for strategy analysis, or entertainment. The range of

skills required across all different sports is very large and varied. A VE needs to pro-

vide realistic rendering of the sports scene to achieve good perceptual fidelity. More

important for a sport-themed VE is high functional fidelity, which requires an accu-

rate physics model of a complex environment, real time response, and a natural user

interface. The goal is to provide multiple scenarios to players at different levels of

difficulty, providing them with improved skills that can be applied directly to the real

sports arena.

2.1.2 Motor Skill Learning

The way people learn and execute effective motor skills poses a diverse and challeng-

ing set of questions that have been the attention of researchers since the 19th Century

(Woodworth, 1899). However, despite over 100 years of research on skill acquisition,

the fundamentals of effective coaching have still not been fully illuminated. What is

clear is that in order to develop expert performance, individuals must invest consider-

able periods of practice time (e.g., a 10 year period, as suggested by Simon and Chase

(1973), and Starkes et al. (1996)), and that this practice should be specific to the skills
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required for the to-be-learned task/sport (i.e., sports-specific or deliberate practice, see

Ericsson et al. (1993); for a review see Starkes (2000)). The body of research has

identified that both coaching and skill acquisition normally involve three distinct pro-

cesses: conveying information (i.e., observational learning), structuring practice (i.e.,

contextual interference) and the nature and administration of feedback (i.e., feedback

frequency, timing and precision) (Lawrence and Kingston, 2008). Additionally, the

time constraints placed on both coaches and performers require the teaching and learn-

ing of more than one skill in a single session. Consequently, most training sessions

demand that learners practise a wide range and number of skills. Indeed the skill ac-

quisition literature suggests that learning is typically maximised when performers are

forced to learn a variety of skills in a single training session and where these skills are

practised in a random fashion (i.e., the practice environment is very diverse and chal-

lenging, similar to the demands of a competition or game) (Battig, 1966, 1979; Brady,

2004; Lee and Magill, 1985; Perez et al., 2005; Vickers, 2007). This complexity and

variety of training is difficult to achieve in conventional training sessions. Moreover,

it can be very inefficient because the participation of many players is often required

simply to simulate the competitive context being taught, even though only one player

might benefit directly from the training.

2.1.3 Virtual Environments

A VE can be considered as a collection of technologies that allow people to interact

efficiently with 3D computer generated models in real time using their natural senses

and skills (Burdea and Coiffet (2003); Slater et al. (2002)). As such, a VE can be used

in a variety of ways, including: to provide the end user with an immersive experience

for entertainment purposes; to design a new concept or product; to explore and gain

insight from data in an intuitive manner; and to train people at complex (and perhaps

dangerous) tasks in a safe, convenient, and/or effective environment. Early adopters

of VEs include the aeronautics industry (flight simulators), the entertainment industry
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(simulator rides, video games, and movies), medical-procedures training, oil and gas

exploration, and automotive design.

As the available hardware gets more powerful, and often less expensive, more and

more application areas are taking advantage of VEs. Sport performance is one area

where there has recently been great interest in obtaining added value from a VE. The

effectiveness of any VE used for training can reasonably be measured against three

criteria: it must be realistic enough, it must be affordable, and it must be validated to

show that it works as designed. It is possible that it is only by satisfying all of these

criteria that a VE built for training skills in sport will become an accepted tool.

2.1.4 Virtual Environments for Sports Training

There are many potential advantages to a sports training VE. For example, a VE al-

lows standardised scenarios to be created by coaches; extra information can be given

to players to enrich the environment and guide their performance; and it is possible

to quickly and randomly change the environment to match any competitive situation

(including simulating the presence of other players). All of these have the potential

to revolutionise current training practices. The vast range of skills, environments, and

levels of training encountered across all sports is beyond the scope of a single PhD

project. The focus here is on ball sports, because this area is most relevant to the

current goal of producing a training VE for aspects of rugby. Specifically, there is a

focus on motor-skill learning, but it should be noted that VEs also have the potential

to provide a sophisticated tool for training in strategy and tactics (Hughes and Franks,

2004).

2.1.5 Validation and Verification

Verification and validation of a system are ways in which a system must be examined

to determine if the performance is adequate. Validation is the analysis of a simulation
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system to examine whether it is an accurate depiction of the real system it is attempting

to simulate. Verification is the analysis of the functionality of a system to determine

whether it works as it was intended to (Law et al., 1991).

Validation and verification (V & V) are an important consideration in the creation

of a VE in a number of ways:

• validity of the model being simulated;

• whether skills transfer can occur from the VE to the real world; and

• basic software validity.

For a VE which simulates a real-life system, for example a physical or biological

system, it is imperative the system be proven to be accurately portraying the real-life

system before it can be relied upon to provide correct information (Kleijnen, 1995).

Balci (1997) states that to test the accuracy of a simulation, several assessment ac-

tivities should be undertaken. The model should be verified to determine whether it

has been converted from the original derived formulae or flowchart into a program ac-

curately. The model should be validated to determine if it “behaves with satisfactory

accuracy” with reference to the objectives of the simulation – is it the correct model for

the purpose? The model should then be tested with real data to search for any errors or

inaccuracies existing within it.

Balci (1995) offers fifteen principles for performing V & V on a simulation, includ-

ing that the outcome of V & V testing should not be considered simply as ‘success’ or

‘failure’, but as “a degree of credibility”. That the “model credibility can be claimed

only for the prescribed conditions for which the model is tested”, is it not possible

to completely (exhaustively) test the model and “successfully testing each submodel

does not imply overall model credibility”. He also provides a taxonomy (Balci, 1994)

of techniques that can be utilised during the development of the simulation model,

and states that the model should be continuously undergoing evaluation using these

techniques.
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Sargent (1998) gives details of a large number of techniques for V & V purposes,

among which are:

• comparison to other models;

• event validity – whether events in the simulation comparable to the reality they

are simulating;

• face validity – asking experts on the reality being simulated whether the be-

haviour of the simulation is “reasonable”;

• use of historical data, and whether the simulation produces the same data as the

reality it is modelling; and

• internal validity – a determination of how variable the results produced by the

system can be, or how consistent it is.

For VEs that attempt to train a skill or task, operational validity – whether “the

model’s output behaviour has the accuracy required for the model’s intended purpose”

(Sargent, 1998) – and skills transfer is extremely important. The VE must be proven

to effectively enhance the user’s ability to perform a task before it can be used as

a training tool. Given that psychological experiments are often used to evaluate the

performance of users, the concept of validity in psychological experiments should also

be noted. In psychometric terms – that is, the study of measurement in psychological

experiments – “validity refers to the degree to which evidence and theory support the

interpretations of test scores entailed by proposed uses of tests” (American Educational

Research Association et al., 1999). Messick (1995) defined six aspects in psychometric

validation:

1. content validation, where it is ensured that the form of testing is relevant to what

the experimenter wishes to evaluate;
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2. substantive validation – that the participant is able to perform the task to be

measured;

3. structural validation, where the structure with which the experiment is scored is

evaluated to ensure it measures the relevant results;

4. generalizability, whether the experiment can be generalized to examine larger

groups and different tasks?;

5. external validation, whether the experiment has convergent, discriminant, and

predictive qualities; and

6. consequential validation, where the risk of inappropriately interpreting the re-

sults is evaluated.

As an illustration, Schwebel et al. (2008) attempted to validate their VE to examine

child pedestrian injury while crossing roads. Recruiting 74 adults and 102 children to

take part in their experiment, they examined the behaviour of the participants in a real

environment, and a simulated version of the real environment. They examined the VE

in a number of ways:

1. Use of a custom questionnaire to determine how real the participants deemed the

environment to be;

2. measured statistics of the task performance in the VE on a number of variables

(number of hits, close calls, average temporal gap between the time the partic-

ipant safely crossed the street and the arrival of the next vehicle into the cross-

walk, wait time by traffic density, and start delay);

3. performed correlation testing on the variables to ensure internal reliability of the

results;

4. testing the virtual responses against real world behavioural data to ensure the

participants reacted to the task in a similar manner in both; and
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5. parent-reported measures of child temperament to examine the child’s regular

behaviour and determine whether their responses were related to behavioural

traits.

Based on their findings, Schwebel et al. believed their VE to be a valid method for

examining child pedestrian injury.

A common form of testing whether the user has successfully learnt from a VE is to

evaluate the performance of a group of users both in reality and an equivalent virtuality,

and to compare those results. This method has been used to evaluate several VEs

that aim to train laparoscopic surgery (also known as minimally-invasive, or keyhole

surgery) (Grantcharov et al., 2004; Arora et al., 2010; Seymour et al., 2002). Each has

demonstrated that the participants in the experimental group using the VE for training

were more confident and performed the surgery faster than those without VE training.

Similar methods can be employed to examine the validity of skills transfer in sports

VEs, as it is possible to measure the performance of a sportsperson in a specific task in

reality and an equivalent virtuality. This will be discussed with example systems later

in the chapter.

For any software, V & V of the development process should also be considered.

For software purposes, the terms can be thought of as “Validation: Are we building the

right product?” and “Verification: Are we building the product right?” (Boehm, 1979).

An excellent example of V & V of the software behind a VE can seen in Pioch’s report

on the naval training VE ‘Officer of the Deck’ (Pioch, 1995). Pioch notes that there are

usually five processes for verifying and validating simulation software (Knepell and

Arangno, 1993):

1. conceptual model validation,

2. software verification,

3. operational validation,
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4. data validation, and

5. internal security validation.

His evaluation of the Officer of the Deck system was concentrated on items 2–4

of this list. His definitions for conceptual model validation and software verification

match those previously defined, whilst also discussing three further concepts. Opera-

tional validation, in which the software is tested to ensure that “the model compares

well to perceived reality”. Data validation, where the “source and consistency of the

data used in the computerized models” is checked. And finally internal security vali-

dation, where the system is tested to determine if it is sufficiently protected from the

threat of viruses and malicious access.

2.1.6 Sports-themed Computer Games

At first thought, computer gaming might seem unlikely to inform VEs for professional

sports training. Such games can be considered as a low functional fidelity VE, however,

and although designed primarily for entertainment, many useful tools and techniques

have been developed in this domain that can be deployed in training applications.

These range from hardware peripherals, to physics engines, to computer-graphics ren-

dering algorithms.

For example, a significant evolution within the computer games market followed

the introduction in 2006 of the Nintendo (Kyoto, Japan) Wii, which uses a wireless

remote interaction device–the Wii Remote–with built-in accelerometers and infrared

sensors to detect three-dimensional movements. It allows users to play and control

games using physical gestures combined with traditional button presses. Accuracy is

increased with the Wii MotionPlus (Nintendo, 2014) add-on, which captures rotational

motions using two gyroscopes and an angular rate sensor, helping to disambiguate

complex movements. The Wii Balance Board is also available, which can measure

the weight of the player and his or her centre of gravity, and is specifically aimed
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at fitness activities. Game players can therefore now improve their general fitness as

they engage in the game activity. The popular Wii Sports package provides simplified

versions of tennis, baseball, bowling, golf, and boxing, and evidence is emerging that

the Wii platform is contributing to the acquisition of skills in some real sports (e.g.

10-pin bowling, Siemon et al. (2009)).

Another recent innovation in games hardware is the Microsoft (Redmond, USA)

Kinect for Xbox 360 and Windows, which employs camera-based marker-less tracking

to encode the user’s movements. The images from an RGB camera inside the Kinect’s

sensor bar are used to detect moving people against background objects and, together

with the integrated depth sensor, can support human-feature recognition. The Kinect

can build an accurate motion analysis map, and can track up to 20 separate points of

articulation for each person in its range. The potential of this hardware is demonstrated

by the Kinect Sports package that includes beach volleyball, boxing, bowling, soccer,

table tennis and athletics. The user remains in the same place but mimics the actions

and gestures of a real athlete using arm and leg movements. The Kinect may require

calibration at the start of a session, but the accuracy achieved in play is good (consid-

ered better than on the Wii). However, independent reviews also report problems with

the responsiveness of the device and general game play (Kotaku, 2012).

Video games continue to provide innovative technology at an affordable price.

They can also excel at recreating the actual environment of a sport, from a high-quality

reproduction of the stadium to the realistic scale of all the elements in play (balls, bats,

gymnastic apparatus, etc.). Some games are designed as a first-person experience, to

enhance the feeling of immersion, but others effectively re-enact a television broadcast

by featuring realistic play-to-play audio commentary and television-specific camera-

angles, giving the player a third-person experience (for example, as in the Rugby World

Cup 2011 game, see figure 2.1; Push Square (2014)). The drawback of this latter ap-

proach is that often the event flow is suspended whilst the user makes several choices

14



about how he or she wants to continue. This would not be appropriate in a VE designed

to provide skills training that would transfer to the real environment.

Figure 2.1: Rugby World Cup 2011 game for the Playstation 3 (505 Games, HB Studios).

2.1.7 Modeling the Physical Forces

2.1.7.1 The Principles of Motion

The motion of an object must follow Newton’s Laws of Motion (Weisstein, 2014b),

which are defined as follows:

1. (Law of inertia): A body at rest remains at rest and a body in motion continues

to move at a constant velocity unless acted upon by an external force.

2. A force F acting on a body gives it an acceleration a which is in the direction of

the force and has magnitude inversely proportional to the mass m of the body:

F = ma.
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3. Whenever a body exerts a force on another body, the latter exerts a force of equal

magnitude and opposite direction on the former. This is known as the weak law

of action and reaction.

Figure 2.2: The forces acting upon an object in motion.

There are a number of forces acting upon a projectile (an object which received

only an initial force to propel it into the air, and is subsequently only acted upon by

external forces), as shown in figure 2.2. The projectile moves in a direction according

to an initial force; given no other external forces, the projectile would move continu-

ously in the direction of the throw (according to Newton’s 1st Law). External forces

which affect the flight path of the projectile are the weight of the object in motion, and

the drag and lift of the air on the object; the rotation of the object also affects the flight

path.

The weight (NASA Glenn Research Center, 2014d) (w) of the projectile is defined

as the mass (m) of the object multiplied by gravity (g = 9.8 ms−2), as shown in equa-

tion 2.1.
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w = mg. (2.1)

The drag (NASA Glenn Research Center, 2014b) force (FD) acting on the projec-

tile is dependent on the surface area (A) of the object that meets the air (density ρ)

through which it is travelling, as well as the velocity (magnitude v) at which the object

is travelling and a drag coefficient (CD):

FD =
CDρv

2A

2
. (2.2)

The drag coefficient is often determined experimentally using a wind tunnel, but

can be calculated by rearranging equation 2.2:

CD =
2FD

ρAv2
. (2.3)

The lift (NASA Glenn Research Center, 2014c) force (FL) on the projectile, like

the drag force, is calculated from the air density (ρ), cross-sectional area (A), velocity

of the projectile (magnitude v) and the lift coefficient (CL), which is also determined

experimentally using a wind tunnel:

FL =
CLρv

2A

2
; (2.4)

CL =
2L

ρAv2
. (2.5)

If the projectile is spinning, and the air flowing along a curved portion of its body (if

it is spherical or cylindrical), the direction of the spin against the air can cause a change

in the direction of the projectile; this is known as the Magnus Effect. If the projectile

is spinning forwards perpendicular the direction it is travelling (see figure 2.3a), the

projectile will curve towards the ground and fall faster, while spinning backwards (see
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figure 2.3b) will increase the lift and cause the projectile to travel farther; side spin on

the projectile will also cause it to swerve sideways (see figure 2.3c).

(a) (b) (c)

Figure 2.3: The Magnus Effect acting upon a sphere spinning (a) forward, (b) backwards and
(c) sideways.

As the projectile moves through the air surrounding it, the air is disturbed and

turbulent forces occur. The density and viscosity of the air affect the movement of

the projectile by producing higher drag when the air is denser and more viscous, and

less drag when the air is thinner and less viscous. The ratio of the viscous forces of

the air against the inertial forces of the projectile is represented by the dimensionless

Reynolds Number (NASA Glenn Research Center, 2014a). The Reynolds Number

(Re) is defined as the velocity of the projectile (v) multiplied by the air density (ρ) and

the length travelled through the air (L), all divided by the viscosity of the air (µ):

Re =
vρL

µ
. (2.6)

2.1.7.2 Physics Engines

A physics engine is the attempted replication of a real-life physical system inside

a computer simulation. High-performance scientific simulations, such as Computa-

tional Fluid Dynamics (CFD) and Molecular Dynamics (MD) simulations require large

amounts of processing power, and can require supercomputers (for example, Anton,

Shaw et al. (2008)) to solve.
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Rigid and soft body dynamics are two types of physics engine commonly used for

computer graphics, and the film and game industries. Rigid body dynamics simplifies

the problem of complex movement and collisions between objects by assuming the

objects do not deform on contact with each other or when under the influence of forces;

this allows simulations to run in real-time, which is ideal for games. Conversely, soft

body dynamics allows the deformation of the objects to occur, producing a visually-

accurate simulation; soft body dynamics are often used for hair and cloth simulations.

The physics engines used in sports games are becoming very sophisticated, with

game production companies investing a great deal of time into the development of

complex physics modelling. For example, a team at EA Sports (Electronic Arts Inc.,

Redwood City, USA) recently spent a year exploring the projectile motion physics

used in the FIFA series that was causing unrealistic ball flight motion, discovering that

an incorrect drag coefficient was being used (Chiaet, 2013). EA Sports’ Player Impact

Engine (2014a), developed for their football game FIFA 12, was developed over 2 years

to process complex inter-player collisions. More recently, the Player Impact Engine

has been adapted into Collision Physics (EA Sports, 2014b), an engine for processing

the inter-player collisions in NHL® 14 incorporating the speed and momentum of the

players.

Some notable non-sports games also include complex physics simulations, for ex-

ample Kerbal Space Program (Squad, 2014) features a fully-developed Newtonian dy-

namics simulation to represent space flight (Groen, 2013), From Dust (Ubisoft, 2014)

contains real-time simulations of natural environments, and Universe Sandbox (Giant

Army, 2014) simulates the effects of gravity on celestial objects.

2.1.7.3 Modeling the Motion of Sports Projectiles

Sports which have been studied include tennis (Cooke, 2000; Mehta and Pallis, 2001;

Cross, 1987), cricket (Mehta and Koga, 2000), golf (Burglund, 2011; Mehta, 1985),

football (Alam et al., 2010; Spathopoulos, 2011; Craig et al., 2006; Goff and Carré,
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2010; Barber et al., 2009; Griffiths et al., 2005; Barber et al., 2006), baseball (Mehta,

1985; Alaways, 1998), American football (Alam et al., 2011; Rae, 2003), Australian

Rules football (Alam et al., 2003, 2009), and rugby (Djamovski et al., 2012; Seo,

2004; Vance et al., 2012; Alam et al., 2008; Fuss and Troynikov, 2012; Takahashi and

Kobayashi, 2006; Seo et al., 2004; Djamovski and Alam, 2011; Seo et al., 2006, 2010)

(sometimes considered together because of similar shape).

2.1.8 Components Required for a Sports Virtual Environment

There are a number of basic technological elements required to construct a sports VE.

The main technologies typically deployed are:

• Display technologies, often using stereoscopy. Examples range from Head Mounted

Displays (HMDs) to large-screen Power Walls;

• Tracking technologies, such as optical, magnetic, and inertial systems. Motion

capture is a particular example;

• Haptic technologies for force and tactile feedback. These range from hand-held

joystick devices, to large-scale pneumatic motion platforms;

• Software algorithms for efficient rendering of 3D computer graphics and multi-

user synchronisation;

• Many custom built devices will also be fabricated depending on the application

area.

These components are mainly used in academic projects although there are also a

few sports-related commercial systems. Visual Sports (Ontario, Canada), for exam-

ple, offer relatively advanced simulators that cover golf, soccer, baseball, and other

sports. Golf simulators are also available from VirtuGolf (Alabama, USA) and Indoor

Golf & Racing (Washington, USA). Their main market is the entertainment industry
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but the difference from a video game is that the product is built to be life size and

uses the above display and tracking technologies. Sports training is of interest to the

commercial sports simulator manufacturer, but currently the majority of VEs available

for sports training have been developed by academic groups. Figure 2.4 summarises

the hardware components that are typically used as identified from a survey of 25 aca-

demic papers (Bideau et al., 2003, 2010a, 2004a,b; Bolte et al., 2010; Brault et al.,

2009; Brook et al., 2007; Brunnett et al., 2006; Chong and Croft, 2009; Chong et al.,

2008; Chua et al., 2002, 2003; Li et al., 2010; Matsuura et al., 2006; Rusdorf et al.,

2007; Syamsuddin and Kwon, 2010, 2011; Vignais et al., 2009a,b, 2010b,a; Xu et al.,

2009; Bideau et al., 2010b; Brault et al., 2010; Chung et al., 2010; Gourishankar et al.,

2007; Göbel et al., 2010) relating to sports VEs. Many different technologies are used,

some clearly favoured more than others, and they are described in the next section of

the chapter. The software options most used are also summarised. Key issues and chal-

lenges in delivering a ball sports VE are then identified and examples from published

work are used to illustrate each point. Finally, possible research directions in the field

are discussed.

2.2 Hardware and Software Used for Sports Virtual

Environments

The typical hardware and software components needed are identified in the section,

and important psychological factors that should be considered are discussed. The

challenges that need to be overcome are identified and illustrated with examples from

recent projects in this area. The section is divided into input and output devices for

hardware, and a discussion of common software packages used.
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Figure 2.4: A histogram showing number of occurrences of different technologies used over
25 published papers discussing ball sports VEs.

2.2.1 Hardware - Input Devices

Suitable input devices are required to allow the user to interact and engage with the

virtual world in a natural manner. Typically that means that input data need to be

processed in real time. Joysticks, keyboards and game pads have all been commonly

used in this capacity, for example, by Brault et al. (2009, 2010). For many sports-

training applications, and motor-skill learning in particular, however, the VE would

ideally encode more complex aspects of movements.

One approach is to use motion capture: the practice of dynamically recording the

positions in 3D space of various pre-defined points on the body or an object. There are

various mature technologies employed to do this. Optical tracking devices use multiple

infrared-sensitive cameras to track the positions of ‘markers’ attached to the target (to

joints on the body, for example). ‘Passive’ systems illuminate the scene with infrared

light and detect the positions of retroreflective markers. ‘Active’ systems use infrared
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light-emitting diodes as markers, but are otherwise similar. Provided the positions of

the cameras in the space are known (i.e. the system is calibrated), the 3D location of

each marker can be recovered by analysing its position in each camera’s image (at

least two are required to recover the 3D position of a marker). A quite diverse ar-

ray of systems is available from different optical motion-capture companies, including

Vicon (Los Angeles, USA), OptiTrack (NaturalPoint, Corvallis, USA), PhaseSpace

(San Leandro, USA), Qualisys AB (Gothenburg, Sweden), and Northern Digital Inc.

(Waterloo, Canada).

Other companies have developed electromagnetic motion capture systems (e.g.

Polhemus, Colchester, USA) and some companies use several technologies (e.g. As-

cension Technology Corporation, Burlington, USA). Electromagnetic systems use small

sensors that detect the electomagnetic field generated by a source transmitter. Because

electromagnetic systems do not rely on a clear line of sight between the transmitter

and sensors, they are less susceptible to occlusion issues than optical tracking systems.

However, metals in close proximity to electromagnetic systems cause distortions in the

data, and the systems have a limited range.

Real-time motion capture is used with VEs to capture the user’s position and move-

ment, and has two main purposes. First, with stereoscopic displays in particular (dis-

cussed in more depth in the output devices section), and any type of HMD, it allows

the 3D graphics to be rendered correctly, taking into account the current position of

the player’s head. Second, it allows the player to interact with the virtual world in

an intuitive fashion, using natural movements. This could include using their body to

control an avatar ‘double’ that is visible in the VE. This may be necessary when using

a HMD, for example, in which case the player’s actual body won’t be visible to them.

Or it could provide the player with alternative views of their actions. Alternatively,

a more natural approach in many sports, particularly in situations where an athlete’s

movement is confined within a given space (goalkeeping, for example), is to use mo-
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tion capture just to measure the player’s movements, and use the VE only to present

other players, objects etc.

In addition to capturing motion of a player’s body, it is often necessary to capture

motion of sports equipment such as a tennis racket, or ball, in order to evaluate a

player’s action (e.g., in situations where movement technique or outcome is dependent

on the trajectory of the racket or flight of the ball). There are a number of sports VEs for

which capturing only the motion of the equipment is sufficient (for example, V-Pong by

Brunnett et al. (2006), and Tennis Space by Xu et al. (2009)). This can be advantageous

because markers can be permanently attached to the equipment, minimising setup time

for new users.

Another potentially important use of motion capture in sports-training VEs is as a

tool for analysing the movement of the player in great detail, either in real time, or post-

hoc. The standard method analysing athletes’ movements is video playback (Bideau

et al., 2010b). However, this has significant shortcomings, in that it relies entirely on

the quality of the footage, and that it was filmed from the relevant angles. In contrast,

after a player’s 3D motion has been captured, it can be played back at any speed and

viewed from any angle, allowing sports practitioners to study the athlete intricately

in order to understand how they can improve performance. Bideau et al., for example,

were able to observe previously undocumented evidence of how a goalkeeper is able to

determine the destination of a thrown ball. Motion capture is not perfect in this regard;

one problem is the possibility of markers being obscured, for instance, resulting in

lost data, or interpolated data that is not entirely representative of the actual motion.

However, these problems can be minimised by using additional capture cameras.

A further potential use of motion capture in sports VEs is to provide data for an-

imation of virtual figures or objects. Pre-recorded motion capture is used in this way

in films and games to animate computer-generated characters, because it is both faster

and more realistic than manually animating a character. It is possible to edit the motion

captured data to produce many variations of the same attacking or defensive moves that
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would otherwise be very time consuming to create if manually animating the charac-

ters. It is also potentially possible to create models of typical behaviour into which

random variability in performance is introduced. These movement variations are es-

sential when using VE for skill acquisition since all human motion contains inherent

variability.

There are other techniques that could potentially be substituted for motion cap-

ture in the above roles, and that could be easier to administer. For example, pho-

togrammetry can be used to recover 3D structure by mathematical analysis of several

photographs of an object taken from different angles. Both commercial and public-

domain photogrammetry software packages are available (e.g. Eos Systems (Vancou-

ver, Canada) PhotoModeler, Carnegie Mellon’s Automatic Photo Pop-up (Hoiem et al.,

2005) project). Although equipment is needed to take high-quality photographs, it is a

significantly less expensive method that can produce results comparable to full motion

capture suites (Chong et al., 2008). A ‘depth-relief map’ can also be recovered using

structured-light scanning, which analyses the effects of projecting structured light into

3D surfaces (Fofi et al., 2004). A more general class of computer vision solutions have

also been developed, which can analyse still or moving images to perform a task; this

could be waiting for an event to occur, gathering information or controlling hardware

(Moeslund and Granum, 2001).

In addition to technologies that capture human and object motion, technology for

eye and gaze tracking can also be used in the context of sports training. Gaze be-

haviour can differ significantly between experts and novices, e.g. when tracking a ball

and aiming (Vickers and Adolphe, 1997; Land and McLeod, 2000). Bad habits and

unconscious actions that can affect performance can also be identified by tracking an

athlete’s eyes during play. There are no known examples of this in sports training VEs

at present, however.
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2.2.2 Hardware - Output Devices

2.2.2.1 Visual

Feedback to the user must occur in real time. Of the human senses, it is vision and

touch that are the most commonly used in the current generation of VEs, and so these

display modalities are explored here. The visual display technologies in use today are:

• PC monitors,

• Data Projectors, often with large display walls,

• HMDs,

• Cave Automatic Virtual Environment (CAVE).

There are many examples of each of these four visual display methods being used

as part of a sports-based VE. The ‘My Second Bike’ project by Chung et al. (2010),

was designed as a social television application to be used at home, making a televi-

sion or PC monitor a vital part of the setup. Data projectors are the most common

display type in this survey (figure 2.4), because they offer a larger field-of-view than a

desktop monitor, and so give a more immersive experience. V-Pong by Brunnett et al.

(2006), offers a good example of a large (4× 3m) rear-projected screen, used to allow

the user space for movement while only being required to wear a pair of lightweight

polarisation glasses to view the environment stereoscopically. HMDs are less promi-

nent in sports VEs, primarily because they can be cumbersome to wear and can cause

difficulties for users performing active tasks. They have been used in VEs in which

they will not detract from the user’s performance; for example a rugby VE by Brault

et al. (2009) (see figure 2.5) which only requires analysis of deceptive movement, or

a virtual swimming experience by Fels et al. (2005) in which the HMD is suspended

with the user as part of a system of pulleys and bungees to simulate buoyancy. CAVEs

are rare in sports VEs; this is most likely because they are both expensive to set up and
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very space-consuming, requiring rear-projection for 4, 5 or 6 walls (including floor and

ceiling). In this survey, the only project that used a CAVE was Tennis Space (Xu et al.,

2009), which used a partial CAVE of 2 walls due to space restrictions.

(a) (b)

Figure 2.5: Rugby duel simulator (Brault et al., 2009); (a) shows the virtual pitch and (b) the
virtual opponent.

All of these devices–monitors, projectors, HMDs and CAVEs–can be used to present

stereoscopic images, with a variety of methods for separating the left and right eye’s

image when viewing the scene, including separate displays for each eye (in HMDs),

red-cyan anaglyph glasses, ‘comb’ wavelength interference filters, polarization glasses,

and liquid-crystal shutter glasses. There are also a number of glasses-free autostereo-

scopic computer monitors and televisions. Examples include Chong and Croft (2009)

who used a data projector to show anaglyphic stereoscopic video in their rugby line-

out VE because they believed the glasses to have better comfort, contrast, and a larger

angle of head movement than polarised glasses. Xu et al. (2009) used Infitec (Infitec

GmbH, Ulm, Germany) comb wavelength filters, with simultaneous projection of the

two eye’s images, for their tennis VE because it eliminates the problem of ghosting

even for fast movements, which is important for fast-paced sports. Simultaneous left-

and right-eye projection also eliminates depth distortions in moving stimuli that can

be caused by field-sequential stereo presentation. The complex problems in stereo dis-
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plays are discussed in more depth later in the chapter. None of the papers reviewed

directly addressed this issue.

2.2.2.2 Touch

Haptic technology provides various forms of sensing movement and providing force

and tactile feedback to a user, providing them with a means of interacting with their

environment in terms of touch and to enhance their immersion into the VE. The ma-

jority of haptic devices currently available on the market use a stylus grip to deliver

a maximum force of between 3 N and 15 N; for example, the PHANToM product

line (SensAble, Wilmington, USA), and the Omega range (Force Dimensions, Nyon,

Switzerland). Such devices have been used in a sports VE (for example, in a ping

pong simulator by Knörlein et al. (2007), but in general these types of device do not

lend themselves to simulating sports equipment because they are generally anchored

to a point in space, have a small range of movement, and cannot easily be adapted to

particular requirements of different sports. Thus, a haptic device would most likely

need to be custom built to allow the VE and haptic device to truly complement each

other. One example is the HapStick, a virtual game of billiards with a custom haptic

cue (Gourishankar et al., 2007). Also of note is the Safe Large Workspace Haptic de-

vice described by Matsuoka and Miller (1999), which was designed to provide a large

workspace for sports training and rehabilitation. The end effectors of this device ac-

commodate a variety of components and objects to grip sports equipment and support

the user’s body. It provides a spherical workspace of three metres diameter and deliv-

ers a maximum force of 500 N and has been used for training throwing techniques for

the javelin and shot put. Support for large workspaces is an essential requirement for

most ball sports training.

Vibrotactile feedback devices are a sub-category of haptic technology that involves

the use of many small vibrating transducers that can be felt by the person; Alahakone

and Senanayake (2009) identify rehabilitation, sport and motor learning, and infor-
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mation display and gaming as relevant applications for vibrotactile technology. The

use of vibrotactile feedback devices in sport is unusual, and very different to the use

of general haptic devices, because they are typically not used to present naturalistic

information but to signal to the user in other ways. Examples include: a motion feed-

back system intended to replace the auditory feedback from a coach with vibrotactile

feedback cues (Van Erp et al., 2006); a system that applies vibrotactile feedback to cor-

rect movement in snowboarding (Jacobs, 2008); and a vibrotactile vest which allows

the coach to direct players during football practice (Lieberman and Breazeal, 2007).

Vibrotactile devices hold great potential, due to their portability and flexibility. As

such they can provide additional cues in a sport VE where the need for concentrating

one’s attention to the environment prevents the efficient use of auditory and visual out-

puts. In the training process, they can be used for providing both guidance stimuli and

attentional stimuli.

It is also important to consider devices that do not necessarily require any electronic

components. For example, the virtual archery simulator by Göbel et al. (2010) provides

the user with a real bow as part of the VE and this too, is a tactile feedback device. For

sport VEs, real, physical haptic items could be of great benefit, as many sports revolve

around a physical object (football, tennis ball, rugby ball, shuttlecock, etc.) that could

be used to maintain links to reality.

2.2.2.3 Auditory

Audio output is another possibility. It is noted by Matsuura et al. (2006) that the sounds

a system produces directly impact upon the feeling of immersion experienced by a user,

and sound may provide important information for tasks such as judging how hard a ball

has been hit with a bat. Using DirectSound 3D (part of the Microsoft DirectX library)

to manipulate the sounds of a game of virtual hockey, Matsuura et al. achieved sound

effects such as the Doppler Effect across the two networked computers being used to

play the game.
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2.2.2.4 Smell and Taste

The senses of smell and taste are not yet a common component of a VE and are not

known to be used in sports applications. It is possible that these senses could be incor-

porated into sports VEs in the future to provide a more complete sensory experience

to enhance immersion; the direction of a smell, for example, could provide additional

cues to the sports person (Ramic-Brkic and Chalmers, 2010).

2.2.3 Software Tools

Software is needed for 3D modelling, interfacing with the hardware devices, man-

aging the VE in real time, and providing feedback and validation. There is no spe-

cialised software for sports applications and typically VEs are built using a variety of

open-source and commercial software packages. Custom software is also needed so

that the full multimodal experience can be provided for the particular sports scenario.

For 3D modelling, companies such as Adobe (Adobe, San Jose, USA) and Autodesk

(Autodesk, San Rafael, USA) provide software specifically designed for rapid devel-

opment. Such packages include Autodesk Maya and Adobe Director, and provide the

user with a broad range of robust tools. A problem with commercial packages is that

they are often expensive and the user is confined to the specific toolset given to them,

whereas open-source software is not only free, but allows developers to modify the

software for their particular project. For this reason, universities and research groups

often use open-source software or develop their own. Examples include toolkits such

as VR Juggler (Bierbaum et al., 2001), a suite of APIs that allow portability between

different hardware solutions; eXtreme Virtual Reality (XVR) (VR Media S.r.l, Pisa,

Italy; Carrozzino et al. (2005)), a development environment for virtual and augmented

reality applications; CAVELib (Mechdyne Corporation, Marshalltown, USA; Mech-

dyne Corporation (2014)), the original API designed for use with the CAVE, which

has since been commercialised; and low level interfaces such as OpenGL (Khronos
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Group, Oregon, USA) and Matlab (Mathworks, Massachusetts, USA). Companies

that develop specific programs for building virtual reality applications and VEs in-

clude Dassault Systemes’ (Dassault Systemes, Vélizy-Villacoublay, France) 3DVIA

product line (including Virtools); WorldViz (WorldViz, Santa Barbara, USA) Vizard-

complete VE solutions-and extension libraries such as character creation and position

tracking; EON Reality’s (EON Reality, Irvine, USA) family of interactive 3D software

packages; and Manageable Kinematic Motion, MKM (MKM, Golaem S.A, France).

Software for motion capture systems is usually supplied with the product. Vicon,

for example, offer different software packages not just for their different hardware so-

lutions but for different uses of motion capture. Vicon Nexus is designed for Life Sci-

ences, Vicon Motus allows markerless capture from pre-recorded media, Vicon Blade

is for film or games actors, and Vicon Polygon can generate interactive media reports

for use by surgeons, researchers and physical therapists; these programs are expensive,

and aimed largely at professional companies.

Haptics software usually requires an API supplied by the hardware manufacturer,

such as SensAble’s OpenHaptics. There are also popular open-source haptic APIs such

as Chai3D (chai3D.org, 2014).

There are a large variety of software packages available for VE creation and devel-

opment, but more importantly, there are few systems using one package alone. Each

package or suite has different benefits, and most systems use the best available package

for the specific section of a project.

2.3 The Challenges of Creating an Effective Virtual En-

vironment for Ball Sports

As well as reviewing the common hardware and software components used in creating

a ball sports VE, several challenges have been identified that need to be overcome in

delivering a high fidelity training environment.
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1. Do sports skills reliably transfer from VE training conditions to real-world sce-

narios?

2. What types of skills appear to be best suited to training in VEs?

3. Which technologies achieve the best results in specific performance measures?

4. Should stereoscopic displays be used?

5. Is high fidelity always better?

6. How, what and when should feedback be delivered to the learner?

7. When is a VE not successful in teaching motor skills?

8. What does it cost?

Each challenge is discussed in turn and the extent to which it has been overcome

with reference to relevant published work.

2.3.1 Do Sports Skills Reliably Transfer from Virtual Environment

Training Conditions to Real-World Scenarios?

Despite recent technological advances in VEs and support for their use in training a

variety of skills (e.g., surgery, John (2008); aviation flying and landing, Hays et al.

(1992); and navigation, Sebrechts (2000)), it is still not clear how skills developed

through practising in a VE transfer to real-world situations. In surgical training, for

example, Waxberg et al. (2004) found that whilst VE-based training can enhance skill

learning above that of no training at all, it does not necessarily emulate that of actual

practice. Henry (1968) proposed that the best learning experiences are those that most

closely approximate the movements of the target skill and the environmental condi-

tions of the target context (i.e., specificity of practice). For example, when participants

practise under specific sensory conditions during skill acquisition, a change in these
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conditions during transfer to other environments causes a significant decrement in per-

formance both early and late in practice (Proteau and Cournoyer, 1990; Proteau and

Marteniuk, 1993; Proteau et al., 1987; Tremblay and Proteau, 1998).

It has been proposed that participants develop a movement plan to optimize the

sensory information present during skill acquisition and that this movement plan is

specific to the information that is available during practice (Elliott et al., 1995; Khan

and Franks, 2000; Khan et al., 1998; Mackrous and Proteau, 2007). Hence, if the

practice conditions are changed, the movement plan previously developed is no longer

appropriate for successful performance. These findings point to the importance of

matching the VE as closely as possible with that of the real-world setting if transfer

of learning is to be maximized. Furthermore, learning is proposed to be centred on

the development of successful generalized motor programs and movement schemas

(Schmidt, 1975).

These schemas are developed through exposure to four essential pieces of move-

ment related information: (i) the movement parameters assigned to action (i.e., the

force and timing of neural impulses); (ii) the initial conditions of the action (i.e., the

body position, the size and weight of any object being interacted with, the environ-

mental conditions etc.); (iii) the outcome of the action (i.e., did the action meet the

intended goal); and (iv) the sensory consequences of the action (i.e., visual, auditory,

proprioceptive afferent information); Schmidt and Lee (2005). Thus, if VE learning is

to be successful–as measured by retention and transfer in real-world situations–the VE

environment should provide opportunities to obtain all essential information required

for schema development, and to a level that is as close to the real-world context as

possible.

To achieve this, the VE should (i) require the learner to produce actual movements

identical to those required in the real-world setting, (ii) ensure that this movement

is performed with a variety of initial conditions, (iii) guarantee that the outcomes of

these movements are available to learners, and (iv) attempt to provide the sensory con-
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sequences of these actions. If one or more of these classes of information is omitted,

or the VE does not adequately approximate the information in the real-world setting,

transfer will be unlikely to occur.

Some ball-sport simulators have undergone comprehensive validation studies but

this is not always the case. Where validation results are available, the evidence for

skills transfer is inconclusive, and varies according to the issues discussed above. This

is highlighted by two baseball case studies. Zaal and Bootsma (2011) have considered

several different VE setups for the “outfielder” problem in which a baseball fielder

must run to catch fly balls before the ball hits the ground. The movement of the ball,

and how the outfielder might reach the right location in time, has been extensively

studied both in the real world using video recordings, and in the virtual world using

simulated virtual balls.

Another baseball simulator that has undergone several studies into the nature of

batting tactics, motor control and behaviour of baseball players is described by Gray

(2002). The players stand 3.5 m away from a large SVGA monitor holding a baseball

bat that has a Polhemus FASTRAK sensor attached to the end. A virtual baseball

travels horizontally towards the user from 18.5 m away (normal release location of

a pitcher) but air resistance and ball rotation are ignored, leaving gravity as the only

force affecting the flight path. The player swings the real bat to intercept the virtual

ball. Visual feedback is given to the user to give them an indication of how well they

are performing. Their results indicate that the a VE can be a useful tool for not only

researching and comparing the skills of the batters themselves but also for looking into

the nature of expertise.
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2.3.2 What Types of Skills Appear to be Best Suited to Training in

Virtual Environments?

A common goal is to improve motor control skills. Better accuracy through repeatabil-

ity in performing a particular task is the most addressed skill, for example by allowing

practice at aiming and throwing a ball. Anticipation and decision making skills are also

well suited for training in a VE, and the level of difficulty of the task can be increased

over time.

A typical example for improving ball throwing skills has been demonstrated in a

rugby lineout simulator by Brook et al. (2007); Chong and Croft (2009); Chong et al.

(2008) (see figure 2.6, images from Brook et al. (2007)). The rugby player sees a life-

sized projected anaglyphic video of a real player jumping and the task is simply to

throw the rugby ball to the recorded player. A device called ‘throw accuracy measure-

ment’ (TAM) was created, comprising of 28 lasers forming two grids. When the lasers

are intersected, the data is sent to an application running in Matlab, which determines

the parabolic flight of the ball. The researchers used photogrammetry to determine

whether it is a viable alternative to conventional motion capture systems. Not only did

the photogrammetry system meet the accuracy requirements of the researchers, it was

considerably cheaper and more portable. Tests conducted to measure the accuracy of

players from different levels of play (experienced and novice) show that on average

throws to closer targets were more accurate than throws to farther targets, and that

inexperienced players made more than twice as many errors as experienced players.

Goalkeeping is another example where in a training session the keeper is often

required to fend off a continuous stream of balls fired at him/her. Bolte et al. (2010)

created an effective system for a handball goalkeeper, shown in figure 2.7. The main

elements of the system are a projector or HMD (Carl Zeiss Cinemizer Plus–stereo,

by Carl Zeiss AG, Oberkochen, Germany) to show a clip of an attacker attempting

to score, a full-sized goal with a uniformly coloured rectangle in each corner, and a
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(a) (b)

Figure 2.6: Rugby lineout simulator (Brook et al., 2007); (a) and (b) show the user throwing
the tracked ball through the TAM device.

webcam to capture the keeper. The keeper is shown a clip of another player attacking,

and moves to catch the ball as normal. The webcam uses computer vision techniques

to watch the coloured rectangles in each corner of the goal; when the keeper moves

to block the attempt and covers one or more of the patches with his hands or feet, the

webcam detects this. At the end, the results are examined and the player is given a

score. This extremely cheap and simple system is now used by the German Handball

Federation to train their youth national teams and to help find new young talent, though

the effectiveness of the system has not been reported since.

2.3.3 Which Technologies Achieve the Best Results in Specific Per-

formance Measures?

The technology deployed does influence performance measurements such as the suc-

cess rates of completing a task e.g. catching a ball. Currently the choice of visualiza-

tion technology is the dominant factor, and the necessity to wear glasses, HMDs and/or

tracking equipment invariably provides an unwanted constraint on the user. Utilisation

of other technologies such as haptics is also starting to appear and will likely have a

growing influence on performance measures.

A system to investigate the techniques of catching fly balls (Fink et al., 2009) uses a
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Figure 2.7: Virtual handball; note the blue detection patches in the four corners of the goal;
picture courtesy of Bolte et al. (2010).

HMD (Cybermind Visette-Pro; Cybermind, Maastricht, The Netherlands) and a base-

ball glove worn on the left hand, both tracked using the IS-900 hybrid inertial/ultra-

sonic tracker by InterSense (Intersense, Billerica, USA). There is a 12 m2 area in which

the users can freely move. The user can see a basic virtual scene of the ground and

sky, and are tasked with catching virtual baseballs, which are fired into the air from

36 m away. The balls then follow either a parabolic path according to normal gravity

conditions and no air resistance, or a perturbed path where after reaching the highest

point, the ball drops vertically at a constant velocity into one of the four quadrants

surrounding the player.

The authors decided that as they were not studying the actual catching of the ball

but the act of moving to the correct location, participants needed only to move their

head or glove within 1 m of the ball to “catch” it. Results of a study of 8 experienced

37



male and 4 female college baseball and softball players showed that participants caught

between 44–55% of the balls (depending on the conditions of the path), which is much

lower than might be expected in the same situation in the real world. The authors

suggest that the lower percentage of successful catches may be due to the weight and

limited field-of-view of the HMD. The CAVE-based study for fly-ball catching (Zaal

and Michaels, 2003) also presented problems as the available space was too small

for any tasks requiring movement; the system also lacked ceiling projection (and so

lessened the sense of immersion), and suffered from a time delay (latency).

A CAVE was also used for Tennis Space (Xu et al., 2009) where attempts were

made to overcome space restrictions without requiring the user to wear a HMD. It was

decided that one sidewall was necessary but that using front, left, and right walls would

be too restrictive, and that a floor would be more immersive than a ceiling panel. It was

not possible to rear-project onto the walls, or to raise the floor to project from below.

The solution to this was that the front and right wall were projected from above the

player, casting a shadow behind them rather than in front, and the floor was simply

covered with carpet, carefully matched to the colour of the grass projected onto the

screens. A virtual tennis court and virtual opponent (VO) were created using OpenGL

Performer and CAVELib; the VO was animated using motion-captured data of a real

tennis player. A hybrid tracking system was created, which used both an ultrasonic

tracking device to track sensors on the stereoscopic glasses (Infitec) and on the tennis

racket and four cameras to track the body of the player. The authors concluded that the

projectors were not bright enough at 12000 ANSI Lumens, and the size of the room in

which the system was constructed interfered with the design: in a larger room a floor

projector would have been used instead of a carpet and the two wall panels would have

been made taller to cover as much of the peripheral vision of the player as possible.

A VE does offer a flexible environment for gathering and analysing performance

data. This is demonstrated, for example, by the handball skills training environment

by Bideau et al. (2003). The system consists of the motion-captured participant view-
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ing the stereoscopic VE through shutter glasses; the handball goalkeepers see a VO

running at them with a virtual ball, and they have to prevent the VO from throwing the

ball into the net and scoring. The project initially involved observing how goalkeep-

ers reacted to the VO compared with how they reacted to human opponents. It was

found that the use of motion captured attack moves applied to the VOs provoked real

defensive movement from the goalkeeper (Bideau et al., 2004a). The visual informa-

tion the handball goalkeepers use (Bideau et al., 2004b) was also analysed, and it was

found that the use of a VE allowed the modifying of specific individual parameters,

producing an excellent testing environment.

Follow-on work examined the participating goalkeeper’s behaviour in judgement

and motor tasks (Vignais et al., 2009b), differences in their performance for differ-

ent qualities of graphical detail (Vignais et al., 2009a, 2010b) and visual conditions

(Vignais et al., 2010a). As well as handball, the research group investigated decep-

tive movement in “sporting duels” between rugby players (Brault et al., 2009, 2010);

shown in figure 2.8). Here the user wears an HMD (Cybermind Visette Pro with dual

LCDs); the users’ avatar was controlled using the left and right arrow buttons on a

Microsoft Sidewinder gamepad. The VO appears in front of the user, running towards

them with a rugby ball. The user has to decide which direction they believed the VO

is going to go, while the VO used deceptive motions to trick the user by deliberately

shifting their centre of mass to confuse and disorient them.

Apart from vibrotactile effects found in devices such as the Wii Remote, haptic

feedback has also been used successfully in sports-themed VEs. One of the first exam-

ples to successfully exploit haptics is in a Ping-Pong game described by Knörlein et al.

(2007) where virtual bats were co-located with two SensAble PHANToM 1.5 three-

degrees-of-freedom force-feedback devices so that players could feel the impact of the

simulated ball on the bat. Although this improved hand-eye coordination, the limited

workspace of the PHANToM and lack of six-degrees-of-freedom force feedback were

limiting constraints. The potential use of haptic guidance (i.e. non-natural feedback
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about performance, as discussed earlier) in training a dynamic motor skill (including in

sports) has been studied in more detail by Huegel and O’Malley (2010). Their findings

show that haptic guidance is useful to trainees when beginning to understand the task

but should be “progressively removed to avoid possible negative dependence”, and al-

Figure 2.8: “Sporting duels” between rugby players; real data is captured to animate virtual
opponents. The user wears an HMD and indicates the direction they believe the opponent will
move on a gamepad (Brault et al., 2009).
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low the trainee to become reliant on their own skills. When all force is disabled, the

haptics device can still be used for tracking and evaluation of the player’s performance.

2.3.4 Should Stereoscopic Displays be Used?

On first inspection, it may seem obvious that VEs for ball sports should present stereo-

scopic depth information because binocular disparity is available in natural viewing,

and results in a vivid sense of three-dimensional structure. The majority of the projects

identified in this survey do indeed use stereoscopy. There are, however, practical,

perceptual and ergonomic drawbacks of stereoscopic presentation, and these can be

particularly acute in environments like sports VEs, which frequently need to present

rapid motion, and large ranges of depicted depth.

First, stereoscopic VEs are generally significantly more expensive and complex

than otherwise equivalent non-stereo systems, because of the specialised technology

required. Clearly these extra ‘costs’ must confer sufficient benefit in terms of the sys-

tem’s effectiveness to be worthwhile.

Second, although in entertainment applications the terms ‘stereoscopic’ and ‘3D’

are used interchangeably, a person’s perception of depth in fact relies on a number

of depth ‘cues’, the majority of which are monocular (Howard, 2002). Depending

on the task, perfectly adequate 3D percepts may be evoked by non-stereo displays.

Psychophysical research suggests that for perception and for visuo-motor control, the

brain combines signals from all available cues (visual cues such as binocular cues, tex-

ture/perspective, motion) weighted according to their relative reliabilities (Howard and

Rogers, 2002; Hillis et al., 2004; Jacobs, 1999; Keefe et al., 2011; Knill, 2005; Knill

and Saunders, 2003). Because the reliability of depth from binocular disparity falls off

rapidly with viewing distance, even at near distances, depth information from monocu-

lar texture/perspective cues can sometimes be as reliable (or more) than binocular cues

(Hillis et al., 2004; Jacobs, 1999). Motion Parallax (which requires head tracking) can

itself provide a powerful percept of depth, and is likely to be important in many sport-
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ing situations, where the player typically moves. The importance of presenting stereo

depth cues is therefore likely to depend on the specific details of the environment being

simulated.

Third, viewing conventional stereoscopic displays often results in fatigue and dis-

comfort, difficulty fusing stereo image pairs, and poor perception of stereo depth

(Akeley et al., 2004; Emoto et al., 2005; Hoffman et al., 2008; Ukai, 2007; Ukai and

Howarth, 2008; Wann and Mon-Williams, 1997; Watt et al., 2005b,a; Yano et al., 2004)

all of which are particularly unwanted in a sports trainer or simulator. These undesir-

able effects have all been shown to result, at least in part, from the unnatural stimulus

to the eyes’ focusing response in stereo displays. Because the two eyes’ images are

presented on a fixed screen, the observer must converge his or her eyes at the portrayed

depth, while focusing (accommodating) to the screen surface, resulting in a vergence-

accommodation conflict. The required decoupling of accommodation and vergence re-

sponses is effortful, and sometimes impossible, because the systems are synergistically

linked (Fincham and Walton, 1957; Martens and Ogle, 1959). Successful solutions to

this problem have been developed (Akeley et al., 2004; Liu et al., 2008; Love et al.,

2009; MacKenzie et al., 2010) but most require the head to be fixed relative to the dis-

play (as in an HMD) and even then are not yet practical for a wearable display (with the

exception of Love et al. (2009)). Moreover, none are yet commercially available. At

present, therefore, it is important to ensure that stereoscopic content remains inside a

“comfort zone” around the screen distance (Shibata et al., 2011), and that the distance

to the screen is as closely matched as possible to the depth in the portrayed scene. This

may be difficult to achieve for stimuli such as balls flying out of the screen towards the

viewer.

Fourth, stereoscopic images appear very distorted when viewed from the wrong

place, and appear to move if the graphics rendering is not updated to reflect the current

eye position. Although there can be only one geometrically correct viewing position

for any image, perceived 3D structure from conventional ‘2D’ pictures is surprisingly
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consistent when viewing from other positions (Vishwanath et al., 2005). In stereo

images, however, depth can appear very distorted, and if the observer moves without

compensation in the images on the screen, the 3D structure of the scene appears to

distort dramatically, something that would be highly undesirable in a sports VE (Banks

et al., 2012). You can easily see this effect by moving your head side-to-side while

viewing a stereogram. As noted earlier, this problem can be solved by tracking the

head position and updating the two eyes images correctly, in real time. Note, however,

that the orientation of the head must also be tracked and corrected for, or the player

may tilt his or her head to one side, requiring vertical vergence eye movements (moving

one eye up, and the other down, relative to the head) to fuse the stereoscopic images.

Such eye movements are rare in natural viewing and are known to cause significant

discomfort (Kane et al., 2012).

Fifth, many current stereoscopic display systems present the left and right eye’s

images field-sequentially, which can result in perceivable judder in moving stimuli,

especially for rapid motion. Attention is frequently paid to reducing perceived flicker,

by using presentation rates (at each eye) that exceed the visual systems flicker fusion

rate (∼60 Hz, Hoffman et al. (2011)). However, motion judder is in part caused by the

insertion of blank frames in each eye’s ‘image stream’ - the left eye’s image is blank

while the right eye’s image is displayed, and vice versa - and remains perceivable at

presentation rates that are high enough to avoid flicker (MacKenzie et al., 2010). Field-

sequential stereoscopic presentation can also result in distortions in perceived depth,

in which the perceived trajectory of laterally moving objects differs significantly from

that in the original scene. The two eyes’ images are captured simultaneously (by pairs

of cameras), but presented at different points in time. Thus, for a given left-eye frame,

for instance, there is uncertainty about whether the brain should compute binocular

disparities by comparing it to the previous, or next, right-eye frame. Because the vi-

sual system integrates over time, this leads to average biases in the estimate of depth

from binocular disparity (Hoffman et al., 2011). Like motion judder, this problem
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is dependent on the speed of the moving stimulus, and so is likely to be particularly

problematic in sports simulators. Note that in practice, these problems are not limited

to shutter glasses systems, in which field-sequential presentation is an inherent fea-

ture, because systems based on comb wavelength filters or polarisation also often use

field-sequential presentation so that only one projector is required.

Clearly stereoscopic presentation can, in some circumstances, significantly im-

prove depth perception, and the viewer’s sense of immersion in a scene. However,

given the numerous problems with current display technologies, and the fact that many

of these are particularly acute in situations with large changes in stereoscopic depth,

and moving objects, the use of stereoscopic presentation in virtual sports environments

needs to be considered carefully, in light of the particular features and requirements of

the depicted scene (see Banks et al. (2012) for a review).

2.3.5 Is High Fidelity Always Better?

The level of realism achieved in different VE systems can vary enormously and there

are potentially important trade-offs to be made between what can be achieved in a prac-

tical, affordable system with current technology, and what is desirable for maximum

effect. An important general distinction can be made between the extent to which the

sports VE should depict the appearance of the real world (perceptual fidelity) and the

extent to which it should behave like the real world when a participant interacts with it

(functional fidelity).

One highly relevant area is in deciding the level of graphical realism required.

Graphical realism is constantly improving, mainly due to the popularity of CGI films

and video games, but photorealistic rendering is computationally expensive. It might

initially seem that the more like the real world the VE appears, then the better will

be the athlete’s performance during skills acquisition exercises. However, even simple

stimuli such as animated point-light figures can be effective in presenting movements
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of an opponent (Vignais et al., 2009a, 2010b), suggesting that the level of rendering

detail is not necessarily a significant factor in the success of acquiring a new skill.

A key aspect of the visuo-motor skills involved in ball sports is that they require

perception of the movement of players and objects in three dimensions. Thus, from a

purely perceptual standpoint, it may be possible to present information about 3D struc-

ture and motion in the scene in a highly simplified manner, and still achieve training

effectiveness. The challenge here is that identifying the information used in real-world

tasks is far from straightforward, and there is typically no simple answer. Consider

catching a ball, for example. This requires judgements about the trajectory, speed, and

‘time-to-contact’ of an approaching object. A large body of work in psychophysics

has shown that this can be achieved using a combination of information from visual

direction, binocular disparity, inter-ocular velocity differences, changing size, and to

some extent even knowledge of an object’s size (Rushton and Wann, 1999; Regan and

Gray, 2000; López-Moliner et al., 2007).

Recent studies are consistent with the idea, described earlier, that the brain inte-

grates information from all available sources of information, weighted according to

their reliability (Lages, 2006). Critically, this reliability changes dynamically, depend-

ing on geometrical factors (Hillis et al., 2004; Lages, 2006). Thus, the likelihood is

that there is no fixed answer to the question of how much ‘weight’ a given cue re-

ceives generally, or even in a particular task. This means that while individual cues,

in simplified environments, may evoke a compelling percept of 3D motion, the brain

is not necessarily relying on the same information it would do in a detailed real scene.

Details of any optimised rendering techniques used (removing certain depth cues) is

typically omitted from the papers reviewed. However, it appears from the sample im-

ages provided that the graphics are rendered with correct perspective and use standard

shading and lighting techniques (the use of shadows as an extra cue for depth percep-

tion is not often used, and no example has been found where shadows are applied to

the player avatars). Ideally, the implications of such approaches for training need to be
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established empirically, so that rendering can be simplified without loss of effective-

ness.

The above discussion considers how graphical realism may not be critical for pro-

ducing veridical perception of a three dimensional scene. It may be important, how-

ever, in creating the sense of immersion or “Presence” in a VE. Presence is a much-

debated concept, with many different definitions having been proposed (Slater et al.,

1994; Schuemie et al., 2001). The current definition of presence in a VE is “the feel-

ing of being there”. The standard method of measuring presence is a questionnaire,

although biomechanical analysis has been investigated (Bideau et al., 2003). Both a

pre-experimental questionnaire and a post-experimental questionnaire are used. Video

footage of real opponents can be effective in a sports scenario, for example as used by

Chong and Croft (2009), and virtual characters or opponents assist in improving the

realism of the environment or to get the user to interact, such as in an attacking move

Rusdorf et al. (2007). However, virtual characters and environments do have a wider

range of functions available, mainly because once a video is made it is unchangeable,

whereas a VE can react to the user and change the game as it is being played. Video

footage is ideal if the virtual characters or environment are required to execute the same

simple procedure every time, but this will not be an acceptable method of engaging the

player. Presence could be an excellent benchmark for VEs, but will be unusable un-

til a definition is agreed upon and a standard method of measurement is established.

Moreover, the importance of presence in training effectiveness needs to be evaluated

empirically for different situations and tasks.

The use of virtual characters leads to potential issues with the “uncanny valley”,

described by Mori (1970). This refers to the discomfort, and sometimes fear, felt by

some people regarding a robotic or virtual human with aesthetic features very similar

to a real human (Seyama and Nagayama, 2007). In a VE, if any ascpect of the scene is

overly distracting or unpleasant, it is likely to have a negative effect on the user.

As well as the properties of the user interface, the degree of functional fidelity
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of the modelled world must be considered. A high functional fidelity simulator will

typically use physics models to provide the most realistic simulation of an event that

is possible, which is a challenge for real time response. For sports-based VEs, this

applies specifically to the motion of virtual objects such as a ball or projectile (shut-

tlecock, arrow, etc.) when travelling through the air or rolling along the ground. The

real physics parameters (such as surface properties of a ball) are needed for the math-

ematical model, but can be difficult to obtain without the involvement of an industry

partner. Often when companies do undertake such research, it is kept private to avoid

aiding competitors, making it difficult for academic groups to acquire the appropriate

information, which increases the difficulty of building an accurate model simulation.

Academic groups are often forced to either search for existing free-to-use parame-

ters from other research groups or to perform in-house experiments to derive or acquire

the required parameters. Further, due to high computational demands, real-time simu-

lations based on accurate physics models are hard to achieve. This leads to an impor-

tant trade off: the high complexity of a mathematical model produces more accurate

results, but involves more parameters and requires greater computational power–often

too much for a real-time solution. A compromise must be reached whereby limitations

and assumptions simplify the modelling of the problem, but also reduce the accuracy;

the chosen solution depends on the resources available to the group and the complexity

of the model. As with the example of depth information, perceptual and motor experi-

ments can in principle be carried out to determine which simplifications to the physics

models can be made without incurring costs in training effectiveness, but this is likely

to be a difficult and time-consuming process.
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2.3.6 How, What and When Should Feedback be Delivered to the

Learner?

In order to learn a skill, feedback can be delivered to the user in a number of ways.

Eaves et al. (2011) investigated the use of VEs for teaching real-world motor skills for

dance and sports. They found that the ability to direct the learner’s attention to the

key anatomical features of a to-be-learned action was important. Ruffaldi et al. (2011)

discuss different types of feedback appropriate for sports training in a VE. Rowing is

used to illustrate their work, but the points raised are equally relevant to ball sports.

The two main categories of feedback are:

• Informative feedback, which involves supplying the user with information and

statistics regarding their performance (e.g. knowledge of results such as a score);

• Guidance feedback, which directs the user about how to perform the next action

(e.g. knowledge of performance such as body movements).

Salmoni et al. (1984) provide a classic review of the effects of information feed-

back on motor learning. In both cases the feedback can be delivered in various ways:

during (concurrent feedback), immediately following (terminal feedback) or some pe-

riod after the completed skill (delayed feedback). In reviewing these various feedback

deliveries, Salmoni et al. proposed the guidance hypothesis. This states that feedback

essentially guides the performer to the correct movement pattern and increases skill

acquisition. However, if the learner receives feedback too frequently they may de-

velop a dependency on it, and thus ignore the processing of important intrinsic sensory

feedback required for error detection and correction. Consequently, when augmented

feedback is not available, performance suffers, as the learner has come to rely upon it

to produce the required skill effectively. Thus avoiding negative training can be helped

by progressively reducing the feedback presentations across the learning cycle and thus

removing the dependency effect. Ruffaldi et al. (2011) note that the individual methods
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of feedback are rarely considered carefully in designing a VE, although they ought to

be.

Methods of reducing the amount of required learning time can be employed by us-

ing specific forms of feedback and analysis, known as “accelerators”. Accelerators can

be categorised into augmentation (Ruffaldi states: “the ways the training experience is

enriched with respect to the real situation”)–information, correction and task enrich-

ment; simplification (“it tries to make the user perform the task in an easier way with

respect to the way the task is performed in the real world”) and variability (“changes

in the training environment aimed at forcing the user to leave a stabilized but novice

behaviour and move toward a transitory unstable expert behaviour”).

An example of informative feedback can be found in the golf swing trainer de-

scribed by Kelly et al. (2010). Forty male golfers were recorded using a Vicon motion

capture system while attempting to hit the ball into a net 3 m away. The players were

split into groups of different skill levels; the “expert” level players’ movements were

averaged into a single movement, which was applied to the “coach” avatar. Users’

motions were then captured and displayed as an “apprentice” avatar next to the coach,

allowing them to compare their movements with those of the coach in great detail.

The user had full control over the zoom, angle, playback speed and positioning of the

coach; they also had access to graphs comparing the different “angle[s] of interest”

with the coach. It is also interesting to note the findings of Chiviacowsky and Wulf

(2007), however, who investigated the motivational aspects of feedback and demon-

strated that learning is facilitated if feedback is provided after good rather than poor

trials. Visual and haptic cues can also be used to provide guidance. For example, the

optimum trajectory that a ball should follow to reach a desired target could be dis-

played in the VE using appropriate graphical glyphs. None of the projects examined

in this survey currently do this, however.

49



2.3.7 When is a Virtual Environment Not Successful in Teaching

Motor Skills?

A danger with any VE that aims to train a particular skill is that it trains the skill

incorrectly and results in a negative efficacy. This is just as much a danger in a sports

trainer, although the side effects may not be as catastrophic as negative efficacy in a

flight simulator! Li et al. (2010) discuss negative efficacy in the context of using haptics

to improve performance of manual control tasks. Their experiment, based around a

target-hitting control task, indicated that the acquisition of motor skill is a complex

phenomenon that is not aided with haptic guidance during training for that particular

task. Although as noted above, progressive use of haptics does offer benefits. Results

such as these must be considered when designing and building a sports VE.

Another problem is time delays, or latency, particularly for networked VEs or VEs

for fast-paced sports such as table tennis. Here, even a small delay can make the game

highly unnatural, and even unplayable. Latency also reduces the feeling of immersion

in a VE, one consequence of which is also to contribute towards negative efficacy of

the training experience. Consider the V-Pong system (Brunnett et al., 2006; Rusdorf

et al., 2007), shown in figure 2.9. Two tiled projection screens form a stereoscopic

image behind two 2 m × 3 m wall panels. The player sees the table directly in front

of him as though he is playing a real game, with a VO standing at the other end of the

table. Restrictions are placed on the VO to ensure it is beatable; a maximum speed

for its movements is set and random noise is added to its movements to stop a perfect

performance. The biggest issue with this system was that the speed of a game of table

tennis is much higher than the system can cope with. Latency is a problem with many

virtual reality systems, but with table tennis it was far more obvious. To tackle this

problem, the team devised a prediction system which predicts the next location of the

tracked racket and glasses from the speed and direction they are currently moving in,
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accounting for the approximate latency of 50 ms. The prediction system is adjustable,

allowing for changes to be made for different people who move at different speeds.

Figure 2.9: V-Pong table tennis; picture courtesy of Brunnett et al. (2006).

The need for high speed tracking was also demonstrated in a two-player table tennis

game (Li et al., 2010), seen in figure 2.10, in which the players are immersed into three

screens in the shape of 3/8ths of an octagon. Each player wears circularly polarised

glasses, which show the screen in stereo and are motion tracked, and they each hold

a tracked wand to represent their rackets. To model the ball, simplified physics laws

were applied for collision detection and movement. The system was developed largely

to test a new high-speed wireless tracking system, which was found to be responsive

to the user. The system was successful in displaying the opposing player’s movements

through the on-screen avatar, although the virtual scene itself was very simplistic using

basic colours and avatars with rigid bodies. It is noted that for future work, the authors

would like to not only create more realistic avatars, but also improve the physics and

utilise full-body tracking.
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Figure 2.10: Virtual table tennis for two players; picture courtesy of Li et al. (2010).

Of course, for any VE to successfully teach motor skills, or anything else, it must

minimise side effects such as latency because they can also cause cybersickness (Wloka,

1995; Potel, 1998), due to the conflict between vestibular signals to the brain and the

(delayed) visual motion information. Cybersickness does not affect all VE users, and it

is believed that the brain may be able to adapt and become tolerant to sensory conflict

after prolonged exposure to situations in which it is common (Potel, 1998). Nonethe-

less, validation studies are required to confirm that training effectiveness is not af-

fected.

2.3.8 What Does it Cost?

A further problem involved with creating an effective sports-themed VE is the cost.

Costs associated with all kinds of VEs include the cost of software, hardware and main-

tenance, and validation. Unless the software is developed entirely using open-source

packages, it is likely to be expensive. Whilst some VEs discussed in this chapter use

only readily available hardware, some use specialist hardware such as HMDs, CAVE
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setups and motion capture systems, which are not only very expensive to purchase,

but can also be expensive to maintain. The projects that are described above range

in cost from around C10,000 to well over C250,000 (if a CAVE is used, for exam-

ple). It should be noted, however, that there are cheaper VE installations with good

functionality available.

Robustness of equipment should also be considered alongside cost, as some equip-

ment may be subject to more stress than normal in active sports VEs. An appropriate

investment must be made, however, or otherwise the training benefits achieved will be

marginal at best.

2.4 Summary

Training of sports-related skills is a fast emerging application of VEs and there are

many different options for software and hardware, each with their own benefits and

problems. There is no single solution and the choice of the equipment deployed is

largely based on what suits each specific sport best. In this chapter, the different con-

cepts and technologies involved in current VEs in the context of ball sports have been

reviewed and the key research and development issues that need to be considered by

researchers and potential users of this technology have been identified. In particular,

eight different challenges/issues have been categorised and the extent to which they

have been overcome has been discussed with reference to the current state-of-the-art.

The cost range of the systems in current use is large but it is not always the most

expensive systems that produce the best results. For example, although most systems

have invested in display equipment that will offer stereoscopic viewing, the practical,

perceptual and ergonomic problems of this technology means that its use should be

carefully considered. Indeed, the amount of both perceptual and functional fidelity

required to effectively train a task is still unclear and in some cases a low fidelity,

inexpensive system can perform well.
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Another common problem is how to represent a potentially large playing area (e.g.

a football field) within the physical constraints of the VE? Any constraints that take

you further away from the real training environment are going to impact on the func-

tional fidelity of the VE. Removing the inherent constraints of the hardware deployed

is an open research topic. Even when a good representation of the sport can be con-

structed within the VE, there remains a danger of delivering negative efficacy in the

training task. Latency is one contributory factor in negative efficacy, but there are other

potential pitfalls such as how to apply haptic cues appropriately. This is another area

where more research is needed. On the question of feedback, then there are successful

examples of providing informative feedback in a ball sports VE. The development of

guidance feedback is far less advanced, however.

One advantage of using a VE should be that it provides the flexibility to conve-

niently allow learners to practise a wide range and number of skills. This is funda-

mental to improving performance. However this requirement has not yet been fully

addressed, as most of the reviewed examples tend to implement just a small number of

skill scenarios. This will be particularly important to address for commercial products.

As the domain of sport-themed VEs matures, then more validation studies will be

possible. Results of the currently published validations are inconclusive, with evidence

being presented that in some cases there is skill transfer but in other cases there is not.

There are enough results, however, to suggest that the improvement of motor control

skills in ball sports is possible. Anticipation and decision making skills are also well

suited for training in a VE, and the level of difficulty of the task can be increased over

time. It is predicted that this area will grow quickly in the next few years with more

and more examples coming out of research laboratories and being used by professional

sports associations.

The issues and solutions identified and discussed in this chapter will be invaluable

to the goal of producing an effective training environment for rugby passing skills.
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Chapter 3

VE Testbed

To investigate the hypothesis “A virtual environment can be used to effectively train

ball passing skills in rugby’, a virtual environment must be built for the purpose of

training passing skills.

The previous chapter highlighted several useful points for building a ball-sports

VE. In a survey of similar systems, the most popular motion capture technology was

found to be optical motion capture. This is because it provides high-performance cap-

ture with devices able to capture at high frame rates, and it is easy to mark the user or

an object used in the VE with retroreflective markers. The most popular display tech-

nology was the data projector, as it is a simple way to display a virtual scene in front of

the user, and can offer stereoscopic display when the projector is able to display with a

120 Hz refresh rate. A VE should be designed carefully to ensure it is easy and natural

for the user to interact with, and so haptics and tangible interfaces are also popular. A

further design consideration for VEs, particularly in ball-sports VEs, is latency. Ob-

jects moving at high speed will make any latency more apparent by presenting motion

judder. Any latency in the VE may also cause the viewer to suffer from cybersickness.

A testbed system was designed and developed to prepare the basic functionality

of the system. This chapter describes the process of creating the testbed system. It

55



has been divided into sections based on each portion of the research rather than in a

specific timeline, as most of this work was occurring concurrently.

The first section describes the planning stage, and shows how the research under-

taken was initially shaped by the designs created; the analysis in chapter 2 was used to

select the hardware and software for the VE testbed. This leads into the task of build-

ing the system, starting with the core functionality for the ball tracking and movement;

then the construction of the scene (originally using the XVR authoring package) will be

detailed piece-by-piece, followed by the additional program elements–the user inter-

face and control options, and how the scene was made interactive. Finally the evolution

of the physics engine from basic straight-line equations to a complex system involving

the effects of the weather is described.

3.1 System Design

The first decision to be taken about the system was what the focus of the VE training

should be, not only in terms of the skill to be trained but also the subject who would

be using the system and what reason there is for it to be used. There were a number

of basic skills in a game of rugby union which had potential to be evolved into a

virtual training drill: passing, lineouts, kicking and even the scrum were considered.

Users of the VE could vary from professional rugby players of local or international

teams, Under-19’s (also local or international) and junior players. Reasons for use

extend beyond training in a basic repetitive drill to additional functionality such as

using statistics about the player to adjust posture and technique and even assessing the

potential of younger players (talent scouting).

Because this research is being undertaken on behalf of Rygbi Innovations Cyf.,

these options were discussed at length to ensure it met the requirements of the com-

pany. Discussions with a team coach from the Colwyn Bay rugby club lead to the

passing and lineout skills becoming the focus of the research: passing skills are often
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overlooked as an essential skill to the game and lineouts require an entire team to prac-

tise in the traditional method. Virtual lineout training had already been the focus of a

research project (Brook et al., 2007; Chong et al., 2008; Chong and Croft, 2009), so

the task of creating a VE for training passing skills was adopted as this would be both

novel and complex to achieve a high fidelity.

A plan for the system was to create a virtual pitch environment with a target to aim

the ball at in a pass move. A major benefit of using a VE to provide a training platform

for training any skill is that users can be presented with an environment that might

not be easily accessed on a regular basis. This could be providing different weather

conditions (wind and rain), or environmental conditions such as heat and air pressure

effects on the ball’s movement. It would be difficult to present these conditions to

users, short of listing the effects before they enter the environment. Presenting wind

direction and strength may be possible, to an extent, by introducing flags or even a

windsock into the background of the environment. This would provide users with a

cue that they should be able to associate with the real world.

Some requirements and preferences for the software used to create the VE were

identified:

• 3D content authoring to create the virtual scene;

• stereoscopic rendering to explore whether the use of stereo improves the VE;

• free to use; to allow for uses with a limited budget;

• ability to develop on a Windows 7 64-bit PC (the PC provided for the develop-

ment work);

• software that can accept a variety of input devices to allow the upgrading of the

tracking hardware;

• provide tools to produce a program which can be run easily by non-specialists;
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• the program produced should not be resource intensive and, if possible, run

platform-independently, since the specifications of the future running system are

unknown.

3.1.1 Hardware

A small number of sports VEs (Brook et al., 2007; Chong et al., 2008; Chong and

Croft, 2009; Ahn et al., 2006; Mestre et al., 2011; Göbel et al., 2010; Gourishankar

et al., 2007; Chung et al., 2010) were found in which the user holds the actual apparatus

used in the sport to improve the fidelity of the virtual training environment. In the case

of a passing task, it would be very difficult to undertake the training without holding a

real ball, as many of the factors contributing to the player’s sense of the pass revolve

around the ball itself. The weight and size of the ball coupled with the player’s hold,

grip and the amount of force put into the pass are critical. Without having a real ball

present, this information would not be available and would make an accurate pass very

difficult to perform and a drill more likely to be detrimental than useful.

The VE would be designed to use a variety of different display and tracking tech-

nologies so that it can be customised according to the budget available and the level of

fidelity required. There is a trade-off between these two requirements, as discussed in

chapter 2. The hardware requirements would be a real ball, a method of tracking the

ball’s motion, a graphics engine (PC) to process the motion data and a device to dis-

play the VE to the user. The display, as discussed in chapter 2, could be screen-based

or a HMD; the screen-based approach was chosen because it would be less restric-

tive to the user. For development, the Personal Space Tracker (PST) (Personal Space

Technologies B.V., Amsterdam, NL; see figure 3.1a) was used, with the intention of

using a device that provides higher-quality tracking for the final product. The PST is

a compact optical tracking solution that utilises infra-red light to highlight the move-

ment of retroreflective markers placed on an object (see figure 3.1b). Note that the 50

Hz (PST-55) capture-rate was the only model available when purchased; newer models

58



(a)

(b)

Figure 3.1: (a) The Personal Space Tracker optical tracking device. (b) The retroreflective
markers as seen by the infra-red cameras.

have since been released. The PST was selected because it offers high-quality tracking

at a relatively low price; all model processing and kinematic solving is done within

the unit itself, and it is more portable than many of the tracking devices on the market

thanks to the small size of the unit.

Objects to be tracked have retroreflective markers attached to their surface (see

figure 3.2a), then PS Track, the software that processes the PST data, can be trained to

recognise the individual object. During the training, the user slowly rotates the object
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in front of the camera until all points have been found; PS Track then determines the

dimensional relationship between each marker and its neighbours to create a unique

map of the object (see figure 3.2b). The point in the centre of the marker map is

returned as a single point in the calculated centre of the object.

Once a model has been recorded and analysed by PS Track, several objects (up to

20 individual objects per tracker) can be simultaneously managed in one scene without

issue (see figure 3.2c and figure 3.2d).

To meet the requirement of building a system for which the input devices can be

altered with minimal editing of the program, an interfacing program would be required.

A number of interfacing systems were evaluated, including:

• Conduit by Mechdyne;

• Trackd by Mechdyne;

• VR Juggler by Iowa State University’s Virtual Reality Applications Center;

• VRPN by the Department of Computer Science at the University of North Car-

olina at Chapel Hill; and

• MiddleVR by I’m in VR.

Conduit and Trackd were discounted over the cost of a software license, leaving

VR Juggler and Virtual Reality Peripheral Network (VRPN). MiddleVR is able to

configure complex systems, and would not be used for the initial testbed system as

that level of complexity is not yet required. Despite VR Juggler providing a varied

suite of programs to handle a variety of aspects in the management of a VE, VRPN

was chosen for the in-built compatibility with PS Track and for the large range of

compatible devices it boasts. A table containing more detailed evaluation can be seen

in appendix 7.1.
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(a) (b)

(c)

(d)

Figure 3.2: (a) A rugby ball covered in retroreflective markers. (b) The model of the rugby
ball in PS Track; each point represents a retroreflective marker affixed to the surface of the ball.
(c) Three tracked objects in the PS Track software. (d) The three tracked objects in real space.
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Software packages were then evaluated in a similar format (see appendix 7.1). The

packages were chosen primarily for their content-authoring ability. Additional require-

ments and features were considered once the list had been created:

• 3DVIA Virtools by Dassault Systemes;

• Avango by Fraunhofer IAIS;

• CAVELib by Mechdyne;

• EON Suite by EON Reality;

• Maverik by AIG at Manchester University;

• Ogre3D, a freeware program;

• OpenSceneGraph, an open source project;

• Panda 3D by Carnegie Mellon University;

• Syzygy by the University of Illinois at Urbana-Champaign;

• Unity 3D by Unity Technologies;

• Vizard Virtual Reality Toolkit by WorldViz; and

• XVR by VR Media S.r.l.

Several options are immediately discarded because of incompatibility with Win-

dows 7, the cost of the software being beyond the scope of the research and lack of

stereo content support. The remaining contenders were Avango, OpenSceneGraph,

Panda 3D, Unity 3D and XVR. After consideration, XVR was chosen for its in-built

support of VRPN. However, the ability to use other software packages where appropri-

ate remained a possibility and the software components were developed in a modular

format to facilitate this. For example, the experiments described in chapter 4 made use

of a Virtools port of the VE.
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A significant feature of the VE software was the physics engine to calculate the

movement of the virtual ball. Despite many of the reviewed software packages con-

taining inbuilt (or support for external) physics engines, this was not considered a

requirement as it would be manually developed as part of the research.

To summarise the plan for the research: the prototype testbed environment consists

of a real ball to be tracked and aimed at a virtual target on a screen before the user; a

combination of XVR and VRPN were chosen for managing interaction and rendering

within the simulation, as they best suited the requirements of providing a powerful and

flexible system and offer many options for functionality.

3.2 Creating the Virtual Environment for Rugby Skills

Training (VERST)

3.2.1 The Ball: tracking and modelling solutions discussed

Here, the work directly related to the ball is described. First, the International Rugby

Board (IRB) regulations for the shape and design of the ball are examined. With re-

gards to these specifications, a virtual model of the ball is created and textured. The

method for tracking with the PST is described: how the optical tracker captures the

ball and how this data is imported into XVR and applied to the ball model. Finally,

other available potential tracking devices are evaluated.

3.2.2 Creating the Ball Model in XVR

A scaled sphere was used in XVR, to form an ellipsoid that matched quite closely

the IRB dimensions (see appendix 7.3). A sphere with a radius of 1 m is created and

then scaled to be 30 cm long and 19.74 cm wide along the y- and z-axes; the ball is

then textured with the ball texture shown in figure 3.3a, producing the ball shown in

figure 3.3b.
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(a) (b)

Figure 3.3: (a) Ball texture–note texture coordinates are reversed so that it maps correctly in
the XVR coordinate space. (b) The ball specifications according to law 2 of the IRB game
laws.

3.2.3 The Virtual Reality Peripheral Network

The PS Track software contains a built-in interface to VRPN that allows direct stream-

ing of tracker data to the server. XVR supports VRPN via a set of inbuilt functions

(VR Media S.r.l., 2014) that makes it possible to link the PST to XVR via VRPN.

By drawing the ball object at the reported tracker location, it is easy to move the

virtual ball synchronised to the real ball. It is possible to set the rotation of the ball

using a similar method. There are four data types available from the tracker: axis-

angle, angle-axis, Euler and quaternion. Axis-angle was used as the function to set

rotation in XVR only takes axis-angle as input.

The starting point for the system was a simple throw of the ball – could a physics

system be developed to take the initial flight parameters of the real ball and apply a

fully-calculated flight path to the virtual ball?

An experiment was designed to capture a sample of movement data from the PST

with the intention of feeding the data into a physics system that processes the real

movement and provide a full path calculation. The first task was to see what data
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could be captured from the PST; the physics system could then be built around the

capabilities of the tracker.

The real ball used was a Skill-tec training ball (Skill-Tec, 2014); this is a size 4

ball often used in training for improving ball handling, and featured a bungee attach-

ment for training exercises (see figure 3.4) attachable to either a ground-swivel or a

wrist-strap. Note that a match ball is size 5, but following consultation with Rygbi

Innovations Cyf. it was agreed that this size difference would not adversely effect the

fidelity of the ball passing training tasks. This suits the requirements well, as a way

to restrict the movement of the real ball around sensitive and expensive equipment is

essential. Figure 3.5a and figure 3.5b show an experimental setup where the user faces

a screen showing the virtual ball. The user holds the real ball which is fixed to the

ground or attached to the wrist, and tracked from the side by the PST.

From this experimental setup, it became clear that the data available from the

tracker is the position and rotation of the object. Given that the velocity of an object

in motion is defined as the rate of change of position (equation 3.1) and that XVR can

provide an accurate timer (measured in microseconds), it will be possible to calculate

the velocity of the ball.

velocity =
∆position

∆time
(3.1)

3.2.4 The Method for Ball Capture

Figure 3.6 demonstrates the initial design to capture the appropriate data. The PST

operates within a capture area noted as the black dashed line. The ball moves across

the capture area and through a ‘capture window’ marked here as the red box. As the

ball passes through the capture window, it crosses two virtual ‘lines’ (designated ‘A’

and ‘B’) at which time the ball’s data is recorded. This will provide two reference
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Figure 3.4: Skill-tec training ball anchored to the ground with a large flat board.

(a) (b)

Figure 3.5: (a) Experimental setup of the hardware. (b) Diagram of the experimental setup
described in figure 3.5a.

points containing time and position of the ball during crossing that can be used to

determine velocity.

If the ball is within the capture area, the motion is tracked. If the x coordinate value
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of the ball matches the x coordinate value of the virtual A, the current position and

rotation of the ball are recorded along with a timestamp. This group of values – the

cartesian position coordinates, the axis-angle rotation and the timestamp recorded as

the ball passes a virtual line – will be referred to as the A set and B set. The tracking of

the ball continues; if the ball’s x coordinate value matches the chosen virtual B and an

A set has already been recorded (to prevent reverse-flow), a B set is stored. If both an

A set and a B set have been stored, the system calculates a new set that is continuously

updated to be the next position. The ball’s position and the rotation are updated to the

new values on each frame until the ball hits the virtual ground.

Work on the testbed environment began with determining the best location for the

A and B virtual lines. By holding the ball at the centre, furthest left and furthest right

positions of the capture area, a series of position values were taken from the tracker

and used to gain insight on the measuring system of the PST (see table 3.1). The

average centre value of -0.009 PST units shows the slight error in performing the test

with only visual guidance. The left edge of the capture area is -0.22 PST units and the

right edge of the capture area is 0.23 PST units. The same measurements were made

Figure 3.6: The initial design for the capture system.
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in real space with the distance being approximately 20 cm in either direction from the

centre of the capture area to the edge. It has therefore been taken that the PST’s units

of measurement are 1 PST unit to 1 metre.

Table 3.1: The average data readings for the x coordinate values of segments of the capture
area (the left of capture area is physically to the right of the camera which is facing the user,
and vice versa for the right of the capture area).

Position Left of capture area Centre Right of capture area
x coordinate values -0.218347 -0.00920938 0.229973

-0.218351 -0.00920874 0.229977

-0.218352 -0.00920809 0.229977

-0.218341 -0.00920809 0.230014

-0.218351 -0.00920629 0.230015

-0.218352 -0.00920629 0.230013

-0.218354 -0.00920567 0.23001

-0.218357 -0.00920596 0.230006

-0.218357 -0.00920502 0.230005

-0.218358 -0.00920586 0.230002

Average -0.218352 -0.00920694 0.229999

The ball position could not be directly compared with a single value, however, as

it rarely hits an exact value. It was therefore necessary to perform the capture of A and

B sets by taking the first value once the ball position had moved past a given point.

The code would therefore continually compare the position of the tracked ball to the

virtual points – new A sets would be repeatedly stored until the ball’s x position value

was greater than 0; then it would take the first data received past 0.1 as the B set. After

the A and B sets are captured, flags prevent reverse-flow throughout the system.

A third dataset (C set) was then introduced that allowed the determination of an

average velocity through three points (two sets of velocity calculations, see figure 3.7).

The 55 Hz capture rate of the PST proved to be acceptable for slow-moving ob-

jects, but when attempting to track a ball moving at the speed of a regular rugby pass,

the tracker would continuously lose the ball, often not capturing even the three points
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Figure 3.7: New model for data capture, incorporating an extra data set to provide a more
accurate representation of the velocity.

needed for the velocity calculations. This problem with the capture rate of the PST

prompted experiments with additional types of tracking devices. A Vicon system was

available for the experiments, housed at the School of Sport, Health and Exercise Sci-

ence (SSHES) in Bangor University.

3.2.5 Vicon Motion Capture

The Vicon system was used to investigate the movement of the ball during full passes.

A full-sized Gilbert rugby ball was stickered with retroreflective markers (as shown in

figure 3.8): three flat markers were placed on each face panel, and a spherical marker

was placed on each end of the ball. A simplified version of the data recorded can be

seen in the Matlab figure produced in figure 3.9, where the lines are recorded in the

same colours as the markers. Here, only the centre markers (marked as circular in

figure 3.8) of each panel were plotted. The spin of the ball is visible in the plots –

highlighting the importance of spin during a rugby pass – and the ball travels in the

expected parabolic arc; the physics simulation will attempt to tackle these motions.
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3.3 Constructing the Virtual Rugby Pitch

First, the setup of the virtual rugby pitch will be described. Details of how the ob-

jects are created are given and discussed in relation to the IRB Laws of the Game for

rugby union (see appendix 7.2). Further objects are added to the pitch for interactivity:

targets, flags and a camera.

3.3.1 The Pitch

Using law 1.2, a basic starting texture was created for use while designing the pitch

ground (shown in figure 3.10a).

(a) (b)

Figure 3.10: (a) Initial basic texture for the pitch. (b) Posts created with the basic procedural
objects available in XVR.

In XVR, a box of size 150 m long, 81 m wide and 10 cm deep was created and

the texture was applied. Using the basic cylinder procedural object in XVR, two sets

of goal posts were made according to the specified dimensions in law 1.4 (shown in

figure 3.10b). First, six cylinders are created: four 15 m tall by 14 cm wide poles for

the upright posts, and two 5.6 m long by 14 cm wide crossbar posts. The crossbars are

rotated and then each individual post is translated to its correct position on the pitch.

Each goalpost set is translated ±50 m along the x-axis, to place them at each end of

the pitch. At each end, the upright posts are each translated ±2.8 m along the z-axis
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to separate them by 5.6 m, and the crossbars are lifted by 2.93 m so that the top of the

crossbar is 3 m above the ground.

The textures were updated to look more realistic using free-to-use textures down-

loaded from www.cgtextures.com. A combination of the textures shown in fig-

ure 3.11 were used to create the improved ground texture shown in figure 3.12; the

new texture gives the appearance that the pitch surface is not a flat box.

(a) (b) (c)

Figure 3.11: Three images used to create the new pitch texture.

Figure 3.12: A new, more complex ground texture created from a combination of the textures
in figure 3.11.
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3.3.2 The Skybox

To improve the look of the scene, a skybox (sidvind.com, 2014) was used. A skybox

is a box or cube that is placed large enough for all of the objects in the scene to fit

inside; the inside of the box is textured with images of the sky, providing the illusion

that there is a sky behind the scenery. A box was created from an XVR procedural

object and made to be 400× 400× 400 m3 with the world origin at the centre so that it

will surround the user. Figure 3.13b shows the skybox at full size around the pitch and

stands. It is now possible to see that the skybox resembles a sky in the background of

the scene.

3.3.3 The Targets

The ball passing exercises will involve the player throwing the ball at virtual targets.

The first target to be created was a basic archery-style target made up of concentric cir-

cles (referred to as the bull’s-eye target). A texture was created as seen in figure 3.14a

and mapped to a transformed cylinder.

First, the texture is loaded, then a basic cylinder is created with a 50 cm radius and

10 cm height; the caps (circular ends of the cylinder) are selected to appear. Subsets of

the cylindrical mesh are then textured: the side of the cylinder is assigned a plain brown

material, while the caps are textured with the bull’s-eye target. Because cylinders are

automatically loaded upright, it is rotated 90° around the z-axis to have the target facing

the user.

The second target to be created was the Brian Moore’s Mouth target, based on the

BBC Wales Scrum V’s “Brian Moore’s Mouth Challenge” which is an inspiration for

the training task that has been selected. The challenge is for the player to pass as many

rugby balls as possible (a maximum of 24 balls are supplied) through Brian Moore’s

mouth in one minute from 10 yards away. The Brian Moore’s Mouth target for this
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(a)

(b)

Figure 3.13: (a) The free-to-use sky texture used for the skybox. (b) The scene with the
newly-added skybox.
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(a) (b) (c)

Figure 3.14: (a) Bull’s-eye target texture. (b) The source image for the Brian Moore’s Mouth
target texture. (c) Brian Moore’s Mouth target texture.

research was created from figure 3.14b (BBC Wales Scrum V, 2014). The image was

cropped and re-aligned to create the texture shown in figure 3.14c.

The texture has been designed with transparent section inside the mouth and above

the head to mirror the real target. This was accomplished by creating the transparent

areas in the open source GNU Image Manipulation Program (GIMP) and saving the

file in the Portable Network Graphics (*.png) format which preserves the transparent

areas.

A set of rugby player targets were designed (see figure 3.15) to provide users with

a target of which they will be familiar with the dimensions. This target is created in

the same way as the Brian Moore’s Mouth target. The texture is loaded and used on

a box with a 1.818 × 0.615 m2 front, and a depth of 0.1 cm. Again, the images were

developed in GIMP and saved in the PNG format to preserve transparency.

Each of the final target objects are shown in the scene in figure 3.16a, figure 3.16b

and figure 3.16c. Multiple targets in the same scenario are also supported, implemented

using an OpenGL Display List.

3.3.4 The Camera

The view of the scene provided to the user was initially designed as a static camera

position, but could be extended to allow motion parallax using tracked glasses.
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(a) (b) (c) (d)

Figure 3.15: (a) Plain rugby player target; (b) blanked-out rugby player shaped target; (c)
blanked-out rugby player shaped target holding small bull’s-eye target; (d) plain rugby player
target holding small bull’s-eye target.

The static camera view used for the testbed environment was based on the approx-

imate average height for a Welsh adult malea, and the targets being placed around the

centre of the pitch. The height is 1.8 m (6 ft), and this is added to the y-axis of the

pitch position so as to root it to the ground. The camera is set to be 5 m back from the

centre line of the pitch (a position of [-5.0, avg player height, 0.0] with

a target view of [50.0, 0.0, 0.0]). This positions the camera back from the

centre of the pitch enough to see the movement of the tracked ball. The target ensures

the camera faces the end of the pitch as though the user is looking straight forward (see

figure 3.17).

aActual average measurement 1.770 m (5 ft 9.5 in) of men aged 16+ in Wales, from the Welsh
Health Survey 2009 (Welsh Assembly Government, 2009).
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(a) (b) (c)

Figure 3.16: Each of the different target types present in the scene: (a) the bull’s-eye, (b) Brian
Moore’s Mouth, and (c) the player holding a small target.

3.3.5 The Flag and Windsock

A method of representing any wind effects to the user in the VE was debated within

the research group. The most simple method was implemented for the testbed envi-

ronment: representing wind through the visual cue of a flag or windsock. Although

windsocks are not regular features of a rugby pitch, Rygbi Innovations Cyf. decided

that they would like it to be explored nevertheless. The other method considered was

to use an electrical fan to simulate wind on the user, though it was decided that this

would be beyond the scope of this initial prototype system.

To create the flag object, two separate meshes, a flagpole and a flag, were created

using cylinder and box procedural objects. The flagpole cylinder is 1.3 m tall and has
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Figure 3.17: The static camera view of the pitch.

a 1 cm radius, while the flag itself is a box 33 cm tall and 39 cm wide. It has a depth

of 1 mm to reflect the thin material normally used for flags. Once the two meshes are

turned into objects, the flag is positioned next to the pole and the pole is added to the

flag as a child object to create one larger object under the flag hierarchy.

The windsock was created in accordance with U.S. specifications (Federal Avi-

ation Administration, U.S. Department of Transportation, 2014) to provide realistic

measurements. The fabric portion of the windsock is created to be equivalent to a size

2 windsock: 12 feet (3.75 m) long with a 36 inch (0.9 m) throat diameter. The pole of

the windsock was made using a 10 m tall cylinder with a 5 cm radius, while the fabric

sock was created using a cone frustum 3.75 m tall, with a minimum radius of 30 cm

and a maximum radius of 45 cm. The windsock pole is set at ground level, and the

fabric section is placed 6 m above ground level which places the top 25 cm lower than

the top of the pole. The pivot point of the cone frustum is moved from the centre of

the base to the top of the pole and the two parts are kept as separate objects so that the

sock can be rotated vertically as well as spinning around the pole. The windsock and

flag can be seen in their static positions (no wind present) in figure 3.18a.
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(a) (b)

Figure 3.18: (a) The flag and the windsock with no wind in the scene. (b) Illustrates the
calculation of the flag direction based on the wind velocity vector.

The wind velocity (set as a vector) is used to rotate the flag and the windsock around

their poles, as shown in figure 3.18b (where the 0° mark is along the +z axis, between

the B- and D-quadrants). Firstly the wind velocity is categorised into a quadrant, then

the angle is returned from the tan function of the relevant sides and converted from

radians to degrees using the pre-defined RAD TO GRAD constant. The angles are all

calculated with the opposite (x) and the adjacent (z) sides of the component triangle:

the B-quadrant is simply the angle calculation. The A-quadrant is 180° plus the calcu-

lated angle which will be negative because the z must be negative to be in this quadrant.

The C-quadrant is also 180° plus the calculated angle, but the double-negative com-

bination of -x and -z results in a positive angle that lies in the 180–270° region. The

D-quadrant is 360° plus the negative angle produced from the combination of the +x

and -z angles.

A fluttering effect was applied to the flag and windsock because they look unreal-

istic as static objects that are supposedly being moved by the wind. A loop was created

to cause a change in the movement based on the speed of the wind. A counter vari-

able is increased every time the draw loop is run (every frame). When this frame count

reaches a specific number (initiated as zero but decided by the wind velocity) a random

80



number in a specified range is taken and run through a check to change the direction

of the flutter (make the value positive or negative) each time it is called. At the end of

the loop, the counter variable is reset to zero.

Once the wind velocity magnitude has been calculated, the windsock’s vertical

movement is set. The rotation is grouped into ranges of wind speed: 0–1.5 ms−1, 1.5–

3.5 ms−1, 3.5–5.6 ms−1, 5.6–7.6 ms−1 and 7.6+ ms−1. These ranges are based on the

U.S. specifications (Federal Aviation Administration, U.S. Department of Transporta-

tion, 2014) which state that the windsock should be perpendicular to the pole for wind

over 15 knots, 28 kmh−1 or 17 mph and should “move freely about the vertical shaft it

is attached to and when subjected to wind of 3 knots (5.6 kmh−1 or 3.5 mph)”. Because

the flag and windsock are not moving across the screen, the velocities are suitable in

metres per second (that is to say, they do not need to be converted to metres per frame).

The three velocity measurements provided for each requirement (15 knots, 28 kmh−1

or 17 mph, and 3 knots, 5.6 kmh−1 or 3.5 mph) each convert to different amounts in

metres per second, so the smallest value is taken for each: 7.6 ms−1 for the perpen-

dicular movement and 1.5 ms−1 for free movement. Extra ranges were added between

these values to provide a range of vertical rotations for the windsock.

For each range, the windsock is rotated around the pole then vertically (around the

x-axis), the previous rotations are cleared, then the rotate function is used to add the x-

axis rotation on top of the y-axis rotation. The flutter speed is then set because it is the

number of frames to leave between random movements, the lower the number the more

frequent the flutter movement, therefore higher flutter rates are used for higher wind

speeds. The variables holding the amount of the flag and windsock random movement

for the current frame are also updated: the random numbers are calculated between

zero and the movement variables, so the higher the value the larger the movements.

For the flag the higher wind speeds cause smaller but more frequent flutters; for the

windsock higher winds cause larger and more frequent vertical movements.
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3.4 Additions to the Environment

Now that the basic environment had been set up and populated with objects, the next

step was to develop the functionality to control the behaviour of the scene and the

objects within it.

3.4.1 Interactivity

3.4.1.1 Hitting the Virtual Targets

When including targets, it is necessary to check if the ball has actually hit a target on

throwing.

It began as a simple case of checking whether the target and ball shared the same

space at any frame of the throw. The current position of the target was retrieved and

then used to create a bounding box around the target based on the scale as shown in

figure 3.19. The position of the ball was then tested to see if it fell within the bounding

box of the target; if true the target was considered to be hit.

Figure 3.19: The target position being used to create a bounding box around the target.
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A problem emerged that, in several trials the ball passed through the target but

failed to activate the target being hit. This was because the ball was meeting the bound-

ing box conditions in the yz-plane but the ball was being drawn either side of the target

without intercepting it (see figure 3.20).

Figure 3.20: Here, the conditions for intersecting the target bounding box were met on yz-plane
(left) but not the xy-plane (right)

To counteract this problem, the bounding box was extended along the x-axis as

shown by the blue box in figure 3.20 and the previous ball position and the current ball

position were tested relative to the target.

Extending the bounding box of the targets along the x-axis now allows the target

hits to be correctly registered. It is hoped that the complexity of the conditions will

ensure there are no false-positives recorded where the ball falls short of the target.

3.4.1.2 Moving Targets

In order to provide a potential range of training scenarios, a method of applying simple

movement to any target in the scene was created. The basic movements were organised

into a ‘movement schema’ shown in table 3.2 and figure 3.21.

The target movement requires three variables: the reference number for the move-

ment type, the velocity of the target and the range of movement the target will have (the
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Table 3.2: The movement schemas available for targets.

Reference Number Direction of Movement Colour in figure 3.21
0 Static (no movement) -

1 Left–Right Green

2 Up–Down Orange

3 Forwards–Backwards Purple

Figure 3.21: The movement schemas in table 3.2, (a) shows the target from the front, (b) from
the side.

distance span the target will be able to cover). Each of these variables are contained in

vectors to support multiple targets.

3.4.1.3 Ball Trails

The ball trails function was created as an aid to visualising throws (see figure 3.22).

They are created using a series of small spheres in a display list. The ball trail point

object is created during scene set up as a 3 mm red sphere. Once the ball hits the

ground, a new trail sphere is placed at each position. The resulting trails appear as in

figure 3.22.
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(a)

(b)

Figure 3.22: Ball trails being demonstrated with a tracked throw.
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3.4.2 Administrative Controls

3.4.2.1 System Reset

A system reset function was devised so that it was not necessary for users to leave the

program to make another pass attempt. The function simply resets specific variables

in the program when it is summoned, and this is enough to set the system back to the

starting point.

3.4.2.2 Pre-prepared Throw (Debug Mode)

In Debug Mode, the tracking code is bypassed and a dummy ball vector is used for

demonstration and administrator testing. The ball is set up with an initial position of

[0, 0, 0] and an initial velocity of [5, 5, 0], which produces a nice parabolic

curve from the physics engine (see figure 3.23).

Figure 3.23: The debug throw shown using ball trails.
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3.4.3 User Inteface

3.4.3.1 Keyboard and Mouse Control

Keyboard and mouse controls were added to VERST to provide access to both user

and administrator options to customize the environment. The keyboard shorcuts are

summarised in table 3.3. It should be noted that the Num Lock on the keyboard must

be activated for the Num Pad keys to work, and that the Debug Mode key-press of ‘d’

has been programmed to be insensitive to case.

Table 3.3: Key-presses versus the function or task that they trigger.

Key Assigned Function/Task
Space Reset the whole system for another throw

Num Pad 0 Static main user camera view

Num Pad 2 Camera: facing centre of pitch from the side.

Num Pad 4 Camera: facing opposite direction from target
from centre of the pitch.

Num Pad 5 Camera: top-down view of the pitch.

Num Pad 6 Camera: target view.

Num Pad 7 Camera: left goal close-up.

Num Pad 8 Camera: facing centre of pitch from the side.

Num Pad 9 Camera: right goal close-up.

F1 Cycles through the type of target used (bull’s-
eye, Brian Moore or rugby player).

F2 Toggles the ball trails on/off.

F3 Toggles the Settings console in the top-right
corner of the screen on/off.

D Enters Debug Mode – runs a pre-programmed
throw.

The VERST menu (figure 3.24a) is an important aspect of the user interface, as

program users cannot be expected to remember keyboard shortcuts. It is also a more

visually accessible way of providing options. Right-click menus are regularly featured

in programs, making it is a logical way to provide options to the user.
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If the settings are changed, they can be instantly reset to the default option with the

“Default Display Settings” option. The system is put in Tracker Mode with the static

user camera view; trails, the settings console and the flag camera are disabled. The ball

is drawn shaded and textured, and is shown pre-throw. Finally, the system is reset and

prepared for a new throw.

3.4.3.2 Statistics Console

The statistics console is a small text box programmed to appear once a throw has

been completed to provide the user with some basic statistics about their last pass (see

figure 3.24b).

(a)

(b) (c)

Figure 3.24: (a) The options menu displayed when the right mouse button is clicked on-screen.
(b) The statistics console. (c) The settings console.

The total time is taken at the end (the time between the timer being activated when

the A set is taken and the moment the ball hits the ground), the magnitude of the total
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distance is calculated and an average velocity is calculated from the two. The data is

stored and compiled into useable stings ready for drawing to the scene.

3.4.3.3 Display Options Console

A small settings window can be drawn in the top-right corner of the screen if required

(see figure 3.24c). The window can be toggled between being active or inactive either

by key-press or selecting an option in the click-menu.

Once the window has been drawn, text is added to reflect the current options se-

lected by the user. After the “Settings” title which remains unchanged, the first line

details the current mode of the system: tracker or debug. In a similar way, the status

of the ball trails option is recorded: if trails are active then “Trails ON” is printed, but

trails are off by default. Finally, on the lowest line of the settings console, the current

camera angle is noted. The camera angle number recorded refers to the Num Pad key

of the camera.

3.5 Rugby Ball Physics Engine

The challenge of the physics engine was to produce the most accurate system that could

run successfully in real time to serve the graphical interface with the movement data.

While it would be possible to eventually derive a system that considered all factors,

the system would require a large amount of processing power: too much for a standard

PC to run in real-time, without even considering the processing load caused by the

graphical portion of the program. It was necessary to sacrifice certain aspects of the

system and to make some assumptions to reach a compromise between smooth, speedy

processing and functional fidelity.

The physical motion of the ball is being modelled on the following aerodynamic

principles: the trajectory is a straight line unless external forces intervene; the initial

velocity depends on the launch angle; on ascent, weight and drag act together, on de-
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scent the forces have opposite signs; any external side forces like wind or rain are

added to the lift. In practice, the ball’s flight is a complex motion of a solid object

through a constantly moving but slow paced fluid. Any changes in the physical pa-

rameters of the fluid (viscosity, density, internal pressure) due to weather conditions

change the resistance force that acts on the ball during flight. Hence, in order to in-

crease the simulations accuracy, the air is modelled as a Newtonian fluid with variable

viscosity depending on velocity and temperature. The interaction between solid and

fluid is time dependent. During flight, the ball rotation is very complex (three rotation

axes similar to an aeroplane), depending on the initial throw conditions and the motion

stability in its entirety.

Several iterations of the physics engine are described in this section, starting with

the initial straight-line prototype to test the ability to process information from the

tracker. The method for calculating the velocity of the ball is explained, and the pro-

gression of the physics engine to a parabolic curve. In accordance with the section

describing the development of the tracking process, the addition of a third set of data

points (the C set) and the required code adaptation is discussed. The first complex

model is explained with reference to the background literature used in its develop-

ment, followed by details of how the advancement of this model could include some

basic weather effects in the future.

3.5.1 The Straight-Line Prototype

The physical system began with the implementation of a simple straight-line movement

that confirmed the possibility of using the A and B sets to feed into a loop that could

calculate the next movement step for the ball.

The first equation used was the classic slope-intercept form linear equation (Weis-

stein, 2014a):

y = mx+ c (3.2)
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where m is the gradient (slope) and c is a constant. The m is calculated as

m =
∆y

∆x
(3.3)

With the A and B sets, it was possible to calculate the gradient and constant to

determine the rest of the flight path. After the A and B sets are taken, the new ball

position is calculated. The starting position of the ball is set to the last point it was

tracked at, then two delta-values are calculated for the x and y coordinate values. A

delta-value is not calculated for z, as sideways movement was not considered at this

stage.

The two delta-values are then used to calculate the gradient. The equation is re-

versed to find the constant using the A set and the newly derived gradient. The differ-

ence in time between the A set and the B set being taken, and the distance travelled is

also calculated to give the speed of the ball (although the speed is not used in this ver-

sion as it has been calculated in distance per second and the draw cycle is 100 frames

per second). For the physics module to run, both A and B sets must have been taken,

and the x coordinate value is incremented at a steady speed of 0.0001 units/frame (ap-

proximately 0.01 ms−1). The y coordinate value is then calculated using the equation

and the position of the ball object is set.

Once the A set and B set have been taken, the ball travels along a straight line path

from the release point (as soon as B is taken) at the gradient it began with between the

capture points. The physics code loops 50 times to ensure it does not run infinitely.

3.5.2 Velocity Calculations

It was necessary to develop a way to accurately measure the velocity of the ball, and

to correctly display the velocity on screen based on the frame rate of the application.

As discussed earlier in the chapter (on page 65), the velocity is calculated as the delta

distance divided by time taken (equation 3.1).
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But because the XVR timer reports the time in microseconds (µs) the times pro-

duced must be converted to seconds by dividing the timers by 1000000 (1s = 1 ×

10−06µs). Unfortunately, this leads to a loss of precision in XVR, resulting in timers

being rounded to whole numbers. Given that the throw is over in less than one second,

a high precision is essential for the velocity calculations. To counter this problem, the

distance can instead be multiplied by 1000000; this maintains an accurate result. Then

the number of frames needs to be considered – there are 100 frames per second in the

draw loop, so the velocity needs to be divided into distance/frame.

total number of frames = ∆time(s)× 100 (3.4)

This can be used to derive the virtual velocity expressed in distance units per frame:

velocity (units/frame) =
(B[x] − A[x])((Btime − Atime)

1000000
× 100

) (3.5)

(B[x] − A[x])× 1000000)

((Btime − Atime)× 100)
→

(B[x] − A[x])× 10000)

(Btime − Atime)
(3.6)

3.5.3 The First Basic Curve

A basic parabolic curve was programmed to be the next step of the flight-path devel-

opment (see figure 3.25). L represents maximum length of the flight and H is the

maximum height. The equation for the parabolic flight path is defined as follows,

beginning with a standard quadratic equation:

y = ax2 + bx+ c (3.7)

where the height of the curve (y) is defined as the squared length (x) multiplied by

some constant a added to the length multiplied by a constant b plus a constant c. At the
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Figure 3.25: Planned parabolic flight path of the ball.

start of the curve, both x and y are zero, meaning that the constant c must also be zero.

At the end of the curve, x is now the maximum length L, but y is zero again. The rest

of the equation becomes aL2 + bL = 0. If the whole equation is divided by L, it can

be reduced to aL+ b = 0.


x = 0 : y = 0

x = L : y = 0

→
c = 0

aL2 + bL = 0 → aL+ b = 0

(3.8)

Rearranged, it becomes the following:

b = −La. (3.9)

Replacing the b in the original equation results in this next equation:

y = ax2 − aLx → y = ax(x− L) (3.10)
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Now that the length has been worked into the equation, the maximum height must be

too. At the point where the y is the maximum height H , the x is half the maximum

length.

x =
L

2
, y = H (3.11)

By replacing the x and y in equation 3.8 with those from equation 3.11, equation 3.8

becomes:

H = a
L

2

(
− L

2

)
→ H = −aL

2

4
→ a =

−4H

L2
(3.12)

The final equation is expressed below. It should be noted that the sideways (z-axis)

movement is still not yet being considered:

y =
4H

L2
× (L− x) (3.13)

The equation was successfully deployed in XVR, producing a neat parabolic curve

based upon the velocity and direction of the captured data.

3.5.4 Adding The C Set

As a result of the issues with the capture rate of the PST, a third set was added to

provide the ability to take an average velocity and provide a more accurate ball velocity.

The previous set size was halved, allowing a new set (named the C set) to be added

(see figure 3.7). The A set is still the last point captured before 0.0 PST units, the B

set is now captured between 0.0–0.2 PST units, and the C set after 0.2 PST units (the

previous B set capture location).
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3.5.5 Rugby Ball Dynamics

Bray and Kerwin (2003) worked on the development of a mathematical model for

the flight of a soccer ball, in the context of a direct free kick; figure 3.26 shows the

accompanying diagrams.

In figure 3.26, the curved dashed line depicts the flight path of a soccer ball kicked

along the y-axis. Figure 3.26 (a) shows the ball leaving the ground at origin O. At

point P , the ball is at an angle of Ψ from the (x, y) plane and travelling with a velocity

of v (in a direction described by unit vector τ ). In figure 3.26 (b), the ball (still at point

P ) is at an angle of θ away from the y-axis, and in figure 3.26 (c) the spin of the ball

is demonstrated. It is assumed that the ball spins at a constant angle, denoted γ, an

inclined axis parallel to the (x, z) plane (the ball is pitching). Unit vector σ specifies

the direction of the γ-spin.

The simplest form of the motion, considering only the forces, can be written as

follows:

F = mg + Fd + Fl (3.14)

The resultant force F acting on the ball can be determined by the mass (m), mul-

tiplied by gravity (g) and adding the drag (Fd) and lift (Fl) forces. The drag and lift

forces are defined as follows where ρ is the air density, A is the cross-sectional area,

and Cd, Cl are the drag and lift coefficients:

Fd = −1

2
ρAv2Cdτ , (3.15)

Fl =
1

2
ρAv2Clσ × τ . (3.16)

v is the magnitude of the vector v, calculated as the square-rooted sum of the

squared Cartesian components:
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Figure 3.26: Diagrams by Bray and Kerwin (2003).

v = |v| =
√
v2x + v2y + v2z (3.17)

These previous equations are combined to produce the differential equation for the

flight of the soccer ball (r is the position, ṙ is the velocity and r̈ is the acceleration):

r̈ = g − kdv2τ + klv
2σ × τ (3.18)
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Where:

r̈ =
d2r

dt2
, kd =

ρACd

2m
, kl =

ρACl

2m
(3.19)

τ = cos Ψ sin θi+ cos γ cos θj + sin Ψk (3.20)

σ = cos γi− sin γk (3.21)

with i, j and k as unit vectors on (x, y, z). Three equations were derived to each solve

the ẍ, ÿ and z̈ components of the acceleration based on the velocity magnitude and

components (ẋ, ẏ, ż):

ẍ = −v{kdẋ− kl sin γẏ} (3.22)

ÿ = −v{kdẏ + kl[cos γż + sin γẋ]} (3.23)

z̈ = −g − v{kdż − kl cos γẏ} (3.24)

Since these equations rely on the unknown first derivation of the components, it

is not possible to solve them. They can, however, be approximated using an Runge-

Kutta 4th Order (RK4) method given an initial set of conditions. Since the Cd and Cl

parameters for a soccer ball had only been estimated in previous work, aCd of 0.25 and

Cl of 0.23 was determined by Bray and Kerwin through an experiment; it is assumed

that the Cd and Cl remain constant.

While this work provided a starting point for the equations of motion of a ball, the

parameters would need to be adjusted to cater for a rugby ball rather than a soccer
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ball. The aerodynamics of a rugby ball have been researched by Vance et al. (2012).

In a wind tunnel experiment, a series of values for the lift and drag coefficients of the

ball were measured. The drag and lift coefficients were recorded for yaw angles from

0–60°, and were found to be functions of the Reynolds number. They state their results

are consistent with the experimental results obtained by Seo (2004) and Alam et al.

(2009).

Here, a problem is encountered in that there are varying potential values for the

drag and lift coefficients, and it is not clear which should be used for the model being

designed for this research. An assumption is made that the yaw movement (Ψ) of the

ball will be very small in a pass. For yaw angles of 10–20° the drag and lift coefficients

have very similar ranges of values. While they are shown to vary with the Reynolds

numbers, it is by a very small amount (< 0.05). This lead to the values of Cd = 0.25

and Cl = 0.23 being maintained.

3.5.6 Model Development

Once the tracker velocities have been set the physics model continuously recalculates

the position of the ball until the ball reaches the height of the ground plane.

The 6-dimensional vector ball holds three position components and three velocity

components in the following format:

ball = [posx velx posy vely posz velz] (3.25)

The y coordinate value of ball is compared with the y-component of the pitch, to

see if the ball is still above ground. If so, the physics model is run. The physics model

repeats a simple set of instructions:

1. pass the current values to the Integrate() function (see appendix 7.4.1),

2. increment the time by the given time-step dt,
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3. set the ball object’s position from the new values,

4. clear the buffers,

5. draw the ball at the new position,

6. redraw the scene.

The Integrate() function performs an approximation to the results of equa-

tions 3.22, 3.23 and 3.24 using the RK4 method.

The RK4 method is performed as follows (Weisstein, 2014c): four increments

(k1,k2,k3,k4) are made by estimating a slope function and a weighted average taken

to approximate the next step (y(n+1)):

yn+1 = yn +
1

6
(k1 + 2k2 + 2k3 + k4) (3.26)

k1 = hf(tn, yn) (3.27)

k2 = hf(tn +
1

2
h, yn +

1

2
k1) (3.28)

k3 = hf(tn +
1

2
h, yn +

1

2
k2) (3.29)

k4 = hf(tn + h, yn + k3) (3.30)

For each of the four incremental steps, a time (tn) and state (yn for k1, yn + 1/2k1

for k2, yn +1/2k2 for k3, and yn +k3 for k4) are passed to the function, the returned

value is multiplied by the step-size (h). The Integrate() function takes the current

state of ball and the step size dt. The RK4 method is applied to all six individual

elements of the ball vector where the position elements are converted into velocity and
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the velocity elements are converted into acceleration. For k2, k3 and k4, the previous

step (k1 for k2; k2 for k3; k3 for k4) is used for the calculation. The starting point

for each of these steps is taken to be the result from the previous step by taking each

of the six state elements and adding it to its derived element multiplied by the time

step; that is, the position elements are:

positionxyz = positionxyz + (velocityxyz ×∆time) (3.31)

and the velocity elements become:

velocityxyz = velocityxyz + (accelerationxyz ×∆time). (3.32)

After k4, the process of adding the time-step-multiplied integral is applied to the

original ball using the k4 values. These new position and velocity values are the new

state of ball, and once it has been determined, the ball vector is returned to the

physics model to update the position of the ball.

The four k-increments are found by sending the current state of ball to a function

which performs the approximation: Rigid1() for k1, and Rigid2() for k2, k3

and k4.

For k1, the Rigid1() function (which can be seen in appendix 7.4.2) extracts

the current velocity (lines 4–6) and finds the magnitude (for use in the equations of

motion, line 9), then the output dball1 vector (the delta position and velocity, lines

13–20) is filled with the results.

For k2, the Rigid2() function (which can be seen in appendix 7.4.3) receives

the current state along with the time-step value and the resulting k1 vector. A vector

named new ball is calculated as each element of the current state added to the cor-

responding k1 element multiplied by the time-step (lines 4–16). It then performs the

same calculations as the Rigid1() function (lines 14–30). The Rigid2() function

repeats this process for k3 and k4, using the relevant previous increment vector in the
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calculations. It should be noted that the formulae for y and z have been swapped to fit

the coordinate system of XVR (in which the y-axis is vertical).

3.5.7 Adapting the Model for Weather Data

Adding weather effects to the system could be achieved by modifying the drag and lift

coefficients used in the calculation of the flight path of the ball. Rain would dampen

the surface of the ball and lower the drag coefficient by making it slicker, while wind

would affect the drag and lift of the air, depending on the direction and strength of the

wind. The coefficients would need to be measured using experiments in the field to

provide realistic results.

Similarly, models of pitches at different locations around the world could be mod-

ified to include air pressure effects on the flight path of the ball. Temperature effects

on the ball could also alter the surface properties.

Although the use of weather data was not accomplished during this research, it

could be added to the system in the future.

3.5.8 Testing the Model using Vicon Data

To test the results of the physics engine, a series of real throws were captured in a

motion capture laboratory at Bangor University. The laboratory was equipped with 12

Vicon cameras covering an area of approximately 5 × 5 m2 in the centre of the room,

allowing only space for relatively short throws. The cameras were able to capture

a full throw with sufficient accuracy and precision, at a rate of 250 Hz. Once the

data had been collected, the throw was analysed in a Matlab implementation of the

physics engine, the results of one of the throws can be seen in figure 3.27. The red

line represents the real captured data and the blue lines the predictions of the physics

engine given the real data prior to the start of each line. In the top-down view, the small

fluctuation between 2–3 m is caused by the ball spinning.
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The physics engine required a sample of points to calculate an average velocity.

Reading the points from the beginning onwards, the physics engine took the first 20

points initially to calculate line (a) in figure 3.27, then 40 points to calculate line (b),

incrementing by 20 each time until 120 points were used for line (f). Figure 3.27

demonstrates the substantial difference in distance that can occur: the real ball landed

at approximately 6.5 m, between trajectories (c) and (d), but only trajectory (d) follows

the real trajectory quite closely; trajectories (a), (b) and (c) were too short, and (e) and

(f) were too long. The recorded motion does not include data on when the ball left the

hands of the user and entered free flight, which would be the ideal time to capture the

motion of the ball. The curve upwards before the beginning of (b) shows the ball still

in the hands of the user, and not yet at the free flight velocity required for the most

accurate physics engine results. The result of (f) reveals the simplicity of the physics

engine, in which it has averaged the entire set of real data into a single velocity vector

and therefore has an incorrect snapshot of the throw. Figure 3.27 also demonstrates the

effect of capture errors on the trajectory, particularly the top-down view in the lower

graph.

This testing of the physics engine demonstrated the necessity of controlling the

capture window to ensure the correct section of the real ball’s flight is captured. Dif-

ferent methods of restricting the point of data capture were considered; while there was

the ‘capture window’ method described earlier in the chapter (on page 66), the use of

conductive fabric on the surface of the ball, the use of small Arduino electronics sys-

tems and cyber gloves were discussed, but it was decided they would be too restrictive

on the user. This lead to the design of the ball capturing system to be a small capture

window placed approximately 50 cm in front of the user. With the participant in a

fixed position, this would allow only the capture of the ball after being released from

the participant’s hands. Restricting the size of the window to 1-1.5 m would concen-

trate the captured data to the initial portion of the flight where the ball has the initial

free-flight velocity.
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3.6 Summary

In this chapter, VERST has been extensively designed and features implemented for

a testbed system created using the XVR software package, although implementations

using other software environments is also possible.

The testbed featured several aspects not previously used in other research: a method

of using a real rugby ball as a haptic device in the VE; a method for capturing position,

orientation and time data from the moving ball; and a new adaptation of Bray and

Kerwin’s physics model to calculate the flight of the rugby ball.

The physics engine for the rugby ball in flight employed a simple ballistic model

based on work by Bray and Kerwin (2003) on football free kicks, and by Vance et al.

(2012) on the aerodynamics of a rugby ball in flight. Using the mathematical model

proposed by Bray and Kerwin and drag and lift coefficients based on the work of Vance

et al., the solution to the flight path of the rugby ball can be estimated in real-time using

the RK4 method. The required input data for the physics engine to function was the

last position vector at which the ball was recorded for continuity between the real and

computed movement, and a Cartesian velocity vector which was taken from an average

of the several velocity estimates taken as the ball was tracked. The data produced by

the physics model was found to be accurate providing the ball movement is captured

at the exact moment the ball was released from the users’ hands.

The following design requirements were given prior to the development of VERST:

• 3D content authoring to create the virtual scene;

• stereoscopic rendering to explore whether the use of stereo improves the VE;

• free to use; to allow for uses with a limited budget;

• ability to develop on a Windows 7 64-bit PC (the PC provided for the develop-

ment work);
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• software that can accept a variety of input devices to allow the upgrading of the

tracking hardware;

• provide tools to produce a program which can be run easily by non-specialists;

• the program produced should not be resource intensive and, if possible, run

platform-independently, since the specifications of the future running system are

unknown.

VERST has successfully fulfilled the design requirements. A virtual scene that can

be viewed in stereo has been created for VERST with the free-to-use authoring tool

XVR, which can be run on Windows 7. It is possible to use a large variety of input

devices through the VRPN interface. VERST, while currently lacking an extensive

user interface, can be started simply by opening the executable file. VERST is not

resource intensive, and has been successfully used on PCs with lower specifications

than the one on which it was developed.

Some of the features designed and implemented in the testbed system were not

carried forward for use during experimentation. The system was kept at a very simple

level for experimentation, and features deemed to be unecessary for basic experiments

were the different target types (only the Bull’s-eye was used); the flag and windsock, as

wind was not used in the physics engine; moving targets; balls trails; the administration

menu and options; and the statistical panel.

To investigate the suitability of this environment, an experiment would be required.

It would be necessary to study the different components designed in this chapter, as

well as the ability of people to use the system. The next chapter describes the first

experiment carried out.
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Chapter 4

Experiment 1: An Initial Evaluation of

the Efficacy of VERST

A testbed system had been developed to attempt to determine the answer to the hy-

pothesis “A virtual environment can be used to effectively train ball passing skills in

rugby” With the completion of the testbed system, the attempt to answer some of the

research questions described in chapter 2 could begin.

An exploratory experiment was designed to provide an initial insight into the capa-

bilities of the system whilst also attempting to investigate the system in the context of

the following research questions:

• What types of skills appear to be best suited to training in VEs?

• Which technologies achieve the best results in specific performance measures?

• Should stereoscopic displays be used?

• What does it cost?

Thanks to the Visionair (2014) project, the VERST research activities at Bangor

University was partnered with a research group in Aix-Marseille Université for use of

their CAVE, but because of the difference in the facilities it was necessary to port the
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system. Visionair holds partnerships with a number of universities and research centres

all over Europe. It seeks to pair these partners with groups who submit applications for

access to use the facilities. The group working on this project submitted an application

to Visionair, and was accepted for collaboration with the Centre de Réalité Virtuelle

de la Méditerranée (CRVM) at the Université de la Méditerranée: Aix-Marseille II in

Marseille, France. The pairing was appropriate, as CRVM’s previous projects are a

series of virtual environments, some of them sport-based; the centre has strong links to

the Institute of Movement Sciences at the university.

This section describes the challenges in porting the whole system to different soft-

ware and hardware and what experiments were possible with the system running with

higher performance capabilities.

4.1 Description of CRVM Facilities

CRVM houses a CAVE environment within the centre. The CAVE consists of four

projected screens (the floor and three walls), each wall screen is 3 m wide and 4 m

tall, and the floor is 3 m squared. The two side screens (henceforth referred to as the

left and right wall screens) are moveable, which allows the CAVE to be configured in

several ways (see figure 4.1 (a)). Figure 4.1 (b) shows the fully closed CAVE from

above; figure 4.1 (c) shows the CAVE with both walls opened, the grey areas represent

non-projected floor space. In figure 4.1 (d), only one of the walls is open (the L-shape

configuration), and figure 4.1 (e) shows one of the walls opened to 45°. The three wall

panels must remain attached along the 4 m edges, otherwise the two separate walls can

use any combination of fully opened, fully closed and half-way to create the desired

space.

Each screen had a resolution of 1400×1050 pixels and the screens were seamlessly

joined to provide a visually continuous projection surface. For this experiment, the L-
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Figure 4.1: The CAVE configuration possibilities.

shape configuration was used to allow the user more space and for efficient placement

of the motion tracking system.

Stereoscopic projection is achieved by two DLP projectors per screen. Stereo-

scopic separation between left and right eye images is ensured by colorimetric sepa-

ration (an Infitec technological solution). Infitec filters are installed in the projectors,

while the subject wears glasses with the same filters. The system uses wavelength

multiplexing to separate projected colours into pairs of wavelengths (one per eye) and

provide an effective passive stereoscopic presentation.

A tracking system (ART), using infrared recognition of passive markers placed on

the subjects glasses, was used to record the subject’s head position and orientation and

to update the stereoscopic images relative to the subjects point of view in real time

(with a frame rate of 60 Hz). The two eyes’ images were presented simultaneously and

the images were correctly geometrically projected for each eye. The whole projection

system is controlled by a cluster of six high-performance synchronized PCs.

A real rugby ball was suspended from the ceiling of the building (see figure 4.3a),

tracked by five Vicon cameras (see figure 4.3b) indicated in figure 4.2 with ‘V’ mark-

ers. The participants were positioned at either A or B (marked in figure 4.2); the white

squares in figure 4.2 represent two platforms that were raised approximately 10 cm

above the ground along with the floor screen of the CAVE. The capture area (marked
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by the red hatched box in figure 4.2) was positioned far enough away from the user

that they would have to reach unnaturally to have their hands within it. This ensured

that data would be captured from the ball after the participant had released it.

Figure 4.2: A top-down view of the screen configuration. The grey sections highlight the
screens, whereas the ‘A’ and ‘B’ markers show the two positions the participant stands during
the experiment. The ‘V’ markers give the position of the Vicon cameras and the red hatched
area indicates the approximate capture area.

4.2 Experimental Design

The experiment was originally designed in consultation with Dr Simon Watt due to

his background in experimenting with distance perception and stereoscopy in VEs.

Initially, the experiment was designed to investigate three key factors and their effect

on perceived distancea:

aThe three factors were taken directly from draft of experimental design by Dr Simon Watt.
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(a) (b)

Figure 4.3: (a) The tethered ball suspended from the ceiling with a rope. (b) One of the Vicon
cameras used in the experiment.

1. stereoscopic versus non-stereoscopic presentation;

2. the fidelity of monocular cues (such as ground-plane texture); and

3. the position of the physical display, whose surface structure is specified by focus

cues, and a visible outline.

These factors were investigated by modifying the following conditions within the

VE:

1. stereoscopic presentation;

2. a floor screen; and

3. user’s physical distance from the screen.

Distances for the VE were originally as follows: the user would be positioned at

three distinct distances from the screen – 1.5, 3 and 6 m – to provide a good comparison
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for the effect of physical distance, and the distance from the user to the target would

be between 5–15 m.

Several different methods of conducting the experiment were considered, based

on previous work in the field (Interrante et al., 2006). Verbal estimation (Napieralski

et al., 2011) of the target distances could be taken from the participants: a simple

experiment to perform, but subjects may experience difficulty quantifying their motor

responses, and their response may not accurately reflect the estimates made by their

motor system. Walking to the perceived distance is a common distance perception

experiment (Thomson, 1983; Willemsen et al., 2009; Steinicke et al., 2009), where

the subject walks blindly to a previously-seen target. While this estimate would come

directly from the subject’s motor response, it would be difficult to perform with a fixed

screen – previous blind-walking experiments in a VE used HMDs (Interrante et al.,

2006; Willemsen et al., 2004; Creem-Regehr et al., 2005), which allow the subject to

move up to the virtual position without space restrictions. Distance matching was also

considered, where a real target is moved to match the distance the user perceives the

virtual target to be at (Williams et al., 2008); while this is an intuitive process for the

subject, external cues – such as height in the visual field – may cause distortion in the

estimates. The chosen method of conducting the experiment was to simply engage

the system as intended: the subject would throw the ball to hit the target (Sahm et al.,

2005). While this would require the physics engine to be estimating the flight path of

the ball as accurately as possible, it would also be useful to see the complete system

working as intended.

Four participants were recruited for this study, all rugby playing students at Aix-

Marseille Université, but hardware restrictions would not allow the subjects to be

placed at multiple distances: the Vicon cameras set to capture the flight of the ball

operated in a small volume (approximately 1.5 × 1.5 × 1.5 m2) and the participants

could not move closer to or further from the screen. However, it was possible to posi-

tion the participant either side of the outer floor screen corner (as shown in figure 4.2).
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Based on this information, the experiment was re-designed. The key factors are the

same first and third as originally considered:

1. Stereoscopic versus non-stereoscopic presentation;

2. The position of the physical display, whose surface structure is specified by focus

cues, and a visible outline.

The original second factor was abandoned to concentrate the experiment on the

suitability of the hardware. The experiment conditions were updated to reflect the

removal of participant distance from the screen:

• Position of the participant relative to the screen;

• Stereo/non-stereo;

• Floor projection on/off.

The experiment was run with the system configured in a combination of these con-

ditions, with each participant doing 35 trials for each configuration (7 different tar-

get distances, with 5 repetitions of each at different rotations around the participant’s

azimuth), as shown in table 4.1. Each participant performed the configurations in a

different order to guard against bias in the results (see appendix 7.5.1 for full specifi-

cation).

4.3 Developing the Experiment

While the basic Virtools version of the VERST system had been developed beforehand,

the system was enhanced and the experimental controls were not developed until the

procedure had been fully designed.

The Vicon and ART tracking systems were both utilised. The Vicon system tracked

the real ball while the ART tracked both the user’s glasses and provided secondary
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Table 4.1: Trial Configuration table for experiment 1.

Configuration Participant Stereo / Floor /
Number Position (A/B) Non-Stereo No Floor
1 A S F

2 A S NF

3 A NS F

4 A NS NF

5 B S F

6 B S NF

7 B NS F

8 B NS NF

tracking for the ball. The rugby ball and glasses with the rigs holding the retroreflective

markers used for tracking the two objects are shown in figure 4.4a and figure 4.4b.

While the glasses were already equipped with the rig, the rugby ball was prepared

specifically for the VERST system. A double-ended screw was fixed into the point at

the end of the ball where the four edge seams meet. The rig was then screwed onto

the screw and fastened with a nut. The other end of the ball was secured to the ceiling

with a rope, as can be seen in figure 4.4a.

The ART system was not capable of capturing the ball alone, as the ball’s rig faced

away from the ART cameras the majority of the time, so the Vicon system was vital

for capturing the movement of the ball accurately (see figure 4.4c). The Vicon system,

however, was not able to capture the glasses for the same reason, requiring the use

of both tracking systems in tandem. This lead to an issue where the Vicon cameras

would occasionally mistake the glasses for the ball as a throw was being made and

the participant obscured the ball from the cameras behind them while bringing the ball

upwards and moving their head downwards. This was solved by covering the rear

of the markers on the glasses with small pieces of tape, hiding them from the Vicon

camera while keeping them visible to the ART cameras in front of them.

A guidelines and consent form for the participants was prepared explaining the
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(a) (b)

(c)

Figure 4.4: (a) The tracking rig suspending 5 retroreflective markers at the end of the rugby
ball. (b) Infitec glasses with retroreflective markers on the periphery of the lenses. (c) The
semi-opened CAVE with the ball suspended from the ceiling of the building and five Vicon
cameras surrounding the ball.
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procedure of the experiment, and questioning participants on their experience playing

rugby, which hand is dominant, if they have ever had any eyesight problems, whether

they wear glasses/corrective lenses, or are colour-blind. It also asked whether they

were happy to be filmed during the experiment. As the participants were all French,

the guidelines and consent form were translated into Frenchb to ensure full under-

standing and the participants asked questions and corresponded with the collaborating

researcher running the experiment, with responses being translated back into English.

A full test-run of the experiment was conducted with one of the collaborating tech-

nicians as the subject. The results were analysed and an issue with the processing of

the tracked data was found where the average velocity was becoming skewed by erro-

neous processing of the times from the Vicon system. This problem was corrected and

the system was found to be functioning acceptably.

4.3.1 Porting of the System to Virtools

All of the CAVE equipment had been configured to work with the Virtools software

environment. It was straightforward to port the VERST software to Virtools and we

decided to do this rather than calibrate all of the hardware with XVR. The Millennium

Stadium model Model created by user ‘dizzyHARSH’ (2014) (figure 5.2a) used in

the CRVM experiment was downloaded from the Google Sketchup Warehouse and

imported into Virtools.

To ensure certain measurements were consistent between the XVR and Virtools en-

vironments (for experiments), it was decided a configuration file should be developed.

Each portion of the conversion will now be described in detail.

bTranslation work done by Vincent Perrot, a researcher at the CRVM facility.
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4.3.2 Developing the Configuration File

The final configuration file can be seen in figure 4.5. Lines 1-22 are comments ex-

plaining each of the variables. The playArea has been set as 150 m long, 1 cm deep

(below ground), and 81 m wide, with the playOrigin being at (0, 0, 0). The main

camera view is 0.8 m above the origin. The pitch mesh ground level is at -1 m making

the camera 1.8 m above the ground, which is approximately 6 ft, chosen to reflect the

average height for a Welsh adult male (Welsh Assembly Government, 2009). It is also

pulled back 5 m to ensure the ball is visible whilst being tracked by the PST. Three

targets are initialised by the no targets variable. The target scale is set to be

1 for each of the three targets. The positions of the targets are as follows: target 1 is 10

m away, 1 m above the origin (2 m above the ground) and directly in the centre; target

2 is 5 m away, 0 m above the origin (1 m above the ground) and also directly in the

centre; target 3 is 20 m away, 5 m above the origin (6 m above the ground) and 2 m to

the right of the origin.

The example file tests a variety of movement schemas: target 1 remains static

while target 2 operates on a left-right movement and target 3 up-down. The target

velocities are measured in metres per frame, meaning that target 2 moves at 1 cm/frame

(approximately 1 ms−1) and target 3 moves at 3 cm/frame (approximately 3 ms−1). The

range of target 2 allows it to move left-right± 2.5 m either side of the original position

defined in target pos, and target 3 moves ± 1.5 m above and below the original

position.

The configuration file is loaded by the software renderer (XVR or Virtools). If not

found, then a set of default values will be used.

4.3.3 Adaptation of the Physics Engine

A UDP connection can be used to send and receive information from and to the Vir-

tools environment. Using this mechanism, the physics code was implemented as a
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1 /*
2
3 VERST Configuration File
4 --------------------------------------------------------------------

5
6 playArea define total area of play (size of pitch)
7
8 playOrigin set the point of origin in the virtual area of play
9 camOrigin set the default camera location within the pitch

10
11 noTargets number of targets on the pitch
12 targetScale set the scale of the target (where 1 is normal-sized

radius of 0.5m)
13 targetPos assign target position values
14 targetMov specify a target movement plan: 0 static; 1 sideways;

2 height; 3 forwards/backwards
15 targetVel set the velocity of the target
16 targetRange total distance the target will cover (will split

either side of the starting point)
17
18 windVel velocity of the wind
19 flagPos position of the flag on the pitch
20
21 NOTE: make sure there are enough target attribute entries to

correspond with the number of targets
22 */
23
24 playArea = [ 150 0.01 81 ];
25
26 playOrigin = [ 0 0 0 ];
27 camOrigin = [ -5.0 0.8 0.0 ];
28
29 noTargets = 3 ;
30 targetScale[noTargets] = { 1 1 1 };
31 targetPos[noTargets*3] = { 10.0 1.0 0 5.0 0.0 0.0 20.0 5.0 -2.0 };
32 targetMov[noTargets] = { 0 1 2 };
33 targetVel[noTargets] = { 0 0.01 0.03 };
34 targetRange[noTargets] = { 0 5 3 };
35
36 windVel = [ 4 0 2 ]
37 flagPos = [ 70.0 -1.0 35.0 ]

Figure 4.5: The configuration file with example values. Line numbers are shown for reference.
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standalone module. Once Virtools has received the coordinates of the tracked ball

from the Vicon system, it processes the coordinates into an array set equivalent to the

ball vector (equation 3.25) previously discussed in chapter 3 (on page 98).

Once this has been done, Virtools passes the data over UDP to the standalone

VERST physics engine. The physics engine processes the ball array and predicts a

position for the ball at every time step until the ball hits the ground. This data is stored

in an array in the following format and returned to Virtools over UDP.

result = posx1, posy1, posz1, . . . , posxn, posyn, poszn (4.1)

The physics engine is implemented using the same method as the XVR prototype

described in chapter 3.

4.4 The Experiment

4.4.1 Experimental Procedure

Before the participant arrived for the experiment, the system was prepared. The pro-

jectors were turned on and required approximately 10 minutes to warm up. The ART

and Vicon systems were individually calibrated with wands then both calibrated with

a single floor square to match the coordinate systems (shown in figure 4.6a). The two

tracking systems’ synchronisation was verified – and sometimes corrected – in Vir-

tools. Finally the tracking of the ball and glasses were tested; the ball’s tether was

checked and a few test-throws were briefly made to test the system and verify regular

operation.

For each participant the procedure was the same: when they arrived at the facility

they were welcomed and given the information sheet (see appendix 7.5.2) explaining

the experiment. Once they had read through the information they were given the op-

portunity to ask any questions and were asked to fill in the participant’s questionnaire

118



(a) (b)

Figure 4.6: (a) Calibrating the ART system with the calibration wand. (b) The Essilor Digital
CRP used to measure participant’s interpupillary distance.

(see appendix 7.5.2). They were tested for stereoacuity in the normal range using the

Randot SO-002 (Stereo Optical Company, Inc., 2014). The Randot SO-002 provides

a series of geometric forms which the participant must identify from the random dot

stereogram backgrounds that they are contained within to ensure the stereoacuity of

the participant falls between 20–500 arcseconds (0.3–8.3 arcminutes).

Following the stereoacuity test, the participant’s Interpupillary Distance (IPD) was

measured using the Essilor Digital Corneal Reflection Pupillometer (CRP) (Essilor,

2014) (shown in figure 4.6b). The IPD was then used to tailor the stereo presentation

to the subject by displaying the two individual images at the given separation and

ensure the correct geometrical projection for each eye.

The participant was then provided with a rugby ball of the same construction as

the one used within the system – a Skill-tec size 4 training ball – and asked to pass

the ball between themselves and one of the technicians for 5 minutes. The purpose

of this real-world exercise was partly to give them a chance to get used to the size of

the ball (smaller than the regular size 5 ball used by adults) and partly to allow the

observation of their passing skills. This practice session was conducted indoors to

avoid interference from the wind – which did not feature in the experiment – and space

restrictions only allowed for a passing distance of 9 m. However this was considered
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sufficient, as it was well-centred within the range of targets used in the experiment

(5–15 m).

The participant was then shown into the CAVE area and was allowed time to experi-

ence throwing the tethered ball without the system activated. Once they felt prepared,

the lights were turned off to maximise the participant’s attention to the screens, and

all non-essential personnel vacated the testing room. One colleague was permanently

positioned at the control station (see figure 4.7a) with a view of the system (see fig-

ure 4.7b) to manage the experiment. The experiment could be paused at any time if the

participant was not prepared for the trial (the ball’s tracking rig often became tangled

in the tether).

(a) (b)

Figure 4.7: (a) The control station for the experiment, situated next to the CAVE, a technician
would be present at the station during the entire experiment. (b) The view of the VERST system
from the control station. The CAVE walls are marked by the grey checkered planes. The trial
details are displayed in the top-left corner of the window.

At the start of the experiment the participant was positioned at the relevant position

to their initial configuration. The trials were ordered so that all configurations in a

single position were performed in one go. Once the first four configurations had been

completed, the system would pause to allow the participant time to change position,

and would only recommence when the technician commanded.

Once the experiment began, the program would automatically assign the seven

target distances randomly between 5 and 15 m at random angles rotated around the
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position of the participant (obtained from the tracked glasses) and each configuration

would be cued one after another. A beep would signify the start of the trial, and the

participant would have 5 seconds to attempt the throw. This ensured that the participant

could not have time to study the target and contemplate the distance and to encourage

the participant to react to their first instincts. If the user failed to throw the ball in time

or the Vicon cameras did not successfully capture the motion of the ball, they were

awarded one further attempt at the same trial. Despite there being an existing physics

model, the virtual ball was not shown to the user so that they could not make any

corrections to their method or adjust their attempts to compensate for any failings in the

system. The participant was prevented from knowing whether they had successfully hit

any of the targets during or after the experiment. After the participant had completed

the experiment, they were asked to provide some verbal feedback on the system.

4.4.2 Participants

Four participants agreed to take part in the experiment. The details of the four partic-

ipants are tabulated in table 4.2, followed by details and observations recorded about

each participant during the experiment.

Participant 1 had taken part in previous (unrelated) experiments in the CAVE and

was also present during parts of the development of the VERST system. His familiarity

with the hardware was apparent as he was more relaxed than the other participants.

During the real-world passing task, it was noted that his passing was very accurate

with a fast spin used to keep the ball in a straight line. The participant’s comfort

in using the system meant that he was happy to throw the ball very hard, although

because his throw was considerably stronger than the colleague who performed the

test run, it was unforeseen that the ball would so often become entangled in not only

the tether, but also the rope suspending the tether to the ceiling. He would also require

several seconds to retrieve the ball, as it would swing back far due to the force with
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Table 4.2: Details of the participants recruited for the experiment.
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which he was throwing it. As the experiment went on, the participant became visibly

frustrated by the tangling and the effort required in catching the ball before the next

trial. One of the markers on the rig was pulled off as it tangled with the rope, but no

damage was caused. When the participant was asked to give feedback, he said the

system was ok, admitting that the ball getting tangled caused a lot of trouble. He also
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claimed that he had tried to adapt to a gap in the Vicon’s capture window (in which he

was himself partially masking the ball) but that it did not work so he went back to his

original method.

Participant 2 was visibly the most experienced player. During the real-world task,

his pass was noted to spin down the central axis of the ball (see figure 4.8a) rather

than the skewed one (figure 4.8b) that caused the ball to wobble slightly (which the

other three participants did). Participant 2’s throws caught in the rope far less than

participant 1 and did not suffer from the same wild swinging motion on return. It was

noted that his throws would spin on the small metal joint connecting the ball to the

tether rather than spinning on the rope and whipping it in circles. However, he had to

pause for a moment halfway through the experiment to allow the tether to release the

rotation stored in it when the metal joint could not spin fast enough to match the ball

spin. Feedback from participant 2 was that he found it strange to not see the virtual

ball moving on the screen. He also claimed that he had not noticed the configurations

changing as he was focussed on the targets. Despite this, he noted that sometimes

targets appeared closer than he thought they should have when the stereo was not

active.

Figure 4.8: An axis of spin down the centre of the ball (a) against an axis of spin at approxi-
mately 25° causing a skewed spin (b).

Participant 3 was observed with a slightly off-centred rotation angle, but with

slower spin than participant 2. Participant 3’s throws were very forceful, to the point

where the tracking rig detached from the ball twice during two of the trials, once hit-
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ting one of the wall screens, and the other time striking the stand of one of the Vicon

cameras behind the participant. Participant 3 noted as feedback that he had used pitch

lines in the virtual scene as a guide to distances and that he had noticed no difference

between either the stereo or floor being on or off.

Finally, participant 4 performed the real-world passing task with confidence and a

strong throw down a slightly off-centred angle of rotation. However, during the exper-

iment, participant 4 threw very softly in comparison to the other participants. Since he

had been observed with the same level of ability in throwing long distances as the other

participants, there was clearly an issue of confidence in using the system. He appeared

to be throwing to just beyond the screen distance regardless of the distance of the tar-

get, an observation supported by his real ball velocity statistics (mean velocity [3.95,

1.68, -0.16], standard deviation [0.59, 0.56, 1.27]). During the experiment he seemed

to grow in confidence marginally and throw slightly harder until the Vicon failed to

capture a throw, at which time he would revert to the slower throws. During partic-

ipant 4’s experiment, there were loud noises around the outside of the building as a

vehicle moved outside, which may have been a distraction to the participant. Feedback

provided by participant 4 was that he had difficulty with the tethering rope catching on

his shoulder as he drew back to make the throw. He thought the distances all seemed

“ok” and noted that while he noticed the floor screen being turned on and off, he had

not noticed the change in stereo on/off.

Participant 1’s comment about attempting to adapt to the system highlights one of

the problems this system must deal with: the user should not adapt to any issues as

they will be practising the skill incorrectly. Since none of the other participants did

the same thing, it is possible that participant 1’s previous experience with the system

may have prompted him to attempt to ‘help’ by ‘making the system work’ rather than

allowing the system to do the work correctly itself. Participant 2 found it strange not

seeing the virtual ball, which was a concern as it gave the VE a surreal quality. It is

also possible that seeing the ball fly upwards after being thrown (being pulled up by
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the tether) may have been detrimental to the attempt to keep the VE appearing close

to reality. Participants 2 and 3 both alleged that they had not noticed the change in

stereo and floor conditions, while participant 4 claimed not to have noticed the change

in floor usage. This is of interest – if their performance alters with the configurations

they may be unconsciously reacting to the depths differently under different conditions

using their motor systems, if their performance does not alter then the conditions truly

did not appear different to them. Participant 2, despite claiming to not have noticed

the difference in conditions, thought that target distances seemed compressed without

stereo. This may have been a reaction to viewing the non-stereo scene after his two ini-

tial configurations being shown in stereo. That he believed the targets were appearing

closer than they should implied that he was using another cue to determine the distance

of the targets, which may have been other visual cues in the scene such as the size of

the target or the lines on the pitch, although this can only be speculated. Participant

3 stated that he had used visual cues in the scene – the pitch lines – to guide him to

the correct distances, which is undesired as he may have been considering the guided

distance rather than his motor system’s assessment of the distance. This observation

suggests he did not have confidence in the targets visually appearing to be at the correct

distance, and was searching for assistance in verification. The system layout with the

ball tethered to the ceiling caused problems for participants 1 and 4, but not 2 and 3.

4.4.3 Data Gathered

The data were gathered as a single text file for each participant’s configuration group.

A sample of the trials captured for participant 1 is shown in figure 4.9 (with values

rounded from 6 decimal places to 1 decimal place for readability).

As shown in the sample, the dataset gathered contains the participant ID number,

the date and time the experiment started and the configuration number of the trial group

in the header. Then for each trial: the trial number; target position; head position and

orientation (taken from the tracked glasses); the final ball position and the average ve-
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Participant ID: 1 Date: 03/25/2013 10:15 Trial Configuration: 1

Trial Target Head Head PhysEng PhysEng

No. Position Position Orientation Position Velocity

0 10.4, 1, 3.1 0.2, 1.6, -0.6 0.7, 1.2, 0.4 1.5, 1.4, 0.1 7.0, 2.2, 2.0

1 13.1, 1, 4.0 -0.3, 1.6, -0.7 0.7, -0.3, 0.1 -1, -1, -1 -1, -1, -1

1 13.1, 1, 4.0 0.2, 1.6, -0.5 0.9, 1.1, 0.6 1.4, 1.3, 0.1 7.1, 2.6, 2.2

2 ...

8 13.7, 1, -0.6 -0.2, 1.6, -0.6 0.8, 0.5, 0.5 0, 0, 0 0, 0, 0

8 13.7, 1, -0.6 0.1, 1.5, -0.6 1.5, 1.2, 1.2 -1, -1, -1 -1, -1, -1

8 13.7, 1, -0.6 0.1, 1.5, -0.5 1.5, 1.2, 1.3 1.5, 1.3, -0.4 8.4, 3.0, 0.1

...

Figure 4.9: Example output file from experiment 1.

locity sent to the physics engine. In trials where the ball was not successfully captured,

the physics engine data is recorded as 0,0,0. In trials where the participant ran out

of time to make an attempt, the physics engine data is recorded as -1,-1,-1. For

each successful trial, a separate text file was generated containing the ball’s position

as recorded by the Vicon tracking system, accompanied by the velocity calculations

made between each step. An example of the file contents for participant 1’s trial 0 is

contained in figure 4.10.

0.58197, 1.06721, -0.16509 000ms 7.09216, 2.69814, 1.92072 032ms

0.808919, 1.15355, -0.103627 064ms 7.16238, 2.37874, 1.83223 016ms

0.923517, 1.19161, -0.0743113 080ms 7.08644, 2.21939, 1.97081 016ms

1.0369, 1.22712, -0.0427784 128ms 7.02156, 2.0278, 1.89824 048ms

1.26159, 1.29201, 0.0179654 144ms 7.04, 1.78313, 1.98368 016ms

1.37423, 1.32054, 0.0497043 160ms 6.77, 1.82687, 2.18843 016ms

1.48255, 1.34977, 0.0847191 176ms 0, 0, 0 000ms

Figure 4.10: Example trial data from experiment 1.

In this file, the first column contains the coordinates taken at the timestamp in the

126



second column. The third column holds the velocity calculated between the point in the

same line followed by the point in the following line, followed by the time difference

between the two points in column 4. The final two entries in the third and fourth

columns do not have a second point to compare with, thus they are empty. The average

velocity as shown in the previous file is calculated from these velocity measurements.

The greater the number of points collected, the more accurate the representation of the

velocity, provided the capture window is not so large that the ball is captured beginning

downward flight distorting the velocity provided by the user (discussed in chapter 3,

page 102). The mean number of points collected in the capture window was 9 with a

standard deviation of 3 (minimum of 2, maximum of 24), providing accurate data for

the physics engine. Each participant was also filmed and/or photographed taking part

in the experiment.

Tabulating (table 4.3, see also figure 4.11) the failed trials demonstrated that there

was a substantial amount of failed trials that required a reattempt: of the 1120 trials to

be performed, an extra 318 (28.4%) had to be performed, with 213 (19.0%) being due

to the system failing to capture the ball properly. Many of the timed out trials were as

a result of the participant needing time to get hold of the swinging ball, meaning that

the majority of the failed trials can be attributed to system failures. There were a larger

number of failed captures from configurations 1–4 (150) than 5–8 (63), this is most

likely due to the participant often partially masking the ball from the Vicon cameras

when in position A.

4.5 Results

The actual data obtained was used by a routine (written in Matlab) that calculated the

trajectory of the ball using the physics engine and generated a plot to visualise the

throw (shown in figure 4.12a, figure 4.12b and figure 4.12c). In the plot, the green

square represents the floor screen; the small red circle is the location of participant 1;

127



Table 4.3: Number of failed trials during the experiment which required a reattempt.

Participant
Configuration

1 2 3 4 5 6 7 8 Total

1
Timed Out 7 8 4 2 10 16 1 0 48

Failed Capture 8 7 8 4 10 9 5 1 52

2
Timed Out 3 5 5 5 0 3 2 4 27

Failed Capture 5 12 23 18 4 3 1 0 66

3
Timed Out 4 2 2 3 1 4 1 1 18

Failed Capture 6 2 0 15 2 3 3 5 36

4
Timed Out 0 0 1 0 3 2 1 5 12

Failed Capture 9 8 13 12 2 2 3 10 59

Total
Total 42 44 56 59 32 42 17 26 31

Timed Out 14 15 12 10 14 25 5 10 10

Failed Capture 28 29 44 49 18 17 12 16 213

Figure 4.11: The failed trials from table 4.3 plotted as a stacked bar chart; this highlights the
large number of capture failures compared to timed out trials.
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the large red circle shows the position of the target; the trajectory of the ball is marked

in two parts, with the real captured ball in blue and the predicted flight path in red.

Once the Matlab routine had plotted the flight path of the ball, it provided the final

position of the ball on the ground (the initial hit to the ground, rebounding was not

considered). Following these calculations, data derived from original readings were:

• target-participant distance;

• the distance travelled by the ball;

• the distance ball landed from the target;

• the trial result;

• participant-screen distance; and

• the target rotation.

A visual assessment of the result of the trials was recorded from each of the Matlab

plots, designating the trial as one of the following:

• Hit – the ball’s flight path passed through the target;

• On Target – the throw was in the correct direction but did not travel the correct

distance (either too short or too far);

• Miss Left – the ball was thrown with too much rotation along the azimuth to

the left (no detail was recorded about the amount of over-rotation or whether the

ball was thrown the appropriate distance);

• Miss Right – the ball was thrown with too much rotation along the azimuth to

the right;

• Failed – no data was recorded in the trial.
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(a)

(b)

(c)

Figure 4.12: (a) Participant 1, configuration 1, trial 1 visualised in Matlab. The large red circle
is the target; the small blue circle is participant 1’s head position; the green square shows the
location of the floor screen; the purple section of the flight path marks the captured real data
while the yellow portion marks the resulting flight path calculated by the physics engine. (b)
The y–z plane of (a). (c) The x–z plane of (a).
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4.5.1 Observations and Ideas Explored

Initially there were a number of connections between variables to be explored; table 4.4

holds each pair of variables to be compared followed by basic correlation testing be-

tween the two and a comment about the results. The entire dataset was submitted for

correlation testing, and while some of the paired variables in table 4.4 had been sought,

others were unexpected results.

The first connection to be tested was table 4.4 (6); a strong connection between

the mean speed of the tracked ball and the distance the ball travelled as calculated by

the physics engine supports the results of the physics engine. The flight of the ball

will often take approximately (or just less than) one second to reach the ground thrown

from a standing position, and so the speed in metres per second provides a very quick

estimation of the travelled distance.

In table 4.4 (1) and (2), a connection between the configuration and the distance

thrown or mean speed of the ball was sought, but none was found; suggesting that

the configurations may not have affected the distance thrown at all. Further inspection

into (9) position, (14) stereo and (3) floor screen found that there was no correlation

between any of these factors and the distance the participant threw. A moderate corre-

lation was found between the participant and the distance thrown (8).

A high correlation between the position and the number of misses left (10) and

right (11) were found, and the number of misses left and right (7) were moderately

correlated. The number of misses left and right had no significant correlation with

stereo (15, 16) or floor (4, 5), showing position to be the only influence.

The connection between screen distance, the distance thrown (12) and mean speed

(13) were investigated but not found to be correlated, suggesting that the participants

were not being influenced by the accommodation to the screen distance.

Finally the target distance and the distance the ball landed from the target were

found to be highly correlated on a positive scale, suggesting that the further the target,

the less distance the ball travelled.
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4.5.2 Statistical Analysis

The straight distance thrown by all four participants, as a function of the virtual target

distance, is plotted in figure 4.13a; the five repeat trials to the same target distance are

plotted as a single averaged data point.

During the experiment, it was observed that participant 4 was constantly throwing

the real ball with much less force than the other participants. The participant had been

observed successfully throwing 9 m distances with little effort required prior to the

experiment, and appeared to be struggling to accept the safety of throwing the real

ball so close to the screen. It was found that participant 4 accounted for the lower

group of results in figure 4.13a, consistently throwing between 3-5 m distances for all

target distances (with a standard deviation of less than 0.5 m for each group of trials).

To prevent this lower group from distorting the results of the other three participants,

only participants 1-3 will be considered when investigating the distance, as shown in

figure 4.13b.

In figure 4.13c, the data from figure 4.13b are plotted as a series of linear best-fit

lines labelled by configuration. This graph demonstrates much poorer scaling between

the virtual distance and the thrown distance than we had expected to see, although the

slopes do progress upwards slightly between 6 m to 9 m. Because the participants were

throwing at targets suspended 1 m above the ground rather than a target placed on the

ground plane, it is not necessary for the participant to throw the exact distance to hit

the target, so throws travelling beyond the target distance for the closer targets may not

present a problem. To look at the difference between the variables in greater detail,

each of the three will be discussed in turn.

Figure 4.14a plots the distance thrown from position A (nearest the long edge of the

CAVE) and figure 4.14b plots position B (nearest the short edge of the CAVE) against

the target distance. The two variables appear to produce similar results, with a small

number of throws from position A reaching farther distances than the average 6-9 m

distance range. Using ANOVA on the two grouped sets of configurations 1-4 (position
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(a)

(b) (c)

Figure 4.13: Each configuration is individually plotted (c1–8). The diagonal dashed line de-
notes the 1:1 ratio of the two axes. (a) For all participants, the average distance thrown as a
function of target distance. (b) Participants 1–3, the average distance thrown as a function of
target distance. (c) Participants 1–3, the average distance thrown as a function of target distance
from figure 4.13b presented as a series of best-fit lines.
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(a)

(b)

Figure 4.14: Average distance thrown by participants 1–3 across all configurations as a func-
tion of the target distance. Each graph only contains the data from the trials representing the
variable condition designated in the title. (a) Configurations 1–4; (b) configurations 5–8. The
dashed blue lines denotes the 1:1 ratio of the two axes.
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(a)

(b)

Figure 4.15: Average distance thrown by participants 1–3 across all configurations as a func-
tion of the target distance. Each graph only contains the data from the trials representing the
variable condition designated in the title. (a) Configurations 1, 2, 5 and 6; (b) configurations 3,
4, 7 and 8. The dashed blue lines denotes the 1:1 ratio of the two axes.
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(a)

(b)

Figure 4.16: Average distance thrown by participants 1–3 across all configurations as a func-
tion of the target distance. Each graph only contains the data from the trials representing the
variable condition designated in the title. (a) Configurations 1, 3, 5 and 7; (b) configurations 2,
4, 6 and 8. The dashed blue lines denotes the 1:1 ratio of the two axes.
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A) and configurations 5-8 (position B) revealed that the null hypothesis of no difference

in results between the two positions could not be rejected (F (1, 68) = 0.22, p = 0.64).

Comparison of stereo versus non-stereo is made in figure 4.15a and figure 4.15b,

and floor versus no floor in figure 4.16a and figure 4.16b. Once again, ANOVA

confirmed there to be no significant difference between the throw distances (stereo

F (1, 68) = 0.18, p = 0.67 and floor F (1, 72) = 0.14, p = 0.71).

It was noted that there were a great number of trials where the ball missed the target

to the left or right. Exploring this revealed that all participants threw too far to the left

in 82% of the trials from position B, and threw too far to the right in 51% of the trials

from position A. In this instance, participants 2-4 threw 66% of the trials to the right

but participant 1 threw only 10% of the throws to the right. Exploring the statistics of

the misses with ANOVA verified that there was a significant effect on the left misses

from position B (F (1, 40) = 108.3, p = 6.04E−13), and right misses from position

A (F (1, 40) = 69, p = 3.07E−10). Positioning in the CAVE was the only variable

influencing this. The number of misses left and right were very evenly spread between

the stereo on/off (left: F (1, 40) = 0.34, p = 0.56; right: F (1, 40) = 0.17, p = 0.68)

and the floor projection on/off (left: F (1, 40) = 0.87, p = 0.36; right: F (1, 40) =

1.01, p = 0.32) variables.

Participant 1 had been in the CAVE previously for other studies. The difference

in results, the lower number of misses to the left and right of the target compared to

the other three participants is perhaps due to this previous experience. The other three

participants had not undertaken any previous experiments in the CAVE used for the

experiment, or any other to our knowledge.

The outcomes of the trials were analysed to explore whether they were affected by

any design aspect of the experiment. Simplifying the categories to:

• ‘ML’ – Missed Left

• ‘MR’ – Missed Right
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• ‘OT’ – On Target

• ‘null’ – for a failed capture

Participant 1 was found to be significant (F (3, 1116) = 30.77, p = 0), with OT

throws mainly in trials by participants 1-3, MR and null by participants 2-4, and

all participants had ML trials. The configuration was also found to be significant

(F (3, 1116) = 395.69, p = 0), with OT trials mainly occurring in configurations 2-

5. Configurations 2-4 were all from position A, but there are no common variables

across configurations 2-5. Both the ML and MR were found mostly in target dis-

tances between 8-13 m, with OT between 6.5-12 m. Although this was found to be

statistically significant (F (3, 1090) = 8.8, p = 9.0991E−6), it is not significant to

the outcomes because the ranges cross over. Similarly, OT, ML and MR occurred

most in the same range of target rotations, 0.1-0.4 radians; the difference in means

was not found to be significant (F (3, 1089) = 0.92, p = 0.4316). Finally, the phys-

ical distance of the participant from the screen was found to have a significant effect

(F (3, 1089) = 28.51, p = 0), where OT trials happened mostly when the participant

was within a range of 1-1.6 m from the screen, MR when they were 0.5-1.5 m from the

screen, ML at 0.7-1.7 m and null trials at 1-1.5 m. While the range of distances cross

over, the ML and MR ranges fall closer than 1 m, suggesting that perhaps they are too

close to the screen. If this were true, it would support the theory that the participants

are fearful of throwing towards the screen, and may be aiming the ball slightly to the

left or right to allow themselves more room to throw the ball.

Verbal feedback from the participants included two noting that the distances ap-

peared correct to them, and one noted that he used the pitch markings in the virtual

scene to aid him. Two of the participants stated that they noticed no difference when

the variables were switched, while a third had noticed the floor being changed but not

the stereo. Finally, two of the participants commented that it was “strange” and diffi-

cult to perform the task while being unable to see the virtual ball. While the version of
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VERST not restricted for the experiment includes the virtual ball, it should be noted

as there may be a difference when the virtual ball is visible. None of the participants

noted any nausea or discomfort at any point during or after the experiment.

4.6 Discussion

In this preliminary study, it was found that the participants did not respond well to

the perceived distance with most throws travelling between 6-9 m with little regard

to the actual target distance. The use of stereoscopy and the use of a floor screen did

not significantly affect the distance thrown by the participant. It was noted that the

physical position of the participant and the position of the target they were aiming at

may have influenced them to over-rotate their throw direction to the left and right. It is

also possible that the participants were unintentionally aiming the throw closer to the

diagonal across the floor screen – the longest physical space to throw. For this reason

the L-shape configuration of the CAVE may not be appropriate to the task of throwing

a rugby ball at a virtual target. In the future, these results should be compared with

those with a flat and curved screen to confirm that the shape of the screen was the true

cause.

One of the participants was unable to make any throws beyond 5 m, which nullified

the training potential of the system in that case. It appeared that they were unable to

accept the safety of the system, and were fearful of hitting the CAVE walls with the

ball. It is conceivable that improving the sense of presence the system provides might

assist the participant’s performance. This demonstrates that the use of this VE for

training will not be suitable for all users, as it is likely that some other users will

experience similar problems in accepting the virtual content and ignoring the physical

distance.

That two of the participants found it strange that they could not see the virtual ball
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in flight suggests that they may have been attempting to merge reality and virtuality,

but the lack of the virtual ball disturbed this.

The participants not always noticing a change in configuration settings may be at-

tributed to inattentional blindness (Triesch et al. (2003); Cater et al. (2002), also known

as task-blindness or perceptual blindness) in which their visual perception system was

so concentrated on the task of throwing the ball that they failed to perceive change in

the stereoscopy and floor screen variables. Inattentional blindness may also have con-

tributed to the participants’ feelings of strangeness in not being able to see the virtual

ball. Similar to the concept of presence, the participants may have ‘forgotten’ they

were not interacting with the real world and felt uncomfortable when the illusion was

broken.

The system of fixing the ball to the ceiling of the room may have also caused

problems for the system’s functionality: not only was it unnatural to see the ball being

pulled upwards by the rope, but all four participants concentrated on the movement of

the ball after the throw, as it would swing backwards behind them and be difficult to

catch again.

4.7 Summary

The performance of VERST in experiment 1 is briefly analysed in the context of the

following research questions:

• What types of skills appear to be best suited to training in VEs?

• Which technologies achieve the best results in specific performance measures?

• Should stereoscopic displays be used?

• What does it cost?

The experiment revealed that the passing task may not be suitable for use as a

training skill in VERST, as it is possible that the participants were not responding well
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to that task of throwing the ball at a screen-projected virtual scene. The shape of the

CAVE may have been causing participants to rotate their throws and aim towards the

largest area of real free space. Stereoscopic presentation was not found to significantly

affect the distance thrown, and may not be suitable for VERST. The equipment used

in the experiment was very costly, and the experiment could not have been performed

without the Visionair grant.

A number of potential issues and unexpected effects revealed themselves during

this experiment, and the poor response of the participants to the virtual target stimuli

may have been influenced by any or all of these factors:

• stereoscopy and the floor screen did not significantly affect the distance thrown;

• the direction of the participants’ throws may have been influenced by the shape

of the screen;

• the power of the throws may have been influenced by the task of throwing the

ball towards the screen (fear of damage to the equipment);

• the participants were distracted by the swinging of the real ball after each trial.

To investigate this further, a second experiment was designed in an attempt to ad-

dress some of these concerns by comparing different types of screens, using a different

method of tethering the ball and further evaluation of the use of stereoscopy.
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Chapter 5

Experiment 2: Further Evaluation of

the Depth Perceived in VERST

A second exploratory experiment was designed to provide a further insight into the

capabilities of the system whilst also attempting to investigate the system in the context

of the following research questions:

• What types of skills appear to be best suited to training in VEs?

• Which technologies achieve the best results in specific performance measures?

• Should stereoscopic displays be used?

• What does it cost?

The main focus of experiment 2 was to investigate the use of different screen

shapes, considering whether this might have affected the results of the throwing task.

Participants performed the same task as in the first experiment, using both curved and

flat screens. We were given access to a different facility than that used for experiment

1 (The Hartree Centre, 2014), with both high fidelity curved and flat display environ-

ments. However, because the tracking system available in the curved-screen laboratory

only operates at 60 Hz, it would not provide sufficient tracking support for the throw-

ing task. In order to use both the screens, a verbal estimation task was performed with
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both configurations, and the throwing task with the flat screen only, with the intention

of using the verbal results to draw comparisons between the curved and flat screens,

and theorise about the performance of the participants in the throwing task using the

curved screen. The results from the two experiments were not expected to be perfectly

matched for each participant (Bridgeman et al., 2000; Parks, 2012; Goodale and Mil-

ner, 1992), but it is possible that some comparison between the results would have

been found. Based on the review of distance perception experiments by Renner et al.

(2014), the distances in the verbal estimation task were expected to be underestimated

by approximately 26%.

This section details the porting of the system followed by the development and

execution of the experiment.

5.1 Description of the Hartree Centre Facilities

The Hartree Centre contains two large power walls that are used by a variety of com-

panies and academic researchers as virtual stages for many different purposes.

The curved screen (situated in the Leverhulme Laboratory, see figure 5.1b) was

2 m tall with an arc length of 11 m (cord length approximately 8 m). The screen

was rear-projected by 8 separate projectors that ran on either a single unit or a cluster

of 8 PCs, depending on the demands of the application. The screen had a resolution

of 8500 × 1920 pixels. An ART tracking system consisting of 12 cameras was fixed

around the edges of the screen. The cameras were able to track multiple objects in

front of the screen at 60 Hz.

The flat screen (situated in the Virtual Engineering Centre (VEC) Laboratory, a

facility run by Liverpool University; see figure 5.1a) was 6 m wide and 2.1 m tall with

a resolution of 3387 × 1200 pixels from 4 projectors. The laboratory housing the flat

screen was equipped with a 12-camera Vicon system that covered the entire floor area

in front of the screen by placing the cameras high on the walls all around the room.
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The cameras were able to capture movement at 250 Hz, making it more than capable

of capturing high-speed ball movements.

(a) (b)

Figure 5.1: (a) A virtual car cockpit, featuring a real car seat and steering wheel with a virtual
exterior scene. (b) Testing the curved screen using the testbed environment.

The VERST system was implemented in the Unity and MiddleVR software pack-

ages and presented on the flat and curved power walls. Both screen configurations had

stereoscopic projection, presented through tracked shutter glasses, which allowed the

scene to be geometrically projected correctly for each user. Before the experiment,

each participant’s IPD was measured using a basic IPD ruler, and taken into account in

the stereo projection.

The change of location for the second experiment meant that the real ball could not

be suspended from the ceiling, so a bungee and wrist strap were used for the throwing

experiment. The capture area for the ball was determined during each trial as being

1 m in front of the user (based on their position from the tracked glasses).

5.2 Experimental Design

Both the verbal and throwing estimation experiments would use two variables to create

a testing configuration:

• whether stereoscopic presentation was active (S) or not (NS); and
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• the physical distance of the participant from the screen (Near/Medium/Far).

The participant distances were originally designed to be at distances of 1 m (Near),

3 m (Medium) and 5 m (Far) from the centre of the screen, but were changed to 1 m,

3 m and 4 m due to space limitations in the laboratories.

For the verbal estimation experiment, this produced six configurations as shown in

table 5.1.

Table 5.1: Trial configuration table for the verbal task in experiment 2.

Configuration Stereo / Participant Distance
Number Non-Stereo from Screen
1 S Near

2 S Medium

3 S Far

4 NS Near

5 NS Medium

6 NS Far

Because the participants could not throw at close proximity to the screen, only

the medium and far distances were used, reducing the throwing experiment to four

configurations as shown in table 5.2.

Table 5.2: Trial configuration table for the throwing task in experiment 2.

Configuration Stereo / Participant Distance
Number Non-Stereo from Screen
1 S Medium

2 S Far

3 S Medium

4 NS Far

To remove any bias in the data resulting from the order in which participants per-

formed each experiment, the order in which the configurations were used was different

for each participant (for full specification, see appendix 7.6.1), and the target distances

were randomly generated in the range of 5-10 m.
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Each participant would estimate the distance of every target (5, 6, 7, 8, 9 and 10 m)

with three repetitions of each target rotated around the azimuth of the user (from the

position of the tracked glasses). This meant each user would estimate 18 distances per

configuration, twice for the verbal task and once for the throwing task, resulting in:

18 distances×(6×2 verbal+4 throwing configurations) = 288 trials per participant.

5.3 Developing the Experiment

To port the system for use at the Hartree Centre, VERST was created using the Unity

software package. Unity allowed the fast development of the verbal and thowing tasks

for the experiment in high quality to enhance the fidelity.

MiddleVR was used to facilitate connections between the hardware and software,

as it allowed flexible functionality with VRPN, and provided a full visual interface to

aid the process of setting up a new VE.

For tracking the ball with the accuracy provided in CRVM, both spherical and

flat, circular markers were used. The spherical markers were attached to the ball with

Velcro® pad, so that they could be quickly replaced without difficulty. Flat markers

were used to the rear of the ball so that they would not interfere with the subject holding

the ball.

5.3.1 Porting of the System to Unity

First, the static scene was created in Unity, with interaction being added later. The

Millennium Stadium model (figure 5.2a) used in experiment 1 (Model created by

user ‘dizzyHARSH’, 2014) was downloaded in COLLADA format and imported into

Unity.

The model had been created in the style of a football pitch, requiring editing of

the pitch markings and the goals to transform it into a rugby pitch. Import errors in

the model ground plane (figure 5.2b) forced the creation of a new pitch floor: two
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planes were added and placed a few units above the original ground plane to mask it;

one plane was textured with a repeating grass image (figure 5.2c), while the other was

textured with pitch markings where the texture was transparent around the lines. The

fully-textured pitch is shown in figure 5.2d.

The pitch model had been created as a single complex mesh, and so the football

goals were removed by texturing them with a completely transparent material. The

rugby posts were created from 5 primitive cylinders in 3D Studio Max – three formed

the bars and two formed the outer pads at the base of the vertical posts (see figure 5.3a).

While the posts were created using the correct IRB dimensions in 3D Studio Max,

they were positioned so far from the user in the VE that they suffered from flickering

due to z-buffer conflicts (z-fighting). To counter this (which was found to be painful

for the eyes during testing at the Hartree Centre), the posts were all thickened (depth

and width were extended) to be much larger than is natural (see figure 5.3b). From

the position of the participant, this resolved the z-fighting without the posts seeming

disproportionately large.

Next, a bull’s-eye target was created in 3D Studio Max from a flattened cylinder

and three boxes (see figure 5.3c). In Unity, bump maps were added atop the wood

and target (Barbati, 2014) textures to enhance the look of the target. A Blob Shadow

Projector was placed in the centre of the target to cast a shadow to the ground below,

also greatly improving the fidelity of the scene.

Finally, a ball object was created from a deformed sphere in 3D Studio Max (fig-

ure 5.3d). The ball was set up as a prefabricated item (‘prefab’) in Unity, to allow it to

be called as a fresh object for each trial. The completed static scene from the viewpoint

of the user can be seen in figure 5.4.
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(a)

(b) (c)

(d)

Figure 5.2: (a) and (b) The original stadium model. (c) The grass image used to texture the
ground of the pitch. (d) The full pitch environment.
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(a) (b) (c) (d)

Figure 5.3: (a) The original goal post model; the posts are sized based on the IRB regulations.
(b) Re-sized posts to counteract the z-fighting. (c) The textured target model in Unity. (d) The
textured ball model in Unity.

Figure 5.4: The scene from the viewpoint of the user.
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5.3.2 Scripting Interaction

Both the verbal and throwing experiments had very similar interaction, scripted using

C]. Looping through each configuration, the list of target distances (three repeats of

each whole metre from 5–10 m) is shuffled. Each trial is loaded consecutively, the

target is positioned and rotated, and a timer started. For the verbal task the timer waits

the specified time then hides the target and begins the next trial. No further action is

required as the verbal estimate is recoded by an observer. For the throwing task, the

timer is started and the ball tracked. Using the same system of data capture detailed in

chapter 3, once the ball passes a specified position, the data is processed and the flight

path calculated.

The ordering of the configurations was specified in a series of accompanying text

files which could be used to make some experimental design changes to the program

after it had been compiled (see appendix 7.6.2 and appendix 7.6.3).

When a new configuration was loaded, the two variables of stereo on/off and the

participant positions were modified for the given configuration. For stereo-enabled

configurations, the distance between the stereo cameras within Unity were set to be

the subject’s IPD so that each eye would receive an image correctly parted from the

other eye. When stereo was disabled, the distance was set to be zero so that the each

eye would see the same image. The participant would receive on-screen instructions

about which position to stand at (designated ‘Nearest’ ‘Middle’ and ‘Furthest’), and

would be given the specified number of seconds to move (see figure 5.5).

The target distances were held as a list, shuffled at the beginning of each configu-

ration using the Fisher-Yates inside-out shuffling algorithm. The algorithm was used

for its ability to produce unbiased shuffling, with every permutation equally probable.

The experiments produced data files containing the target distance (the magnitude

and the absolute position in the environment), the rotation of the target around the user

and the head position of the user for each trial. Figure 5.6 is an example of one of

the files from the verbal experiment, while the throwing experiments also recorded the
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Figure 5.5: The instruction text and countdown displayed in the centre of the screen.

Participant 1, Configuration 1

Configuration started at 9/13/2013 10:12:57 AM

Trial No. Target Pos. Target Dist.(m) Target Rot.(deg) Head Pos.

1 (7.7, 0.0, 2.2) 8 -16 (0.1, 1.8, -0.2)

2 (9.9, 0.0, -2.1) 10 12 (0.0, 1.8, -0.4)

...

18 (7.8, 0.0, -2.4) 8 17 (0.0, 1.8, -0.5)

Configuration completed at 9/13/2013 10:14:40 AM

Figure 5.6: Example output file of the verbal task in experiment 2.

position of the ball and the average velocity recorded for the physics engine, followed

by the ball’s point of impact on the ground of the pitch.

The average velocity of the ball was obtained using an average of six points con-

verted into five velocities. The data-collection function would begin collecting data

as soon as the trial started, and once six points had been collected, it would replace

the old data first – always maintaining the data of the last six points it passed through.

This data would be collected until the tracked ball moved a certain distance (specified
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Table 5.3: The MiddleVR settings for the curved and flat screens in experiment 2.

Curved Screen Flat Screen
Ball Tracker Address - ball@VEC-VICON

Head Tracker Address DTrack@192.168.0.19 head-theia@VEC-VICON

Screen Node:

Position [0.000,-3.000,1.194] [0.000,-1.480,1.140]

Width (m) 10.249 6

Height (m) 2.387 2.1

Viewport Node

Width (pixels) 8025 3387

Height (pixels) 1920 1200

Stereo Camera Node

Vertical FOV 60 60

Near Clipping Distance 0.1 0.1

Far Clipping Distance 1000 1000

in the settings text file) away from the head position of the user. This would allow the

collection of the last six points before the ball was released by the user, providing the

ideal data to the physics engine.

5.3.3 Hardware Interaction with MiddleVR

MiddleVR provide a way of easily connecting devices and a sophisticated way to use

the hardware in VEs. It also allows the configuration of the hardware after the VE has

been compiled, providing the necessary links to the software components are set up

pre-compilation.

The node hierarchy in the 3D Nodes view was built up to cater for the hardware and

VE. For VERST, one tracker was attached to the stereo camera so that the viewpoint

moved with the glasses, while another tracker was attached to the ball. The different

settings for the two experiment measures and the two screen types are summarised in

table 5.3.
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5.4 The Experiment

5.4.1 Experimental Procedure

Before the participant arrived for the experiment, the system was prepared. Both the

flat and curved screen room systems were initialised and the projectors allowed time

to warm up. The tracking systems were not re-calibrated prior to each experiment, as

the participants were all scheduled for the same day and the systems are re-calibrated

regularly as part of the centre’s maintenance plan. The system was briefly checked

before the experiments began, to ensure regular operation.

When each participant arrived, they were greeted and provided with an information

sheet describing the experiment (see appendix 7.6.4). Once they had read the sheet,

they were given the opportunity to ask any questions, and were asked to complete the

consent form.

The participants undertook a short stereoacuity test, to ensure their stereoacuity

falls within the normal range of 20–500 arcseconds (0.3–8.3 arcminutes). The equip-

ment used for the experiment at CRVM belonged to Aix-Marseille University. For this

experiment, a simple test provided by the Department of Psychology at Bangor Uni-

versity was used. The participant was required to view three random dot stereograms

using anaglyphic glasses (see figure 5.7). In figure 5.7a and figure 5.7b, the participant

was informed they should be able to see a square and a spiral emerging from the image;

then they would be asked to describe what they could see in figure 5.7c. Figure 5.7c

contains a sinusoidal corrugation pattern, with depth in the peaks and troughs; the

peaks and troughs are oriented at approximately 30° from the horizontal. Participants

without stereoacuity in the normal range would not be able to see this pattern.

Once the stereoacuity test was complete, the participant’s IPD was measured using

an IPD ruler (see figure 5.8). The ruler is placed with the curved cut-out section resting

on the subject’s nose, with the rectangular cut-out sections in front of each eye. The

IPD is measured by determining the measurement at the centre of the pupil for each

154



(a) (b) (c)

(d)

Figure 5.7: (a), (b), and (c) are random dot stereograms to be viewed with anaglyphic glasses
(d).
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Figure 5.8: The IPD ruler: to use, hold to subject’s face and measure the centre for each pupil

eye (the rectangular ruled sections represent the distance from the centre of the ruler),

then adding the two separate measurements provides the distance between the pupils.

The IPD was used to configure MiddleVR’s stereoscopy, to ensure the separation of

the two images was correct for each participant.

The participant was then allowed time to practise throwing with a ball of the same

construction as the one used in the experiment – a Skill-tec size 4 training ball on a

bungee cord attached to a wrist strap. The participant was observed to ensure their

throwing skills were sufficient, and they had the opportunity to familiarise themselves

with the wrist strap and bungee.

The rooms in which the task would be performed first were alternated for each

participant. When the participant was ready, they were lead to the first room and

performed the verbal task. If they were in the Leverhulme laboratory, they then moved

straight to the VEC laboratory, but if they were in the VEC laboratory, they remained

to perform the throwing task before moving to the Leverhulme laboratory.

For both tasks, the participant would stand at the instructed position for each con-

figuration of both tasks. A bull’s-eye style target would appear in the virtual playing

field in front of them. They would have 5 seconds to react to the target by either

stating the target distance or throwing the ball at the target. For the verbal task, the

participants were asked to provide an answer in whole metres. The participants were

not given any information about the range of target distances, and any comments or
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questions regarding the distance of the targets or the participant’s three positions were

neither confirmed nor denied by the experimenter.

During the experiment, feedback was noted from the participant. After the experi-

ment was completed, the participants completed a Presence Questionnaire to evaluate

their immersion (see appendix 7.6.5).

In figure 5.9a, a participant is performing the throwing task, while in figure 5.9b

another participant is undertaking the verbal task.

(a)

(b)

Figure 5.9: Participants during the experiment performing the (a) throwing and (b) verbal
tasks.
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5.4.2 Participants

Six participants aged 20–54 years took part in experiment 2. For this experiment, the

participants were not required to have extensive previous experience playing rugby;

five of the participants had played only at school or college level, while one had played

for a local team. Five of the participants were right-handed, while the sixth was left-

handed; all reported normal or corrected-to-normal vision. Participants were all found

to have stereoacuity in the normal range using random dot stereogram. The details of

the six participants are tabulated below in table 5.4, followed by details and observa-

tions recorded about each participant during the experiment.

Table 5.4: Details of the participants recruited for experiment 2.

Pa
rt

ic
ip

an
tI

D
A

ge

G
en

de
r

Ye
ar

sp
la

yi
ng

ru
gb

y
E

xp
er

ie
nc

e
(p

os
iti

on
of

pl
ay

)

L
ef

t/r
ig

ht
-h

an
de

d
W

or
e

gl
as

se
s/

co
nt

ac
tl

en
se

s

O
th

er
ey

e
pr

ob
le

m
s

C
ol

ou
r-

bl
in

d
St

er
eo

ac
ui

ty
in

no
rm

al
ra

ng
e

C
on

se
nt

ed
to

be
in

g
fil

m
ed

D
at

e
of

pa
rt

ic
ip

at
io

n

1 30 M - School Only R Glasses N N Y Y 13/09/13

2 54 M - School Only R Glasses N N Y Y 13/09/13

3 48 M - School Only L N N N Y Y 13/09/13

4 54 M - School Only, centre R N N N Y Y 13/09/13

5 M - Second row, secondary R N N N Y Y 13/09/13

and college teams; both

union and league

6 20 M 5 Flanker for Helsby
RFC

R N N N Y Y 13/09/13

Though the experiment had been designed to test participants who regularly played

rugby and had extensive experience of the sport (as with the subjects who participated

in experiment 1), the group of recruited participants failed to attend on the morning of

158



the experiment, which lead to the use of participants who had only a small amount of

previous rugby experience (except for participant six). The majority of the participants

had only experience of playing rugby while at school, with many years passing since

they last played.

An additional problem encountered during the experiment was that two of the par-

ticipants failed to complete all three sections of the experiment due to time constraints:

• participant 1 completed the throwing and the presence questionnaire, but only

performed the verbal task in the flat-screened laboratory;

• participant 2 completed the verbal and throwing tasks, but not the presence ques-

tionnaire.

Fortunately, the two sections that were not completed were different; this resulted

in five complete sets of results for the verbal experiment, five completed presence

questionnaires and six complete sets of results for the throwing experiment.

Participant 1 often waited until the target had disappeared before providing a re-

sponse in the verbal exercise, and appeared to be comparing pairs of targets.

Participant 2 referred to the participant position marker line at 4 m as being 5 m

(he was not corrected), suggesting that he underestimates real distances. During the

throwing task, he threw the ball softly but took a large step forward each time. His

verbal estimations were very confident.

Conversely, participant 3 was very unsure when providing distance estimates. He

stated that he found distance estimation easier when using the curved screen.

Participant 4 was aware of the pitch markings, and was granted his request to use

them to aid his judgement. However he believed the 10 m line to be 20 m away from

himself, making the cue a hindrance rather than a help (again, he was not corrected).

He suggested it would be better to have a virtual rugby player to throw the ball to.

Although this was not implemented in the system for this experiment, it is considered

as future work to be done on the system.
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Participant 5 very quickly stated that he found the verbal task difficult, saying that

he used points of reference rather than intuition to tell the location of objects. Despite

this, in conversation he correctly identified the furthest position as being 4 m from the

screen without any known references. He was clearly uncomfortable with the VE, and

did not enjoy any aspect of the experience. He also stated that he found the curved

screen to be no better for distance perception than the flat screen, and that the stereo-

scopic glasses interfered with the throwing task. He often appeared frustrated with

the task and used self-deprecating language, saying repeatedly that he ‘couldn’t get it

right’.

Participant 6 was the most experienced, and the youngest participant. He had a

much stronger throw than the other participants. He stated that he found himself con-

centrating on the target, and found the task absorbing. He also noted that after a few

trials, he learned that shifting his body position slightly from side to side helped him

to determine the distance of the target (he used motion parallax as a depth cue).

5.4.3 Data Collected

For all of the trials in both of the verbal and throwing experiments, the following data

were collected:

• position of the participant from the tracked glasses;

• position of the target in the virtual space and the distance from the participant;

• the amount (in degrees) the target was rotated around the participant;

• the start and completion timestamps for each configuration and the whole exper-

iment.

For each of the trials in the verbal experiment, the distance estimate by the partic-

ipant was noted as the experiment progressed. As the target distances were shuffled
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prior to each participant performing the experiment, the experimenter only knew the

range of possible distances.

For each of the trials in the throwing experiment, the following data were collected:

• the position and velocity vectors that would have been input for the physics

engine;

• the position the ball would land at according to the physics engine.

After both the verbal estimation experiment and the throwing experiment, the par-

ticipants each completed a copy of the Witmer & Singer Presence Questionnaire (Wit-

mer and Singer, 1998). The questionnaire was chosen as it has been used extensively

in the evaluation of virtual environments since its creation in 1998. It has since under-

gone revision in 2005 (Witmer et al., 2005). The questionnaire is based on the semantic

differential principle. Comprised of 24 seven-point items, it rates the participants’ at-

titudes towards seven aspects of the VE using a Likert Scale format:

1. realism;

2. the possibility to act in the virtual world;

3. the quality of the interface;

4. the possibility to examine the virtual world;

5. a participant’s self-evaluation of their performance inside the VE;

6. sounds used in the VE;

7. haptics used in the VE.

The ball itself is a haptic device, being a physical object with which the user is

able to interact with the VE. The VERST VE did not, in this implementation, use any

sounds, and so group six (items 20, 21 and 22) are discounted from the questionnaire

results.

161



The questionnaire is analysed by adding the item results, as follows:

1. realism = Items 3 + 4 + 5 + 6 + 7 + 10 + 13.

2. possibility to act = Items 1 + 2 + 8 + 9.

3. quality of Interface = Items 14 + 17 + 18, all with scores reversed.

4. possibility to Examine = Items 11 + 12 + 19.

5. self-evaluation of Performance = 15 + 16.

6. haptics = Items 23 + 24.

The results of the presence questionnaire should only be used in the context of

support for the verbal and throwing experiment data. Insight into the attitudes of the

participants can be useful in understanding their results (Slater and Garau, 2007).

5.5 Results

5.5.1 Verbal Task

First, the individual target distances were analysed (across all participants and config-

urations, with both the flat and curved screens). The results are plotted in figure 5.10

and shown in table 5.5. Medians and inter-quartile ranges are used instead of mean

and standard deviation because the distance estimates were made in whole metres.

Figure 5.10 displays the results of the verbal task in the Tukey boxplot format,

where each box represents the data obtained for that intended target distance. The

lower edge of each box represents the first quartile (above which lies 75% of the re-

sults), while the higher edge represents the third quartile (above which lies 25% of the

results); the line dividing the box is the second quartile (the median of the data). The
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Figure 5.10: Results of the verbal task. Intended perceived distance between 5–10 m is plotted
against the distance estimated by all participants. The dashed line represents the 1:1 ratio of
the two axes.

whiskers of each box represent the remaining data that falls within 1.5 times the inter-

quartile range (the third quartile minus the first quartile), with the remaining points

individually plotted.

The data in figure 5.10 shows that the target distances were mostly overestimated,

target distances of 5, 6, 8 and 9 m only having the lower 25% of the results underesti-

mated. For 7 and 10 m target distances, the lower quartile fell 1 m under the distance

they were intended to perceive. The median results for 6 and 7 m targets are 3 m

Table 5.5: Descriptive statistics of the verbal experiment, plotted in figure 5.10.

Intended Target Distance (m) 5 6 7 8 9 10
Median 7 9 10 10 11 12

Maximum Estimate 24 22 22 24 25 27

Minimum Estimate 1 1 1 1 2 2

Q1 5 6 6 8 9 9

Q2 10 11 12 12 14 15

Inter-Quartile Range 5 5 6 4 5 6
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Figure 5.11: The results of the verbal task in experiment 2 with the modified results of partic-
ipant 4. The dashed line representing the 1:1 ratio of the intended to estimated distances.

above the intended distance, while the 5 and 8–10 m targets were 2 m above. The

inter-quartile range indicates that 50% of the estimates were within a range of up to

6 m across all target distances.

Because of participant 4’s mistake in believing the 10 m pitch line to be the “20 m

line”, it was considered possible that he had made his estimates based on a miscon-

ception, and that all of his data might be 10 m further than he had perceived. While

this cannot be proven, the target distances were re-examined with his modified data

(see figure 5.11). It is possible to see that any potential mistakes in his results have not

greatly skewed the overall outcome of the data.

2 × 2 repeated measures ANOVA was conducted on the mean estimated distance

values of the verbal task, revealing that the use of stereoscopy did not significantly

affect the estimates made using either the curved (F (1, 168) = 2.14, p = 0.15) or flat

(F (1, 204) = 0.24, p = 0.63) screens; the combined mean estimated distances were
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Figure 5.12: Results of the verbal task separated into the estimations made under different
configurations (refer to table 5.1 and table 5.2 for configuration descriptions) using the curved
and flat screens. The horizontal dashed lines mark the range of target distances intended to be
perceived (5–10 m).

also not significantly affected by the use of stereoscopy (F (1, 348) = 0.48, p = 0.49)

(see figure 5.13a and figure 5.13b).

The position of the participant relative to the screen (at Near, Medium and Far

distances using both the curved and flat screen) was found to have a significant effect

(F (2, 342) = 28.18, p = 0) on the estimated distances; target distances were perceived

as nearer the closer the participant was to the screen (see figure 5.14a, figure 5.14b

and figure 5.15). The position of the participant was found to significantly affect the

estimated distance when using the curved screen (F (2, 162) = 80.25, p = 0), but not

the flat screen (F (2, 198) = 1.9, p = 0.15) (see figure 5.12).

Whether the estimates were made using the curved or flat screen was found to have

a significant effect (F (1, 348) = 40.4, p = 0), with mean estimates made using the

flat screen consistently overestimated 2–3 m farther than those made using the curved

screen.

Although the target distances were measured from the head position of the user
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(a)

(b)

Figure 5.13: Average distance verbally estimated by participants 1–6 across all configurations
as a function of the intended target distance. Each graph only contains the data from the
trials representing the variable condition designated in the title: (a) configurations 1–3; (b)
configurations 5–6. The dashed pink lines denotes the 1:1 ratio of the two axes.
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(a)

(b)

Figure 5.14: Average distance verbally estimated by participants 1–6 across all configurations
as a function of the intended target distance. Each graph only contains the data from the
trials representing the variable condition designated in the title: (a) Configurations 1 and 4; (b)
configurations 2 and 5. The dashed pink lines denotes the 1:1 ratio of the two axes.
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Figure 5.15: Average distance verbally estimated by participants 1–6 across all configurations
as a function of the intended target distance. Each graph only contains the data from the trials
representing the variable condition designated in the title: Configurations 3 and 6. The dashed
pink lines denotes the 1:1 ratio of the two axes.

and maintained in the 5–10 m range throughout, it appears that the real space affected

the participants perception of distance. For the targets, evenly spread in the range of

5–10 m, the ideal mean distance would be 7 m; removing the physical distance from

the Near, Medium and Far positions places the mean estimation at 7 m (see table 5.6).

Table 5.6: Median verbal estimations by participant position, minus the physical distance
between the participant and the screen when they are in that position.

Participant
position

Median
estimation (m)

Median estimation
minus physical
distance from
screen (m)

Near 8 8 - 1 = 7

Medium 10 10 - 3 = 7

Far 11 11 - 4 = 7

Re-analysing the data minus the physical distance of the user at the time of the
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Figure 5.16: The estimated distance minus the physical distance of the participant from the
screen is plotted against the intended perceived distance. The dashed line representing the 1:1
ratio of the intended to estimated distances.

estimation changes the descriptive statistics (see table 5.7). The median values each

decrease to 1 m under their respective intended target distances, and the inter-quartile

range for each intended target distance becomes 4. The data is plotted in figure 5.16,

the dashed line representing the 1:1 ratio of the intended to estimated distances.

Table 5.7: Descriptive statistics of the verbal experiment: comparing the original data to the
data minus the participant’s physical distance from the screen.

Data Minus Physical Distance Original Data

Intended Target 5 6 7 8 9 10 5 6 7 8 9 10

Distance (m)

Median 4 5 6 7 8 9 7 9 10 10 11 12

Maximum Estimate 12 13 15 16 18 18 24 22 22 24 25 27

Minimum Estimate 1 1 1 1 1 1 1 1 1 1 2 2

Q1 2 3 4 5 6 7 5 6 6 8 9 9

Q2 6 7 8 9 10 11 10 11 12 12 14 15

Inter-Quartile Range 4 4 4 4 4 4 5 5 6 4 5 6
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5.5.2 Throwing Task

The mean results of the throwing experiment are plotted in figure 5.17. The results

do not appear to be scaled to the intended target distances, with results ranging from

2–30 m regardless of the target distance.

2× 2 repeated measures ANOVA was conducted on the mean thrown distance val-

ues of the throwing task, showing no significant effect from the use of stereoscopy/no

stereoscopy (F (1, 132) = 0.4, p = 0.53) or the distance of the participant from the

screen (Medium and Far distances away, F (1, 132) = 2.18, p = 0.14)

5.5.3 Presence Questionnaire

The results of the Presence Questionnaire are summarised in table 5.8, with the full

results in appendix 7.6.6. No group had significantly different results to the other four,

F (4, 25) = 0.91, p = 0.47, although the Possibility to Examine group has a lower

score overall than the other four groups.

Table 5.8: Presence Questionnaire Group Results

Maximum VERST VERST

Group Possible Median Inter-Quartile

Score Score Range

Realism 49 37 3

Possibility to Act 28 23 4

Quality of Interface 21 11 4

Possibility to Examine 21 17 2

Self-Evaluation of Performance 14 13 4

Haptics 14 10 1

Total 133 101 7
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5.6 Discussion

5.6.1 Comparing the Results of the Verbal and Throwing Experi-

ments

In terms of execution, the second experiment was performed in a similar manner to

experiment 1. Differences included the use of the wrist strap rather than a ceiling

tether, and a combination of spherical markers attached using hook and loop tape and

flat, circular markers for tracking the ball. The wrist strap proved to be difficult to

use, like the ceiling tether, resulting in the participants concentrating less on the task

and more on the potential of the ball to hit them during the bungee’s post-throw reflex.

While the spherical markers were held solidly during most of the trials, as the ball hit

the ground, the markers would occasionally be knocked off.

The participants responded to the verbal experiment with better scaling to the in-

tended target distances than the throwing experiment. The verbal estimates were gen-

erally overestimated by participants, which conflicts with previous similar experiments

(Renner et al., 2014), likely because of the different scenes used for the experiments.

The curved and flat screens were found to affect the verbal estimates, with the flat

screen estimates tending to be higher than the curved screen. The use of stereoscopy

was not found to have a significant effect on the estimations being made in either the

verbal or throwing experiments. A significant effect of participant’s physical distance

from the screen was found for the verbal estimation task, but not the throwing task.

The results of the Presence Questionnaire showed that the participants had a positive

attitude towards their immersion experience in VERST.

Comparing the results of the verbal and throwing tasks in the second experiment

(see figure 5.18) showed an effect of the measurement type, where verbal estimates

were tending to be larger than throws. Verbal estimates were scaled to the intended

target distance, although they were overestimated, while distances thrown displayed

no scaling.
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Figure 5.18: Estimated distance during the verbal (dashed line) and the throwing (solid line)
experiments plotted against the intended distance. The lighter-coloured dashed line represents
the 1:1 ratio of the two axes.

5.6.2 Follow-up Questions for the Participants

As the results of experiment 2 had failed to clarify the results of the first experiment,

the participants from experiment 2 were contacted to request further information about

their experience of using VERST. The participants were asked the following questions:

1. Do you have any previous experience with a virtual environment?

If so, please give details.

2. How often do you play computer games?

[never - not often - often - very often - a lot]

3. Were you afraid of causing any damage to the screen or equipment by throwing

the ball?

4. Did you find the task of throwing the ball at a target difficult or unnatural?

The participant’s responses can be seen in table 5.9.
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Questions 1 (‘Do you have any previous experience with a virtual environment?’)

and 2 (‘How often do you play computer games?’) were intended to establish whether

the participants may have been overwhelmed by the equipment used in the experiment.

The responses show that there was a mix of those who have had no experience in VEs,

those who were aware of the technology and those who had a great deal of experience.

Similarly there was a mix of participants who play games very often, to not very often

at all (though notably, none said they ‘never’ play games).

The third question – ‘Were you afraid of causing any damage to the screen or

equipment by throwing the ball?’ – was asked to verify the hypothesis to explain

the results from experiment 1. The responses indicate that the inital hypothesis was

incorrect. Participant 6 indicated that he was cautious at first, but was then comfortable;

the other participants reported feeling no fear of damage.

The fourth question – ‘Did you find the task of throwing the ball at a target difficult

or unnatural?’ – was asked to investigate whether the poor results may have been a

result of the task type. Only one participant noted difficulty with the task due to being

stationary as opposed to running (as would be done normally in rugby passing), while

the others reported no difficulty. Three of the participants stated they found the task

unnatural, with two of those indicating it was because they were unable to act as they

would in the equivalent reality.

Because the responses indicated that the participants were not throwing with less

force for fear of damaging the equipment, they were asked a fifth and final question:

5 The results from my experiment indicate that you were not throwing the ball

with as much force as you might have in a real throwing exercise. Were you

aware that you might be throwing with less force? (And if yes, do you know

why?)

Responses are shown in table 5.10:
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Table 5.10: Participant’s responses to the fifth follow-up questions asked to them.

ID Response

1 I think that yes, I was aware I might throwing it with less force.
The reason for that is that I didn’t have any feedback (even during
training) but how far I was throwing the ball (I couldn’t see where
the ball was going on the screen).

2 (no response given)

3 Yes I was aware. I think I was throwing the ball with enough force
to reach the screen, and not at the target displayed on the screen.
Perhaps in the future you could do a real throwing exercise just
before the experiment.

4 When starting the experiments I felt involved when passing the
ball and not acting, but it may have become a bit tedious/long-
winded. Failing that I must be a bit of a wimp.

5 May be due to the tethering and not wanting to damage my wrist,
plus as it wasnt ‘real life’ then I may not have thought needed to
throw using max strength.

6 Yes I was aware, I’d say the reason for that is because usually a
lot of the force and distance comes from a combination of all of
my upper body going into the throw and using that ‘twist’ to add
the fastest spin too. In the simulator there was absolutely no upper
body, it was all in the arms, and since the computer couldn’t really
understand the fast spins. I ended up throwing it with virtually no
spin at all which felt unnatural.

The participants provided some interesting responses. Three of the participants

indicated that they were aware that they were throwing with less force, while the other

two appeared to have been unaware and provided speculative responses.

Participant 1 noted that he believed it was due to lack of feedback, which was also

an issue noted by particpants during experiment 1.

Participant 3 said he believed he was throwing with “enough force to reach the

screen”, but if he was not concerned with damaging the equipment it would appear

he was not experiencing a level of immersion that would allow him to forget that the

screen was there. He also suggested a real throwing exercise might have been benefi-

cial.
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Participant 6 mentioned that the system was failing to “understand the fast spins”

in reference to the fact that he had to start again after a few trials as the system was

unable to capture the data from his throws. He also indicated that the act of passing

forward was making the task more difficult than if it had been more like the real task

of rugby passing, where turning his upper body assisted with the pass.

Participant 4 stated he had “felt involved at the beginning but got tired”, which may

also have affected the other participants, as they were required to do a long series of

physical trials and only one regularly played rugby currently.

5.7 Summary

Experiment 2 confirmed that the throwing task is problematic for the users. Given

that the participants responded well to distance judgements in the verbal task, it would

appear that they are able to distinguish the distances acceptably, but that some factor

of the throwing task is preventing the same performance. It is possible that the par-

ticipants feel uncomfortable throwing the ball towards a screen, despite the use of the

bungee, though further experiments would be required to determine this.

A Presence Questionnaire was administered to the participants after the second

experiment was performed, which showed that most of the participants had a highly

positive attitude towards their immersion experience.

Asking the participants some questions after the experiment revealed that the throw-

ing task had been difficult and unnatural to some of them, but none of them indicated

fear of damaging the equipment.

The results of the experiment will now be considered in the context of the research

questions:

• What types of skills appear to be best suited to training in VEs?

• Which technologies achieve the best results in specific performance measures?
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• Should stereoscopic displays be used?

• What does it cost?

As with experiment 1, the equipment used was very expensive, and even then the

tracking systems struggled with the movement of the ball.

The use of stereoscopy was again found to not significantly affect the perceived tar-

get distances, while the shape of the screen was found to significantly affect estimated

distance.

While the skill of passing may or may not be suited to training in a VE, the adapted

task of throwing the ball at the targets was not well received as it was too different to

reality for several of the participants.
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Chapter 6

Discussions and Conclusion

In this final chapter, the research undertaken in this thesis is summarised, and the

results of the two experiments are compared. The developed system is then discussed

in the context of the eight research questions originally considered in chapter 2. From

the issues raised during the two experiments and the discussion regarding the research

questions, some potential future work is identified.
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6.1 Summary

We have developed a prototype virtual environment for rugby skills training (VERST)

in which users can practise their throwing skills by aiming a real ball at a virtual tar-

get. Three major versions of the system have been implemented (all programming

was done by the author of this thesis with the exception of the Virtools portion of the

system for experiment 1): the protoype version, programmed in XVR and VRPN, was

used as a development platform and acted as a proof of concept for the idea. A collab-

orating team at CRVM in Aix-Marseille University implemented the second version

using Virtools linked to a C++ implementation of the physics engine (written by the

author of this thesis), for an experiment to determine whether users could correctly

identify the virtual target distances, as evidence to the contrary already existed (Ren-

ner et al., 2014). The final version was implemented in Unity and MiddleVR, for a

second experiment to follow up on the results of the first.

Two experiments were performed to measure the users’ perception of egocentric

distance to the virtual targets. The experiments investigated the following research

questions for VERST:

• What types of skills appear to be best suited to training in VEs?

• Which technologies achieve the best results in specific performance measures?

• Should stereoscopic displays be used?

• What does it cost?

The first experiment, performed in a CAVE at CRVM, was based on four partici-

pants throwing the tethered ball at 280 targets under three experimental variables: the

position of the participant relative to the screen, the use of the floor screen and the use

of stereoscopy. None of the variables were found to significantly affect the distance

judgements made by the participants, but the distances were almost all in the range of
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6–9 metres, regardless of the distance of the targets (which were in a range of 5–15

metres) and not scaled to the target distances. This suggested that perhaps the par-

ticipants were just throwing with the same force every time, and perhaps seeing no

variation in target distance. The participants often threw in the wrong direction by a

small amount, which may have been an effect of the shape of the screen – as they were

facing diagonally across from the corner of the CAVE – or it may have been an effect

of the physical distance from the participant to the screen.

To determine whether the shape of the screen had affected the distance or direction

of the throws, the experiment was replicated using a flat screen. In this second ex-

periment, the experimental variables used were the physical distance of the participant

from the screen and the use of stereoscopy.

The second experiment contained three tasks: a throwing task (as in experiment

1), a verbal estimation task, and a presence questionnaire. The verbal experiment

was performed using the same flat screen as the throwing experiment and a curved

screen. For the second experiment, a smaller range of distances was used: 5–10 metres.

The throwing task could not be performed using the curved screen due to the tracking

system having a frame rate that was too low to capture the ball in flight. We intended

to use the verbal task to attempt to draw parallels in the data from the flat screen to try

to predict the users’ behaviour in the curved screen for the throwing task.

The throwing task in experiment 2, despite the use of different participants and a

different screen shape, yielded very similar results to the first. This time, however,

the use of stereoscopy was found to produce results with a less compressed range of

distances, suggesting the non-stereo targets all appeared to be at a similar distance.

This data may have been anomalous due to the grouping, though, as it transpired the

use of stereoscopy had no effect on the individual target distances. The position of

the participant also proved to be significant, with the range of throws made from the

medium position falling short of the target range.

In the verbal task of experiment 2, the estimates made by the participants were
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scaled to the target distances. But while we had expected the participants to under-

estimate the distances based on previous work (Renner et al., 2014), the participants

overestimated the distances. There proved to be a significant difference in the estima-

tions between the curved and flat screens, with results from the curved screen generally

overestimated by 2 metres and results from the flat screen generally overestimated by

3–4 metres.

For the verbal task, the use of stereoscopy was not found to be significant, but the

position of the participant was highly significant. The amount of overestimation by the

participants was strongly correlated with the physical distance between them and the

screen. A Presence Questionnaire was administered to the participants after the second

experiment was performed, which showed that most of the participants had a highly

positive attitude towards their immersion experience.

6.2 Comparing the Results of Experiments 1 and 2

Two experiments were performed to measure the users’ perception of egocentric dis-

tance to virtual targets. The first experiment, performed in a CAVE, was based on four

participants throwing the tethered ball at 280 targets at 5–15 m under three experimen-

tal variables: the position of the participant relative to the screen, the use of the floor

screen and the use of stereoscopy. The second experiment consisted of a throwing

task performed using a flat screen, and a verbal estimation task performed using flat

and curved screens. Experimental variables were the distance of the participant from

the screen and the use of stereoscopy. For the second experiment, a smaller range of

distances was used: 5–10 m.

The use of stereoscopy was not found to significantly affect the verbal estimations

or thrown distances from either experiment. Neither was the use of the floor screen

in experiment 1. The position of the participants did affect the distances percieved: in

the first experiment, the position of the participant affected the direction of the throw,
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while for the second experiment, the further the participant from the screen, the further

they percieved targets.

The mean estimated distance data (throwing and verbal estimates) from both ex-

periments are plotted in figure 6.1. That the participants were able to perceive a scaling

in distance during the verbal experiment, but not to do the same during the throwing

tasks suggested that they may have been uncomfortable with throwing the ball towards

the screen. To attempt to learn more about the participants’ reactions, they were asked

several follow-up questions.

Figure 6.1: Comparison of the average estimated distance between the verbal and throwing
tasks in the two experiments as a function of the intended distance. The lighter-coloured dashed
line represents the 1:1 ratio of the two axes.

At odds with the hypothesis, the participants all claimed that they had no fear of

damaging the equipment. Some of the participants did say they had found the task to

be difficult or unnatural, mainly because it was not similar enough to the real task of

passing in rugby, where the pass is thrown backwards whilst running.

It is likely, then, that the task was poorly designed for the skill it was attempting to

train. If the VE had been training throwing skills out of the context of rugby, then the

results of the throwing task may have been better. A participant also suggested that a

proper warm-up task of throwing the ball at real-life targets may also have assisted. In
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both experiments, participants stated that not seeing the virtual ball (and not receiving

any feedback on the distance thrown) made the task harder and “strange”. The ball was

not shown during the experiment to prevent ‘training to the simulator’, and so perhaps

showing the ball would also improve results by making the system more natural to use.

6.3 Research Questions

In chapter 1, it was hypothesised that it would be possible to develop a VE that can

effectively train ball passing skills in rugby. The two experiments performed using

VERST indicated that it has not yet reached a stage in which the hypothesis can be

accepted, but do indicate that that this could happen with further improvements (dis-

cussed in future work).

Returning to the eight research questions asked in chapter 2, we can now address

these questions in the context of the VERST project (the two experiments focussed on

the bolded questions):

1. Do sports skills reliably transfer from VE training conditions to real-world sce-

narios?

2. What types of skills appear to be best suited to training in VEs?

3. Which technologies achieve the best results in specific performance mea-

sures?

4. Should stereoscopic displays be used?

5. Is high fidelity always better?

6. How, what and when should feedback be delivered to the learner?

7. When is a VE not successful in teaching motor skills?

8. What does it cost?
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6.3.1 Do Sports Skills Reliably Transfer from Virtual Environments

Training Conditions to Real-World Scenarios?

It would appear that participants in the experiments did not successfully transfer their

real-world skills into the virtual world, suggesting they are unable to disregard the

knowledge that they are in a VE. While the participants did appear to exhibit some

perceptual blindness (high scores on the Presence Questionnaire and one participant

stating he had felt “involved” with the task), if they cannot perform the skill as they

normally would, then they will be unable to work on training that skill in VERST.

6.3.2 What Types of Skills Appear to be Best Suited to Training in

Virtual Environments?

While blind throwing of a bean bag has been previously used as distance perception

task (Sahm et al., 2005), and was found to be accurate, throwing without any visual

obstruction does not appear to have worked in the case of VERST. Two experiments

involving different participants with different hardware produced very similar results,

indicating there is an issue with the task to be performed. Previous research has found

that blind throwing produces comparable results to blind walking (Sahm et al., 2005),

and that timed imagined walking is comparable to verbal estimation (Piryankova et al.,

2013), but the verbal and throwing results from both experiments in VERST were not

at all comparable. While a small number of participants may be the cause of this, it

could also be issues with the hardware or the physics engine that have not been found.

It is likely that the poor results from the throwing task are due to the task being

changed too much during transfer from reality to virtuality. If the participants had

been able to move and pass the ball backwards, perhaps VERST might have produced

better results.
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6.3.3 Which Technologies Achieve the Best Results in Specific Per-

formance Measures?

Three different display technologies were compared during the experiments: a CAVE,

a flat powerwall and a curved powerwall. Our attempt to compare the distance per-

ception of participants across the three screens was inconclusive. The results in the

throwing task were similar in the CAVE and flat screen hardware setups. Given that

the verbal results in the curved screen were overestimated slightly less than those using

the flat screen, it is suggested that the throwing results might have improved slightly in

the curved screen setup, but this would require further work to verify.

Using a real ball as a haptic interaction device should have made the task of throw-

ing more natural to the participants. There were two major issues associated with the

use of the real ball: firstly, the tracking system had to have a sufficiently high capture

rate, and secondly, the problem of tethering the ball to prevent any equipment damage.

55–60 Hz was not found to be an acceptable capture rate from the PST (55 Hz) and the

ART system in the curved screen laboratory (60 Hz), whereas the Vicon system cap-

turing at 120–250 Hz provided enough data. Though it should be noted that participant

6 had difficulty with the Vicon system being unable to sufficiently track the ball when

he was using spin, and so it is possible even the tracking systems with higher capture

rates would not be acceptable.

Three methods of securing the ball were used: the first, for the prototype system,

tethered the ball to a legless table top with a bungee; the second used climbing rope

to secure it to the ceiling rafters of the building; the third involved a wrist strap and a

bungee worn by the user. The table top provided a secure base, and the bungee pulled

the ball downwards and away from the participant, however it was very large and not

very portable for the experiments which were conducted far from Bangor University.

The ceiling tether was problematic as the ball would swing back heavily towards the

participant, and would often distract them from the VE. It also tangled with the retrore-
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flective marker rig frequently. The wrist strap and bungee were difficult for the user

to grow accustomed to, as the ball would snap back towards them when the bungee

flexed. This was also very off-putting to the users, but very portable. If VERST were

to be more permanently installed into a room, fixing the ball to the floor seems to be

the best option.

6.3.4 Should Stereoscopic Displays be Used?

In both experiments performed using VERST, the use of stereoscopy was not found

to be a significant factor in the estimation of depth, which is consistent with previ-

ous findings using similar egocentric distance perception experiments (Renner et al.,

2014; Roumes et al., 2001; Eggleston et al., 1996; Willemsen et al., 2008). This may

have been due to the scene lacking virtual objects close to the participant, and there-

fore not providing enough depth cues to make stereoscopic presentation useful to their

estimations.

If the use of stereoscopy had been found to increase the users’ sense of presence,

it would likely contribute to a better training environment. This could be addressed in

future work.

6.3.5 Is High Fidelity Always Better?

In terms of perceptual fidelity, as with the use of stereoscopy, previous work has neither

confirmed nor denied that higher quality graphics influence the perception of distance

in a VE. In the case of VERST, the original XVR testbed environment was abandoned

in favour of one created in Unity with higher quality of graphics. We believe that

the higher the quality of the graphics in the environment, the more the user will feel

immersed. The greater sense of reality and presence can only improve the quality of

VERST as a training tool. The lower-quality version was not used in any experiments,

so it is only possible to speculate on this matter.
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The functional fidelity of VERST was not fully explored, as the experiments fo-

cussed on the ability of the user to perceive the targets at the intended distance. VERST

included motion parallax, which allowed users to walk around in front of the screen

and view the scene with accurate geometric projection. Throwing the ball was the only

other interaction available to the user, as it was the only necessary interaction for the

basic task of throwing at the targets.

6.3.6 How, What and When Should Feedback be Delivered to the

Learner?

Feedback on the outcome of the trials was not used with VERST. Participants in the

initial experiment at CRVM did state that they found it “strange” to not be able to see

the virtual ball, but it is possible that they missed it because they were expecting it. In

the second experiment, the participants were not informed that there was a virtual ball

that would be hidden from them, and none of them commented on the lack of it during

the experiment, though one did suggest in response to the follow-up questions that this

may have been why the task was difficult for him. The final participant was interested

and asked further questions about VERST after he had completed his trials and was

shown the version with the ball; conversely, this was the version he found “strange”.

We had expected the pitch marking to be used by participants in both of the ex-

periments, as a general environmental cue, and had expected a high rate of correct

results, particularly in the verbal task. Two of the participants in the Hartree Centre

experiments questioned whether they were “allowed” to use them, with one stating

that he had to as he could only estimate distances by points of reference. The others

may have used the 10 metre line (the most visible from their location) as a point of

reference, but the estimations were still mainly incorrect. This may be associated with

work by Armbrüster et al. (2008) which showed that placing a virtual tape measure in

the environment did not aid the subjects’ perceptions of egocentric distance.
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6.3.7 When is a Virtual Environment Not Successful in Teaching

Motor Skills?

As with the first question, if the skill cannot be transferred from reality to virtuality,

then the skill cannot be trained. In the case of VERST, as we have been unable to reach

that stage, it cannot be considered to successfully teach a motor skill.

6.3.8 What Does it Cost?

Costly equipment and software proved to be problematic, but fortunately for this project,

research funding and opportunities were available to use. While the initial version of

VERST was developed using free software and a relatively cheap tracking device, the

two experimental models required very expensive hardware – a CAVE, Vicon and ART

tracking system, curved and flat rear-projected powerwalls – and software – Virtools

to produce. While Unity and MiddleVR, the software for the third version were free,

the stereo features could only be accessed using Unity Pro, and the free version of

MiddleVR is extremely restrictive, resulting in the use of trial licenses. While it would

have been possible to build VERST using free software and cheap hardware, it would

have been of much lower quality.

6.3.9 Conclusion

Many of the responses to the research questions in the context of VERST are negative,

but we believe that the research undertaken to build VERST will provide an important

platform for future work. To our knowledge, there are no other VEs that have attempted

to train rugby passing skills, and no other sports training VEs have been found which

allow the user to physically throw an object to interact with the VE. Chong and Croft’s

lineout training environment used video footage as opposed to a virtual scene, and the

user threw at a projected stone wall rather than expensive equipment (Chong and Croft,

2009).
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The hypothesis “A virtual environment can be used to effectively train ball passing

skills in rugby”, can not be accepted without further evaluation of VERST which is

beyond the scope of this research. While it may be possible in future to fully-develop

a VE to train rugby skills, VERST has not yet fulfilled the hypothesis.

6.4 Future Work

6.4.1 Further Experiments

An experiment to examine the users’ reactions to differently configured versions of

the physics engine would provide insight into the visual accuracy of the predicted

flight paths. It would be possible to place the subject in VERST and present them

with a number of calculated flight paths, each calculated using different drag and lift

coefficients, and to ask the participant to report which appeared most realistic.

Measuring the accuracy of a subject in the real world before and after immersion

into VERST for training would provide an indication of any negative transfer, and to

also attempt to validate the system. This would require each subject to be observed –

and possibly tracked – in great detail to determine the accuracy of throws in the real

world. The target distances would need to be matched in reality and virtuality, and

the real targets moved between each trial, making this a time-consuming experiment

to perform.

To further investigate the cause of the poor results from the throwing task, and to

investigate if the task of throwing forwards (as a move which is illegal in a game of

rugby) was the cause of the difficulties experienced by the participants, it is possible

that the system may be adapted to allow users to throw the ball sideways to the distance

of the target that they see. Although this task was considered to form part of the

experiment at the Hartree Centre, there was not enough time to implement it. This

may form a more natural task for the rugby players, as they must throw sideways and

behind their current position during play.

190



It may also be possible to have the participants facing away from the screen and

turning their upper body to throw towards the target in the virtual scene behind them.

6.4.2 Improvements to the Perceptual and Functional Fidelity

There is a great deal of further work that could be done with VERST. While the quality

of the graphics in the system is good, it could be further improved with time. Adding

sounds such as crowd noises would likely improve the perceptual fidelity of the system

further. No sounds were used in either the prototype or the final version, and were only

used in the second version to mark the beginning and failure of trials. Little work was

done on the functional fidelity of the system, there was no user interface in the final

version, and the system should ideally be installed in a fixed location, to allow for

proper development with the hardware. The tracking systems, in particular, should be

worked on to improve the capture of the ball. The user should also be able to receive

some form of feedback, during or post-immersion.

6.4.3 Improvements to the Physics Engine

The physics engine should undergo further testing. While we lacked the facilities

to perform a full analysis of the model and check the integrity, it forms the core of

the system, and should be thoroughly verified. While we had intended to implement

weather effects into VERST, it was not possible in the time scale of the thesis.

6.4.4 Implementation of Scenarios and Training Activities

Another feature not implemented in the time scale of the thesis was the introduction

of scenarios and training activities (other than the simple throwing forward drill). Sce-

narios could include the addition of virtual players who would act as targets, both

stationary and moving. Multiple targets could exist in the scene, as well as different
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styles of throwing exercises, such as throwing over a target or through a hole in a target

(similar to the Brian Moore’s Mouth Challenge).

6.4.5 Attempting to Solve the Poor Results from the Throwing Task

While HMDs were discounted at the beginning of the project, it would be of interest to

perform the throwing experiment using a lightweight HMD (such as the Oculus Rift)

and investigate the suitability of the throwing task in VEs. If our hypothesis that the

users may be fearful of hitting the screen is correct, performing the throwing task in a

spacious room using the HMD should allow the users to throw at full strength.
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Knörlein, B., Székely, G., and Harders, M. (2007). Visuo-haptic collaborative aug-

mented reality ping-pong. In Proceedings of the international conference on Ad-

vances in computer entertainment technology, pages 91–94. ACM.

Kotaku (2012). Kotaku Review: Kinect Sports. http://kotaku.com/5679411/

review-kinect-sports, Date Accessed: 17/01/12.

Lages, M. (2006). Bayesian models of binocular 3-d motion perception. Journal of

vision, 6(4).

Land, M. F. and McLeod, P. (2000). From eye movements to actions: how batsmen hit

the ball. Nature neuroscience, 3(12):1340–1345.

Law, A. M., Kelton, W. D., and Kelton, W. D. (1991). Simulation modeling and anal-

ysis, volume 2. McGraw-Hill New York.

Lawrence, G. and Kingston, K. (2008). Skill acquisition for coaches. An introduction

to sports coaching: from science and theory to practice, pages 16–27.

204



Lee, T. D. and Magill, R. A. (1985). Can forgetting facilitate skill acquisition? Differ-

ing perspectives in motor learning, memory, and control, 27:3–22.

Li, Y., Shark, L., Hobbs, S. J., and Ingham, J. (2010). Real-time immersive table tennis

game for two players with motion tracking. In Information Visualisation (IV), 2010

14th International Conference, pages 500–505. IEEE.

Lieberman, J. and Breazeal, C. (2007). TIKL: Development of a wearable vibrotactile

feedback suit for improved human motor learning. IEEE Transactions on Robotics,

23(5):919–926.

Liu, S., Cheng, D., and Hua, H. (2008). An optical see-through head mounted display

with addressable focal planes. In 2008 7th IEEE/ACM International Symposium on

Mixed and Augmented Reality, pages 33–42.
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List of Terms

Accommodation Accommodation is the process of the eye muscles changing the fo-

cal length of the lens in the eye in order to focus on an object.

Anaglyphic The use of differently coloured lenses for each eye in a pair of glasses to

restrict the portions of an image entering the left and right eyes.

ANOVA Analysis of Variance, a method of statistical analysis that compares the mean

values of data sets.

API Application Programming Interface.

Arcminutes/Arcseconds A unit of angular measurement in optometry: an arcminute

is 1/60th of a degree, and an arcsecond is 1/60th of an arcminute (or 1/3600th

of a degree).

ART Advanced Realtime Tracking GmbH, Weilheim, Germany. A company produc-

ing a range of motion capture solutions. http://www.ar-tracking.com/

home/.

Azimuth In a spherical coordinate system around a person, the azimuth encircles the

person horizontally, parallel to the ground.

Binocular Cues Depth cues in the human visual system that require both of the eyes

to interpret correctly: binocular disparity and vergence.
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Binocular Disparity The physical separation between a person’s eyes results in each

eye viewing a different image, the difference in the two images is the binocular

disparity.

Cave Automatic Virtual Environment (CAVE) A CAVE is a group of large pro-

jected screens formed into a cube which the user stands within to be surrounded

by the walls. CAVEs may include floor and ceiling screens, but are not always

comprised of four walls (three are commonly used as the user faces away from

the open wall).

Centre de Réalité Virtuelle de la Méditerranée (CRVM) Centre for the Virtual Re-

ality of the Mediterranean at Université de la Méditerranée: Aix-Marseille II in

Marseille, France. http://www.realite-virtuelle.univmed.fr/en.

CRP Corneal Reflection Pupillometer. A corneal reflection pupillometer is a device

to digitally measure interpupillary distance: the device is placed in front of the

subjects eyes and the vertically projected lines must be aligned to the centre of

the subject’s pupils to obtain a reading.

Cybersickness A form of motion sickness where the visual movement experienced

by the user does not match the movement sensed by the vestbular system.

DLP Digital Light Processing.

Egocentric Distance A person’s measurement of distance between an object and their

own body.

FOV Field of View.

Ghosting Ghosting is when an on-screen image is partially reproduced twice with

a slight offset, giving the appearance of a ‘ghost’ next to the main subject. It
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can occur from crosstalk in stereoscopic systems, where part of the image leaks

through the filter to the incorrect eye.

GIMP GNU Image Manipulation Program.

Haptic Device Hardware to simulate tactile sensations.

Head-Mounted Display (HMD) A head-mounted display is a device worn on the

head that supports either a single screen or a pair of screens in front of the user’s

eyes.

Inattentional Blindness When a person is focused on a specific task, they may fail to

notice an unexpected stimulus occuring in their field of vision.

Infitec Interference filter technology by Infitec GmbH, Ulm, Germany.

International Rugby Board (IRB) The International Rugby Board are responsible

for maintaining the laws relating to the game of Rugby Union. The Laws of the

Game are available online at http://www.irblaws.com.

Interpupillary Distance (IPD) Interpupillary distance is the measurement of the phys-

ical distance between a person’s pupils; the distance is measured from the centre

of each pupil as the person is positioned wth their eyes facing directly forwards.

Latency Time delays experienced due to the passing of data between different hard-

ware and software.

Likert Scale A psychometric scale for questionnaires; the responses to several items

are grouped together to provide insight into the subject’s attitudes.

Magnus Effect When a ball is flying through the air, the direction of spin on the ball

will cause it to curve from it’s flight path.

MiddleVR Middleware for connecting hardware and software by I’m in VR.
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ML Missed Left.

Monocular Cues Depth cues in the human visual system which do not require both

of the eyes to interpret correctly: accommodation, motion parallax, linear per-

spetive (where parallel lines appear to become closer in the distance), shading,

height in the visual field, occlusion (closer objects are visibly in front of further

ones), blur (objects further away are more blurred).

Motion Parallax When focussing on an object and moving the head from side to side,

objects that are closer appear to move less than objects that are further away.

MR Missed Right.

OT On Target.

Presence Feelings of “being there” within a VE; a psychological concept in which the

user of a VE feels as though the environment exists in reality and they are truly

present within it.

PST Personal Space Tracker. Small tracking device by Personal Space Technolo-

gies. More information is available at http://ps-tech.com/tracking/

pst-55/.

Random Dot Stereogram A random dot stereogram is an image comprised of ran-

dom dots that when viewed with stereoscopic glasses produces the illusion of

depth; they can be used to assess a subject’s stereoacuity by varying the amount

of binocular disparity across a series of images.

Retroreflective Material that is capable of reflecting a light back to it’s source from

any angle.

Runge-Kutta 4th Order (RK4) Runge-Kutta are a group of methods for approximat-

ing the solution to ordinary differential equations using iterative steps. The 4th
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order method contains four incremental steps used to approximate the next value

from a given initial value.

Stereoacuity Stereoacuity (or stereoscopic acuity) is the measurement of the smallest

amount of binocular disparity a subject is capable of viewing. Normal stereoacu-

ity falls in the range of 20–500 arcseconds (0.3–8.3 arcminutes).

Stereoscopy The illusion of depth is created in a flat image by presenting each eye

with an image from a slightly different angle (stereopsis).

UDP User Datagram Protocol. Internet Standard RFC 768 for User Datagram Proto-

col, available at http://tools.ietf.org/html/rfc768..

Unity 3D Game development software by Unity Technologies.

Vergence Vergence describes the movement of the two eyes simultaneously: conver-

gence is rotating the two eye inwards to view close objects, and divergence is

rotating the two eyes outwards until they are parallel, to view objects in the dis-

tance.

VERST Virtual Environment for Rugby Skills Training.

Vicon Vicon, Denver, USA. A company producing a range of optical tracking solu-

tions. http://www.vicon.com/.

Virtools Virtual environment development software by Dassault Systemes..

Virtual Engineering Centre (VEC) A facility run by Liverpool University at the Sci-

ence and Technology Facilities Council in Daresbury, UK.

Virtual Environment (VE) A virtual environment is a collection of hardware and

software components, formed to immerse a user into a virtual interactive scene.

VO Virtual Opponent.
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VR Virtual Reality.

VRPN The Virtual Reality Peripheral Network (open source), a server which is able

to receive data streamed from many different tracking devices and process it into

a single format, compatible with many software packages that can poll the server

for data as required.

XVR eXtreme Virtual Reality, virtual environment development software by VR Me-

dia S.r.l..
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Chapter 7

Appendix

Additional Materials:
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7.6.4.1 Throwing Task
7.6.4.2 Verbal Task
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7.7 Poster Submitted to JVRC 2011
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7.1 Software Evaluation Tables

Table 7.1: Software for interfacing between the hardware and the VE.

Name Developer Positive Negative
Conduit Mechdyne • Custom support from

Mechdyne
• Not free
• For distributing data
to multiple displays or
workstations

Trackd Mechdyne • 12 months profes-
sional maintenance

• Not free

VR Juggler Iowa State
University’s
Virtual Reality
Applications
Center

• Free
• Large range of com-
patible devices

VRPN Department of
Computer
Science,
University of
North
Carolina at
Chapel Hill

• Free
• Large range of com-
patible devices
• Compatibility built
into the PS Track soft-
ware

MiddleVR I’m in VR • Large range of com-
patible devices
• Easy to configure
complex hardware
• Compatible with
VRPN

• Not free to use full
version
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7.2 IRB Regulations: The Pitch

Figure 7.1: Ground specifications according to law 1 of the IRB game laws

According to the IRB Laws of the Game, available online at http://www.irblaws.
com, the pitch (see figure 7.1) used for the game must be:
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Law 1.2 Required Dimensions for the Playing Enclosure

(a) The field of play does not exceed 100 metres in length and 70 metres in width.
Each in-goal does not exceed 22 metres in length and 70 metres in width.

(b) The length and breadth of the playing area are to be as near as possible to the
dimensions indicated. All the areas are rectangular.

(c) The distance from the goal line to the dead ball line should be not less than
10 metres where practicable.

Law 1.4 Dimensions for Goal Post and Crossbar

(a) The distance between the two goal posts is 5.6 metres.

(b) The crossbar is placed between the two goal posts so that its top edge is 3.0 me-
tres from the ground.

(c) The minimum height of the goal posts is 3.4 metres.

(d) When padding is attached to the goal posts the distance from the goal line to the
external edge of the padding must not exceed 300 mm.
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7.3 IRB Regulations: The Ball

Figure 7.2: Ball specifications according to law 2 of the IRB game laws.

According to the IRB Laws of the Game, available online at http://www.irblaws.
com, the ball (see figure 7.2) used for the game must be:

Law 2.1 Shape
The ball must be oval and made of four panels.

Law 2.2 Dimensions
Length in line 280 - 300 mm
Circumference (end to end) 740 - 770 mm
Circumference (in width) 580 - 620 mm

Law 2.4 Weight
410 - 460 grams
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7.4 Physics Engine Code (XVR)

7.4.1 Function: Integrate()

1 function Integrate(state, dt)
2 {
3 k1 = Rigid1(state);
4 k2 = Rigid2(state, dt*0.50, k1);
5 k3 = Rigid2(state, dt*0.50, k2);
6 k4 = Rigid2(state, dt, k3);
7
8 // x
9 var d1dt = 1.00/6.00 * (k1[0] + (2*k2[0]) + (2*k3[0]) + k4[0]);

10 var d2dt = 1.00/6.00 * (k1[1] + (2*k2[1]) + (2*k3[1]) + k4[1]);
11 // y
12 var d3dt = 1.00/6.00 * (k1[2] + (2*k2[2]) + (2*k3[2]) + k4[2]);
13 var d4dt = 1.00/6.00 * (k1[3] + (2*k2[3]) + (2*k3[3]) + k4[3]);
14 // z
15 var d5dt = 1.00/6.00 * (k1[4] + (2*k2[4]) + (2*k3[4]) + k4[4]);
16 var d6dt = 1.00/6.00 * (k1[5] + (2*k2[5]) + (2*k3[5]) + k4[5]);
17
18 // pos = pos + vel*time
19 // vel = vel + acc*time
20 ball[0] = state[0] + d1dt*dt; // x pos
21 ball[1] = state[1] + d2dt*dt; // x vel
22 ball[2] = state[2] + d3dt*dt; // y pos
23 ball[3] = state[3] + d4dt*dt; // y vel
24 ball[4] = state[4] + d5dt*dt; // z pos
25 ball[5] = state[5] + d6dt*dt; // z vel
26
27 return ball;
28 }

Figure 7.3: Function to approximate the next position of the ball using RK4.
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7.4.2 Function: Rigid1()

1 function Rigid1(initial_ball)
2 {
3 // x,y,z velocities
4 temp.x = initial_ball[1];
5 temp.y = initial_ball[3];
6 temp.z = initial_ball[5];
7
8 // calculate the current velocity magnitude
9 v = sqrt(temp.xˆ2 + temp.yˆ2 + temp.zˆ2);

10
11 // formulae for rugby ball (y and z swapped to fit with XVR

coord system)
12 // x
13 output_dball1[0] = temp.x;
14 output_dball1[1] = (-v)*((Kd * temp.x) - (Kl * ((cos(gamma) *

temp.z) + (sin(gamma) * temp.y))));
15 // y
16 output_dball1[2] = temp.y;
17 output_dball1[3] = (-g)-(v)*((Kd * temp.z) + (Kl * cos(gamma) *

temp.x));
18 // z
19 output_dball1[4] = temp.z;
20 output_dball1[5] = (-v)*((Kd * temp.y) - (Kl * sin(gamma) * temp

.x));
21
22 return output_dball1;
23 }

Figure 7.4: Function to evaluate k1 using equations 3.22, 3.23 and 3.24.
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7.4.3 Function: Rigid2()

1 function Rigid2(initial_ball, dt, e)
2 {
3 // x
4 new_ball[0] = initial_ball[0] + e[0]*dt;
5 new_ball[1] = initial_ball[1] + e[1]*dt;
6 // y
7 new_ball[2] = initial_ball[2] + e[2]*dt;
8 new_ball[3] = initial_ball[3] + e[3]*dt;
9 // z

10 new_ball[4] = initial_ball[4] + e[4]*dt;
11 new_ball[5] = initial_ball[5] + e[5]*dt;
12
13 // x,y,z velocities
14 temp.x = new_ball[1];
15 temp.y = new_ball[3];
16 temp.z = new_ball[5];
17
18 // calculate the current velocity magnitude
19 v = sqrt(temp.xˆ2 + temp.yˆ2 + temp.zˆ2);
20
21 // formulae for rugby ball (y and z swapped to fit with XVR

coord system)
22 // x
23 output_dball2[0] = temp.x;
24 output_dball2[1] = (-v) * ((Kd * temp.x) - (Kl * ((cos(gamma) *

temp.z) + (sin(gamma) * temp.y))));
25 // y
26 output_dball2[2] = temp.y;
27 output_dball2[3] = (-g)-(v) * ((Kd * temp.z) + (Kl * cos(gamma)

* temp.x));
28 // z
29 output_dball2[4] = temp.z;
30 output_dball2[5] = (-v) * ((Kd * temp.y) - (Kl * sin(gamma) *

temp.x));
31
32 return output_dball2;
33 }

Figure 7.5: Function to evaluate k2, k3 and k4 using equations 3.22, 3.23 and 3.24.
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7.5 Experiment 1

7.5.1 Full Specification

Table 7.3: Full Configuration Procedure of VERST for Experiment 1

Su
bj

ec
t

Tr
ia

lN
o.

Su
bj

ec
tP

os
iti

on

St
er

eo
/N

o
St

er
eo

Fl
oo

r/
N

o
Fl

oo
r

Ta
rg

et
D

is
ta

nc
e

R
ep

et
iti

on
sa

tD
iff

er
en

tA
ng

le
s

To
ta

lN
o.

Tr
ia

ls

1 001 - 035 A S F × 7 × 5 35

036 - 070 A S NF × 7 × 5 70

071 - 105 A NS F × 7 × 5 105

106 - 140 A NS NF × 7 × 5 140

141 - 175 B S F × 7 × 5 175

176 - 210 B S NF × 7 × 5 210

211 - 245 B NS F × 7 × 5 245

246 - 280 B NS NF × 7 × 5 280

2 001 - 035 B S F × 7 × 5 315

036 - 070 B S NF × 7 × 5 350

071 - 105 B NS F × 7 × 5 385

106 - 140 B NS NF × 7 × 5 420

141 - 175 A S F × 7 × 5 455

176 - 210 A S NF × 7 × 5 490

211 - 245 A NS F × 7 × 5 525

246 - 280 A NS NF × 7 × 5 560

3 001 - 035 A NS NF × 7 × 5 595

036 - 070 A NS F × 7 × 5 630

071 - 105 A S NF × 7 × 5 665

106 - 140 A S F × 7 × 5 700

141 - 175 B NS NF × 7 × 5 735
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246 - 280 B S F × 7 × 5 840

4 001 - 035 B NS NF × 7 × 5 875

036 - 070 B NS F × 7 × 5 910

071 - 105 B S NF × 7 × 5 945

106 - 140 B S F × 7 × 5 980

141 - 175 A NS NF × 7 × 5 1015

176 - 210 A NS F × 7 × 5 1050

211 - 245 A S NF × 7 × 5 1085

246 - 280 A S F × 7 × 5 1120
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7.5.2 Participant Guidelines and Consent Form
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7.6 Experiment 2

7.6.1 Full Specification

Table 7.4: Full Configuration Procedure of VERST for Experiment 2
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019 - 036 V F M S × 6 × 3 36

037 - 054 V F F S × 6 × 3 54

055 - 072 V F N NS × 6 × 3 72

073 - 090 V F M NS × 6 × 3 90

091 - 108 V F F NS × 6 × 3 108

109 - 126 T F F S × 6 × 3 126

127 - 144 T F M S × 6 × 3 144

145 - 162 T F M NS × 6 × 3 162

163 - 180 T F F NS × 6 × 3 180

181 - 198 V C N NS × 6 × 3 198

199 - 216 V C M NS × 6 × 3 216

217 - 234 V C F NS × 6 × 3 234

235 - 252 V C N S × 6 × 3 252

253 - 270 V C M S × 6 × 3 270

271 - 288 V C F S × 6 × 3 288

2 001 - 018 V F M S × 6 × 3 306

019 - 036 V F F S × 6 × 3 324

037 - 054 V F N NS × 6 × 3 342

055 - 072 V F M NS × 6 × 3 360

073 - 090 V F F NS × 6 × 3 378
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091 - 108 V F N S × 6 × 3 396

109 - 126 T F M S × 6 × 3 414

127 - 144 T F F S × 6 × 3 432

145 - 162 T F M NS × 6 × 3 450

163 - 180 T F F NS × 6 × 3 468

181 - 198 V C F S × 6 × 3 486

199 - 216 V C N NS × 6 × 3 504

217 - 234 V C M NS × 6 × 3 522

235 - 252 V C F NS × 6 × 3 540

253 - 270 V C N S × 6 × 3 558

271 - 288 V C M S × 6 × 3 576

3 001 - 018 V C M S × 6 × 3 594

019 - 036 V C F S × 6 × 3 612

037 - 054 V C N NS × 6 × 3 630

055 - 072 V C M NS × 6 × 3 648

073 - 090 V C F NS × 6 × 3 666

091 - 108 V C N S × 6 × 3 684

109 - 126 V F F S × 6 × 3 702

127 - 144 V F N NS × 6 × 3 720

145 - 162 V F M NS × 6 × 3 738

163 - 180 V F F NS × 6 × 3 756

181 - 198 V F N S × 6 × 3 774

199 - 216 V F M S × 6 × 3 792

217 - 234 T F F S × 6 × 3 810

235 - 252 T F M NS × 6 × 3 828

253 - 270 T F M S × 6 × 3 846
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271 - 288 T F F NS × 6 × 3 864

4 001 - 018 V F N NS × 6 × 3 882

019 - 036 V F M NS × 6 × 3 900

037 - 054 V F F NS × 6 × 3 918

055 - 072 V F N S × 6 × 3 936

073 - 090 V F M S × 6 × 3 954

091 - 108 V F F S × 6 × 3 972

109 - 126 T F M NS × 6 × 3 990

127 - 144 T F F S × 6 × 3 1008

145 - 162 T F F NS × 6 × 3 1026

163 - 180 T F M S × 6 × 3 1044

181 - 198 V C N S × 6 × 3 1062

199 - 216 V C M S × 6 × 3 1080

217 - 234 V C F S × 6 × 3 1098

235 - 252 V C N NS × 6 × 3 1116

253 - 270 V C M NS × 6 × 3 1134

271 - 288 V C F NS × 6 × 3 1152

5 001 - 018 V C F NS × 6 × 3 1170

019 - 036 V C N S × 6 × 3 1188

037 - 054 V C M S × 6 × 3 1206

055 - 072 V C F S × 6 × 3 1224

073 - 090 V C N NS × 6 × 3 1242

091 - 108 V C M NS × 6 × 3 1260

109 - 126 V F M NS × 6 × 3 1278

127 - 144 V F F NS × 6 × 3 1296

145 - 162 V F N S × 6 × 3 1314
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163 - 180 V F M S × 6 × 3 1332

181 - 198 V F F S × 6 × 3 1350

199 - 216 V F N NS × 6 × 3 1368

217 - 234 T F F NS × 6 × 3 1386

235 - 252 T F M S × 6 × 3 1404

253 - 270 T F F S × 6 × 3 1422

271 - 288 T F M NS × 6 × 3 1440

6 001 - 018 V C M NS × 6 × 3 1458

019 - 036 V C F NS × 6 × 3 1476

037 - 054 V C N S × 6 × 3 1494

055 - 072 V C M S × 6 × 3 1512

073 - 090 V C F S × 6 × 3 1530

091 - 108 V C N NS × 6 × 3 1548

109 - 126 V F F NS × 6 × 3 1566

127 - 144 V F N S × 6 × 3 1584

145 - 162 V F M S × 6 × 3 1602

163 - 180 V F F S × 6 × 3 1620

181 - 198 V F N NS × 6 × 3 1638

199 - 216 V F M NS × 6 × 3 1656

217 - 234 T F M S × 6 × 3 1674

235 - 252 T F F S × 6 × 3 1692

253 - 270 T F F NS × 6 × 3 1710

271 - 288 T F M NS × 6 × 3 1728
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7.6.2 Configuration Files for Verbal Task
Figure 7.6 and figure 7.7 are examples of the two files used to prepare the verbal exper-
iment. Figure 7.6 contains only information about the timings of the experiment, while
figure 7.7 contains the participant ID number and the order they would complete the
configurations. The files were read by line numbers, and by keeping each number on a
separate line, it was not necessary to employ complex any token-splitting techniques.

1 wait between trials (s):
2 1
3
4 time to complete trial (s):
5 5
6
7 countdown between configuration changes (s):
8 5
9

10 countdown before experiment starts (s):
11 5

Figure 7.6: Trial timings are read from this file.

1 participant ID:
2 1
3
4 configuration order:
5 1
6 2
7 3
8 4
9 5

10 6

Figure 7.7: Participant number is used to number the output files, while the configuration order
is read into the program and interpreted to set order the configurations are called.
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7.6.3 Configuration Files for Throwing Task
Figure 7.8 and figure 7.9 are examples of the files used to set up the throwing exper-
iment. In addition to all of the settings contained in the verbal experiment, figure 7.8
contains settings regarding the tracker, and whether the virtual ball should be visible
when thrown.

1 wait between trials (s):
2 1
3
4 time to complete trial (s):
5 5
6
7 countdown between configuration changes (s):
8 5
9

10 countdown before experiment starts (s):
11 5
12
13 tracker offset [xyz]:
14 0 0 0
15
16 capture window offset from participant’s head position [xyz]:
17 -1
18
19 unity throwing axis (x:forward, y:up, z:left):
20 x
21
22 tracker height variable, amount to compare the height of the ball

before it hits the virtual ground:
23 0
24
25 show ball (Y/N)?
26 N

Figure 7.8: Trial timings are read from this file, along with tracker settings.

1 participant ID:
2 1
3
4 configuration order:
5 2
6 1
7 3
8 4

Figure 7.9: Participant number is used to number the output files, while the configuration order
is read into the program and interpreted to set order the configurations are called.
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7.6.4 Participant Guidelines and Consent Form
7.6.4.1 Throwing Task
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7.6.4.2 Verbal Task
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7.6.5 Presence Questionnaire
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7.6.6 Presence Questionnaire Full Results

Question No. Sc
or

e
1

Sc
or

e
2

Sc
or

e
3

Sc
or

e
4

Sc
or

e
5

M
ed

ia
n

Sc
or

e

In
te

r-
Q

ua
rt

ile
R

an
ge

1 6 6 6 4 5 6 1

2 6 6 6 4 5 6 1

3 5 5 7 1 5 5 0

4 5 4 6 2 7 5 2

5 7 7 6 4 6 6 1

6 6 6 5 2 4 5 2

7 3 6 5 1 4 4 2

8 4 5 5 2 4 4 1

9 7 6 7 3 5 6 2

10 6 7 7 3 5 6 2

11 7 6 5 3 5 5 1

12 6 6 5 3 5 5 1

13 5 6 4 2 6 5 2

14 4 7 2 4 4 4 0

15 7 7 7 4 5 7 2

16 7 7 6 3 5 6 2

17 3 6 2 3 5 3 2

18 2 2 6 3 5 3 3

19 5 7 7 3 6 6 2

23 5 5 - 2 6 5 1

24 6 5 - 2 4 5 1

Total 112 122 104 58 106 112 7

Realism 37 41 40 15 37 37 3

Possibility to Act 23 23 24 13 19 23 4

Quality of Interface 12 6 11 11 7 11 4

Possibility to Examine 18 19 17 9 16 17 2

Self-evaluation of Performance 14 14 13 7 10 13 4

Haptic 11 10 0 4 10 10 1
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7.7 Poster Presented at JVRC 2011

A Virtual Environment for  
Rugby Skills Training 

 

Helen Miles, Nicholas Musembi, Serban R. Pop, Nigel W. John 

School of Computer Science, Bangor University 

The Virtual Environment Rugby Skills Trainer (VERST) is an ongoing collaborative project between Bangor University’s Schools of Computer Science, 
Sports, Health and Education Sciences and Psychology, together with Rugby Innovations Ltd., to create an accessible training tool that will help 

professional rugby players improve certain skills. It is said that it takes 10,000 hours of learning to fully grasp a skill; VERST will reduce the waiting time 
during practices and allow players to train individually. Although similar projects are being developed for lineouts and defensive strategy, as a first step 
in our implementation we have chosen to focus on passing the ball; an accurate passing technique is more difficult to achieve than many realize, and is 

a truly vital base skill. Using a motion capture suite and other tracking hardware, the players’ and ball's movements are digitized so to allow them to 
interact with the virtual environment in a natural way. The accuracy of the environment is preserved by physical modeling and simulating the motion of 
a virtual ball under real-game conditions. Wales is characterized as a nation that loves rugby, but no one really uses this for marketing – a project from 

the heartland might be what Wales needs to win the world cup! 

Personal Space Tracker 

Vicon Motion Capture Suite 

Related Work 
 

There have been a few projects that use virtual environments for sports 
applications e.g. [1], but very few that address rugby [2,3]. The 
improvement in computer graphics, tracking, and display technologies 
currently provide an opportunity for a high fidelity rugby skills simulator to 
be created. 
 

Flight 

Direction 

Drag  

air resistance 

force 

Lift  

aerodynamic 

force which 

compensate 

the weight 

Axis of Rotation 

rotates around the  

centre of gravity 

Weight   

distributed around 

the ball’s exterior 

Physical System of Motion 

for a Rugby Ball in Flight 

• The trajectory is a straight line unless external forces intervene. 

• Strictly modelled by aerodynamic forces. 

• The initial velocity depends on the launch angle. 

• On ascent, weight and drag are acting together, on descent the forces 
have opposite signs. 

• Any external side forces like wind or rain are added to the lift. 

• drag or lift can be experimentally determined by throwing the ball at a 
measured speed. 

• rugby ball’s surface roughness and the non-symmetrical stitches add 
more complexity. 

PST captures 

position and speed 

of ball as thrown – 

ball is tethered 

Screen – rear 

projected 

Example Simulation Scenario: 
 

• Player covered in reflective markers. 
• Wearing stereoscopic glasses looking at projection of virtual world. 
• PST captures ball speed and position then sends to program to calculate 

flight properties. 
• Ball tethered to players hands. 
• Player throws, virtual ball animated, give statistics and help player 

understand how to improve technique. 
 

Real World 

Virtual World 

• Multiple targets possible 

• Any distance 

• Rain, wind can be simulated 

• Stereo 

Physics modelled 

virtual ball follows 

trajectory the real 

ball would have 

Designated target – 

accuracy measurement 

Conclusions: 
 

VERST is currently in development but early results augur well for the utility of 
this tool. As we complete the build of the first prototype, validation tests will 
be carried out in collaboration with local rugby teams. There are many other 
skills in this complex sport that we intend to tackle in future work. 
 

References: [1] Vignais, N., Bideau, B., Kulpa, R., Craig, C., Brault, S., & Multon, F. (2009). Virtual environments for sport 
analysis: Perception-action coupling in handball goalkeeping. International Journal of Virtual Reality, 8(4), 43-48.[2] Brault, S., 
Bideau, B., Kulpa, R., & Craig, C. (2009). Detecting Deceptive Movement in 1 vs. 1 Based on Global Body Displacement of a 
Rugby Player. The International Journal of Virtual Reality, 8(4), 31-36..[3] Chong, A. K., & Croft, H. (2009). A photogrammetric 
application in virtual sport training. The Photogrammetric Record, 24(125), 51-65. 

Match Rugby Ball with Reflective Markers Applied for Optical Tracking 

Tracking: Real Data Acquisition 
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