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ABSTRACT

Observations from 1995 and 1996 described the seasonal evolution of the three-
dimensional density field in the western Irish Sea. A cold, dense pool flanked by
strong nearbed density gradients was present from May until October. Temperature
had the dominant effect on density from June onwards. The trajectories of 55
satellite-tracked drifters defined the full spatial extent of the cyclonic circulation that
is the western Irish Sea gyre. Several distinct recirculation paths were observed and
drifter speeds were in good agreement with geostrophic calculations based on the
observed density field. The existence of such organised, baroclinic flows in shelf
seas demands that coastal ocean models should reproduce their dynamics correctly,
if the models are to be useful as environmental management tools. One such model,
ECOMsi, was applied to the study area and results from seasonal simulations were
compared with the observations. A new technique was developed to perform
quantitative comparisons between modelled and observed flow fields.

The model successfully reproduced the three-dimensional temperature structure
throughout the seasonal simulations, and also predicted the cyclonic, near-surface
residual circulation of the gyre. The model demonstrated conclusively that the gyre
is density-driven and revealed the same recirculation paths that were visible in the
drifter tracks. The vertical structure of the modelled density-driven flow confirmed
the geostrophic nature of the currents and emphasised the important dynamical role
of sharp density gradients near the bed (bottom fronts). A quantitative comparison
of different model runs identified the critical parameterisations and forcing
quantities for this application. An accurate specification of air temperature over the
sea region was required for the model to achieve the correct timing of the
stratification breakdown. During this phase, convective cooling at the surface was
seen to be as important as the mixing by autumnal winds in eroding the density
structure. The possibility of a seasonal reversal in density-driven flow along the east
coast of Ireland was also identified. A new interaction between the wind and the
density field, which could define where the strongest currents in the gyre are to be
found, is described.

The model is now considered to be sufficiently well tested to use in a predictive
capacity and for biological transport studies. This work highlights the benefits that
can be obtained using high quality spatial and temporal field observations in the
critical testing of numerical models, and furthermore suggests that shelf seas are the
perfect location for such tests to be performed.
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Chapter 1. Introduction

1.1 Background

Numerical modelling has proven itself to be a valuable tool in shelf sea
oceanographic research over the past three decades. During this time two-
dimensional, depth-averaged models (e.g. Flather, 1976) have provided reliable tide
and storm-surge forecasting for coastal regions. Many coastal engineering problems
(e.g. sediment transport) require information on the vertical structure of the flow and
recent increases in computing power have facilitated the development of three-
dimensional barotropic (constant density) models (for a review of three-dimensional
tidal models see Davies et al., 1996). As models have become more sophisticated
then new problems have emerged to challenge them. The most difficult challenge
currently faced by shelf sea models is the realistic simulation of long term
circulation, so that model results can be used for water quality manangement and for
understanding the influence of regional circulations on marine ecosystems. To meet
these (and other) challenges the present generation of coastal ocean models must

include baroclinic forcing mechanisms that give rise to density-driven circulation.

The importance of baroclinic processes (due to buoyancy inputs) in shelf seas is
reviewed by Hill (1998) and there is a growing body of evidence (Hill et al., 1997b;
Horsburgh et al., 1998; Brown et al., 1999) to suggest the existence of significant,
mesoscale density-driven circulations in British shelf seas (the first two papers cited
above are included as appendices to this thesis). The seasonality of many baroclinic
flows, and their dependence on spatial variations in density, implies a likely
sensitivity to relatively small annual changes in climatic forcing. A thorough
understanding of these phenomena as indicators of the response of shelf seas to
decadal climate change is therefore necessary (Boelens, 1995). Density-advecting,
coastal ocean models must succeed in reproducing baroclinic flows if they are to
have credibility in supplying the hydrodynamical framework for coupled biological,
regional ecosystem models (e.g. Bartsch, 1993; Nihoul et al., 1993; Skogen et al.,



1995) as is increasingly the case. The foregoing provides sufficient motivation for
performing a critical test by using one such numerical model in an attempt to
reproduce a baroclinic feature whose details have been established through
observations. One such well-observed feature is the seasonal gyre in the western
Irish Sea (Hill ez al., 1997a).

Previous observations in the western Irish Sea (Hill ez al., 1994; Hill et al., 1997a)
have revealed the existence of a cyclonic, near-surface gyre. The gyre is present in
spring and summer each year when stratification isolates a dome of cold, dense water
beneath a strong thermocline. This cold water pool is surrounded by warmer, well-
mixed water and the resulting horizontal density gradients provide the baroclinicity
that drives the cyclonic flow (Fig. 1.1). Hill (1993) has given details of five other
locations on the European shelf where isolated bodies of dense water associated with
topographic depressions have been identified; in each case, observations or numerical
modelling suggest a circulation which is consistent with cyclonic, density-driven
flow. Observations of cold water masses in other parts of the world consistently
imply an associated cyclonic component of baroclinic flow, for example in the
Middle Atlantic Bight (Houghton et al., 1982), the Adriatic Sea (Henderschott and
Rizzoli, 1976; Rizzoli and Bergamasco, 1983) and the Yellow Sea (Hu ef al., 1991).
Baroclinicity can equally well be generated by a local increase in tidal mixing over a
topographic elevation, producing an anticyclonic density-driven flow in the northern
hemisphere which is in the same sense as barotropic residual flows resulting from the
well-known mechanism of tidal rectification (Huthnance, 1973; Loder, 1980). The
circulation around Georges Bank is discussed by Loder (1980) and Loder and Wright
(1985) who noted a doubling of the anticyclonic flow in summer when horizontal

density gradients were stronger, implying a significant baroclinic component.

Baroclinic gyres have biological and environmental implications. The western Irish
Sea gyre provides a physical retention mechanism for the commercially valuable

Norway Lobster, Nephrops norvegicus (Brown et al., 1995; Hill et al., 1996) and



also for pelagic juvenile fish (Dickey-Collas et al., 1997). The same mechanism
could act to retain contaminants in the event of a summertime spill. Furthermore, the
isolation of the dense water mass has consequences for the local distribution and
interseasonal variability of heat and nutrients. Seasonal gyres form part of an
emerging picture of organised, mesoscale, baroclinic circulation in shelf seas. Hill et
al. (1997b) reported the recirculation of part of the Scottish coastal current around an
intrusion of dense, saline Atlantic water in the Minch and Horsburgh ez al. (1998)
have identified strong baroclinic flows associated with the Celtic Sea tidal mixing
front. A feature common to all of these flows is the existence of strong density

gradients near the sea bed, or bottom fronts.

Although the Irish Sea has been extensively modelled over the past twenty years, the
emphasis has been on its response to winds and, in particular, storm surges for which
barotropic models are adequate. Fine resolution barotropic models of the Irish Sea
(Proctor, 1981; Davies and Jones, 1992; Davies and Aldridge, 1993; Davies and
Lawrence, 1994a) do not predict the pattern of residual currents which constitute the
western Irish Sea gyre which is further evidence of the baroclinic nature of the gyre.
The cyclonic circulation in the western Irish Sea was first simulated using a
diagnostic model (Hill et al., 1996; Hill et al., 1997a) which demonstrated the
importance of the heating-stirring balance in controlling the pattern of stratification
and the resulting circulation. Diagnostic techniques are extremely useful and provide
insight into the dynamics governing the steady-state flow but do not evolve the flow
field dynamically. To properly simulate time-dependent, density-driven flow in
response to seasonal heating, tidal currents and wind forcing requires a three-
dimensional, primitive equation model that treats density prognostically. Only
recently have density-advecting models been applied to British shelf seas. Proctor
and James (1996) simulated the seasonal cycle of stratification in the southern North
Sea with a fine-resolution (~2.4 km), three-dimensional model. Elsewhere, Schrum
(1997) has modelled the density-driven flow due to salinity gradients in the German
Bight using the model of Backhaus (1985).



As yet, the western Irish Sea gyre has not been simulated with any primitive equation
model. This work will apply ECOMsi (Estuarine Coastal and Ocean Model, semi-
implicit), which is a semi-implicit version of the Princeton Ocean Model (Blumberg
and Mellor, 1987), to the western Irish Sea. The model will be initialised from data
and forced with real winds and solar insolation. The seasonal evolution of the gyre
will then be modelled and compared with extensive hydrographic and drifter data
obtained in 1995 and 1996. The model will be used to demonstrate unequivocally
that the cyclonic circulation in the western Irish Sea is density-driven. It will also
provide insight into those dynamical mechanisms which are important in the

maintenance, and seasonal evolution, of the density structure.



1.2 The western Irish Sea gyre

Knowledge of non-tidal currents in the Irish Sea has improved gradually since
Bowden (1950) inferred a weak (~1 cm s™), northward residual flow on the basis of
salinity distribution. This long-term, basin-wide circulation has been confirmed by
subsequent tracer observations and modelling studies (Wilson, 1974; Heaps, 1979,
Prandle, 1984). Attempts to provide a detailed map of regional currents in the Irish
Sea have been made (Ramster and Hill, 1969) but many of the current meter records
used would have been too short to give a useful estimate of the long-term flow (Hill
etal., 1997a). A deficiency of Eulerian techniques (current measurements at a fixed
point in space) is that many instruments are required to resolve the circulation
pattern. Where current meter records do exist for the Irish Sea they typically provide
a time series of vertical structure for a limited number of points (e.g. Lavin-Peregrina,
1984; Sherwin, 1987, Brown and Gmitrowicz, 1995). Furthermore, intense fishing
activity in the area makes moored instrument arrays difficult to maintain. Substantial
improvements in our understanding of the Irish Sea circulation have come from

Lagrangian drifter observations (Hunter, 1972; Hill et al., 1994).

The dynamics of the Irish Sea (Fig. 1.2) are dominated by the semi-diurnal tide which
takes the form of a standing wave with a real amphidrome between Islay and Kintyre,
to the north of the North Channel and a degenerate amphidrome near Wicklow in
south east Ireland. Tidal currents in most of the Irish Sea are of the order 1 m s and
tidal ellipses are predominantly rectilinear (see Fig. 1.3a). The velocity node of the
standing wave occurs to the west of the Isle of Man at around 54° N, 6° W and here
(Fig. 1.3b) tidal currents are relatively weak (~ 20 cm s™). As can be seen from the
bathymetric contours of Fig. 1.2, this region of weaker tidal currents coincides with a
deep (>100 m) water channel. The western Irish Sea stratifies in spring and summer
each year because the combination of weak tides and deep water produces
insufficient tidally-generated vertical mixing to overcome the input of surface

buoyancy due to solar heating (Simpson, 1971; Simpson and Hunter, 1974).
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Fig. 1.1 Schematic representation of a baroclinic gyre indicating some of the
dynamical mechanisms that are important in its formation and maintenance.
The flow around the dense dome is cyclonic (in the northern hemisphere),
dotted and crossed circles denoting flow out of and into the page,
respectively.
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Observations of this area prompted the formulation of the well-known h/d’ criterion

for the location of tidal mixing fronts (Simpson and Hunter, 1974).

Beneath the seasonal thermocline, which is usually found at 20 - 40 m, is a dome-
shaped mass of cold water, trapped after the onset of stratification. The suppression
of vertical mixing by stratification means that this water warms only very slowly and
is therefore a persistent feature over the heating season. Limited exchange of the
cold water is also implied by dissolved oxygen minima (Davies, 1972). A typical
density section across the dome is shown in Fig. 1.4. The pattern of isopycnals is
consistent with a large database of hydrographic results (Slinn, 1974; Simpson, 1981;
Lavin-Peregrina, 1984; Hill et al., 1994; Hill et al., 1997a) which show the cold
dome to be a regular feature from year to year. The transition from vertically mixed
to stratified water occurs rapidly (over ~10 km) at tidal mixing fronts which are
located at critical contours of 4/ (Simpson and Hunter, 1974). These frontal density
gradients drive a baroclinic flow which is geostrophic to a first approximation.
Dynamical considerations (described in the next section and shown schematically in
Fig. 1.1) predict a cyclonic circulation near the surface (i.e. the flow is parallel to

isopycnals with the denser water to the left).

Evidence of this circulation was first provided by the release of two radio-tracked
drifters (Hunter, 1972) whose drogue centres were at 27 m depth. One of these
drifters described an anticlockwise loop centred at 53° 55° N, 5° 30 W. Geostrophic
calculations from dynamic topography (Davies, 1972) also suggested a cyclonic
circulation, weakening towards the bed. Confirmation of the gyre came with the
release of nine satellite-tracked Decca-Argos buoys drogued at 15m depth in July
1990 (Hill et al., 1994). The drifter trajectories clearly demonstrated cyclonic
surface flow in the western Irish Sea (see Fig. 1.5) with mean speeds of 5 cm st
Residual current vectors from ADCP records contemporaneous with the drifter

deployments also showed cyclonic circulation in the region (Hill et al., 1994).
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Fig. 1.5 Cyclonic trajectories of nine satellite-tracked Decca-Argos
drifters released in July 1990 (Hill et al., 1994). The tracks
have been lowpass filtered to remove tidal fluctuations. Solid

circles denote release points.
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Limited drifter deployments in 1993 and 1994 (Hill et al, 1997a) provided further
evidence for the gyre. A simultaneous survey across the gyre using the Scanfish
undulating CTD (Brown et al., 1996) and bottom mounted ADCP was made in 1994
(Hill et al., 1997a) and the results show cyclonic flows of up to 20 cm st
concentrated in jet-like cores at the base of the pycnocline and immediately above the

flanks of a well-defined dome of dense water (Fig. 1.6).

Indirect support for the existence of the gyre comes from the implied pathway (see
Fig. 1.7) for the soluble radio-isotope *’Cs (Jeffries et al., 1973). An alternative
explanation for this southward flow is that it represents a coastal current due to
freshwater input along the Irish coast or is due to a North Channel inflow (Brown and
Gmitrowicz, 1995). However, fresh water runoff is not a significant dynamical factor
in the summer months and it seems likely that the inferred transport path for radio-
caesium is at least in part due to the western flank of the gyre. Recent analyses of
137

Cs levels in Fucus vesiculosus (Bladderwrack) along the east coast of Ireland

(Pollard et al., 1996) confirm the pathway shown in Fig. 1.7.

Although fresh water input along the Irish coast may contribute to the local dynamics
and density distribution in the spring, in summer the density field in the Irish Sea is
primarily temperature controlled. A useful measure of stratification is the potential
energy anomaly, @, which is the amount of energy required to completely vertically

mix a water column of unit area. Simpson (1981) defines ¢ as

1¢,— _ 18
¢ = ZJ;(p—p)gZdz where D = ;Ipdz (1.1)

-h

and / is the total water depth with p the in-situ density.

The spatial distribution of ¢ is a vertically-integrated measure of horizontal density
differences and might therefore be expected to provide information about the density-

driven flows. Fig.1.8 shows the distribution of ¢ for the western Irish Sea in June



1994 (Hill et al., 1997a), derived from the Scanfish undulating CTD. Two centres of
high stratification are apparent which has interesting implications for the residual
circulation, as shown herein. This pattern of stratification persists until strong
autumn winds erode the thermal structure. Since all observations suggest the
baroclinic component of flow to be of the same order as the maximum tidal currents

in the area, it is fair to say that the gyre dominates the near-surface circulation in the

summer months.

1.3 Gyre dynamics

Baroclinic gyres in shelf seas share many aspects of their dynamics with tidal mixing
fronts (indeed, a simplified conceptual model of a gyre is an axisymmetric frontal
system). The dynamics of fronts are discussed in detail by Garrett and Loder (1981),
van Heijst (1986), Simpson and James (1986) and Hill et al. (1993). Huthnance
(1995) provides a thorough review of different types of fronts and their implications

for cross-frontal exchange.

A property of fundamental importance in rotating fluids is the Rossby number,
defined as Ro = U/ fL where U and L are, respectively, typical velocity and length
scales and fis the Coriolis parameter. Large along-front scales imply a small Rossby
number and if frictional effects are small then the basic dynamical balance at fronts is
geostrophic, the vertical shear in the along-front current being related to the cross-

front density gradient through the thermal wind equation :

& _ _8P
%" oa (1.2)

where v is the along-front current, g is gravitational acceleration, p is density and
0p/ox is the cross-front density gradient. For an axisymmetric gyre one must, more
precisely, consider a cyclostrophic balance (i.e. include the effect of centrifugal



accelerations, vz/R, where v is the azimuthal velocity and R is the radius of
curvature). The Rossby number can also be utilised to express the relative
importance of centrifugal and Coriolis terms. For the Irish Sea gyre (taking U = 0.1
ms?, /=10*s! and R =20 km ), Ro = 0.05 and a geostrophic balance may still be
assumed to a first approximation. Large isopycnal slopes and the presence of
significant bottom slopes means that quasigeostrophic theory (Pedlosky, 1979) cannot
be readily applied to baroclinic gyres, although Hill (1996) has succesfully used a
two-layer quasigeostrophic model to demonstrate the spin-up of cyclonic upper layer
flow. Cushman-Roisin (1986) exchanged the quasigeostrophic constraint of small
mnterface slope for restrictions on the length scale of the motion and thus devloped the
frontal geostrophic equation which can be used to model certain types of front and
Gulf Stream rings. Hoskins (1975) retained the ageostrophic velocity in the advective
terms of the momentum equation to develop the semigeostrophic equations which
have proven useful in atmospheric (Duffy, 1976) and oceanic (Flagg and Beardsley,
1978) stability analyses. However, the high levels of mixing that occur at shelf sea
fronts dictate that frictionally-induced ageostrophic motions be explicitly represented

in dynamical models of baroclinic gyres and tidal mixing fronts.

Internal friction due to the along-front flow results in an unbalanced component of
the cross-frontal pressure gradient. This residual pressure field drives a weak,
secondary circulation in the cross-frontal plane which can be thought of as the slow
gravitational spreading of the front. The cross-frontal circulation implies upwelling
of cold water on the mixed side of the front and surface flow convergence near the
front (Simpson and James, 1986; Hill et al., 1993). Our knowledge of the transverse
circulation stems largely from two-dimensional models (James, 1978; Garrett and
Loder, 1981; James, 1984; Wang, 1984) although indirect evidence of surface
convergence includes observations of surface slicks and the accumulation of debris
and seaweed near tidal mixing fronts (e'.g. Pingree et al., 1974). Observed surface
temperature minima on the mixed side (Simpson et al., 1978) provide support for the

upwelling of cold water.



All geostrophic flows are indeterminate (unless the pressure field is known) since any
pressure field can satisfy the governing equations of momentum and continuity,
subject to the condition of small Ro. The thermal wind equation (1.2) predicts only
vertical shear and a level of known motion is required if absolute velocities are to be
determined. Garrett and Loder (1981) presented a semi-analytic, diagnostic model
for frontal flows in which the cross-frontal velocity component is related to along-

front friction by:
fu=0(A0v/0z)/0z (1.3)

If bottom stress is assumed to be linearly related to velocity and surface stress is

taken as zero then 1.3 can be integrated over depth to give a cross-frontal Ekman

transport
Flude = U, = ?Q[A @]dz = —(A Q) = —kpv (1.4)
h * o eV a V), ~h :

where the subscript -4 implies evaluation at the bed. The condition of a zero cross-
frontal volume flux implies v = 0 at the bed which provides a physical basis for
obtaining absolute velocities from the thermal wind equation. Garrett and Loder’s
(1981) model provides evidence for the validity of the assumption, particularly for
low Ekman number (low friction) and for strong bottom fronts. For the density
structure shown in Fig. 1.4, integration of the thermal wind equation subject to the
condition of zero along-front current at the bed predicts a cyclonic, near-surface,
along-front jet. The ADCP observations shown in Fig. 1.6 provide further support

for the assumption.

For typical frontal density gradients, along-front jets of the order 20 cm s' are
expected. Jet-like flows of these magnitudes are reliably predicted by models (James,
1978; Garrett and Loder, 1981; Wang, 1984) but have generally proven to be elusive
in observational studies (e.g. Simpson et al., 1978). Part of the difficulty in

10



observing frontal jets is that they are relatively narrow phenomena (as seen from the
ADCEP isopleths in Fig. 1.6) whose spatial location varies with the density field. Hill
et al. (1993) noted the difficulty of making long-term measurements in a dynamically
active frontal zone. Observations are further hindered by the non-persistent nature of
fronts themselves. Satellite images of sea surface temperature reveal that nearly all
surface fronts are unstable (van Heijst, 1986), baroclinic instabilities giving rise to
large-scale meanders and detached eddies such as those observed in the Celtic Sea by
Simpson and Pingree (1978). As well as modifying the density structure, the
horizontal mixing that results from these eddies has important biological

consequences (Savidge, 1976).

The laboratory experiments of Griffiths and Linden (1981; 1982) demonstrate how
instabilities form at a sharp surface density gradient in a two-layer rotating system.
Griffiths and Linden (1981) were unable to produce a stable surface front; waves
grew rapidly, became asymmetric and were observed to form a characteristic
hammerhead shape before breaking into a vortex dipole (containing a cyclone and an
anticyclone). The Rossby radius of deformation is a fundamental parameter of
rotating, stratified fluids and is the scale at which Coriolis forces balance

gravitational (or buoyancy) forces. It is defined as

Ro = (g H)/f (1.5)

where g' is the reduced gravity, gAp/p, and Ap is the density difference between
layers. Griffiths and Linden (1982) showed that the most unstable wavelength, A, for
surface fronts could be expressed as A / 2nR,, ~ 1.1, where Ry, is the geometric mean
of the upper and lower Rossby radii of deformation. Killworth ez al. (1984) gave a
theoretical value of A /2nR, = 1.15. The length scales of perturbations favoured by
baroclinic instability exceed the deformation radius (Pedlosky, 1979) and it is this
type of instability that is most readily observed in these experiments. In all cases, the

most unstable wavelengths are in reasonable agreement with the classical Eady
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(1949) model which predicts a wavelength of four Rossby deformation radii.
Numerical simulations of frontal instability (James, 1984; James, 1989) generated
eddies resembling the vortex dipoles of tank experiments but it was found that both
bed friction and topography tend to suppress eddy formation. James (1981) has also
shown how values of vertical eddy viscosity typical of unstratified tidal flows tend to

suppress baroclinic eddy formation in a coastal front.

There is considerable evidence to suggest that bottom fronts are more stable than
their surface counterparts. Pedlosky (1979) noted that sufficiently strong topographic
slopes can restrict the range of motions possible and reduce baroclinic instability,
regardless of the available potential energy of the basic state. Linden and van Heijst
(1984) created unstable bottom fronts but noted that bottom Ekman layers can
dissipate the kinetic energy of longer baroclinic waves and stabilise these
disturbances. Stable, dense water vortices have been produced in the laboratory
experiments of Saunders (1973), van Heijst (1986) and Mory et al. (1987) subject to
some critical Burger number, given by Saunders (1973) as 8 = (Rp / R)*, where R is
the initial radius of the dense cylinder of water. Saunders (1973) obtained stable
vortices for & > 1.8 and Mory et al. (1987) produced stable eddies on a sloping
bottom for @ > 2. Flagg and Beardsley (1978) used a semigeostrophic approximation
to perform a stability analysis of a two-layer front over steep topography. The effect
of increasing the bottom slope was to reduce sharply the growth rates of all unstable
modes. They noted that the e-folding times of the unstable modes increased from 2-5

days over a flat bottom to as much as 75 days over slopes characteristic of the US

continental shelf.

Surface fronts in shelf seas are also affected significantly by the wind (Simpson and
Bowers, 1981; Lavin-Peregrina, 1984) and can be rapidly eroded by convective
instability (Wang et al., 1990) if denser water is advected over less dense water on

the stratified side. Observations in the North Sea (van Aken ef al., 1987) and in the
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Irish Sea (Allen, 1979; Lavin-Peregrina, 1984; Hill et al., 1994) confirm that surface
fronts are usually less pronounced than bottom fronts. The dynamical significance of
bottom fronts explains the stability and persistence of the western Irish Sea gyre and
also explains why the gyre was not predicted sooner by maps of /4> (Simpson and
Hunter, 1974). Fig. 1.9 follows the approach of Pingree and Griffiths (1978) who
used tidal amplitudes derived from a numerical model to predict frontal locations
around the British Isles. With the exception of the western flank, along the Irish
coast, the extent of the gyre is in good agreement with frontal positions predicted by
the A/u’ criterion. Residual currents greater than 1-2 cm s, parallel to density
gradients, would cause frontal positions to deviate from those predicted (Simpson,
1981) but cross-frontal flows are weak and the along-front flows are parallel to
isopycnals and therefore do not invalidate the A%’ model. However, 4/’ only
predicts the transition from vertically mixed to stratified water. As Fig. 1.4 shows,
stratification near the Irish coast does not preclude the existence of the near-bed

fronts required for baroclinic flow.

The structure and position of tidal mixing fronts are influenced by a variety of forcing
mechanisms over a wide range of timescales. Tidal mixing power is modulated over
spring-neap cycles and one might expect a periodic, non-linear movement of the
frontal position (Simpson and Bowers, 1981) along with an intensification of density
gradients at springs. Diagnostic models predict the sharpening of density gradients
and increased velocities at springs (Garrett and Loder, 1981). However, observations
suggest only a small (but significant) change in frontal position over the fortnightly
spring-neap cycle (Lavin-Peregrina, 1984) and in Wang et al.’s (1990) model of the
Celtic Sea front there was no change in frontal position despite a six-fold change in
> between springs and neaps. Advection and tidal straining during a tidal cycle are
also important processes in the evolution and maintenance of the density structure.
Allen (1979) surveyed the structure of a tidal mixing front over a single tidal cycle
using an undulating CTD and found that the slope of isotherms varied significantly,

with maximum steepness around low water. In non-rotating laboratory experiments,
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Linden and Simpson (1988) showed that cross-gradient flow was strongest when
background turbulence was low. However, in a rotating system any baroclinic
relaxation will adjust geostrophically over an inertial timescale and become a

component of the along-front flow.

It is not yet fully understood to what extent the cross-frontal circulation, through the
advection of density, modifies the density structure at the front. Garrett and Loder
(1981) compare five cross-frontal transfer mechanisms and find the most important to
be the frictionally induced mean flow. Shear dispersion due to semi-diurnal tides or
inertial oscillations was shown to depend mainly on the eddy Prandtl number, Pr =
A/K, (the ratio of vertical eddy viscosity to diffusivity). Since the eddy Prandtl
number is usually large in stratified conditions, shear dispersion associated with tides
or inertial oscillations is less significant than the mean flow flux, although shear
dispersion due to low-frequency cross-frontal winds was found to be significant.
Garrett and Loder (1981) found that a steady along-front wind of only 4 m s” gave
rise to a cross-frontal Ekman flux comparable with the mean flow flux in the surface
layer. These results allow the relative importance of frontal dynamic processes to be
assessed but they neglect the continuous modification of the density field due to the
combined effect of solar heating and vertical mixing due to wind and tide. Cross-
frontal flows cause a relaxation of isopycnals and therefore a decrease in potential
energy. However, potential energy is constantly replenished as vertical mixing
ensures that the well-mixed water warms faster than that isolated beneath the
thermocline on the stratified side. In terms of a particular isopycnal, cross-frontal
fluxes act to make it horizontal whilst mixing due to wind and tide tend to make it
vertical. The gyre is maintained so long as the horizontal density gradients persist
near the bed. Observations (Lavin-Peregrina, 1984) and model studies (James, 1978)
show that density gradients at the bed exceed those near the surface once
stratification is well established.  Lavin-Peregrina (1984) found temperature

differences across a bottom front in the western Irish Sea to be 3.5° C by mid-June,
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compared to a difference of only 1.5° C at a corresponding surface front.

No clear picture of the seasonal development of cyclonic flow in the gyre has yet
emerged. Hill (1996) used a quasi-geostrophic model to show that under realistic
shelf sea conditions, dense domes quickly come to rest and cyclonic circulation is
induced in the upper layer through vortex stretching. The inclusion of bottom friction
distinguishes this approach from inviscid models such as that of Nof (1983) which
predict only anticyclonic flow in the lower layer. Laboratory experiments (van
Heijst, 1986, Mory et al., 1987; Whitehead et al.,, 1990) illustrate the spin-up of
cyclonic motion in the fluid overlying dense domes. In a three-layer experiment, van
Heijst (1986) observed that the upper-layer flow is governed by the lower-layer
density gradient which dominates the thermal wind balance. Neither quasi-
geostrophic theory nor laboratory models fully reflect the complex evolution of gyral
circulation in shelf seas but they do demonstrate final conditions which are in
agreement with observed flow patterns. Hill (1996) also showed how an initially
barotropic flow can adjust to a baroclinic one with cyclonic motion in the surface
layer only. In shelf seas, one would expect the cyclonic flows to increase throughout
the heating season, as density gradients near the bed sharpen, and to then diminish in
the autumn when strong winds and convective mixing due to surface cooling erode
the density structure. This development has been observed in diagnostic models
(Hill, 1993). In the absense of restorative mechanisms, Garrett and Loder (1981)
gave the timescale for decay of a continuously stratified front as 7' = f °L%/4, N 2
where f'is the Coriolis parameter, N the buoyancy frequency, L a length scale for the
width of a front and A, the vertical eddy viscosity. Taking f%N ?as 5 x 107, L as 20
km and 4, as 10% m®s™ implies a decay time of just 20 days. In the western Irish
Sea, strong autumnal winds are likely to play at least as important a role in the decay
of the gyre and other processes which might contribute to increased mixing are inertia
currents (Sherwin, 1987) and breaking internal waves (Lavin-Peregrina and Sherwin,
1985).
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1.4 Aims of this study

Previously reported observations (Hill et al., 1994; Hill et al., 1997a) described a
limited number of drifter trajectories of relatively short duration (up to 24 days).
Whilst these demonstrated the cyclonic circulation, a larger set of Lagrangian
observations was required to provide a comprehensive description of the strength of
the residual flow, its spatial extent and its seasonal evolution. An extensive cruise
program in the spring and summer of 1995 and a smaller cruise program in 1996
provided this dataset. The overall program combined the largest ever deployment of
satellite-tracked Argos drifters in European inshore waters with frequent
hydrographic measurements at 60 stations in the western Irish Sea. Previous
observations at the western Irish Sea front (Allen, 1979; Lavin-Peregrina, 1984),
concerned with the temporal variability of stratification, have concentrated on two-
dimensional sections across the front. Remote sensing has been used to chart the
movement of surface fronts (e.g. Bomback, 1974) but, until now, no observational
program has provided a picture of the development of the three-dimensional density
field in the western Irish Sea. Such measurements are necessary in order to
rigorously test the predictive capabilities of the latest generation of coastal ocean

models.

Numerical models have provided a great deal of knowledge about the physical
oceanography of the Irish Sea, particularly its response to storm surges (e.g. Davies
and Jones, 1992; Davies and Lawrence, 1994a). The existence and environmental
implications of organised, baroclinic flows now demand that numerical models used
in shelf sea management are able to correctly reproduce density-driven flows. The
gyre thus both poses a challenge to the present generation of coastal ocean models
and represents a useful test case. This work proceeds to focus on the numerical
modelling of the western Irish Sea gyre and those dynamical mechanisms which
affect its seasonal development. The model used is a semi-implicit version of the

Princeton Ocean Model (Blumberg and Mellor, 1987) incorporating a level 2%
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turbulence closure scheme (Mellor and Yamada, 1982). Comparisons of modelled
three-dimensional density and velocity fields will be made with the hydrographic and
drifter observations. The modelling work will also elucidate features of the gyre not
amenable to observation, such as the response of the density field to sudden wind
events and the flow field during the autumn/winter transition when sea conditions

make drifter deployments impractical. Specific objectives of this thesis are :

o To present results of the 1995 and 1996 drifter releases. These tracks prove the
existence of the western Irish Sea gyre beyond doubt as well as defining the
gyre’s spatial extent and showing seasonal changes in the circulation. The
trajectories also provide the first observational evidence of a persistent along-

front jet at a tidal mixing front.

e To present observations of the seasonal evolution of the three-dimensional

density field in the western Irish Sea over the full heating season.

oTo develop and apply ECOMsi to the western Irish Sea on a 3km grid with suitable
bathymetry and boundary conditions and to validate the model against established
models of the Irish Sea and a range of baroclinic test problems.

e To demonstrate that the model reproduces the observed density structure and flow

fields over a spring-to-autumn simulation and to investigate the effect of key

parameterisations on these results.

e To use the model to gain further insight into the dynamics of frontal circulation

and of the interaction between the wind and the gyral circulation.
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1.5 Thesis Plan

This thesis contains the results of observations carried out during two years and the
results of an applied numerical modelling study using a three-dimensional, primitive

equation model. The thesis is organised as follows :

Chapter 1. An introduction to the western Irish Sea gyre is presented along with a

review of the relevant dynamics. The objectives of this work are given.

Chapter 2. The observational program is described along with the instruments used

to collect the data and the methods employed in its analysis.

Chapter 3. The results of the hydrographic surveys are presented and the seasonal
development of stratification is described. Drifter trajectories are presented and
correlations with the observed winds are performed. Drifter tracks are then

manipulated to obtain an Eulerian picture of the spring and summer flow fields.

Chapter 4. An overview of previous modelling studies in the Irish Sea is provided.
A technical description of several, currently popular coastal ocean models is given,
with a concentration on those numerical schemes used in the Princeton Ocean Model
and its derivative, ECOMsi, used here. A complete description of ECOMsi is

provided, from the governing equations to previous applications of the model.

Chapter 5. The configuration of the model for the western Irish Sea is described.
The model is then validated in a number of ways. Firstly, its tidal performance is
compared with well-established models of the Irish Sea. Secondly, baroclinic aspects
of the model are tested against steady-state and streamfunction frontal models, and

finally comparisons are made with laboratory experiments on baroclinic instability.
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Chapter 6. Results from seasonal simulations of the temperature distribution and
circulation in the western Irish Sea are presented. The sensitivity of results to the
choice of horizontal advection scheme is explored, along with the influence of
prescribed horizontal diffusivity. Density-driven residual circulations are isolated
and compared quantitatively with flow fields derived from drifter data. The model is
used to show that strong wind events can sharpen density gradients near the bed,
leading to stronger currents in certain parts of the gyre. The dependency of the
model on accurate prescriptions of air temperature, if it is to correctly simulate the

autumnal phase of stratification decay, is demonstrated with a simple experiment.

Chapter 7. The model results are compared rigorously with observations, and the
performance of the different model runs is compared. The choice of numerical
schemes and aspects of model configuration for the successful prediction of flows in
baroclinic systems are discussed. New aspects of the dynamics of baroclinic gyres,
suggested by the modelling work are highlighted. An outline of future modelling and
observational projects prompted by the findings of this study is given.
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Chapter 2. Observational program, instrumentation and techniques

2.1 Introduction

The observational program was designed to reveal the seasonal evolution of the
three-dimensional density field in the western Irish Sea and to provide a better
understanding of the spatial extent and strength of the cyclonic gyre. The project
represents the most comprehensive survey of the region to date. As well as
providing a definitive hydrographic dataset, the observations enable detailed
comparisons with three-dimensional, numerical models to be made. The work
described in this thesis was part of a larger collaborative project involving the
University of Wales Bangor (UWB), the Centre for Environmental, Fisheries and
Aquaculture Sciences (CEFAS) and the University of Delaware (UD). In 1995,
eleven cruises spanning the months of May to November were made; most of these
involved UWB’s research vessel the Prince Madog but observations were also made
from CEFAS research vessels Corystes and Cirolana. Three further cruises were
made in 1996. Hydrographic data were obtained on most cruises with profiling
CTDs. During CEFAS cruises, the Scanfish undulating CTD (Brown et al., 1996)
was employed and on two of the Prince Madog cruises, data were obtained using the

UWB undulating CTD, Searover (Bauer et al., 1985).

Prince Madog was equipped with a hull-mounted, 300 kHz RD Instruments Acoustic
Doppler Current Profiler (ADCP) and Corystes carried an RD Instruments
broadband, 153.6 kHz ADCP. These ADCPs were operated in bottom-tracking
mode for all cruises. Detailed analysis of the ADCP and Scanfish data are reported
elsewhere (Fernand, 1998). Free-drifting, satellite-tracked buoys were deployed and
recovered opportunistically during the various cruises. Finally, meteorological data
for the duration of the project were collected from four weather stations surrounding
the western Irish Sea (Bangor Harbour (Co.Down), Point of Ayre, Ronaldsway
airport and Dublin airport, see Fig. 2.1).
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2.2 Observational area and cruise summary

The areal extent of the hydrographic observations is shown in Fig. 2.1. The east-
west CTD lines were separated by 10' of latitude (~18.5 km) and individual stations
within a line were mostly 10' of longitude (~10 km) apart. Appendix 1 provides the
exact position of each CTD station and the approximate water depths. These key
CTD sections are referred to throughout as lines A to H (e.g. line E refers to all
stations at latitude 53° 50' N). Details of the cruise sequence, stations visited and
activities conducted during each cruise are given in Table 2.1. The observational
strategy for Prince Madog cruises was simply to visit as many CTD stations as time
and weather permitted. CEFAS cruises were more complicated due to the necessary
inclusion of biological sampling - only the hydrographic elements of CEFAS cruises

are mentioned here.

Table 2.1 Cruise durations, activities and CTD stations occupied.

Cruise Vessel Duration Activities Stations
identifier occupied
Cor5b/95 | Corystes 4-19 May 1995 Scanfish | All lines
PM1/95 Prince Madog | 30 May - 2 June 1995 | CTD Lines A,C.E,G
Stations D3, F3, H2
PM2/95 Prince Madog | 12-16 June 1995 CTD Lines C,D,E.F,G.H
Searover
PM3/95 Prince Madog | 20-22 June 1995 CTD Stations B2-B5, C3, D4,
ES, F2-F5, G4
Cir5/95 Cirolana 22-24 June 1995 Scanfish | Lines C,D,E F,G,D1-C7
PM4/95 Prince Madog | 17-21 July 1995 CTD Lines A-H
PM5/95 Prince Madog | 24-27 July 1995 CTD Lines C,;F,.G
Stations D4, H3
PM6/95 Prince Madog | 14-19 August 1995 CTD All stations
PM7/95 Prince Madog | 28-31 August 1995 Searover | Lines A B.C.D.F.G
PM8/95 Prince Madog | 21 September 1995 CTD Line E
Cor10/95 | Corystes 29 September - Scanfish | Lines D,E F,D3-C7,
13 October 1995 C3-B6
PM9/95 Prince Madog | 31 October - CTD Stations C3,D4,ES5 F2-
2 November 1995 F6
Cor9/96 Corystes 4-17 July 1996 Scanfish | All lines
PM1/96 | Prince Madog | 22-26 July 1996 CTD All stations
PM2/96 Prince Madog | 29 July - 2 August CTD Lines E,G
1996 Stations C3,D4 H3
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Grid of CTD stations occupied during the 1995
and 1996 cruises. Also shown are the stations
where meteorological data were collected.




2.3 Profiling CTDs

On Prince Madog cruises, vertical profiles of pressure, temperature and conductivity
were obtained using a Neil Brown Mk III CTD. Data were collected with EG&G
data acquisition module, version 2.02 and were then checked for unreliable values
and averaged into 1 m depth bins using EG&G post-processing module, version 1.22.
The instrument used on cruise PM6/95 was a Seabird SBE19 CTD and the two 1996
cruises employed a Seabird 911+ CTD. For these instruments data were collected
and post-processed with Seasoft, version 4.211. The pressure-averaged values of
temperature and conductivity were used to calculate salinity following the
international standard procedures for seawater (Unesco, 1981). Density was
calculated using the same procedures after calibration corrections had been applied
to temperature and salinity. Salinities in this thesis have been determined on the

practical salinity scale (Unesco, 1978) and are quoted without units.

2.3.1 Calibration

Temperature was calibrated against reversing, platinum resistance, digital
thermometers (accurate to 0.001° C). Salinity was calibrated with water samples
which were subsequently analysed in the laboratory using an Autosal model 8400A
salinometer. For each cruise, r.m.s. errors for temperature and salinity are given in
Table 2.2. Simple linear regressions were performed to obtain the calibration
coefficients given in Table 2.2 which were then applied universally to correct for

temperature and salinity according to the equations:

Tcorrect =a TCTD +b

Scorrect = SCTD +d

2.4 Searover .
Cruise PM7/95 made use of UWB’s towed, undulating CTD, Searover (Seasonal and
Regional Ocean Variability Explorer) which has been described by Bauer et al.

22



(1985) and Leach et al. (1987). The vehicle was equipped with a Meerestechnik
Elektronik CTD (Durazo-Arvizu, 1993) which was calibrated in a similar manner to
profiling CTDs. At calibration sites, the vehicle was lowered to the desired depth
where simultaneous readings were made on precision reversing thermometers and
water samples were taken for analysis on the laboratory salinometer. Calibration

coefficients for the Searover are given in Table 2.2.

Searover was towed at 4-8 knots behind the vessel and undulated to depths of 70 m
which provided a horizontal sampling resolution equivalent to a conventional CTD
cast every 1 km. Transects were chosen to lie east-west (along lines of latitude) for
ease of comparison with profiling CTD data from the grid in Fig.2.1. A program
was written to synchronise position data from ADCP bottom-tracking with the
hydrographic data (sampled at 16 Hz) from Searover.

Table 2.2 CTD accuracy (r.m.s. error), and calibration coefficients used
to correct for CTD derived temperature and salinity.

Cruise Type of CTD TEMPERATURE SALINITY
r.Mm.s. Coeflicients r.m.s. Coefficients
error (°C) a b error a b

PM1/95 | Neil Brown MKIII 0.016 0998 | 0.034 [ 0.027 | 0.973 | 0.422

PM2/95 | Neil Brown MKIII 0.014 1.000 | 0.014 | 0.029 { 0.973 | 0.641

PM3/95 | Neil Brown MkIII 0.018 0.998 [ 0.040 | 0.029 | 0.974 | 0.611

PM4/95 | Neil Brown MKIII 0.016 0.998 | 0.031 | 0.030 [ 0.980 | 0.388

PM5/95 | Neil Brown MKIII 0.018 0.999 | 0.026 | 0.030 [ 0.989 | 0.156

PM6/95 | Seabird SBE19 0.007 1.004 | -0.030 | 0.022 | 0.978 | 0.240

PM7/95 | Searover 0.022 1.000 | -0.013 | 0.024 | 1.000 { 0.270

PM8/95 | Neil Brown MKIII 0.017 0.997 | 0.029 | 0.025 [ 0.980 | 0.555

PM9/95 | Neil Brown MKIII 0.016 0.999 | 0.035 | 0.022 | 0.990 | 0.268

PM1/96 | Seabird 911+ 0.005 0.996 | 0.043 | 0.009 [ 0.994 | 0.022

PM2/96 | Seabird 911+ 0.005 0.996 { 0.043 [ 0.009 | 0.994 | 0.022

23



2.5 Drifters

The observations reported here make extensive use of free-floating drifters which are
satellite-tracked by Service Argos (hereafter referred to as Argos drifters).
Lagrangian techniques can provide a better picture of coherent regional circulation
than an equivalent number of Eulerian devices and satellite-tracking has removed
many of the logistical problems associated with determining the positions of a large
number of drifters. Argos drifters have been used to describe flow patterns over a
large range of scales including global surface circulation (Sombardier and Niiler,
1994), North Atlantic recirculation (Briigge, 1995), slope currents (Burrows and
Thorpe, 1998) and mesoscale eddy kinematics in the Bay of Biscay (Pingree, 1994)
and the Rockall Trough (Booth, 1988). In shelf seas, drifters were instrumental in
the discovery of the western Irish Sea gyre (Hunter, 1972; Hill et al., 1994), have
elucidated the clockwise, gyral circulation around Georges Bank (Limeburner and
Beardsley, 1996) and have been used to estimate eddy diffusivities at tidal mixing
fronts from single-particle statistics (Durazo-Arvizu, 1993; Hill et al., 1993).

All Argos platforms carry a Platform Transmitter Terminal (PTT) which transmits a
carrier frequency of 401.650 MHz + 4kHz. This uplink signal is received by the
Argos data collection system on the NOAA polar orbiting satellites. The position of
an Argos drifter is calculated from the Doppler shift of the received frequency and
the number of distinct messages received by the satellite determines the accuracy of
the position, expressed as location “classes”. The 1 standard deviation accuracies of
the various classes are 1 km for Class 1, 350 m for Class 2 and 150 m for Class 3.
Each polar orbiting satellite completes approximately fourteen revolutions per day
and the sidelap between successive swaths increases with altitude. At 50° N each

PTT is located independently 10-15 times per day.

For some shelf sea studies, where motions on scales of less than 1 km are of interest,

greater location accuracy and temporal frequency may be required. Buoys
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containing the Decca navigation locating system were designed for the North Sea
Project (Roberts et al., 1991) and GPS/Argos drifters are now widely available. This
study was principally concerned with sub-tidal residual flows and therefore the
spatial and temporal resolution provided by the Argos postioning system was

considered adequate.

2.5.1 Drifter designs used in this study

All drifters used in this study comprised a free-drifting surface buoy equipped with
an Argos PTT transmitting a 360 ms message at 90 s intervals. The 401.650 MHz
uplink signal was also used for drifter recovery by means of a radio direction finder.
The surface float was connected to a sub-surface holey sock drogue by means of a
rope tether. Holey sock drogues have high drag coefficients and are an effective
design for efficient coupling to the water column (Sybrandy and Niiler, 1991;
Sombardier and Niiler, 1994). Two basic combinations of drifter and drogue were
employed.

The University of Delaware supplied 20 drifters built to the CODE specification
(Davis et al., 1982) which has been shown to reduce wave rectification. The
cylindrical surface unit derived its buoyancy from four floats attached to the drifter
by thin rods. This was connected to a 0.7 m diameter, 2.5 m long holey sock drogue
via a surface float which decoupled the drogue from the drifter. The UWB and
CEFAS drifters comprised a pear-shaped fibreglass buoy similar to the Scottish
Marine Biological Association (SMBA) design (Booth and Ritchie, 1983) connected
to a 1.5 m diameter, 7 m long holey sock drogue. The drifter was designed to reduce
windage, only the lid lying above the waterline. The tether included an elasticated
section to decouple the surface unit and the drogue. The drag area ratios for both
configurations were greater than the critical value of 45 which reduces wind slip to

below 0.01 m s™ in a wind of 10 m s™ (Niiler et al., 1995).
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Due to the different shapes of the drifters and the absolute differences in drogue
dimensions, an intercomparison of the two designs was carried out. One of each
design was deployed for 120 hours (~10 tidal cycles) midway between Anglesey and
the Isle of Man, where tidal stream amplitudes are of the order 0.7 m s* . The

release and recovery details for the experiment are given in Table 2.3 below.

Table 2.3 Intercomparison mission for UD and UWB drifter designs

Drifter Number DEPLOYED RECOVERED
(design) Time Position Time Position
17823 Day 166 53°46.8° N Day 171 53°48.2°’ N
(UD) 1300 GMT 4°39.0°' W 1310 GMT 4°38.9° W
24055 Day 166 53°46.9’ N Day 171 53°46.9° N
(UWB) 1258 GMT 4°391°W 1333 GMT 4°38.85° W

Initial separation was sufficient to avoid entanglement (~100 m) and the separation
after 120 hours was 2.3 km, showing that the drifters diverged at a mean rate of
0.5 cm s™, less than 1% of the background flow. The observed separation can easily
be accounted for by diffusive processes. On the basis of this result no further
distinction is drawn between the two drifter designs.

All drogues were centred at 24 m depth (consistent with the base of the thermocline
in previous observations) except for two of the 1996 releases whose drogues were
centred at 8.5 m depth. The latter were deployed in a pairing with a standard
drogued design to examine differences between surface flows and those at the
thermocline. The UWB and CEFAS drifters carried temperature sensors and the UD

drifters had temperature and conductivity sensors.

2.5.2 Drifter deployments

40 deployments were made in 1995 with a mean duration of 21 days and a maximum
of 55 days. The time lines for each drifter are shown in Table 2.4 where the
numbers immediately below the months are year days (times for all drifter analysis
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are expressed in year days, yd, and GMT). Of the 40 releases 23 drifters were

recovered safely and 17 were either lost or grounded.

Table 2.4 Drifter releases in 1995. Each column represents 5 days and the
code in the final column refers to the eventual fate of the drifter
(R=recovered, L=lost, G=grounded).

Drifter May June July August

D | 125] 130] 135] 140] 145] 150] 155] 160] 165] 170] 175] 180 185] 190] 195] 200] 205] 210] 215 220} 225] 230
224054 ~ e—
a24017 — eo—
|a24018 ——
23940 —
a3947
a6372
a3911
a3914
a24056
a24057
a3945
224055
224020
al7818 ——
al7830
al7812
al7823
al7813 —
al7804
a17805
06372
624055
b17823
b17804
b20762
b17824
b17814
b17812
b17829
b17830
b17806
b17818
b24020
b17807
b17819
b17831
c17814
c17823
b17817
b17802

i i i B B el i = e R e i R R I i B R R R e R R e e
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Nine further drifter releases took place in 1996 the details of which are presented in
Table 2.5.

Table 2.5 Drifter releases in 1996. (R=recovered, L=lost, G=grounded,
an asterisk indicates the drogue was centred at 8.5 m depth).

Drifter April May June July

[ 10s] 110] 115] 120] 125] 130f 135{ 140] 145] 150] 155] 160] 165] 170] 175] 180] 185] 190f 195[ 200{ |
d24058
d24059 emmm—m—
24019 ee—
424022 em——
6373
24017
24056
24062
{21575

e B R

»*

Sophisticated algorithms to optimise drifter deployments (e.g. Hernandez et al.,
1995) were not necessary in this study since the extent of the gyre could be
determined by hydrographic measurements (e.g. the spatial pattern of potential
energy anomaly) which were then used to guide the drifter seeding strategy.

2.5.3 Data collection and processing

Drifter positions were obtained in standard format from the Argos data centre in
Toulouse and were separated into individual files giving successive locations,
location class and sensor data for each drifter. Since two NOAA satellites are
involved in data reception it is occassionally possible for successive fixes to be in
close temporal proximity. Where fixes were less than 1 hour apart the more accurate
was used (in the case of equal accuracy the positions and times were averaged). In
1995 the mean interval between successive fixes was 2.8 hours and the mean number
of locations per day was 8.6. Fig. 2.2 shows a histogram of location class for all 40
releases. For any drifter a ‘mean class’ can be obtained by multiplying the class by
the number of occurrences and summing. The location class average for the 19935

dataset was 1.9.
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Residual circulation is better observed when the tidal signal is removed from drifer
tracks. Linear interpolation was used to transform latitude and longitude on to a
uniform 3 hour time series (necessary for digital filtering). Linear interpolation can
be used (e.g. Limeburner and Beardsley, 1996) as an alternative to cubic splines
which, in tidal regimes, may introduce artifical loops in the reconstructed track
(Durazo-Arvizu, 1993). A lowpass, Hamming window, finite impulse response
(FIR) filter was designed (Proakis and Manolakis, 1992) to remove the tidal signal.
The filter has N = 55 coefficients given by:

h(n) = 2f, (0.54 + 0.46cos[2wn/N]) n=0
h(n) = 2f; sin(nw,.) (0.54 + 0.46cos[2nn/N]) / (n®w,) n#0

where f, is the cutoff frequency (normalised by the sampling frequency of 8 day™ )
and o, is its angular equivalent. The cutoff used (f, = 0.06) filters out the
semidiurnal and diurnal frequencies (the latter being on the edge of the transition
band). The frequency response of the filter is illustrated in Fig. 2.3 and its
effectiveness in removing the tidal signal from a drifter track is demonstrated in
Fig. 2.4. Each position in the regular time series is convoluted with the filter to
obtain the smoothed trajectory. To avoid losing data at the beginning of a track,

dummy values were supplied by N repetitions of the start coordinates.

Zonal (u) and meridional (v) residual velocities were obtained from central spatial
differences of the filtered time series over 24 hours (i.e. over 8 intervals). Only
drifters whose mean class was > 2 were used to derive velocities. This gives a mean
locational accuracy of ~350 m and ensures that the combined error in positions (after
filtering) used in the finite difference calculations is restricted to ~1 km, implying
errors in velocity of the order 1 cm s . To provide a useful description of the flow
field over the full extent of the gyre the velocities thus derived were averaged into

cells of 4' of latitude by 3' of longitude (an approximate 7 km grid). This technique
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was applied for ensembles of simultaneous drifter releases and gives a quasi-Eulerian
view of the circulation from Lagrangian measurements. It also enables comparisons

to be made with residual velocities predicted by the numerical model, since each grid

cell contains four model cells.
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coastal wedge of fresher water had its maximum effect on stratification about 40 km
offshore (note the 0.4 contour in Fig. 3.4c). By the end of June, salinity contributed
negligibly to vertical structure (Fig. 3.4d) and, therefore, no further transverse
sections of salinity are presented here. The horizontal distribution of salinity varied
little over the study period as illustrated in Fig. 3.5 which shows depth-mean salinity
for four cruises with high spatial coverage (more than 30 stations sampled). Salinity
increased gradually from west to east (due to coastal freshwater input) and individual
spot values ranged from 33.8 in surface water near Ireland to 34.5 in shallow waters
during later cruises. The horizontal salinity gradient was strongest during PM1/95
(Fig. 3.5a) and then showed no significant changes throughout July and August
(Figs. 3.5b-d).

The variation of temperature in the western Irish sea during the 1995 observations
can be seen in Fig. 3.6. Surface, bottom and top-to-bottom temperature differences
are presented (left, central and right panels respectively) for all cruises where more
than 30 stations were visited. Searover was employed on cruises PM2/95 (Fig. 3.6b)
and PM7/95 (Fig.3.6f) and the limitations of this instrument meant that (i) profiles
were only available to 70 m depth and (i1) the coast could not be approached as
closely as with conventional CTD profiles. For Searover surveys, bottom
temperature is replaced by Ty, which is the temperature at 70 m depth (or at the

bottom, if shallower).

Temperature stratification was already evident (Fig. 3.6a) in the first cruise
(PM1/95) with cold bottom wa