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ABSTRACT

Chapter One: this chapter presents an up-to-date account
of Contrastive Analysis (CA), and Error Analysis (EA).

Chapter Two: this deals with the syntactic descriptions of
Inflectional Phrase (IP) in English and Syrian Arabic
respectively. The descriptions of (IP) system are executed
within the framework of X-bar syntax in the version
outlined in Chomsky (1970 and 1986b), and Radford (1988).
These descriptions focus on the wvarious syntactic
movements which take place within the maximal categories
referred to as IP all of which play an important role in
the formation of ¥/N and Wh-questions. For the sake of
this study, only three types of movement will be
considered - i1.e. I - movement, V - movement, and Wh -

movement

Chapter Three: this chapter describes the syntactic
movements which take place within the maximal categories
referred to as Complementiser Phrase (CP) of the two
languages within the same framework. The description
focuses on I-to-C and Wh-movement.

Chapter Four: this deals with English Small Clauses (SCs)
and Syrian Verbless Clauses (VCs) also within the same
framework.

Chapter Five: this deals with contrasting the
interrogative patterns of the two lanquages as identified
in chapters 2, 3 and 4, and with formulating predictions
on the basis of the contrasts identified.

Chapter Six: this highlights the methodology of the
experiment conducted - i.e. data collection, design of the
elicitation instruments, etc.

Chapter Seven: this consists of analysing the elicited
errors in the light of my predictions. It compares CA
predictions with the attested errors to evaluate the
success of the predictions and hypotheses.

Chapter Eight: offers the discussion of disconfirmed
predictions and errors irrelevant to predictions.

Chapter Nine: this contains conclusions, pedagogical
implications and recommendation for further research.



ABBREVIATION

A : Adj

AP : Adjective Phrase

ADV : Adverb

ADVP : Adverb Phrase

AUX : Auxiliary

C’ : C-Bar

c" : C-Double-Bar

C : Complementiser

CP : Complementiser Phrase

CA : Contrastive Analysis

CAH : Contrastive Analysis hypothesis
CLA : Child Language Acquisition
CRP : Case-Resistance Principle
D : Determiner

DP : Determiner Phrase

E : English

e : empty

ECP : Empty Category Principle
EA : Exrror Analysis

FLL : Foreign Language Learning
GB : Government/Binding

I, INFL : Inflection

I’ : I-Barx

I : I-Double-Bar

IP :Inflection Phrase

L1l : First Language

L2 : Second Language

N : Noun

NP : Noun Phrase

NL : Native Language

OB : Object

P : Preposition

PP : Preposition Phrase

SA : Syrian Arabic

SC : Small Clause

Spec : Specifier

SLL/A  : Second Language Learning/Acquisition
Sub : Subject

t : trace

+7T : Positive Transfer

-7 : Negative Transfer

TG : Transformational Grammar
TI, : Target Language

UG : Universal Grammar

Vv : Verb

vC : Verblegs Clause

VP : Verb Phrase

WHQ(s) : WH-Questions

X7 : X-Bar

X' TG : X-Bar Transformational Grammar

Y/NQ (s) Yes/No Questions
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INTRODUCTION
The concern of this study is to present an up-to-date
account of Contrastive Analysis (CA). It carries out a
contrastive study of English and Syrian Arabic (SA
henceforth) interrogatives and of the word order phenomena
relevant to interrogative patterns, and the pedagogical
implications of such an analysis. Its aim is to predict
and investigate the learning problems which Arab learners
of English face and the errors they commit in the
acquisition of Y¥/N and Wh-questions. To that end, it tests
a set of hypotheses formulated in relation to language

learning by these specific learners.
This work has two major dimensions: descriptive and
applied. The descriptive dimension is carried out within

the framework of X-bar theory as outlined in Chomsky’s

Remarks on Nominaligation (1970), Barrierg (1986b), and

Radford’s Transformational Grammar (1988).
0.1. The Hypotheses

Two hypotheses of learning language structure are being
investigated in this study, with the purpose of seeking
the extent to which the knowledge of L1 hinders/aids the
learning of L2. The first hypothesis cléims that when
strugtures are similar in both Ls, this will result in the
learner producing target-like structures. This will be
referred to as positive transfer (+T). On the other hand,
when structures are different in both Ls, this will result

in the learner producing erroneous structures. This wil%



be referred to as negative transfer (-T).
The claim of the first hypothesis draws on CA’s
principal assumptions proposed by Lado (1957:2), who

claimed that:

"The student who comes into contact with a foreign
language will find some features of it quite easy and
others extremely difficult. Those elements that are
gsimilar to his native language will be simple for him, and
those elements that are different will be difficult.”

And that:

"The teacher who has made a comparison of the foreign
language with the native language will know better what
the real learning problems are and can better provide for
teaching them." |

The second hypothesis concerns the stage level of
learners. Since two groups of learners’ interlanguage (IL)
is intended for investigation, it is predicted that group
A’ learners (less advanced) will be less successful than
their group ‘B’ (more advanced) counterparts in the sense
that the former will predictably show more (-T) than the
latter. This hypothesis has been formulated and founded on
the assumption that increased exposure to English means
decreased degree of (-T).

Thus, given that first language transfer is a crucial
feature in the process of foreign language learning, in
this study I will put  the CA hypothesis of Ll transfer to
twoltests: a) Degfee of contrast will correlate with
degree of transfer; b) Grade level will reveal different
levels of Ll transfer. The testing of these two hypotheses

draws on the proposition that "there are valuable, but

buried, SLA and IL hypotheses in the CA literature."”



(Selinker, 1990:137).

It 1s worth mentioning that this gstudy claims (and
empirically tests out the hypotheses related to predicted
IL data) the strong version of Wardhaugh’s (1970)
Contrastive Analysis Hypothesis (CAH) see section
1.1.7.)), which he divides into strong and weak versions.
0.2. General Background to the Experiment

As has been mentioned, this experiment involves the
acquisition of English Y/N and Wh-interrogative structures
by Syrian university learners. It seeks to investigate the
following objectives:

1) Native language (NL) interference in the form of
interlingual English errors and TL intralingual errors
obtained within English itself.

2) The analysis of both types of errors according to their
source and the consideration of unexpected as well as
mixed sources of errors.

Six written tasks, involving two groups of University
learners of both sexes, were conducted for the purpose of
experimentally eliciting direct and embedded Y/N and Wh-
interrogative patterns..

Tasks I and II attempted the transformational formation
of éhe questions just mentioned, wviz - they were
production tasks. Task III was conducted to test for
overgeneralisation. Task VI involved judgement, viz -
manipulation task, where learners are required to

distinguish the purposely incorrect interrogative



structure from the correct one. Task V is a multiple choice
and Task IV is a translation task - i.e. from Arabic into
English.

44 students divided into two equal groups carried out
the six written tasks. Each group had had different
numbers of boys and girls. The groups had to belong to two
different levels of learning. This was determined by
hypothesis Two ~ i.e. language proficiency variable - in
order to discover whether or not there would be any
statistically significant difference in transfer and
performance between the less advanced (group A) and the
more advanced (group B) students. Thus, the only wvariable
of this experiment was to test exposure to English. All
other wvariables such as age, sex, social situation are
beyond the scope of the present research.

This experiment was conducted at the Department of
English, University of Aleppo, Syria. All participants
were speakers of the home language -~ Arabic, and had never
lived in ah English speaking country. This helps to avoid
discrepancy and distortion in results.

0.3. Why Interrogatives?

The reason for choosing interrogatives =-viz questions -
as tﬂe area for this investigation rests upon the fact
that questions and question asking are indispensable in
human communication. In brief, questions are a behavioural
reflection and serve a common functional intent, that is-

'to elicit a verbal response from the addressee.’ (Chafe,



i972 quoted i1n Kearsley 1976).
0.4. Types 6f Interrogatives

A taxonomy of queétion forms i1s based on syntactic,
semantic and functional criteria. It is often difficult to
maintain this sort of taxonomy because the boundaries
among the three criteria sometimes overlap. Kearsley
(1976:357) suggests that this i1s so "partly because some
agspects of form classification are semantic and some
agpects are functional classification and are based on
syntactic considerations, and partly because 1t is 6ften
difficult to distinguish the syntactic from semantic

features of questions."

However, he distinguishés between nonverﬁal and verbal
questions. He claims that nonverbal questions can further
be broken down into overt and covert. The former are
gestures which serve to elicit a verbal response. The
latter are internally directed questions in the sense that
we ask and anéwer them ourselves. Verbal questions, on the
other hand, are grouped into direct and indirect
questions. The indirect questions are "declaratives whiéh
contain an embedded partial interrogative phrase" (Baker,
1968 quoted in Kearsley ibid:358) as illustrated in (15:
(1) He doesn’t know when they will érrive
Kearsley further divides direct questions into two kinds:
open and closed. Open questions are taken to equal Wh-
questions; thus they are labelled as Wh-questions which

can be subdivided into simple (with a single Wh-word) and



complex (with two or more Wh-words) questions, e.g.

(2)a. What did you say to him?
b. Who plays what and where?
Closed form questions, on the other hand, are those which

do not contain a Wh-word in their structure, and marked by

the rising intonation. Closed questions can also be of two

main types: specified alternative and ¥/N forms. The first

tvpe is acceptable as an answer, e.q.

(3) are you working tonight in the Bar, in the Pub?

The second type involves those which require accentuating

or nullifying the assertion of the question,e.q.
(4) are you working tonight in the Pub, in the Bar?

Kearsley’s classification of questions leaves us with the

following indicated form:

Questions

verEEI’########ﬂ#ﬂﬁhhh‘h‘ht::szﬁgﬂgff;ﬂh
’Hﬂ#ﬂ#ﬁﬁ%ﬂhﬂh‘direct. overt covert

indirect

open or WHQs closed

simple complex embedded spec/ aﬁ){(}s\

simple tag intonated

This work deals with only WHQs (to the exclusion of
complex questions) and ¥YNQs (to the exclusion of tag and
intonation questions). It also disregards echo questions,

which do not involve any movement processes.



CHAPTER 0NE
Contrastivannalysis, Error Analysis and the Process of
F.L, Learning
1.0. Overview
The concern of the present chaptef 18 to discuss some
considerations and controversies surrounding contrastive
analysis (CA), i1ts definition, historical background,
aims, aspirations'etc, and Error analysis (ERA).
This chapter falls into five main sections: section

l1.1. deals waith contrastive analysis (CA), section 1.2.
with error analysis (EA), section 1.3. with interlanguage
(IL), section 1.4. with fossiliéation, section 1.6. with
linguistic theories in foreign language learning and
section 1. 5. with language learning strategies.

However, prior to +the discussion of these
controversies, let’s define CA.

1.1. Contrastiveihnalysis (CA)
1.1.1. What is (CA)?

Throughout the course of its development, there have
been various definitions of CA. For Di Pietro (1971:21,
CA is "the method whereby the differences between two (or,
more rarely, among more than two) lanéuages are made
explicit." Note that in his definition of CA, Di Pietro
labels it as ‘method’. CA is not a method, not in the same
sense of teééhingmethod—i.e. how to do something. It is a

linguistic science which draws on other disciplines. A

slightly different definition was proposed by Fisiak



(1981:1) who said that Contrastive Linguistics may be
roughly "defined as a subdiscipline of linguistics with
the comparison of two or more languages or subsystems of
languages in order to determine both differences and

similarities between them."” The second definition is

different from the first in that the former refers to two

or more languages whereas the latter to the subdiscipline
or subsystems of two or more languages. James (1980:3), in
his provisional definition of CA, pointed out that "CA is
a linguistic enterprise aimed at producing inverted (i.e.
contrastive, not comparative) two-valued typologies (a CA
18 always concerned with a pair of languages), and founded
on the assumption that languages can be compared."
Drawing a distinction between typological linguistics
(which focuses on clusters of languages united by some
common feature or features) and contrastive linguistics,
for Krzeszowski (1990:9-10), "CA focuses on pairs of
languages and explores similarities as well as differences
between them."

No matter how different these definitions are, yet they
converge on two key issues - i.e. ‘languages’ and
‘contrast’ which are the pillars of CA in predicting and

*

investigating (in the sense of explaining) learning
errors.
1.1.2. Haistorical Background

After defining CA, I try now to give a historical

synopsis of it. The roots of CA can be traced back to as



early as ¢ca.1l000 A.D. when Aelfric wrote his Grammatica, a
grammar of Latin and English (cited in Krzesz;wski,
1990:1) in which he tacitly expressed the facilitating
effect of knowledge of the grammar of one language in
learning another. This work was later to beifollowed by
other publications in the 17th century. John Hewes (1624)
(cited in K;zeszowski, 1bid:2) in his "A perfect survey of
the English tongue taken according to the use and
analogies of the Latin" made it clear to the effect that:

"the knowledge of the native grammar cannot only
facilitate learning a foreign language but also interfere
with it."

Many grammarians pfomoted this i1dea such as Howel (1)
(1662), Coles (1675) and Mark Lewis (16707?) who wrote

almost in the spirit of modern contrastive studies saying

that:

"The most facil (sic!) way of introducing any in a Tongue

unknown is to snow what Grammar it hath beyvond, or short
of his Mother tongue; following that Maxime, to proceed

onto ad ignotum, making what we know, a step to what we
are to lean (sic!)?"™

(Krzeszowski 1ibid:2).

In any event, despite the fact that earlier works (i.e.
than these) invalved some sort of contrastive studies,
theyiwere (according to Fisiak, 1981:3) predominantly
theoretical, e.g. Charles H. Grandgent (1892); Wilhelm
Vietor (1894); Paul Passy (1912); Bogorodickij (1915);
with only peripheral attention being paid to the applied

dimension, e.g. Vietor (1903) cited in Fisiak (1981:4).



But the term "contrast" was first introduced and was the
brain-child of James Pickborne (1789:18) (see Krzeszowski:
ibid) who said ("I thought it would be useful to contrast
[italics supplied] the English verb with the verb in other
languages"). So, the ever-recurring idea of contrasting
and confronting (an E. European term meaning something
slightly different from ‘contrastive’) languages’which

preoccupies scholars and researchers 1s by no means a

recent development but "it did not receive its present
name until 1941." (Fisiak, 1981:3)

A more rigorous approach to contrastive sﬁudy first
appeared in the works of Yuen Ren Chao (1933) "A
Preliminary study of English Intonation and Its Chinese

Equivalents", Whorf (1941), and C. Fries (1945:9) who salid

that:

"The most efficient materials are those based upon a
scientific description of the language to be learned,
carefully compared with a parallel description of the

native language of the learner.”
cited in Krzeszowski (1990:2).

This was considered a milestone in the development of CA

theory and was taken as an inspirational step which paved
the way for contrastive theses, papers, dissertations and

mon&graphs, which gradually flourished to motivate the
pedagogical use of contrastive studies by David Reed in
(1948), Robert Lado, and Yao Shen (cited in Di Pietro,

1971:10). There is no doubt that Lado’s publication of

Linguistics acrogss Cultures, in the words of Nickel

10



(1971:2) sparked "the real beginning of modern applied
linguistics." Lado’s publication was highly valued to the
extent that it was taken to be "The first, and, up to now,

the only book dewvoted totally to the methods of CA is

Robert Lado’s Linguistics across Cultures, published in
(1957)." (D1 Pietro, 1971:11).

In that very same year, Chomsky published his Syntactic
Structuresg, and some linguists tried out the new
transformational Grammar (TG) in CA (for the use of X’ (TG)

in this work, see section 2.1.). Among them was Robert

Stockwell, A Contrastive Study of English and Tagalog,
whose work was never published, but gave the impetus to
many later publications which applied the principles of
TG, together with Harris’s transfer formulas, e.g. Paul
Schachter’s (1960), A Contrastive Analysis of English and
Pangasinan was a precedent to other dissertations dealing
with TG and CA such as William Dingwall (1964).

The objective of these studies was pedagogical. Lado

(1857:2) stated that:

"the student who comes in contact with a foreign language
will find some features of it gquite easy and others
extremely difficult. The teacher...will know better what
the real learning problems are and can better provide for

teaching them."

‘-t

This clearly endorses the fact that the task of CA is to

predict difficulties and to improve teaching materials, an

idea which was subjected to endless comment and criticism,

as we presently shall see.

The purpose of this brief historical review of
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contrastive linguistics has been to pinpoint its dual
nature - 1.e. that there is a branch of theoretical
contrastive linguistics, and a branch of applied

contrastive linguistics which, in the words of Fisiak

(1981:6), "have to be kept separate i1if further progress is
to be made, and meaningless controversies avoided."
However, Fisiak’s view of keeping the two branches of
linguistics separate seems defeatist and counter
productive and one which calls for a critical response.
One compelling reason for the non-viability of maintaining
separate CAs may be argued on the grounds of linguistic
analysis which theoretical CAs provide for applied CAs.
That is, a CA predictions of learners’ problems will be
based on the teachers’ personal experience, which renders
the aim of CA from a scientific study of two (or more)
languages to a sort of personal testimony. Thus,
theoretical and applied CAs cannot dispense with one

another simply because "theoretical CA makes constant or
recurrent reference to the universal tertium comparationis
X: a direct applied CA 18 liable to lose sight of the
contact between X and (?) - the L2 realisation - since it
is mediated by y." James (1980:142) (cf Krzeszowski’s 1990
Pedagogic Paradox: Introduction and Ch.5)

Another argument that runs counter to Fisiak’s view of
separate CAs 1s that a CA, be it theoretical or applied,
may give results pertinent to teaching‘and other areas of

}
attention because recent cognitive-based studies of
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languages describe languages not as semanto-syntactic

linearly ordered sentences, insomuch as a symbolic
organisation inculcated in human experience and society
(Krzeszowski, 1990, among others). Viewed from this
perspective, this amounts to saying that CAs give results
which are naturally relevant and important to both

teaching purposes and other fields of practical use.

In his distinction between theoretical CA and applied

CA, Fisiak (1981l:2) has observed that:

"...theoretical CSs do not have a direction from A to B or
visa versa. Applied CAs are preoccupied with the problem
of how a universal category X, realised in language A as
Y, is rendered in language B, and what may be the possible
consequences of this for a given field of application.”

Hence, the distinction between theoretical CAs and applied
CAs means, as James (1980:142) suggests, that "applied CAs
are unidirectional whereas theoretical CAs are static,
since they do not need to reflect any directionality of

learning", as the figures in (1) below illustrate:

- A/’/jix“ﬁ; ?
A B A (Y)———>B(?)
(a) Theoretical CAs (b) Applied CAs

No matter how distinct applied CA from theoretical CA
is, "part of applied CA, especially when related to
teaching, must necessarily depend not only on theoretical,
descriptive, and comparative linguistics, but also on
other disciplines relevant to teaching; among them are

psycholinguistics, sociolinguistics, didactics, psychology

13



of learning, and possibly other areas" (Krzeszowski,
1990:10-11) . Therefore, to meet its needs and wants: that
is a satisfactory examination of any aspect of the
learner’s interlanguage, requires CA to carry out a study
of certain areas of two (or more) languages.

As noted earlier, there are (according to Fisiak, ibid)
two types of CA: theoretical CA or descriptive and applied
CA orx pedagogicél. Theoretical CA deals with the
comparison (of similarities) and contrasting (of
differences) of languages, searching for linguistic
universals and ultimately hoping to study the human mind.
Applied CA, on the other hand, deals with the pedagogical
aspect-i.e. how L1 affects L2 in foreign language learning
FLL, which is my concern in this study.

The specification of the scope of theoretical CA and of
applied CA does not, however, mean they operate
independently of each other, for the simple reason that

applied CA is a subdiscipline of linguistics. Or as

Krzeszowski (1990:10) puts it:

"contrastive linguistics i1s an area of linguistics in
which a lingquistic theory is applied to a comparative
description of two or more languages".

¥

1.1.3. Pedagogical Orientation

Foreign language teaching has been the prime motivation
for conducting CAs, for contrasting languages will
identify the areas of difficulty and will enable the

I
teacher to concentrate on these ‘areas. To this end,
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Krzeszowski (1990:10) points out "that originally, all
contrastive studies were pedagogically motivated and
oriented."” This amounts to saying that the practical
steps of teaching a foreign language resides in CA, which
"was rooted in the practical need to teach a L2 in the
most efficient way possible." (Ellis, 1985:23)

The aims of CA as a basis for teaching languages have
been endorsed and emphasised time and again to the extent
that "contrastive analysis originated as a branch of
applied linguistics, the aim being to solve the practical
problems of language teaching" (Ringbom, 1887:47). This
position has been strongly stated by Nickel (1971:2) who
sees the role of CA in connection with overall endeavours
to rationalise foreign-language teaching and in the
general framework of school-teaching, and describes it as
being "the quite utilitarian aim of improving the methods
and results of language*teaching." Thus, there 1s almost
unanimous agreement on the application of CA which should
be dedicated for teaching and should cover other areas
such as methodology, materials design and syllabus design.
In this respect, Lado, as early as (1957:3), had given his
account of CA, stressing the fact it should be considered
a vehicle for language teaching and for preparing text-
books, which "should be graded as to grammatical
structure, pronunciation, vocabulary, and cultural
content."” The importance of CA is also stressed by James

(1980:8) who relevantly observes that "CA is concerned
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with how a monolingual becoming a bilingual." Thus, CA is
seen to play a potent role because "The information
vielded by a CA 1s of great value not only to the teacher
in planning his personal approach but also to the
methodologist in writing materials for instruction." (Di
Pietro, 1971:8). |

1.1.4. Transfer

Researchers are very often interested in defining the
term ‘transfer’ and distinguishing between the two kinds
of it. James (1980:11), for example, defines ’‘transfer’ as
"The observation that prior learning affects subsequent
learning."

It has, however, been pointed out that in foreign
language learning, transfer operates ’'negatively’ wﬁen Ll
and L2 are different. On the other hand, when ﬁl and L2
are similar, it is believed that transfer has a positive

outcome (Ringbom, 1987, among others) as Lado (1964:40)

has suggested:

"if the expression, content, and association are
functionally the same in the native and the new language,

there is maximum facilitation."”
(cited in Krzeszowski, 1990:189).

The influential role of the mother tongue in FL
learning has certainly been a matter of debate among
linguists, but not of oﬁtright denial. Henry Sweet, for
instance, who speaks of the strong influence of Ll on L2
by saying that "...it is a hindrance to any thorough

knowledge, because of the constant cross-associations that
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are sure to present themselves..." (cited in Ringbom,

1987:44).

The clearest evidence for the influential role of Ll
manifests itself in the speech accent of L2 learners. In
this connection, Cook (1988:185) points out that
"adults....never lose their foreign accent."” But the

effect of the NL 1s not restricted to accent only, it

includes all areas of the language to be learned. As
Kellerman (1983:112) relevantly notes "It is also true
that the L1 (or other Ls) may affect the L2 in ways that
do not lead to convenient calques for the analyst." That
18, learners may borrow a term from their L1 and
translate this borrowed term into L2 (see Crystal,
1985:40). In his interpretation of L2 learning in terms of
UG theory, Cook (1988:184) claims that "L2 learners use
their L1 instantiations of UG as a stepping stone..."
(note that UG stands for Universal Grammar). Exposing
Lenneberg’ (1967) position of language learning, Cook
(ibid:186) maintains that "Lenneberg insisted that L2
learning was via the L1." A further compelling argument
speaking of L1 effect in the learning process of L2 has
beeq outlined by Corder (1983:90) who has said '"second
language learners not only already possess a language
system which is potentially available as a factor in the

acquisition of a second language,...". Hence, when faced
with L2, it i1s not unreasonable to assume that a learner

is in a state of ongoing mental process as how near, and
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far the two languages are. It follows from this that the
impact of the already inculcated language%cannot be
ignored because "he [the learner] will inevitably make
comparisons with the language or languages he already
knows." (Di Pietro, 1971:9).

In any event, the influence of L1 on L2 is believed to

be greater when the two languages are linguistically
unrelated (Ringbom 1987, Corder and Schéchter 1983) . That
is, language distance may prolong the L2 learning. This
amounts to saying that Arab learners of English (see
Mukattash 1977 for interference coming from Arabic) may
not be the same as, say, German or French learners of

English mainly because there is little language distance
between the latter and English while the distance is great
between Arabic and English. To this end, Cordex (1983:88)
observes that "The more distant linguistically from the
mother tongue the longer a language takes to learn.”.
This means that the effect of an unrelated language on the
foreign language learner 1s greater than that of a related
one. However, it has been pointed out that slight
difference between L1 and L2 may be harder than great
difference (see James, 1980:189, among others).
1.1:5. Psychological Basis of Transferx

The term Transfer in second language research 1is as
problematic as in any other discipline. Its long-standing
use has generated dissent among linguists and scholars

(for those views and sources of transfer 'blihd' and
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rpartial’, see 0dlin (1987) and Kellerman and Sharwood

Smith (1986)).

Though the precise definition of the term transfer is
hotly debated, its existence is uncontroversial. But the
factors and the circumstances which prompt its occurrence
are far from clear. As Sharwood Smith (1986:80) remarks,
"t+hat there is transfer is not disputed; however, the
conditions on its occurrence and its range are by no means
certain."”

Thus, the assumption that there i1s transfer when two or

more languages come in contact is not ruled out. James
(1980:14) proposes that: "
"CA is founded on the assumption that L2 learners will
tend to transfer to their L2 utterances the formal
features of their L1." And "to the utterances of TL
speakers interpretation derived from similar mother
utterances." (James, p.c.)

What is now open to discussion is the implications of
transfer. The psychological and linguistic research
conducted on transfer (Di Pietro, (1971l) among others))
seemed to hit at the very foundations of the behaviourist

approach to second language learning - i.e. Skinnexr'’s
(1957) stimulus-response model of how language learning
proceeds. That is, the foundation of transfer 1is
psycﬁological, for the simple reason that "CA is a hybrid
drawing on sciences of linguistics and psychology. This 1is
inevitably S0, since linguistics 1s concerned with the
formal properties of language and not directly with

learning, which i1s a psychological component." (James,
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1980:11) . Although little is known about how psychological
factors affect FL learning, yet its importance stems from
its focus on the study of the internal factors of learning
phenomena because it considers learning a cognitive
process. For this purpose, it draws on the application of
psychological and psycholinguistic research, where the
roots of acquiring language are thought to abide, to FL
learning. As Mclaughlin (1987:133) points out "Cognitive
theory i1s based on the work of psychologists and
psycholinguists....It represents the application of a
broader framework to the domain of second language
learning..."

The idea that transfer from Ll into L2 in FL learning
hag its roots in psychology has gained widespread
acceptance. Marton (1981:150) points out that "Taking a
psychological point of view, we can say that there is
never peaceful co-existence between two language systems
in the learner, but rather constant warfare, and that
warfare is not limited to the moment of cognition, but
continues during the period of storing newly learnt ideas
in memory." (cited in Ellis (1985:19).

This suggests that transfer from the mother tongue is

not the only source of error, simply because structures
transferred have psychological correlates embedded in the
brain. As Meisel (1980) emphasises, "Transfer is a
psychological process and only what is psychologically

real can be transferred" (cited in Fisiak, 1981:111). In
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this connection, James (1980:179) distinguishes between the
'mental’ and ‘psychological’ reality of CAs as follows:

"Grammars are structural statements, i.e. they describe
the principles on which languages must be organised and
stored in the mind by humans. This is what we mean by
saying they have mental reality. It is another thing
altogether to say that a grammar describes the dynamic
processes whereby utterances are synthesised and analysed.
If they did, they would indeed possess psychological

reality."
To conclude this section, we can say that the

psychological interpretation of transfer seems to gather
momentum in present day research because it "seems to be a

very promising line of development in contrastive

studies." (Waldemar, 1981:166).
1.1.6. Resurgence of Interest in Transfer Theory

In the early 1970s, interest in language transfer (i.e.
Ll features affects FL learning and performance) was
diminishing, if it was not dead altogether. This came as a
consequence of the association of transfer theory with the
behaviourist approach on which it was based.

The 1980s has, however, witnessed resurgence of
interest in language transfer. This has taken place under
a new paradigm - i.e. that of CROSSLINGUISTIC INFLUENCE
(CLI) (or TRANSFER THEORY), which subsumes "under one
head&ng such phenomena as ‘transfer’, ’‘interference’,
’avoidance’, ’'borrowing’ and L2-related aspects of
language loss" (Sharwood Smith, 1986:1). Under this new

paradigm, transfer studies have become both "respectable

and fashionable" (Ringbom, 1987:1). This means that the
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criticism of transfer studies has been and i1s "an exercise

in futility" Levenston (1982:174).

The question one can ask here i1is whether this re-

appraisal to transfer is just ‘old wine in new bottles’.
Three reasons, at least, can be adduced to argue that this
is indeed a new paradigm (see, for example, the papers in
Gass and Selinker (1983) and in Sharwood Smith (1986). The
first reason is that studies which refused to deal with
transfer in the 1970s "Scarcely got beyond the grammatical
morpheme and the acquisition of negation and WH-movement.
This left very large areas of uncharted territory both
within syntax and outside it where, in principle, Ll
influence could play a significant role." (Sharwood Smith,
1986:6-7) . The second reason is based on the cognitive
mechanisms which underlie transfer. As Wode (1986:174)
points out "transfer must be regarded as an important

component of the cognitive system underlying the language
processing abilities of human beings." The third reason
igs based on UG studies. There is a growing literature in
the area of UG and transfer in F.L. learning. Given the
assumption that UG is available in F.L. learning but
cannot necessarily interact immediately with the L2 input,

the learner’s initial hypothesis about the L2 data is that

the L1 parameter setting applies to it (cf Hilles 1986;

white 1985c and 1986a). That is, the learner uses the Ll
parameter value as a means of setting the L2 structures,

resulting in transfer effects in the interlanguage (White
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1989:80) . Thus, the compatibility of transfer with UG and

cognitive processes supports our claim that the interest

in transfer has emerged under a new paradigm. In this
respect, Gass and Selinker (1983:7) have rightly observed
that "...one focus of much current work has been to

reconcile a language transfer perspective and a cognitive

perspective, in general" i.e. to cut the knot that used to

bind Transfer to Behaviourist psychology.
1.1.7. The Contrastive Analysis Hypothesis (CAH)
Contrastaivists have taken the position that structural
contrasts between L1 and L2 are stumbling-blocks in the
process of learning a new language (i.e. learners are
required not only to learn of something new but also to
suppress this in L1 which is already known and will be
transferred). As a result errors are an inevitable part
of this learning process given the interference of the
learnexr’s first language. Similarities between L1l and L2,
on the other hand, are considered to work as an aid in the
learning process of a second language (cf Zobl, 1982).

That is, they make learning unnecessary and transfer

profitable.

Given the assumption that Ll interferes with L2 and
causes learning problems, supporters of CAH have differed
and a yawning gap separated them. Some assume that almost
all the difficulties which the language .learner may
encounter are reflections of his/her first language. This

means that CA allows one to predict and identify errors.
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Others claim that only a portion of the learner’s errors is
the result of interference from his/her first language and

that CA does not predict but rather explains/diagnoses
learner’s errors. These opposite views are classified as
the strong and the weak version of CAH (Wardhaugh (1970)

in Schachter (1983:6-13)).

Lee, among others, cited in Ellis (1985:23), notes

that:

"the prime cause, or even the sole cause, of difficulty
and error in foreign language learning is interference
coming from the learner’s native langquage."

The staunchest advocates of the strong form believe in the
possibility of predicting and describing the learner’s
difficulties if, and when, a systematic comparison of Ll
and L2 aspects is carried out. Lado (1957:preface) points

out that:

"The plan of the book rests on the assumption that we can
predict and da2scribe the patterns that will cause
difficulty in learning, and those that will not cause
difficulty, by comparing systematically the language and
the culture to be learned with the native language and

culture of the student.”

However, CAH initially gained ground and popularity but
soon this faded away when some research findings started
to tip the scales and show that L1 has very little impact

on L2 and the predictive ability of CAH became doubtful

and thus:

",...held sway over the field of applied linguistics and
second language teaching for over two decades. Even though
it is currently giving way to a more positive view of the
role of the first language in second language
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acquisition."
(Dulay et al., 1982:96)

Among those who questioned the role of CA in
predicting errors are Dulay et al. (1982:97), Snook
(1971:18) and Littlewood (1984:19-205, among others.
Littlewood, for example, has claimed that "in practice,
the claim has not been strongly supported by the
evidence." Because errors predicted by contrastive
analysis have often not occurred, "whereas many actual
errors would not have been predicted."”

According to Ellis (1985:24), "The weak form of the
hypothesis claims only to be diagnostic. A contrastive
analysis can be used to identify which errors are the
result of interference. Thus, according to the weak
hypothesis, Contrastive Analysis needs to work hand in
hand with an Error Analysis." Or as James (1980:184-5), in
his exposition of the functions of the two versions of
CAH, points out "While the two versions are equally based
on the assumption of L1 interference, they differ in
that.....The strong version is a priori, the weak version
ex post facto in its treatment of errors."

In brief, then, CAH, drawing on the differences that
emerge from CA (which has the predictive power and thus
has l to be strong versioned), can predict the
items/features of the target language that will cause
difficulty and the errors that the learner will commit as

a result of the difficulty.
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1.1.8. Procedures for CA

In contrasting the structures of two or more languages,
CA usually follows the following procedures:
1) Selection: It is generally agreed that conducting a
comparison of two or more languages in their entirety is
not practical if not impossible. The alternative
procedure, therefore, is the ’'Firthian Polysystemic’
approach which assumes that CAs specify areas/items of
the languages prior to launching their study and
investigation. In this respect, Jackson (1981:195) has
pointed out that CA is "a systematic comparison of
selected linguistic features of two or more languages",
In this study, interrogatives have been selected as the
area of investigation.
2) Description: This involves the description of the

features of the two languages to be compared and
contrasted. The description of the two languages should be
carried out before the comparison and must be done
independently but under the same framework. In this sense,
Krzeszowski (1990:35) says the following "No comparison is
possible without a prior description of the elements to be
comgared...all contrastive studies must be founded on
independent descriptions of the relevant items of the
languages to be compared....descriptions should be made
within the same theoretical framework", etc, English and
SA are described independently but each within X-bar

syntax.
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3) Comparison of the patterns/elements of the already
described languages must be conducted in order to
establish the areas of similarities and differences.

4) Prediction: This aims to pre-identify the structures

which will cause TL errors and those which will not (cf

section 1.1.7.).

However, the order in which we present the procedures
for CA differs from the order followed by Ellis (1985:25-
26), who allows description first and selection second,

with which we disagree because the description of the two

languages in their entirety is an impossible task. Thus,

selection should come first.

We believe that each of the procedural steps discussed
above is inseparable from the other in the sense that CA
needs them all to formulate and extrapolate rules which
are shared by and common to the two languages involved in
our CA and those which are not. Such an endeavour will
equip ‘linguists and teachers with better ideas and
techniques of teaching a language and will enable them to
write materials accordingly, as has been "The task of the
linguist, the cultural anthropologist, and the
soci?linguist 18 to identify these differences. The task
of the writer of a foreign language teaching programme is
to develop materials which will be based on a statement of
these differences; the task of the foreign language
teacher is to be aware of these differences and to be

prepared to teach them; the task of the student is to
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iearn them." (cited in Schachter, 1974:7-8).
1.1.9. Attack v Catalyst
By early 1970s, CA had been challenged and a lot of

criticism had been levelled against its foundations and

motives, which emanated from studies of langquage contact
in bilingual and trilingual communities, and from foreign
language teaching and learning. More generally, the
predictive validity of CA came under attack from those who
had seen little empirical evidence of L1 interference
(Dulay et al., 13982). These criticisms had been voiced by
linguists including Upshur (1962), Pit Corxrder (1967),
Dirven (1976), Sandexrs (1976), Wilkins (1968), Lee (1968),
Lieb (1978), Duskova (1976), among others.

These people pronounced their critical views when CA
was still in full force then suddenly there was a serious
crisis of confidence. As Selinker (1971:1) surprisingly

declared "a serious crisis of confidence exists as to what
it is" which led Wardhaugh (1970) to forecast a ’‘period

of quiescence’ for CA. Pinpointing the sources of these

criticisms, Fisiak (1981:6) points out that:

"most of the criticism has come from those quarters which
consider contrastive linguistics in toto as part of
applied linguistics. This is a misunderstanding which
stems partly from developments in the United States in

the fifties and early sixties as well as from the lack of
awareness of the history of contrastive linguistics and
developments in the field both in West and East Europe (cf
Corder, 1975; Dirven, 1976; Sanders, 1976; and Lieb

1978) ."

As stated earlier, these criticisms had been directed
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at the motives -i.e. the usefulness of CA in predicting

errors and at the theoretical foundations upon which CA is
established.

By the early 1980s, CA had gained a fresh impetus which
revived its confidence. This revived confidence in CA can
be attributed to various developments. The ’'Chomskyan
revolution’ in linguistics deactivated the doubts
expressed at the foundation of CA by claiming the
existence of ’‘Universal Grammar’ (1981). In doing so,
Chomsky not only made "it [CA] possible for the

comparisons to be more explicit and precise, but also
giving it [CA] what seemed to be a more solid theoretical
foundation by claiming the existence of ‘language
universals’" (Sridhar 1§81:209)

One of the major criticisms made against the
theoretical foundations of CA 1is Dickerson (1974) in
Fisiak (1981:220), namely that "contrastive analysis, by
denying the ’‘variability’ (i.e. presence of a wide
assortment of pronunciations) and the ’‘systematicity’
characteristic of the learner’s output, is necessarily
forced to predict ‘categorial’ (i.e. non-variable)
performance, which does not exist."

éridhar (1981:220) describes Dickerson’s criticism as:
"one of the most serious criticism levelled against CA and

calls for a deliberate response. There is nothing in ‘the
contrastive analysis hypothesis that denies the learner’s

language systematicity: in fact, the very premise of
predictability is the systematicity of the learner’s
performance. On the question of ’‘variability’, it is true
that none of the current models of contrastive analysis
incorporates this feature. After all, variability still
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remains a challenge to descriptive linguistics as well, and

contrastive analysis can only be as good as the
description on which it is based."”

James (1990), defending the theoretical foundations of CA,

rightly observes that it has been the influence of

Chomsky’s (1981) theory of ‘Universal Grammar’ and the
associated idea that language particulars are the
reflection of selections from a fixed set of parameters
(e.g.pro-drop parameter) that has helped revitalise CA.
Ascertaining the fact that CA’s power is derived from the
power of the theoretical basis on which it is established,

James (ibid:206) goes on to say that:

"CA can only be as powerful as the linguistic theory upon
which it i1s predicted: we now see that with the
development of the Chomskyan syntax there is a scope for
parallel development in CA. However, in view of the
enormous technical sophistication of modern syntax, CA 1is
no longer easy to do and is not for the faint-hearted.”

On the issue of the second type of challenges levelled
at CA’s capacity to predict interference, James
(1971;1980;1990), Fisiak (1981) and Ringbom (1987) among
others, stood up to these challenges and disproved their
claims and assumptions. From then on, CA appeared to take
on a different tone. I will refer to a few of these major

criticisms.

One of the major criticisms is that CA claimed that NL

[Native Language] interference is the sole or only source
of errors. James (1971l) answers this criticism by saying

that CA never claimed that NL interference was either the
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sole or at least the main cause of learning difficulty.
The second criticism levelled against CA is that the

predictions of students’ errors in L2 made by CA are not

reliable.

This criticism is identical to that of Wilkins’ which

involves ‘unpredictable alternation between two potential

substitutions’

James (ibid) also ably answers this criticism by
pointing out that "The most regrettable feature of such
criticism 1i1s that it imputes to CA claims that have never
been made for it: CA has never claimed to be able to
predict all errors, nor has it claimed linguistic
omniscience about which choices speakers will make."

The third major challenge of CA is that CA only
conceives of interference in one direction- i.e. from L1
to L2.

Once more, James (ibid) strongly refutes this challenge
by saying that "CA has emphasised this direction of
interference, and rightly so, since it is the form most
prevalent in L2 learning, and after all, CA is interested
in teaching the L2, not the Ll1l."

The fourth major criticism of CA is that the results of
CA.h;ve no immediate use in the classroom.

Fisiak (1981:8) challenges the validity of this claim
which presents "several misunderstandings. Firstly, nobody
wants to use the results of theoretical contrastive

studies in the classroom. As Sanders (1976), cited in
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Fisiak (ibid), has aptly put it "To use the results of CA
(Contrastive Analysis) raw in the classroom is rather like
presenting a customer in a restaurant with the ingredients
and a recipe.’ Secondly, even applied contrastive studies

will have to select from a contrastive grammar the minimum

that students at a certain age and with a certain
educational and linguistic background can digest."

The fifth major criticism of CA is that many errors

which do turn up are not predicted by contrastive
analysis.

This sort of argument neither belittles the importance
of CA nor invalidates its applicational and pedagogical
goals. To this effect, Sridhar (1981:219) suggests that

"the failure of the predictions of contrastive analysis in

particular instances does not necessarily invalidate the
theory itself. All that it shows is that we need a more
preclise characteristic of what type o0f, and under what
conditions, prior linguistic knowledge i1is made use of."
To those who have been and are less sanguine about the
usefulness of CA to FL learning and teaching, Jackson
(1981:197) has the following to say "Contrastive analysis
will predict areas of potential error and explain actually

!-

occurring errors which are caused by interference from the

mother tongue of the learner." 1In any case, suffice it to

say that the relevance and importance of CA (despite the
unfair criticisms that have been levelled against it) to

pedagogical concerns is not seen in present day research
;
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only, but it is also taken to be the future tool of these
concerns. In this respect, Selinker (1990:137) declares
the following "...no matter how hard some of us have
tried, we have never been able to leave the contrastive
perspective, nor can we." )
1.1.10. Conclusion

From our discussion on CA, we conclude that in spite of
all the severe criticism, CA has received the ’kiss of
life’ from Chomsky’s publication on ‘universal grammar’
(1981), and the fervent defence of its staunchest
adherents (e.g. James, Ringbom, Fisiak, Krzeszowski, Di
Pietro, Selinker, among others) who argued that CA’s
validity stems from the fact that CA is no longer confined
to dealing with the sentencé level (see Fisiak (1990), but
it has gone way beyond that and widened its perspective by
covering areas like discourse and text analysis,
contrastive rhetoric, pragmatics, and by dealing with the
world’s (non)major languages

Moreover, the establishment of international
conferences and symposia on theoretical and applied CA and
its study of cross-linguistic influences and language
teaching/learning has proved the catalyst of CA against
all Lhe‘invalid and sometime un-just critical voices which
were trumpeting the ’‘a posteriori’ version of CA - i.e.
they were stressing the explanantory value of CA rather

than the ’'a priori’ or predictive version. If this were

so, one is really 1efF to wonder as to why CA is included
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in the methodology of error analysis, as Sridhar (1981:219-
220)) has pointed out that "recent developments in the
theory and methodology of error analysis and interlanguage
have explicitly incorporated the assumptions and
methodology of contrastive analysis in their models.
Saying that contrastive analysis should be only one
component among others of target language methodology is
not a criticism of contrastive analysis per se- after all,
it was meant to be exactly that." In brief, CA is not and
cannot be a panacea accounting for all#learning errors.
1.2. Error Analysis (ER)

The investigation of the FI, learners’ errors has been
the perennial concern of linguists, researchers and
curriculum developers alike. In order to account for these
errors, CAs have been conducted, but it is soon realised
that CAs can account for only a small proportion of these
errors (i.e. those resulting from interlingual
disturbance) and also that there are errors which could
neither have been predicted nor explained by CAs. Then, on
this basis, a serious interest began to be taken in
traditional EA, which, in the words of Krzeszowski

(1990:190) was:

"an ad hoc attempt to deal with the practical needs of the
classroom teacher. It was confined to impressionistic
collections of "common" errors and their classification
into various categories, such as phonetic errors,
grammatical errors, stylistic errors etc. More
sophisticated error analysis would attempt to analyse the
gsource of errors [e.g., source language interference,

overgeneralisation, etc..].

This serious interest i1n EA emanated perhaps from the
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fact that the scope of EA is broader than CA, in that the
former also accounts for errors which are non-contrastive
in nature. It highlights the learner’s gtrategies (see R.
Oxford, 1990), which are, allegedly, not catered for by
CA. EA focuses on the'learner rather than the teacher,
because it i1s the learner who is actually committing
(non)interlingual errors regardless of the teaching
method. Krzeszowski (1990:191) notes that:

"A new approach to error analysis emerged when the focus
was shifted from teaching to learning, as a consequence of
the idealization that learning strategies do not
necessarily correspond to teaching strategies.™

Moreover, EA was considered to be free of the severe
theoretical problems discussed in section 1.1.9. here
(e.g. equivalence, Wardhaugh (1970) which have surrounded
CA. Furthermore, EA has alledgely offered a refreshing
alternative to errors, which had been looked upon as ’sin’
(Brook, 1960). As Dulay et al. (1982:141) state:

"T+ [EA] has succeeded in elevating the status of errors

from complete undesirability to the relatively special
status of research object, curriculum guide, and indicator

of learning stage.”

It was, then, these considerations which endorsed the
usefulness of conventional error analysis vis-a-vis
contrastive analysis in planning pedagogical material and
undertaking therapeutic lessons and exercises.

However, EA with its claim of accounting for learning
errors more effectively than CA, has recently been shown
to be otherwise. Studies conducted by Doskova (1969),

Banathy and Madarasz (196§), Richards (1971b), Schachter
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(1974), and Celce-Murica (1978) concluded that:

"there are those that do not surface in error analysis,
and that error analysis has its role as a testing ground
for the predictions of contrastlve analy31s as well as to
supplement its results"”

(Sridhar, 1981:223)
Along these lines, Ringbom (1987:71) says:
"Erroxr analysis is not sufficient on its own, but 1t may
vield a better understanding of what is going on in the
learner’s mind, especially if it is combined with other

types of investigation, such as frequency counts,
contrastive analysis"

Stressing the fact that EA has its own shortcomings and
that it should complement CA, Waldemar (1981:165) notes
that "Error analysis itself does not explain anything
explicitly, it only shows what types of error occur but
not why they occur". Thus, there is considerable evidence
to indicate that EA cannot cater for learning problems and
that not a great deal is expected to be gained from
studies carried out using EA alone. In other words, the
results and role of EA are seen to supplement that of CA.
In any event, it has been stressed that errors will
occur in the process of learning a language. The
occurrence of these errors has been attributed to sources
(Corder in (Schachter, 1874)). The first school of thought
maintains that the shortcomings of the learning method are
responsible for the occurrence of the learner’s errors.
The second school of thought is that as long as we livé in
an imperfect world, learning errors are bound to occur, no

matter what.
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1.2.1. What is an Error

Living in an environment requires a language learner to
communicate. It is in the process of the communication
(composition or conversation) that a learner produces
those utterances which do not conform to the rules of the
native speaker’s language. The end result, therefore, is
an error -i.e. "any deviation from a selected norm of
language performance, no matter what the characteristics
or causes of the deviation might be" ‘-Dulay et
al. (1982:139).

Given the inevitability of the occurrence of learning
errors, errors have been eyed with interest and considered
as a healthy sign for learning, Corder( ibid), Edge
(1989), James (1990), and Dulay et al (1982). To this
effect, Ellis (1985:9) points out that:

"errors are important source of information about SLA,
because they demonstrate conclusively that learners do not
simply memorize target language rules and then produce

them in their own utterances. They indicate that learners
construct their own rules on the basis of input data."

This suggests that the language-learner’s language 1is in
the process of development. Corder (in Schachter (1974))
observes that errors are systematic deviations due to the
learner’s still developing knowledge of the L2 rule
sysEém.

Errors can also be defined in terms of /input’ and
routput’. For Geoxrge (1974), whenever the 'input’-i.e.‘the
learner’s potential ’‘knowledge’ of the target language

through his teacher or course material- does not match

!
S
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’output’-1.e. the learner’s own written or spoken
production- errors occur. He (ibid:158) illustrates this
point with the following:

IN-----black box----- OUT
The input stands for the student’s knowledge of the target
language which he intakes from the environment. The black
box stands for the student’s brain, where knowledge or
information of the target language is stored. The output
stands for the student’s performance of the target
language, which can be faulty because of time pressure
between input and .ocutput, memory lapses, slips of the
tongue, etc. Thus, whenever, .input did not match output,
the result was an error, and visa versa. George (ibid)
claims that "It i1s by observation of the difference
between input and output that we deduce their [errors]
nature and manner of functioning."
1.2.2. Procedures for EA
1) Collection of a corpus of .data which involves
extracting errors from the learner’s composition or
conversation, examination scripts, or using special
elicitation procedure.
2) Identification of errors, which consists in describing
the ﬁature of the errors, e.g. sequence of tenses, etc.
3) Classification of errors into types: whether they are
learner-internal (i.e. overgeneralisation) or learnér—
external (inadequate teaching).

4) The frequency of errors be stated in relative terms.
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5) Identification of the areas of difficulty in L2.

6) Therapy.

To these steps, linguists such as Doskova (1969), Rossipal
(1971) add the following:

1) Investigation of the source of these errors-i.e. L1
interference, overgeneralisation, incomplete application
of rules, etc.

2) Evaluation of the degree of the difficulty caused by
the error.

1.2.3. Classification of Errors into Types

The frequent occurrence of errors motivated researchers
to distinguishing and to classifying errors according to
their types. The first type of classification and
distinction 18 often drawn between ’‘errors of performance’
and those of ‘competence’. Errors of performance are so-
called because they are triggered by physical tiredness,
inattention etc, which Chomsky (1965) labelled as
'performance factors’. Errors of competence however are
ascribed to the lack of the underlying knowledge of the
language.

The difference between the first type and the second
type of errors is that the former is ’unsystematic’ while
the latter is ’systematic’. Moreover, the former is
referred to as ‘mistakes’, while "reserving the term error
to refer to the systematic errors of the learner from
which we are able to reconstruct his knowledge of the

language to date - i.e., his transitional competence"
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(Corder in Schachter (1974:168)).
Because of their importance to language learning, we
can elucidate the difference between ‘mistakes’ on the one

hand, and ’‘errors’ on the other. Following Corder

(1974:168), "mistakes are of no significance to language
learning" (cf Johnson’s (1988) wview that it is only
'rmistakes’ that need concern us, not ’errors’)). This 1is
because of the fact that under strong emotions and time
pressure a (non)native are alike in the sense that both
make mistakes in this sort of circumstances. Moreover,
given that mistakes are unsystematic means that "the
ijearner will be able to recognise the mistake himself and
correct it afterwards." (Littlewood, 1984:32)

Errors, on the other hand, are systematic. Their
occurrence reflects the developmental process of the LZ
learner. This means that they are of relevance and of
importance to acquiring a language. Corder (ibid:168-9)
observes their relevance and importance, which we can
summarise as follows. Firstly, depending on them, we can
gauge the learner’s development as how far he has come in
the path of learning, and how far he has still to go along
that path. Secondly, they highlight the ways and means of
leafning a language- i.e. what tactics and strategies the
learner uses in acquiring the L2. Finally, they are a
crucial aspect of the learning process, because their
occurrence indicates that learners must be testing

hypotheses about the nature of the language being learnt
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by both children as well as fofeign lanéuage learners.

However, the distinction between ’ﬁistékes' and
’errors’ entails that even competent native speakers make
mistakes of which they are immediately aware, e.g. He
wrotes which is instantly corrected into he wrote. In this
sense, my concern is the investigation of errors in the
English of Syrian learners.

There is another type of incorrect use of forms which
can neither be called mistakes nor errors. It is called
Ligggg_(NorriSh, 1983:8). Given that Lgﬁggg result from
fatigue, both (non)natives are thought to make them, e.q.
* we went to Snowdon and ate ghetto instead of we went to
Snowdon and ate gateau.

The classification of errors in FL learning is also
carried out with regard to the two major taxonomic
categories they fall into - i.e. whether they are
developmental or interlingual.

Developmental errors are those which result from the
application of false hypotheses to L2 presumably because
of the inadequate exposure to it. Children’s acquisition
of their first language as the target lahguagé 18 seen as
developmental errors (Dulay et al. 19825165), e.qg.

(2) * Dog eat it

Richards (1974:274) points out that the reason for cal;ing
this type of erroxr developmental "comes from noting
similarities to errors produced by children who are

1 acquiring the target language as their mother tongue."
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Interlingual errors, on the other hand, "simply refer
to L2 errors that reflect native language structure,
regardless of the i1internal processes or external
conditions that spawned them (Dulay et. al, 1982:171)".
That is, the L2 learner’s application of L1 structures
which have no equivalent in L2 results in Interlingual
errors. According to Dulay et, al (1982), the research
findings, they cite, show that most of the errors made by
1.2 learners are developmental.

There are some errors which are classifiable neither as
developmental nor as interlingual because they exhibit the
characteristics of both FL learning and CLA. These have
been classified as ‘ambiguous’ errors (and I can classify
them as ’'hybrid’ errors) simply because they "reflect the
learner’s native language structure, and at the same time,
they are of the type found in the speech of children
acquiring a first language, as in (3), (Dulay et al.
(1982:172).

(3)* I no have a car

Errors are further classified according to the way
learners produce L2. These errors may involve the
romission’ of certain prerequisite items, or the
'addition’ of some other superfluous ones. They may also
involve the ‘misformation’ or even ’‘misordering’ features
of the L2 which they attempt to learn.

1. Omission

Omission errors are characterised by the nonoccurrence
|
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of an obligatory element in a syntactically well-formed
structure, e.qg.
(4) * He in the kitchen
the ungrammaticality of the above example results from the
fact that the learner has omitted the copular ’‘is’ from
the sentence - hence it is ill-formed. The disappearance
of ’is’ 1s referred to as the omission of ‘grammatical
morphemes’ which "play a minor role in conveying the
meaning of the sentence (Dulay et al., 1982:155), in
contrast to ‘content morphemes’ (i.e. nouns, adjectives,
verbs) which "carry the burden of meaning". It has been
noticed that "Language learners omit grammatical morphemes
much more frequently than content words (Dulay et al.,
ibid) . ' !
2. Additaion

Addition errors are just the opposite of omission
errors in that they are characterised by the appearance in

a grammatical structure of an element which should not

appear . This type of error can be subdivided into three
categories: double markings, regularisation:, and simple

(a) Double markings involves the simultaneous assignment
of fhe same feature to two elements. Some L2 learners
assign the tense feature (past or present) to AUX as well
as lexical verbs, e.q.

(5) * Did you went home?

"These errors are good indicators that some basic rules
!
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have been acquired, but that the refinements have not yet
been made (Dulay et al., 1982:156).

(b) Reqularisation involves the application of a certain
rule of regular forms on those irreqular. Reqularisation
errors affect mainly the classes of ‘verbs’ and ’'nouns’,

as the following illustrate:

(6)a.* He eated the apple

b.* The sheeps are in the field
The erroneous form of these examples results from the fact
that in English a certain class of verbs (e.g. irregular
ones) and nouns (e.g. collective ones) do not take a past

tense marker (ed), or a plural marker (s).

(c) Simple additions: whenever errors cannot be

characterised as being instances of double markings or
regularisation, they are labelled as ‘simple additions’.
In general, simple addition errors refer to the existence
of an element in a well-formed structure, as in (7):

(7) * You cannot asked me this question

3 Misformation errors: are marked by the supplement of the
wrong morpheme or structure, e.qg.

(8)* I went to see the doctor hissgelf

where the learner instead of correctly using ‘himself’ as
the reflexive pronoun, he mistakenly opts out for
'hisself’.

4 Misordering errxors: refer to the incorrect positioning
of words or morphemes in a clause. It affects both simple

and embedded clauses. For instance, in my study of the
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acquisition of English Y/N and Wh-interrogatives, learners
are anticipated to misorder the positions of the main verb
and the subject, as shown below:

(9)a.* [ Bought] [, John] a car?

b.* I do not why [Vbought] [SJohn] a cai: |
zobl (1983) argues that the transfer of word order varies
with the chronological age in which a foreign language is
acquired.

Having categorised errors in accordance with the
taxonomic classifications they fall in, we will now look
at the sources of these errors. For Krzeszowski (1990),
Doskova (1969), Richards (1974), among others, the source
of these errors lies in: mother-tongue interference, over-
generalisation, false application of rules, which means
that there 1s more than one source to errors made by L2
learners (Ellis, 1985).

1.2.4. Overgenexalisation

Over-generalisation means that the L2 learner extends
an already acquired rule. In other words,
overgeneralisation is 1interference from other (known)
forms of Ll to cases in L2 where i1t does not apply. For
instance, the L2 learners in my study are expected to
overgeneralise the use of i1f to include whether, as we
shall see in chapter 7. The strategy of overgeneralisation
suggests two things: Firstly, overgeneralisation errors
are an inseparable part of the learning process. Secondly,

errors of overgeneralisation occur regardless of L2
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background.
From the learnability standpoint, transfer and over-
generalisation are one and the same thing. Both are used

by the L2 learners as a strategy of learning. Along these

lines Littlewood (1984:25) has suggested the following:

"rransfer and overgeneralisation are not distinct
processes. Instead, they represent aspects of the same
underlving strategy....In the case of overgeneralisation,

it is his previous knowledge of the second language that
the learner uses. In the case of transfer, the learner

uses his previous mother-tongue experience as a means of
organising the second language data.”
1.2.5. Avoidance

Avoidance (Schachter, 1974) means that L2 learners
avoid using certain TL forms (lexical or syntactic) in a
given task. In this investigation, for instance, some
cases of avoidance in the formation of ¥/N and Wh-
interrogatives are predicted and the predictions put to
the test.

What exactly triggers recourse to £he avoidance
strategy*is not known yet. But one reason reinforces of
its use might be that the TL structure does not exist in

1,1. Another reason might be ’‘covert cross-linguistic’
factors -i.e. unanalysed knowledge and gaps of knowledge
petween L1l and L2 (Ringbom, 1987).
1.3. Intérlanguage

In learning a foreign language, the language learnerxs
language (i.e. interlanguage = IL) goes through sequential
linguistic patterns. In describing these patterns,

Selinker (1969) was the first to introduce the term
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‘interlanguage’ and to hypothesise "the existence of a
separate linguistic system based on the observable output
which results from a learner’s attempted production of a
TL norm" (Schachtexr, 1974:176).

Since then, a number of labels have been used to refer
to the learner’s linguistic systems. Of these Corder’s
(1971a) 'transitional dialects’; Nemser’s (1971a)
r approximative systems’; James’ (1980) ’‘interlingua’.

Selinker identifies five major (and some minor)
processes which determine the formation of interianguage

in FL learning. These processes are as follows:

1) Transfer from the source language.

2) Transfer of training, which refers to IL form that
originated in the way in which drills and exercises are
presented (cf Zobl 1982.

3) Strategies .of second language learning, which consists
in the tendency to reducing the target 1anguégé to a
simpler system which often results in omission errors (R.
Oxford 1990; O’Malley & Chamot 1890).

4) Strategies of second language communication (Faerch &
Kasper, 1989), which consists in the tendency to ignore
cerF?in grammatical items which the learner feels are not
crucial for communication.

5) Overgeneralisation of target language linghistic rules,
which consists in stretching the use of certain linguistic
form to cases in which they do not apply.

According to Widdowson (1975b:12), Selinker’s five
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central processes amount to a simplification strategy which
helps the learner in reducing the L2 into manageable
proportions, presumably to internalise it, as Widdowson

(1bid) remarks:

"all of the processes which Selinker refers té are
tactical variations of the same underlying simplification
strategy”

From Selinker’s definition, it becomes obvious that the
learner’s IL i1s a distinct linguistic system from L1l and
1.2 despite the fact that its grammar and phonology are
moulded by Ll and L2 patterns. This distinction is
emphasised by Nemser (1974:54), who claims that "the
frequent and syst