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ABSTRACT

This thesis is primarily concerned with the developments that have taken place in
infinitival constructions in the late Old English, Middle English, and Modern English
periods. It 1s an investigation into the status of Old English fo-infinitive, the origin,

nature, and distribution of for in Middle English (for)to-infinitival constructions, and the

origin and reanalysis of for as a complementiser in the Modern English [for DP to VP]

construction.

In chapter one, we introduce some of the basic notions of the Minimalist Program

outlined in Chomsky (1993, 1995)).

The aim of chapter two 1s to account for the structural status of zo in the Old English o-
mfinitive. It 1s argued in this chapter that firstly (functional) C, Agr, and T are not eligible
positions for to, and secondly that fo occupies the lexical category P(reposition). The

prepositional status of the Old English fo-infinitive 1s supported by the fact that it occurs

1in coordination with ordinary PPs.

Chapter three argues that the Old English to-infinitive should be treated as a single
(morphological and) syntactic unit which cannot be broken up by intervening elements.
We propose that fo 1s generated with a D-feature and that the infinitival verb 1s a
combination of two features: an Inf-feature and a D-feature. We argue that as long as
V+Inf-to-D movement is attested, the syntactic unity cannot be broken up by elements
like objects, adverbs, etc. Once the Old English case system disintegrated, the internal
structure of the to-infinitive underwent a radical change such that the demise of -ne
(which resulted from the weakening of 7o as a dative case-assignerj resulted 1n the
demise of D, and this led to the disintegration of the syntactic unity of the fo-infinitive,
and the consequent appearance of for before ro. In other words, when fo ceased to be

a preposition, for moved in and ‘took over’ (and perhaps became an infinitival marker

as well, giving forto).

In chapter four, we proceed to account for the structural status of for in Middle English




to-intinitive. Three analyses that attempt to account for the status of for are examined

and rebutted in favour of our analysis of for as part of the infinitival morphology.

Chapter five provides morphological and syntactic evidence in favour of analysing for
and fo as a compound infinitival marker. It is argued that the position of the compound
mfinitival marker (for)to 1s T(ense). This analysis correctly predicts (for)to to be present
in raising and control infinitives. A number of factors which show that (for)to occupies

T will be noted and discussed.

The purpose of chapter six 1s to provide evidence for the correlation between verb
movement and object shift in Middle English (for)to-infinitives. It will be argued that the
infinitival verb moves overtly from VP to Inf, the functional head which hosts the
infinitival feature. Some empirical evidence relating to conjdined structures and VP-
adverbs 1s discussed. The attestation of V-to-Int movement in Middle English (for)to-
infinitives 1s strongly supported by the presence of object shift. Our conclusion 1s that the
non-attestation of object shift in Modern English fo-infinitives can be attributed to the

absence of overt V-to-Inf movement.

Having established the morphological and syntactic status of the infinitival marker (for)to
(chapter five) and the infinitival verb (chapter six), we proceed to investigate the origin
of for in the Modern English [for DP to VP] construction. On the basis of morphological
and structural evidence, we propose that the [for DP to VP] construction is the outcome
of two diachronic reanalyses (DRs), which took place at two different stages 1n the
history of English. The first DR, which took place in the 12th century, was triggered by
the loss of dative case which paved the way for the introduction of prepositions like for
to realise the benefactive function. In Old English the benefactive function was typically
associated with morphological dative case. Once dative case had been lost, the
benefactive function had to be realised by prepositions like for. Throughout the Middle
English period for was a case-realiser and not a lexical preposition. Its main function was
to realise an inherent case feature which belonged to the matrix lexical head. The second
DR, which occurred in the 16th century, was triggered by the fact that the string [for DP
to VP] had become structurally ambiguous for acquirers, allowing an interpretation

where [for DP] is part of the matrix predicate, or alternatively an interpretation where



[for DP] is the subject of the infinitival clause. In the latter interpretation for’s function
1s to realise a Case which does not belong to any lexical head. It realises the Case
property of the C-position. It will be argued that the preposition for was reanalysed as
a complementiser as a result of the loss of infimtival clauses as complements of
prepositions, and the consequent development of the C-position as a potential accusative

Case licenser. The change can be regarded as a change 1n the status of for from a lexical

case-realiser to a functional Case-realiser.
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CHAPTER ONE

OBJECTIVE AND THEORETICAL FRAMEWORK

1.1. Objective

The questions that this thesis is concerned with are best illustrated by the following

examples from Old English (hereafter OE ),',* Middle English (hereafter MidE), and

Modern English (hereafter ModE):

(1) pet weorc is swide pleolic [, me oppe ®nigum menn] fo underbeginnenne

that work is very hazardous for-me or for-any man to undertake
(Altric's Preface to Genesis 7; Crawford (1922:76))

‘that work 1s very hazardous for me or any man to undertake’

(2) he sal pe send Angels for to pe defend
(13...Cursor Mundi 12965; Visser (1963-73: §978))

"he shall send you angels to defend you’

(3) That work 1s very hazardous for me to undertake

Old English 1s also known as Anglo-Saxon, the West Germanic dialect (or group
of dialects) which entered Britain during the fifth century. We call it Old English to
distinguish it from its descendants, the Middle English of medieval times, and the modern
English whose beginnings date from the sixteenth century.

2

The references to Old and Middle English texts will be as given in the source-
texts followed by the name(s) of the editor(s), year of publication, and page number.
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CHANGE AND DECAY IN ALL AROUND I SEE
O THOU, WHO CHANGEST NOT, ABIDE WITH ME

hymn!




A close look at the to-infinitives in these examples shows that they exhibit striking

differences. We approach the OE to-infinitive exemplified in (1) above by raising the

following question:

(4) what 1s the morphological and syntactic status of to, the infinitival verb, and the

to-1nfinitive construction?

In a similar vein, we raise the following questions in connection with the MidE and

ModE fo-infinitives given in (2) and (3), respectively:

(5) what 1s the origin of for which precedes the infinitive in (2)?

(6) what 1s the morphological and syntactic status of for, to, and the infinitival verb
in (2)?

(7) what is the origin of for in (3)? Is 1t the same for which appears in (2) or a different
one’’

(8) what is the morphological and syntactic status of for 1n (3)?

The primary objective of this thesis is to explain the changes 1n these constructions which

occurred in the history of English, and, consequently, contribute to the study of historical

English syntax.

The properties of the fo-infinitive in Modern English contrast sharply with those
of Middle English. The crucial contrast lies in the fact that ModE for-fo-intinitives allow

a lexical DP to occupy the subject position, while MidE infinitives do not allow this. In



ModE the lexical subject of an infinitive can be licensed in one of two ways: (I) with the

complementiser for, and (i1) in the believe-type (construction) or (the) so-called
Exceptional Case-Marking (ECM) construction. MidE has what looks like a
prepositional complementiser for, appearing in positions where complementisers appear.
But the syntactic behaviour of MidE for contrasts sharply with that of ModE for. Only
MidE for can occur with typical control verbs, 1.e subject control and object control;
with raising predicates, and with believe-type verbs (see examples (16), (17), (18), and
(19) in chapter four). More important is the fact that MidE for is never followed by a
lexical subject DP. This implies that the subject position of MidE infinitives was always
occuplied by PRO. The behaviour ot MidE for 1s explained 1f we analyse it as occupying

a position different from the one occupied by ModE for, 1.e. if we posit that MidE for

1s not a complementiser.

The differences between OE and MidE fo-infinitives are explained on the basis
of the nature and structural position of the infinitival marker in the two languages. As we
will see, MidE seems to pattern with ModE in having the infinitival marker

base-generated in the same structural position, i.e. the T-position (for details, see chapter

five).

The analysis of MidE for-fo-infinitives posited here provides an explanation for
the rise of the ModE [for DP to VP] construction. Specifically, it is argued that
generating MidE for in a position different from the one occupied by ModE for excludes
the possibility of positing a connection between the demise of for- to-infinitives and the

rise of [for DP to VP] constructions (but cf. Lightfoot (1979, 1931a)). Based on



morphological and syntactic evidence we shall propose that the for preceding MidE
for-to-infinitives is actually part of the infinitival morphology base-generated in T. We
will account for the emergence of the [for DP to VP] construction by assuming that it
was triggered by: (i) the reanalysis of a matrix benefactive PP, and (11) the fact that the
[for DP] in the string [for DP to VP] had become structurally ambiguous for acquirers,

allowing two interpretations; one as the complement of the matrix predicate, and the

other as the subject of the infinitive. Crucially, the reanalysis in (i) was made possible by
the loss of dative case and the consequent introduction of prepositions like for to realise

the benefactive function. The reanalysis in (ii) was triggered by the development of the

C-position as a potential Case-licensing position.
1.2. The Structure of the Thesis

The discussion falls into seven chapters. In the second part of this chapter, we present
the theoretical assumptions that we adopt, which are outlined in Chomsky (1993, 1995)
and related works. We concentrate on feature checking and the movements required to
generate structures with object shift. In chapter two we examine the categorial and
structural status of OE fo and the fo-infinitive (cf. question (4)). In chapter three we
investigate the rise of for before the MudE fo-mnfinitive (cf. question (5)). We discuss two
traditional proposals that attempt to explain the emergence of for. We then give our own
proposal as to what led to the rise of for. In chapter four, three analyses will be offered
for MidE for with the objective of investigating 1ts categorial and structural status. The
first analysis maintains that for is an ordinary preposition heading a PP and

subcategorising for a CP complement. The second analysis holds that MidE for is an

4



element occupying the CP-specifier position. The third analysis proposes that for
occupies the same position occupied by ModE complementisers. We will show that the
analysis of MidE for as a prepositional complementiser introducing infinitival clauses is
problematic given the wide range of constructions in which for occurs. In chapter five,
our analysis 1s then presented with a range of arguments bearing on the idea that for is
part of the mnfimtival marker base-generated in T (cf. question (6)). In chapter six the
central problem investigated is why the infinitival verb must move to Inf and what effects
this movement has on the object (cf. question (6)). Finally, in chapter seven we will
examine the origin of the ModE [for DP to VP] construction (cf. questions (7) and (8)).
The diachronic development of this construction 1s hypothesised to be retlected in its
synchronic structural ambiguity. That 1s, the [for DP to VP] construction allows an
interpretation where [for DP] is linked with the matrix predicate, or alternatively an
interpretation where [for DP] 1s the subject of the embedded infinitival clause. We argue
that the reanalysis of the preposition for as a complementiser was triggered by the loss
of infinitival clauses as complements of prepositions, and the consequent development

of the C-position as a potential Case-licensing position.

Throughout this thesis OE and MidE examples will be given with a
word-by-word ModE translation below, along with a paraphrase in quotes where
necessary. The order of presentation of the data is OE, MidE and ModE, respectively.

This order is maintained throughout the thesis, unless otherwise indicated.



1.3. The Theoretical Framework: The Minimalist Program

1.3.1. An Outline of the Minimalist Model

The theoretical assumptions adopted in this thesis are outlined in Chomsky (1993, 1995)
and related works. Chomsky (1993, 1995) assumes that the minimalist model subsumes

only two levels of representation at which well-formedness principles apply:
articulatory-perceptual (A-P) and conceptual-intentional (C-1).? The level A-P is taken
to be the phonetic form (PF); the C-I level is understood as the logical form (LF). While
the PF (or A-P) level 1s the phonetic representation of a linguistic expression, the LF or
C-I'level 1s the semantic representation of it. These two levels are linked directly to the
lexicon by the computational system of the grammar (see 9 below). Chomsky proposes
that well-formedness principles applying to interface representations reduce to a single
condition, the principle of Full Interpretation (FI). This principle requires that (i) a
PF-representation contain no symbol which 1s not interpretable for the A-P level, and (ii)

an LLF-representation contain no symbol which 1s not interpretable for the C-I level. A

schematic representation of the Model i1s given in (9):

In contrast to the Government & Binding Theory (GB), the Minimalist Program
recognises no intermediate grammar-internal levels (e.g. D-Structure, S-Structure) at
which well-formedness conditions can apply to linguistic representations. The Minimalist
Program is also not a modular theory of syntax like GB 1s/was. That 1s, we don't have
interacting systems of principles, each comprising a module of Universal Grammar (UG).

6
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According to this model, the lexicon provides, as it were, the lexical ingredients from
which syntactic structures are constructed. A derivation 1s constructed by a
computational component that maps an array of lexical choices to the pair (7, A). (A PF
representation and an LF representation, respectively). The array is a numeration N (a
set of pairs of lexical items and indices, understood to be the number of times that a
lexical item 1s selected). A derivation consists of operations on phrase markers that are
built up derivationally by the operations Select, Merge, and Move. Select applies to a set
of lexical items, selecting one of its members and introducing it into the set ot syntactic
objects which a derivation consists of at each of its stages. Merge combines two syntactic
objects (S, S;) and creates a single syntactic object out of them, namely a labelled set (S

(S;, S;), where the label S 1s either S; or S.. Select must apply till the set of lexical items

that forms the basis of the computation 1s exhausted. Similarly, Merge must apply till a



single syntactic object is formed.*

For example, the derivation of a sentence like (1) proceeds roughly as in (11), only
the relevant parts are given (and a great deal of details glossed over):

(1) he loves Mary

(11) a. Lexicon [, [+pronominal], [+D]]
b. Form Numeration: N: {...T...[, [+pronominal], [+D]], 1],...V...Obj...}
c. Select V; Assign V teatures F,...F,
d. Select Obj, Assign Features to Ob
e. Merge V+Obj, the outcome 1s (111):

(i) \%
/\

/ \
V  Obj

f. Select a; Assign Features to o
g. Merge o with V, as 1n (1v):

(1v) VP
/\
/ \
o V
/\
/ O\
V  Ob

h. Select T; Assign features to T: Strong D-feature on T: +D/Weak D-feature on
T: No D-feature, assume that T has a strong D-feature

i. Merge it, the result 1s (v):

(V) T
/\
/\
T VP
+D /\
/\
o V
/\
/ N\
V Obj

Assume then that the numeration is exhausted, applying SPELL-OUT at this stage makes
the construction crash at LF because of the strong D-feature. What we have to do

8



T'he operation Move applies to A and K in a syntactic object or phrase marker
already formed, merging a copy of A with K; the two copies of A then form the chain (A,
ta). This syntactic operation applies either before or after SPELL-OUT, the point at
which the derivation of the PF-representation branches off from the derivation of the
LF-representation. Phonological rules are applied after the SPELL-OUT point; while
syntactic operations may continue to apply following SPELL-OUT in the derivation of
LE-representations. A crucial property of Move 1s that it applies to features. According
to Move, a feature F raises to a target K only if F enters into a checking relation with a
feature of K, 1.e. the sublabel of K. As Chomsky (1995) points out the problem of
moving entire phrases, rather than features is solved i1f we take into account the fact that
features in 1solation cannot be pronounced. Thus it 1s the PF interpretation that forces
entire phrases to pied-pipe in overt syntax. In covert syntax, where PF features have been

stripped away, we can assume that movement takes the pure form of Move F(eature).

instead of SPELLING-OUT at this stage of the derivation is to violate Procrastinate and
Move a, as in

(v1) below:
(V1) TP
/\
/ N\
o T
/\
/ N\
T VP
+D /\
/ \
t, V
/\
/ \
\Y Ob;j

Now, if we SPELL-OUT, the construction converges because the strong D-feature 1s
checked against «, i.e. the pronoun ‘he’ in (1) above.

9



Within the Minimalist program, lexical items are drawn from the lexicon with all
their morphological features, including Case and agreement features. They are projected

in a structure as (10), in which the subject and the object are VP internal:

(10) AgrSP
/\
/N
Spec  AgrS'
/\

/ N\
AgrS TP

/\

/ N\
Spec T

/\

/ N\
T  AgrOP

/\

/ N\
Spec  AgrO'

/\

/N
AgrO VP

/\
/N
Subj V'

/\

/ N\
V  Obj

In this structure subjects and objects must raise to the agreement phrases to check their
Case and agreement features with the appropriate functional head in a Spec-Head
relationship. The functional heads, AgrS, T, and AgrO, each have two features, one
verbal and one nominal. The verbal features (V) check the inflectional features of the

verb, and the nominal features (N) (or D as in Chmosky (1995)) check the Case and

We follow Kitagawa (1986), Fukui & Speas (1986), Koopman & Sportiche
(1991), and many others in assuming that ‘external’ subject DPs originate inside VP.

10



agreement features of the DPs. The N and the V features can be either weak or strong.

However, rich overt morphology does not necessarily mean strength, but it may (Roberts
(1994), lecture notes). Weak features need to be checked at the Logical Form (LF).
Strong features are visible in the Phonetic Form (PF) component, and must be checked
prior to SPELL-OUT. Feature checking takes place by movement, which may be overt

or covert, depending on the strength or weakness of the morphological features. The

strength or weakness of a feature is a parameterised property, 1.e. it varies from language

to language. This parameterisation is nicely regulated by the principle of Procrastinate

(cf. Chomsky (1993, 199)5)).

(11) Procrastinate

Covert movement 1s less costly than overt movement

Procrastinate allows overt movement when an item with strong features 1s chosen from
the lexicon, but forces covert or LF movement when an item with weak features 1s

chosen.

The role of functional heads is exclusively formal. Agr has no substantive
component at LF. Chomsky (1993: 30, 1995: 197) claims that Agr plays a mediating role

and that it disappears as soon as it has checked all the features in its inventory. Thus, Agr
deletes as soon as it has checked the features of V. If any morphological feature remains

at LF, the derivation crashes at that level.

[t is obvious from the structure in (10) that the subject and the object raise to

11



their respective agreement phrases by crossing paths, instead of nesting. In order to
prevent the subject or the object from raising to the Spec of the inappropriate agreement
projections, overt and covert movements must always be constrained by principles of
economy. The first economy principle is that of Relativised Minimality, as entertained
by Rizzi1 (1990). The fundamental idea of Rizzi's Relativised Minimal ity, which becomes
Shortest Movement for Chomsky (1993, 1995), is that movement operations must not
skip over any possible closer landing site. Where in a configuration such as (12) X

c-commands Z and Z c-commands Y, the notion of closeness is defined along the lines

of (13):°

(12) [..X..Z...Y..]

(13) Zi1s acloser possible landing site for Y iff

(1) Z € {A, A-bar or X’ position}, and Z and X have the same values for A vs A", X°
vs XP, and

(11) Z 1s untilled at some point in the derivation

As a consequence of the operation Move, a Spec position 1s generated only if it is filled
or targeted for movement. For example, in (10) the subject raises to the Spec of AgrSP

without violating Relativised Minimality, since the Spec of AgrOP is not filled. The

subject, however, could also raise to the Spec of AgrOP, due to the fact that it 1s the next

In this thesis, we adopt this version of Relativised Minimality because 1t provides
a solution to the problem raised by the coexistence of object shift (OS) to A-positions
with VP-internal subjects (see chapter six). The solution crucially depends on the notion
of equidistance (cf. Chomsky (1993, 1995)). For an explanation of equidistance, see

below.

12



available A-position. However, this movement of the subject is illicit because it blocks
Case checking of the object, since it remains in [Spec,VP], and is unable to raise to the
Spec of AgrOP. Thus, the construction crashes, i.e. it does not converge (see Chomsky
(1993, 1995). The object must raise to the Spec of AgrOP for Case checking, crossing
the subject or its trace, in violation of Relativised Minimality. However, this violation
can be circumvented if the verb head-adjoins to AgrO before the .object raises to the Spec
of AgrOP. The movement of V to AgrO creates the chain (V, t,) whose minimal domain
1s {spec, AgrOP, Spec,VP and Oby} in the tree structure in (10). Verb movement forms
an extended minimal domain for the chain. Within the extended minimal domain, the
object may move to the Spec ot AgrOP skipping over the subject or its trace in the Spec
of VP. After the verb has moved to AgrO, the Specs of AgrOP and VP stand in the same
minimal relationship to this chain. If two targets of movement are in the same minimal

domain, they are equidistant. To spell out the notion minimal domain,’ consider the tree

In this respect, it i1s important to define the notions of domain and minimal
domain of a head. Let us first define the notion of domain of a head:

(i) The domain of ¢, & an X, is the set of nodes contained in MAX(c) that are distinct
from and do not contain «. Let us look at the following structure:

(ii) XP,

/ N\

13



in (14):

(14) AgrOP

Here, the minimal domain of V 1s Spec, and the complement DP and whatever they
dominate. Head movement of V to the closer landing site AgrO creates a chain with an
extended domain. V-to-AgrO movement forms a chain, the mimimal domain of which

includes the immediate constituents of both VP and AgrOP. Thus, Spec, (o) and Spec,

(3) are in the minimal domain of the chain, and so can be said to be equidistant from the

complement of V (i.e. I"). This correlation is defined by Chomsky (1993: 17, 1995: 184)

as follows:

The definition in (i) means that DOM(X) in (ii) is the following set of nodes: UP and

everything it dominates, ZP and everything it dominates, WP and everything 1t domi-
nates, YP and everything it dominates and H and everything it dominates.

We can now define the notion of minimal domain along the lines of (i11):

(iii)  the minimal domain of a head X is the smallest set of nodes such that its members
dominate all nodes that the categories in the domain of X dominate.

14



(I15) If a and B are in the same minimal domain, they are equidistant from I

According to (15), A-movement from the complement of V to [Spec,AgrOP] satisfies

Relativised Minimality even if the subject or its trace is in [Spec,VP].

The second economy principle, the Strict Cycle Condition (SCC), imposes an
order on syntactic derivations and requires that every structure-building transformation
enlarge the phrase. Movement into a Spec of a phrase adds structure to the phrase.
Adjunction to a phrase does not. Thus, i1f a counter-cyclic movement moves an object
into the middle of a phrase, the phrase 1s not made larger and the SSC 1s violated. If a
head is moved, forming a chain, the intermediate positions do not enlarge the structure.
The landing site of the head, however, enlarges the structure. Thus, the head of the chain
is relevant to the SSC. Adjunction of a category to another category does not enlarge the

number of categories, since additional segments do not count as more structure (see

Branigan (1992: 18-9)).

In summary, raising of the object to the Spec of AgrOP 1s possible 1n a structure
like (10) only if V has head-adjoined to AgrO. This is known as Holmberg's generalisa-
tion which states that the object move just when the verb moves (see 1.3.3. for details).
The movement of the verb to AgrO renders the Specs of AgrOP and VP equidistant from
the object position. Thus the object DP may skip the Spec of VP without violating

Relativised Minimality and the Strict Cycle Condition.
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1.3.2. Feature Checking Mechanism

In Chomsky (1993, 1995) it is proposed that all structural Case-checking takes place
within a Spec-Head relationship as a local relation between the head of a functional Agr
projection and the DP that raises to its specifier position. Functional features that are
associated with the verb have two possible sources: they may be chosen arbitrarily as the

verb enters the numeration or they might be the result of operations that form complex

word association with other elements.

Features are classified as being [+interpretable] or [-interpretable]. The [-
interpretable] features include [+/-affixal]; Case, and @-features of verbs and adjectives.
Case and @-features checking is understood as an asymmetric relation: the verb assigns

Case to the object and the ¢-features are determined by those of the DP in the specifier

of Agr.’ Only [-interpretable] features need to enter into a checking relation. In the case
of a DP moving to some Agr+V position, Case is the trigger for the movement. Being

[-1nterpretable], Case 1s a feature that has to be checked either overtly or covertly.

Features enter into a checking relation if the moved element has unchecked

features and can check some unchecked feature (not necessarily the same feature) on the

In Chomsky (1995) Agr 1s devoid of features because the features in the target
that enter into checking relations are [-1nterpretable] by definition. In fact, in Chomsky
(1995), Agr is eliminated as superfluous, since when weak it has no interface properties.
Instead Chomsky proposes that, covertly, only features move, not XPs, since this the
minimal hypothesis. Only elements that need to be checked move overtly. An XP may
overtly move for convergence. With respect to the feature checking mechanism, the
approach we will take is closer to Chomsky's (1993) proposal.
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target.” In addition, features must match. An example of this would be that of a
nominative DP which has raised to Spec of T. Thus the DP enters into a checking

relation with T. The DP raises to the Spec of T attracted by the need of T to check its

D-feature (which according to Chomsky is what explains the Extended Projection

Principle (EPP)).

The mechanism by which structural Case-checking interacts with verb movement
will be discussed in some detail in chapter six. It will be shown that accusative Case is
checked by Inf, the infinitival functional head which contains both D-features and
V-teatures. When Inf contains a strong V-feature then the verb will be forced to move
to Int to check this feature prior to SPELL-OUT. Similarly, a strong D-feature for Inf
will force object shift prior to SPELL-OUT. We argue that MidE has both overt verb

movement to Inf and the possibility of object shift prior to SPELL-OUT.

The reason why the feature on the target 1s not necessarily the one on the moved
element comes from the need to account for multiply-embedded raising structures such
as (1):

(1) Paulo seems t, to be likely t, to win the race

'l e —

Since the embedded t, and t, are not Case positions Paulo raises to the matrix subject
position to check its Case feature. Note that this movement satisties the EPP feature ot

the target. Now consider the example 1n (11):

(11) *Paulo seems t, likely that t;, will win the race
| | |

The ungrammaticality of (ii) is accounted for by the fact that since Paulo has checked 1ts
Case feature in t,, it cannot move to the matrix clause to satisty its EPP feature.
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1.3.3. The Structure of Object Shift Constructions

T'he fundamental issues raised by the phenomenon of Object Shift (OS) are the questions

why and when (pro)nominal objects must overtly move to a Case-checking specifier
position to the left of their base-generated position. These questions have been widely
discussed in the literature of the Principles & Parameters (PP) framework. Holmberg
(1986,1991) has argued that weak object pronominals move to a VP-adjoined position,
above the sentential negation in Mainland Scandinavian (MSc). Given its VP-adjoined
landing site, OS seems to be an instance of A-bar movement. Unlike Holmberg who
analyses Swedish weak pronominals as XPs, Josefsson (1992) analyses them as heads of
the N-type. Thus, OS is an instance of head movement. Branigan (1992), Chomsky
(1993, 1995), Johnson (1991), Roberts (1995) and Vikner (1994) have argued that weak

object pronominals are DPs and that OS is an instance of A (or L-related) movement.
Chomsky (1993, 19935) argues that shifted objects are those which move in the overt
syntax to the specifier position of the functional head whose maximal projection
dominates VP, and that all other structurally Case-marked objects must move in the
covert syntax to the same position. In chapter six we show that OS 1s an overt L-related

movement. The movement of the object to the Spec of InfP i1s triggered by Case and

agreement checking.

In a language with overt object shift, the movement of the verb, the object, and
the subject must follow a specific order to generate a convergent construction, due to
the Shortest Movement or Relativised Minimality and the Strict Cycle Condition. The

movements to generate OS are depicted 1n (16). We will argue below (see chapters five
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and si1x) that Inf is an independent functional category which heads its own maximal
projection, InfP, and 1s situated between T and VP, as illustrated in (16). Inf is exactly
the configuration where the features of the object DP (and therefore its head) can be
checked against the infinitival feature of the verb. It bears the features of AgrO and
functions as the mediator of checking of Case-features, i.e. it's comparable to the light

‘v’ of Chomsky (1995). Spec of InfP is the position occupied by shifted objects.

(16) AgrSP
/\

/ \
Subj AgrS

| / N\
| Obj Inf

| /\
| /\
| Inf VP

|

|

|

| A
| | V+Inf / \
| | | PRO V
|

' | /\

e
I < —— e sl ————

The object must move overtly to the Spec of InfP after the verb has moved to Inf and

before the subject moves to a higher position. Then the subject must move to the Spec
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of AgrSP. Thus, the chain (V+Inf, t) must be formed for the object in VP to skip over
the internal subject. The formation of the second chain (i.e. the movement of the

[ Verb+Inf] complex to the closest potential head position) is required for the subject to

be able to move.

1.4. Language Learnability & Diachronic Change

1.4.1. Introduction

Recent advances 1n the Principles & Parameters theory of Universal Grammar (UG) have
opened up exciting new perspectives on the problem of language Learnability and led to
important developments in the fields of native language acquisition and language change.
Many of the most important studies on language change are based on the seminal works
of Lightfoot (1979, 1991), van Kemenade (1987), and Roberts (1992). The advances 1n
the Principles & Parameters theory have to do with the characterisation of UG as a set
of principles, each with its set of parameters of variation according to which a principle
can be realised in different values in different languages. Note crucially that the
association of parameters with principles is stated in Chomsky (1986a). In more recent
work parameters are no longer associated with principles but with a set of lexical items
and more specifically with functional categories (cf. Borer (1934), Fukui1 (1986, 1983),
Chomsky (1989, 1993, 1995) and Ouhalla (1991)). This 1s important for us since
different properties of functional categories (possibly in terms of features) trigger
different movements. Within a Principles & Parameters conception of UG, we can now

understand language acquisition to be a process whereby the child [through his/her

trigger experience] fixes the parameters of UG at the appropriate values for the particular
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language s/he is to acquire (cf. Chomsky (1981), (1986a), (1991), (1993, 1995), and
related works)). For instance, in English the head of the phrase is located in the initial
position. A child acquiring English will have somehow to set the relevant values for the

‘head’ parameter on the basis of his/her trigger experience.

1.4.2. Language Change

Turning now to a consideration of language change, we can view it as changes over time
of the values at which particular parameters are set. In the history of English syntax, it
1s obvious that over the course of time from Old English to Modern English, there has
been a resetting of values for the C-parameter. We can see from the analysis of the
examples 1 (1), (2) and (3) respectively, that while OE and MidE did not (have or)
allow a nonfinite lexical complementiser with Case features to occupy the C-position,
ModE does. Since this characteristic of ModE is a likely candidate to be a point of
parametric variation, it appears that the difference between OE and MidE, on the one
hand, and ModE, on the other, can be captured by the changed value assigned to the
C-parameter. Of course, it still remains to determine why the change occurred, or at least

what led to it. We address this important i1ssue in chapter seven.

1.4.3. The Interaction between Language Acquisition and Language Change

Language acquisition and language change are intimately related in that it 1s °“the
mechanisms of parameter change that tell us something about parameter setting, 1.€.

language acquisition’ (Battye & Roberts (1994, introduction)). Either through what
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Battye & Roberts (ibid) call ‘misacquisition’ of the parental system or because the
grammar of the previous generation has been rendered opaque and unavailable to the
children by their parents' use of it, the children end up setting a parameter of UG at a

value that is appropriate to and in consonance with their linguistic experience but at

loggerheads with the value assigned in the previous generation.

The interaction between parameter-changing and parameter setting can be looked
at 1n terms of Chomsky's (1986a: 19-24) distinction between I(nternal)-language and
E(xternal)-language. An E-language, which must be ‘understood independently of the
mind/bramn’ of native speakers of a language, is a collection of actions or linguistic forms
associated with some group of speakers. An I-language is ‘some element of the mind of
the person who knows the language, acquired by the learner and used by the
speaker/hearer’ (Chomsky (1bid: 22)). The question that arises is how to account for the
acquisition of the I-language, given what children have access to as a source of
information about the language they are acquiring. Of particular importance are the
negative aspects of one's I-language. Chomsky proposes that a large part of the
I-language which 1s acquired is biologically determined. Children have some kind of
linguistic knowledge which f;acilitates language acquisition. In these terms, many major
differences among languages reflect different settings of a finite number of (biologically

determined) parameters (such as whether syntactic heads precede or follow their

complements).

Each parameter can be set by observing some E-language utterances that

instantiate the particular setting of the parameter. Every time a parameter 1s set, children
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exclude some class of sentences and/or interpretations without being informed that they
are ruled out. Children do not have access to their parents' I-language but they have
access to the E-language, and they may therefore construct an I-language which is

different from their parents'. This idea is illustrated in the following diagram adapted

from Andersen (1973).
(20) Parents' I-language Child's I-language
| ’ |
| / |
| /' |
| A !
Parents' E-language Child's E-language

The connection between the parents' E-language and the child's I-language 1s mediated
by Universal Grammar. Crucial to (20) 1s the fact that the parents’ I-language cannot be
directly accessed by the child's I-language, and hence the output, 1.e. the child's
E-language will be different from the parents'. The fact that the parents’ E-language i1s
not the same thing as the parents' I-language triggers language change. The crucial

question which arises as to how language change comes about.

Following Roberts (1992) we distinguish three aspects of language change:
Steps, Diachronic Reanalysis (DR) and Parametric Change. According to Roberts (1992)
the notion of Step can be thought of as the diachronic relations between E-languages.
The appearance of a new construction as an alternative to an already existing one 1is the

first step towards diachronic change. The reanalysis of one of two coexisting
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constructions is an example of Diachronic Reanalysis.'® Two crucial questions arise in
connection with this: (i) how does the new construction come about? And (ii) how does

the new construction replace the old one? In chapter seven we attempt to answer these

two Interesting questions when we investigate the development of the [for DP to VP]
construction. We concur with Roberts (ibid: 159) that DRs “create the conditions for
parametric variation by removing the structural evidence [and the morphological
evidence--emphasis added] for a given parametric setting”. For example, we argue in
chapter two that the OE fo-infinitive exhibited PP properties, but underwent a DR and
became a TP in MidE. The change from the PP status to the TP status- a gradual
change-took place in two steps: (1) the gradual fading away of the dative case
morphologically realised on the infinitive as -ne, and (11) the emergence of the so-called
split infinitive (see chapter three). The change in (1), which is morphological, might have
removed some evidence that infinitives were nominal PPs. It may be that only (11) 1s the
syntactic change. DRs are taken to be relations between the E-language of one gener-
ation and the I-language of a subsequent generation. On this view, the acquirer, on
observing his/her parents' E-language utterances in which the mfinitival verb does not
exhibit any morphological realisation of the dative case reanalyses it as a TP. In other
words, the acquirer sets a parameter of UG at a value that 1s appropriate to and 1n

consonance with his/her trigger experience. Parametric changes indicate a change in the

10

This notion of Diachronic Reanalysis is close to Lightfoot's (1979) radical
reanalysis, or to Andersen's (1973) notion of ‘abductive’ change. Abduction means to
infer from a result ‘Socrates is dead’ and a law ‘all men are mortal’ that something may
have been the case, i.e. that ‘Socrates may have been a man’. Although abduction 1s
unreliable since it is relatively easy to invoke the wrong law so that the truth of the
conclusion need not follow from the truth of the premises, it can introduce and create
novel ideas (for more details, see Andersen (1973)).
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value of a parameter. Parametric changes are diachronic relations among I-languages.
Parametric changes may eliminate structures which were already obsolescent, but they
also cause perfectly viable structures to undergo DR. Steps, according to Roberts, can
and frequently do make certain constructions rarer, but they do not eliminate them
totally, in the sense that the grammatical system still permits them. DRs can radically
reduce the frequency of certain constructions, but cannot eliminate the constructi_ons In
question totally. This 1s an example of optional rather than radical reanalysis (cf. Fischer
& van der Leek (1981)). DRs typically result in the innovation of new constructions
alongside older ones. For example, we will argue in chapter seven that the diachronic
reanalysis of the [for DP to VP] construction, where [for DP] was a complement of the
matrix predicate, resulted in a new interpretation of [for DP], 1.e. as a subject of the
infinitive. The new interpretation ted the parametric change between MidE and ModE.

It 1s this possibility of feedback that perpetuates syntactic change.
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CHAPTER TWO

THE STATUS OF OLD ENGLISH TO-INFINITIVE”

2.1. Introduction

The standard view of clause structure in the Principles & Parameters (PP) framework
assumed 1n Chomsky (1991, 1993, 1995) involves the idea that lexical projections are

dominated by functional structure. The basic clause structure is assumed to be that

illustrated 1n (1):

(1) Leper-Lagispes-[p--+ Lagrop-++Lyp-+ 11111

Now, if we assume that Old English o occupies a functional category position, then
from the above structural analysis at least three possibilities for positioning fo arise:
C(omp), Agr(eement), and T(ense). However, this chapter will argue that firstly
(functional) C, Agr, and T are not eligible positions for fo, (and, consequently, that the
structure in (1) has to be abandoned for OE to-infinitives) and secondly that 7o occupies

the lexical category P(reposition). Under the present analysis the relevant parts of the

structure of an OE infinitival clause is as follows:

Earlier versions of this chapter were presented in 1995 at the Departmental

Research Seminar, University of Wales, Bangor, and the spring meeting of the
Linguistics Association of Great Britain, (LAGB) University of Newcastle-upon-Tyne
(10-12 April). This chapter constitutes sections 1 & 2 1n Jarad (1996b), which appeared

in Bangor Research Papers in Linguistics. Vol: 8.
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(2)  lep+-Lop--[iagp--- Lyp--- 1111

Betfore we justity our analysis in (2), we will provide a brief discussion of the occurrence
of the ro-infinitive in OE. Once we have done that, we can review our rejections of the
structure 1n (1) by 1illustrating why fo cannot be base-generated in C, Agr or T. The
chapter 1s organised as follows. In section 2.2, we present a brief illustration of the

occurrence of the to-infinitive in OE. Then, 1n section 2.3, we look at the status of o 1n

OE mfinitival clauses. In section 2.4, we discuss the position of pre-verbal objects with

OE to-infinitives. Finally, in section 2.5, we summarise the chapter.

2.2. The To-Infinitive in Old English

There are two types of infinitives in Old English used in infinitival complements: (1) the
so-called plain or bare infinitive, also called uninflected infinitive, which consists of a
verb stem and the suffix -(a)n as in sendan ‘send’, findan ‘find’; and (11) the to-infinitive,
also called inflected infinitive, involving the prepositional infinitival marker fo, an
infinitival suffix -en/an, and the dative ending -ne affixed to the infinitival verb stem, as
in to singenne ‘to sing’, to wyrcanne ‘to perform’, etc (see Callaway (1913: 2), Bock
(1931), Visser (1963-73: §896), Mitchell (1985: §921L), and Traugott (1992), among
others). The following exposition is partly based upon our independent investigation, and

is also intended as a summary of the views of various scholars.

Traditional grammarians have observed that in OE the inflected infinitive was

limited in its occurrence and was basically employed to express purpose. Callaway
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(1913: 20-21, 60-71) observes that the inflected infinitive occurs with verbs that take a
genitive, dative (e.g. alyfan ‘allow’, bebeodan ‘command’, beodan ‘command’,
forbeodan ‘forbid’, etc) or prepositional object, and that the uninflected infinitive occurs
with verbs that subcategorise for an accusative object. This suggests, at the very least,
that infinitives depend on case in OE (see section 2.4)." In the meantime, compare the
following examples, where the same verbs subcategorise for a dative DP, as in (3), and

both a dative DP and an inflected infinitive, as in (4):

(3) a. he him [dat.] alefde & forgete, pet he most heo geleran
he him allowed and granted that he permitted them instruct

(Bede Eccles. History IV.16, 20; Miller (1898: 303))

‘he gave him leave & permission to instruct them’

b. sybdan eft se Helend geseah pone mann binnan pam temple, and him [dat.]

afterwards Christ saw the man within the temple and him

bebead pas word
commanded these words

(ZElfric Homilies 11, 54; Pope (1968: 232))

‘afterwards Christ saw the man within the temple & commanded him these words’

c. se Helend us[dat] bebead on pisum halgan godspelle...

Christ  us commanded in this  holy Gospel...

From here on, we will use ‘case’ to refer to morphological case, and “Case’ to
refer to abstract Case.
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(ZElfric Homilies X111, 37: Pope (ibid: 493))

‘Christ commanded us in this holy Gospel...

d. we sculen him[dat]  forbeodan bt hie huru....
we shall them forbid that they indeed...
(Elf. C.P. 210, 24; Visser (1963-73: §869))

‘we shall forbid them that they indeed...’

(4) a.alyfe me [dat.] to farenne & to geseonne dat seloste land begeondan Iordane

allow me to go & to see that best land beyond  Jordan

& Oa gecorenistan dune & Libanum
& the goodliest mountain & Lebanon
(AElfric Deuteronomy. 111, 95; Crawford (1922: 337))

‘allow me to go & to see the best land beyond Jordan & the goodliest mountain

& the Libanon’

b. pone fulan mete pe moyses forbead godes folce [dat.] to picgenne for pere

the foul meat which Moses forbade God's people  totaste  because of its

gastlican getacnunge
spiritual signification
(Elfric Lives of Saints XXV, 36; Skeat (1831: 63))

‘the foul meat which Moses forbade God's people to taste because of its spiritual

signification’
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c. healdap ealle §as word 3¢ ic eow to daeg bebeode, & beo<d>ad da eowrum [dat.]
keep all those words that I you today command & command then your
bearnum to healdenne & to donne= children to keep & to esteem
(&liric Deuteronomy XXXII, 46; Crawford (ibid: 374))

"keep those words that I command to you today & then command [them to] your

children to keep & to esteem’

d. pa dyde he up his hand and sealde him leaf to sipigenne ford

then lifted he up his hand and gave them leave to journey forward
(Altric's Lives of Saints XXXI, 384; Skeat (ibid: 244))

‘then he lifted up his hand and gave them leave to journey forward’

The dative form (1.e. the inflected infinitive ending in enne/anne) was mostly

distinguished from the accusative case form of the bare infinitive, which ended 1n -an.

(5) a. hie... heton him sendan mara fultume

they ordered to-them send great forces

(OE Chron. 8; Davis (1953:73))

‘they ordered greater forces to be sent to them’

b. gif sum dysig mann pas boc rett oppe reedan gehierp
if some foolish man this book reads or read hears
(Elfric's Preface to Genesis 43; Davis (ibid: 79))

“:f some foolish man reads this book or hears it read’
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In the Middle English period the inflectional endings gradually died out, with the result

that the inflected infinitive and the uninflected infinitive became identical, as indicated in

(6):

(6) OE up to 1100 1100-1300 1300-1500 1500 onwards
to writenne/anne to writen(e) to write(n) to write
writan ~ writen write(n) write

Callaway (1913: 335), Visser (1963-73: §897), Mitchell (1985), and others note that
several verbs in OE, such as onginnan ‘to begin’, ondredan ‘to dread’, bebeodan ‘to
bid’, bewerian ‘to forbid’ geliefan ‘to believe’, pencan ‘to think’ etc, are found

construed either with the uninflected infinitive, or with the inflected infinitive. From these

beginnings, the use of the infinitive with to in place of the bare infinitive, combined with
the phonetic decay and loss of the inflections, increased rapidly during the late OE and
early MidE periods, with the result that in Modern English the infinitive with o 1s the
ordinary form, the bare infinitive surviving only in particular constructions where it is
connected with the preceding verb, as in the complements to perception verbs (e.g. see)
and causatives (e.g. make) (see Callaway (1913: 335), Visser (1963-73: §897), Fischer

(1992), and Denison (1993: chapter 8 and references cited therein)).”

In his work on infinitives in OE, Callaway (1913: 107) counts 1512 instances of
bare infinitives and 15 instances of to-infinitives as complements of perception and causa-
tive verbs. It should be noted here that the replacement of bare infinitives by fo-infinitives
did not extend to perception and causative verbs in their active forms.
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Our concern here is not to account for the encroachment of the inflected infinitive
upon the domain of the uninflected infinitive,? but to provide a brief description of the
Inflected infinitive in OE purpose clauses. This, we hope, will provide us with an insight
Into th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>