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Abstract

Computing and visual display technologies have made great advances in
the last few decades in terms of the interface between man and machine.
Many computer applications today make use of 3D interactive computer
graphics. Ocular depth is perceived when our visual system combines
various different sources of information, which are normally called depth
cues, around a scene. This information plays an important role in our
life. For example, receiving accurate information about the depth of a
scene will save time and effort to a surgeon when performing a surgical
operation. The main aim of the dissertation is to improve the impression
of depth perception when visualise a multiple-layered computer-generated
imagery (CGI).

Three experiments were achieved: (1) to investigate which monocular cue
provides a better impression of depth when other cues are not available,
(2) to perform an evaluation to find which type of translucency among the
two common types has a stronger effect on the depth perception, and (3)
to study whether the shape of an incision made on the outer layer of a
multiple-layered image would have an influence on depth perception.

The outcomes of the study were promising. The results of the first exper-
iment demonstrated that brightness, contrast and relative size cues having
better impression of depth than other monocular cues. According to the
results of the second experiments, we were unable to decide which type
of translucency had a stronger effect on depth impression. It showed that
there is no statistically significant difference between the two types. In
conclusion, the consequences of the third experiment confirmed that the
shape of an incision, made on the outer layer, influences the depth percep-
tion.
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Chapter 1

Introduction

Generating images that simulate realism is still one of the goals in computer graphics,

since its founding in the 1960s. Portraying realism in computer graphics has made

great advances in the last decade. Images made by computer are normally far more

accurate than those produced by hand and are produced faster. These features (ac-

curacy and speed) have inspired designers of computer graphics to find and develop

techniques, and algorithms to produce images that look as real as possible. Other than

utilising both eyes, the simplicity of perceiving the world in three dimensions is as-

sisted by our visual system, which uses all available sources of information about the

objects around us, known as depth cues. Depth cues describe the relationship between

objects spatially.

Artists understood that depth cues were important long before the appearance of

computer graphics. They realised that the impression of depth improved when adding

more depth cues, making their paintings appear more lifelike. Despite the fact that

paintings were created on a two dimensional canvas, many portrayed a strong impres-

sion of being created in three dimensions. In many cases, it is difficult to discern the
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difference between handmade paintings and photographs taken by camera. This form

of paintings are called photorealistic. Conversely, an insufficient amount of depth cues

causes the wrong impression and an inaccurate perception of depth, particularly so

with abstract or unfamiliar paintings.

It is difficult to study the visual effect found in nature on a computer screen. This

is because these natural phenomena are modelled in geometry (triangles and pixels)

before they are rendered. The process of rendering also makes assumptions over how

the user will perceive the scene, and on most display technologies, shadows, lighting

and even depth are created using local calculations, rather than global style calculations

that would model every light particle in that scene. In essence the computer uses

“models” and heuristics to display the data. Natural phenomena such as clouds and fire

(Kajiya & Von Herzen, 1984) further add complications, because they are transparent

and translucent effects, with shadows and internal reflections that makeup by internal

appearance. Volume rendering is therefore essential to create more realistic renderings

of such three-dimensional datasets. VR forms the basic modality in most scientific and

engineering applications that deal with three dimensional (3D) visualization.

In the last decades, to render a 3D model of a real scene, a huge amount of mem-

ory and fast computation were needed (Strothotte & Schlechtweg, 2002). However,

medium sized volumes can be rendered in real time on today’s hardware. With new

trends towards Big Data, the computational demands on real time VR continue to

grow. The aim of these volume renderings is to visualise the ‘hidden’. Surface render-

ing techniques merely display the surround of the object, while VR techniques allow

the user to see inside. There are several techniques used to visualise a dataset. For

instance, removing the less important layers, usually external layers. Transparency is

another way to reveal the hidden parts in a multiple-layered images. However, the
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1.1 Problem Description

main point in most of the studies that deals with visualisation is to reveal the hidden

layers.

One big challenge with such volume renderings is to perceive depth. The resultant

image, after visualisation, gives an impression as if it latched on the outer surface and it

is difficult to determine the depth order of the resultant parts (Viola et al., 2005; Coffin

& Hollerer, 2006; Liang et al., 2005; Correa et al., 2006; Krüger et al., 2006). The main

reason for this misperception is the lack of depth cues. Therefore, by adding depth

cues to these images, it could result in enhanced and more informative renderings.

For example, in medical imaging, information inside the body is very important to

the surgeon before entering theatre. Providing depth information gives the surgeon a

better overview about the internal anatomy, which reduces both time and effort during

an operation.

1.1 Problem Description

There are two broad categories describing depth cues, monocular and binocular. This

study focuses on monocular cues only. One of the advantages of monocular cues is that

these cues provide extra information about the relationships of the objects in a scene,

in terms of location and size. Each individual cue provides different information, and

they contribute by providing depth information to the user. Therefore they are known

as depth cues.

Usually, the importance of depth cues is affected by ones understanding of the

objects in a scene. Thus, cues are less important when the objects are known to the

viewer. Consequently, the importance of using cues increases when the objects in the

scene are unknown or abstract. For instance, information about location, dimension,
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1.1 Problem Description

or the distance between the objects is needed.

Normally, this information is not added to a computer generated image automati-

cally. Extra computation is needed, according to the cue that is being applied to the

image. For example, the computational cost required to apply ambient occlusion on an

image, producing a shadow effect, differs from the cost required to apply blurring. In

fact, the time required to produce a blur cue is less than the time required to generate a

shadow cue using ambient occlusion. Consequently, most researches have focused on

how to reduce the computational time needed to apply a cue. As a result, it would be

advantageous for a user to appropriately select the most visually effective cue, before

doing any computer processing.

Browsing the internal structures of a volume is one of the main objectives of three

dimensional (3D) volume rendering. Several studies have been conducted to produce

and design techniques for volume rendering, for use in volumetric illustration sys-

tems (Pflesser et al., 2002; McGuffin et al., 2003; Diepstraten et al., 2003; Owada

et al., 2004; Burns & Finkelstein, 2008). Making the outer surface of a multi-layered

three dimensional model transparent, is one of the methods used in visualisation to

show the internal layers of the model (Krüger et al., 2006). Direct volume rendering

(DVR) techniques are based on this method (Levoy, 1988). Such techniques are useful

when visualising known datasets, such as human anatomy. The reason is that most

displayed internal structures may be known to the viewer. However, it would be dif-

ficult to know or understand unknown or abstract models using this technique. One

reason for this misconception is the lack of depth information about the inner contents,

especially when they have multiple layers. In addition, the order of these layers is

usually unknown or difficult to assess. Another reason, is the ambiguity that goes with

transparency. Two out of three cases (Adelson & Anandan, 1990), which are usually
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1.2 Research Hypotheses

accompanied by transparency, produce ambiguous ordering. Blurring is one of the

techniques used to make a distinction on transparent surfaces to give the perception of

two distinct surfaces (Singh & Anderson, 2002a).

Another technique to browse the inner parts of a volumetric model is to cut a part

of its outer surface. By cutting part of the surface, it is therefore possible for a user to

see internal structures of the model. Most of the models that were used in the previ-

ous studies were based on non-photorealistic rendering (NPR) model, which usually

lack detail. Moreover, the models used were known to the user, such as a part of the

human body, cars, or machines, etc. Therefore, the results from the cut in their study

revealed expected data. Thus, the shape of the cut in the studies was less important.

Conversely, there are few studies that take into account the shape of the cut (Liang

et al., 2005; Coffin & Hollerer, 2006). We were not able to find a study that considered

the effect of the shape of the cut on depth perception, in 3D models. According to psy-

chologists (Bertamini & Lawson, 2008), a shape that consists of a closed line in two

dimensions (2D) impacts ones impression, on perceiving it as a cutaway or an overlaid

figure.

1.2 Research Hypotheses

There are three principal hypotheses that will be investigated throughout this disserta-

tion:

(H1) Each monocular depth cue has a different impact on depth perception. Finding

a cue that provides an intuitive perception of depth, in the absence of other cues,

will be useful in enhancing the realism of a rendered image. Then we can use the

found cue automatically at the time that the image is being rendered. Or we can
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add the cue as an enhancement function to the system, that is used to generate

images. Furthermore, a high dynamic range (HDR) display device can show

hidden information, which exists in HDR images. This data cannot be seen with

typical low dynamic range (LDR) displays. Thus, this study hypothesizes that

HDR devices will be beneficial in visualization, since they will be able to show

hidden information, which might be important.

(H2) Previous research revealed that blurring is useful for layer discrimination in

multi-layered images, as it can be considered as a type of translucency. There

are two common types of translucency, uniform and non-uniform. This study

hypothesizes that the latter will provide a better result in depth-ordering tasks

within multi-layered images. This will enhance the understanding of the scene,

with multi-layered images.

(H3) This study hypothesises that depth perception is influenced by the shape of an

incision or cut on the outer layer or surface, on multi-layered 3D models. Alter-

ing the shape of a cutaway can alter the perceived depth ordering of the layers

within an image. Therefore, finding the best shape for the cut will enhance the

understanding of the rendered image, more accurately.

1.3 Outline of Tasks

The following steps will be implemented to verify these hypotheses:

• A comparison will be made among the commonly used cues in the area of depth

perception. This will be done to find the cue that provides the most intuitive

depth impression, when it is being used individually. The comparison will be
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conducted using a HDR display device, rather than a typical LDR. In addition

to finding the most effective cue on depth perception, the results will show how

important the use of a HDR display device is on depth perception tasks used in

visualisation.

• Another comparison will be made between the two common types of translu-

cency, uniform and non-uniform. This will attempt to find which has the strongest

effect on depth ordering in multi-layered images. Of the multiple layers, only

the foremost layer will be translucent.

• Three geometrically shaped cuts are compared, to determine which shape will

give the strongest impression on depth perception. This study will focus on the

outer surface of a three dimensional multi-layered volumetric model. It consid-

ers two previously used shapes and introduces a third.

1.4 Papers

The work in this dissertation has been published, as follows:

1. Haider K. Easa, Rafał K. Mantiuk,Ik Soo Lim. “ Evaluation of monocular depth

cues on a High-Dynamic-Range Display for Visualisation”. ACM Transactions

on Applied Perception (TAP), 15(6), 2013, pp 1555–1562.

2. H Eesa, I S Lim, D Hughes, M Jones, B Spencer. “Contour shape and perception

of holes on 3D surfaces”; Abstract. Presented at European Conference on Visual

Perception — 2-6 September 2012, Alghero, Italy.

3. H Eesa, I S Lim, D Hughes, M Jones, B Spencer. “Non-uniform image blur
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and perceptual transparency”; Abstract. Presented at European Conference on

Visual Perception — 2-6 September 2012, Alghero, Italy.

1.5 Thesis Outline

The following chapter provides an overview of the main computer graphics techniques,

which have been utilized and investigated during this study. These techniques are used

to enhance depth perception. The chapter highlights the depth cues and how important

they are at increasing the realism of an image or scene. The development of HDR

imaging and devices that are used to display such images are also described. It also

discusses volume visualisation advantages, types, and areas of use. Finally, the chapter

considers the most commonly used techniques in volume rendering.

Chapter three provides a literature review about previous related research. It be-

gins by highlighting research that focus on the importance of depth cues on depth

perception. It also considers research that make cue comparisons. In addition, it looks

at visualisation research that has focused on cutaway techniques, relating to internal

components of 3D models.

In chapter four, we consider individual monocular depth cues, looking to deter-

mine the most effective cue for depth impression. The cues considered are applied

to three dimensional images. The techniques for how these images are prepared are

also explained. The images are converted to HDR, and presented on a HDR display

device. The cues compared are blur, brightness, contrast, overlapping, shadow, relative

size and transparency. The chapter also investigates the importance of HDR images, in

improving realism in computer graphics.

Chapter five looks to find whether the common types of the translucency techniques
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have the same effect on depth impression. Uniform and non-uniform types are tested.

A Gaussian blur function is used to simulate both types of translucency.

In chapter six, we investigate how the shape of the cut, on the outer layer of a 3D

multi-layered image, effects depth perception. Three primitive shapes are tested. These

shapes are circular, rectangular and an Astroid curve. We use the term “convex” to refer

to the Astroid curve shape throughout this study. This is because when considered from

the inside viewpoint, each side of the Astroid curve appears convex.

Finally, chapter seven summarises the study and presents the results, conclusions

and future works.
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Chapter 2

Background

This chapter provides an overview of the main computer graphic techniques that have

been utilized and investigated during this research. We begin by reviewing how depth

cues can be used in computer graphics rendering. The development of high dynamic

range imaging is set to improve the realism of computer graphics and we will in-

vestigate this technology in the context of our research. Volume visualization and

volume rendering techniques are then discussed. Finally we provide a synopsis of

non-photorealistic rendering (NPR).

2.1 Depth cues

The human visual system perceives the world in three-dimensions (3D). It is dependant

on a pair of 2D projections, one for each eye. The brain adjusts the difference between

the two images and produces new information to better understand the resulted image.

This information is commonly known as a depth cue. In other words, the brain in-

tegrates depth cues to reconstruct 3D information from two 2D images. Many depth
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2.1 Depth cues

cues have been discovered and they differ from each other in their nature, and their

impact when they are present in a scene.

Typically, the traditional depth cues can be classified into the following categories (Boyn-

ton, 2008; Harris & Jenkin, 2011; Okoshi, 2012; Sima, 2014):

1. Oculomotor cues: concern the cues that are based on sensing the position of the

eye and muscle tension, which includes:

(a) Convergence: the angle between the two pupil centres and a fixated point

is changed according to the location of that point, whether it is close or

far from the eyes (Richards & Miller, 1969), as shown in Figure 2.1. This

angle is controlled by a set of respective muscles. The effect of this cue can

be seen clearly in short distances.

Figure 2.1: Convergence cue illustration. α and β represents the angle between a fixated
point, the black square, and the direction of the eyes. The size of β is greater than the size of
α since the object is closer.

(b) Accommodation: when focusing on a fixed point, the eye’s focal lens changes

in according with the distance between the eye and the point. This cues also

does not work well in relation to far objects.

2. Binocular cue: includes only one cue:
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(a) Binocular Disparity: also known as Binocular Parallax, which means the

difference between the views of both eyes. The location of our eyes plays

an important role in seeing the world in 3D. Since, each eye takes an indi-

vidual view, the location of each eye allows us to generate two similar, but

distinct views with a slightly differing viewing angle. The brain analyses

these disparate images to determine true stereoscopic depth.

3. Monocular cues: deal with cues that are derived from one eye, but also available

using both eyes (Mather, 2006). These cues are divided into two main categories:

(a) Static cues: also known as pictorial, because these cues have been used

by artists to draw realistic 3D scenes (Solso, 1996). The source of depth

information comes from 2D images, and it includes the following cues:

i. Overlap, also known as occlusion and interposition: it appears when a

nearest object partially occludes the furthest object.

ii. Relative height: objects that appear in higher regions of a scene are

further, in distance, than objects that appear in the lower regions of the

scene.

iii. Relative size: with equal size objects, the smaller one in an image is

the further in distance.

iv. Perspective convergence: parallel vertical lines converge into a single

point after a certain distance.

v. Familiar size: the size of objects in a scene reflects their distance in-

formation. This cue is mainly based on knowledge,

vi. Atmospheric perspective, also known as Aerial perspective: further

objects look less saturated and also less sharp. In other words, the

12



2.1 Depth cues

distant object looks hazier and has a blue tint.

vii. Texture gradient: closer objects look sharper, i.e. the details of the

objects surface texture is seen clearer. Contrarily, a smoothed texture

indicates an object is further in the distance.

viii. Brightness: closer objects normally appear brighter than the furthest

objects.

ix. Shadow: when the source of light is known, objects that cast shadows

on other objects are closer in distance to the light source.

(b) Motion-based cues: these cue can be seen clearly through movement, and

include the following:

i. Motion parallax: in the direction of movement, near objects move

rapidly, whilst far objects appear to move slowly.

ii. Deletion and accretion: objects are covered or uncovered according to

our movement in relation to them.

More recently, psychological studies have introduced blurring as a pictorial cue Mather

(1996). It is produced when using modern images that are generated by photographic

equipment. In addition, O’Shea et al. (1994) claimed that the contrast cue, which

may be thought of as a consequence of atmospheric perspective, be useful to estimate

distance, and the furthest objects display lower contrast values.

All these cues help us to estimate size and distance of objects portrayed in a 3D

world, by giving a more accurate interpretation, regarding the perceived 2D images

(Held & Cooper, 2010). Depth cues have also been classified as physiological and

psychological cues (Cutting & VIshoton, 1995). For example, when judging distance

using monocular cues, we depend more on cognitive psychological responses. This
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is why we see different reactions to a group of people observing the same image.

Therefore, all monocular cues are considered as psychological cues. However, with

oculomotor cues, we use physiological mechanisms, such as pupil dilation and eye

convergence to judge distance.

In this study, we focused on the monocular cues, especially the static cues. The

reason was because they are generally utilised in computer graphic imagery, and it

is difficult to test the oculomotor cues without using special devices. As previously

mentioned, the depth cues that are investigated in this study are: blur, contrast, shadow,

relative size, brightness, overlap and transparency. Although transparency is not one

of the depth cues, it is commonly used in visualisation of multiple-layered images

and in many computer graphic applications. We chose these cues because they can be

used for depth ordering in a multi-layered images. In the following sections, a brief

introduction is given for each type of these cues.

2.1.1 Blur cue

Two main types of blurring are common (Davis, 2008): defocus, also called out-of-

focus (Liu et al., 2008), and motion blur. Defocus is usually caused by the incorrect

focus of an object, while the motion blur type is the result of taking a picture of moving

objects, as shown in Figure 2.2. Blurring is used to reduce sharpness and contrast of

on object. In motion blur, we can infer the direction of movement from the blurred

portion. The defocus blur types includes uniform and non-uniform. In the uniform

type, every part of the image has the same amount of blurring. Conversely, each part

of the image has a different amount of blurring using the non-uniform type. Frosted

glass is an example of the latter.
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Figure 2.2: Motion blur example. Image re-produced from Flicker as London bus.

2.1.2 Contrast cue

As a simple definition, contrast is a ratio of the difference between patch luminance

and its background over average luminance. This means that if the average is high

then a small difference will be ineffective, whilst the same amount of difference will

be effective when the average is low (Legge, 1981). The following equation, which is

known as Weber contrast, is used to find the contrast of the images that include a large

uniform background:

C =
I− Ib

Ib
, (2.1)

where I represents the intensity of a part in the image and, Ib is the intensity of

the background of the image. Michelson (1995) produced another way to calculate the

contrast of an image, known as Michelson contrast, which is defined as follows:

C =
Imax− Imin

Imax + Imin
, (2.2)

where Imax and Imin represent the maximum and the minimum intensity values of

the image respectively. The equation 2.2 is used to find the contrast of images that

contain periodic patterns and also in the models that describe transparency (Singh &
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Anderson, 2002b; Kasrai, 2004). Ichihara et al. (2007) classified contrast into two main

types, area contrast and texture contrast. Area contrast can be defined as the difference

between the average luminance of the surface area of a part of an image and the average

luminance of the background. The left column of the Figure 2.3 shows a high area

contrast while the right column presents a low area contrast. The texture contrast is the

difference between the luminosity of the characteristics of an object. The first row in

the Figure 2.3, has the low texture contrast compared with the second row, which has

high texture contrast.

Figure 2.3: Contrast types. High area contrast can be seen in the left column and high texture
contrast can be seen in the second row. Image re-produced from (Ichihara et al., 2007).

2.1.3 Shadow cue

Shadows can be defined as the consequence of light occlusion triggered by an object

while shading is the results from a change in the angle of a 3D surface normal, with

respect to the light direction (Kingdom, 2008).

Consequently, shading models are used extensively in computer graphics applica-
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tions to provide the interaction of light with surfaces. They can be used to express 3D

shape on flat 2D display screens (O’Shea et al., 2008). Shading models consist of four

basic components (Ware, 2013):

• Lambertian shading: the light is reflected from a surface equally in all direc-

tions.

• Specular shading: the light is reflected from a glossy surface.

• Ambient shading: the light comes from the surrounding environment.

• Cast shadows: the shadows cast by an object, either on itself or on other objects.

Lately, ambient occlusion (AO) has been used in many computer graphics appli-

cations to simulate shadows and shading. It increases the realism in computer based

imagery, see Figures 2.4. AO is a visual effect that was originally developed by Indus-

trial Light and Magic ILM (GEFORCE, 2014). AO does not depend on the direction

of light, therefore, it can be pre-computed for static objects.

(a) (b)

Figure 2.4: A pair of screenshots, from the HALF Life 2 game, to illustrate the effect of
applying ambient occlusion AO. The Ao was not enabled in the image (a), therefore, there is
no sense of depth between the phone and the wall against. The same in the image (b), a realistic
shadow effect can be seen clearly. Image re-produced from (GEFORCE, 2014).
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2.1.4 Relative Size cue

The size of an object serves as a cue to determine its location in a scene (Ittelson,

1951). Hochberg & McAlister (1955) distinguished between familiar size and relative

size. They argued that familiar size requires only one image of stimulus to determine

the distance, whilst in the relative size, two or more similar or identical shapes of differ-

ent size are required. This is because this cue depends mainly on previous experience.

Thus, larger shapes tend to be nearer to the viewer. However, the exact opposite re-

sult is seen in the “corridor illusion” phenomenon (Fineman, 1981), as shown in the

Figure 2.5. This phenomenon appears when two or more objects of the same size are

located in the near and far end of a corridor; without accounting for the perspective

projection. Aks (1996) claimed that the linear perspective of the corridor makes the

object in the near end of the corridor appear larger, even though the geometric size of

all objects is exactly the same.

Figure 2.5: The Corridor illusion phenomenon, all bars are the same size, but the furthest bar
seems bigger because of the linear perspective of the corridor.
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2.1.5 Overlapping cue

Overlapping, also known as interposition or occlusion, is one of the monocular cues

that occurs in an image when it contains many objects, which overlap fully or partially.

The occluded object appears to be further away from the observer. Therefore, one of

our visual systems task is the completion of clutter or occluded object boundaries and

depth assignment of overlapped boundaries (Hund & Mertsching, 2009). Figure 2.6(a)

illustrates the effect of the overlapping cue on depth ordering tasks. Since all the shapes

in the image are well known, it is easy to order these shapes using the overlapping cue.

The circle shape is fully displayed, so it should be the closest one to the observer.

The rectangle looks to be the second closest shape to the observer, because a part of

it is occluded by the first (the circle shape) and it, in turn, occludes the triangle shape,

which seems to be the furthest shape from the observer. This cue works perfectly with

known objects or shapes, but with random, abstract or unknown shapes the ordering

task will be difficult, as shown in Figure 2.6(b).

Psychological studies have tried to determine a distinction between specific shapes

and their relation with depth ordering tasks. It is claimed that closed-line shapes can

be perceived as an object (also called a figure) or as a hole (referred to as ground). This

process is called figure-ground segmentation which, in turn, can determine whether a

shape’s order is in front or at the back (Kanizsa & Gerbino, 1976; Kanizsa & Kanizsa,

1979; Koenderink et al., 1984). They argue that the convexity is the main factor of

figure-ground segmentation and convex regions are perceived as a figure.
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(a) (b)

Figure 2.6: An illustration of the overlapping cue. In (a), it is easy to order these shapes
using this cue. The green circle is the nearest shape to the viewer since it is shown completely,
and because a part of the rectangle shape occludes the triangle shape, the rectangle will be the
second closest shape, and the triangle is the furthest shape. In (b), it is difficult to tell the order
of these unknown shapes.

2.1.6 Brightness cue

An object can be described according to its light reflection as: bright, dim and dark.

Increasing or decreasing the amount of the brightness of a colour can be achieved

by adding black or white to that colour (Cognates, 2013). Figure 2.7(a) shows that the

brightness of an object also can be altered by changing its background intensity (Vladu-

sich et al., 2007). The furthest right disk looks brighter than the others, whereas, in fact,

all disks in the image have the same luminance value. This occurs because of the effect

of the background luminance, which is varied along a horizontal gradient. The back-

ground colour ranges from the high brightness, on the left, to the low brightness. The

term “high” brightness refers to a colour that is close to white on a brightness scale. In

Figure 2.7(b), the disks have different luminance values while the background remains

unchanged.

20
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(a)

(b)

Figure 2.7: Brightness can be acheived either by changing the background luminance in a
gradient and keeping the objects’ luminance unchanged (a) or, by changing the luminance
value of the objects (b).

2.1.7 Transparency and Translucency

A property of a surface that allows a certain amount of light to pass through is called

transparency (Kasrai, 2004). It gives an impression of multiple layers or multiple sur-

faces when it occur in an image. The first quantitative model to assess visual perception

of transparency was Mettlli’s episcotister model (Metelli et al., 1985). Based on this

model, and in addition to the modification made on this model by Singh & Anderson

(2002b),Chan et al. (2009), they developed a system to optimize transparency in vol-

ume rendering automatically, to enhance the impression of a transparent structure. The

transparency phenomenon may be divided into the following main classes: media, sub-

stances and layers. The media class can be seen in fog and water. Substances can be

seen in coloured liquid and glasses. And finally, layers, sometimes called filter, have

been studied widely because of the simplicity in generating stimuli for psychophysical

research (Gilchrist, 2013). A transparent surface differs from a translucent surface,
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in that the translucent surface diffuses the light that is passed through it. The ground

layer underneath the translucent surface, in a multi-layered images, looks distorted or

blurred (Singh & Anderson, 2002a).

Transparency is one of the techniques that is used in visualization of 3D vol-

umes (Bruckner & Groller, 2005). It is also known as the Ghost technique. In this

technique, rather than removing the outer surfaces of a multi-layered image by cutting,

its opacity is decreased to become semi-transparent which in turn reveals the hidden

parts. Such a technique is useful in visualising known objects, such as the human body.

The outer surface (the skin) is well-known and it is considered as less important when

comparing with the internal parts of interest. Moreover, we might use our knowledge

about the anatomy to guess the location of the internal parts without focusing on its

exact depth locations. Transparency and colouring are the basic concepts of volume

rendering which are used consistently in visualization of 3D medical images.

Reflection of light on object surfaces differ depending on the material that the ob-

ject is made of. On an ideal reflective surface, the surface reflects the light ray without

allowing it to pass through. However, when a light ray bleeds through a translucent ma-

terial, it gives the surface a special visual characteristic such as a visual softness and

glow (Thompson et al., 2011), such as wax and frosted glass. Normally, the amount of

lights to pass through a translucent object depends on how thick the object is. Thin-

ner translucent objects allow more light to pass through and it look more transparent.

Dealing with translucent surfaces, there is a phenomenon called subsurface scatter-

ing (Fleming & Ulthoff, 2005). When light strikes a real translucent surface, it passes

through, scattering the light beam many times with the internal material, and then

emerging to another location on that surface or passes through it, as shown in Fig-

ure 2.8.
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Figure 2.8: A translucent surface, the light passes through the first layer of the surface and
scattes many times with internal material which produces new rays. Some of these rays fully
pass through the surface and others reflect in different locations from the surface. Image re-
produced from (Thompson et al., 2011).

2.1.7.1 X-Junctions

According to psychological studies, transparency and luminance play an important

role in perceiving the depth ordering of multiple semi-transparent layers. When two or

more layers are partially overlapped and the front layer is semi-transparent they give

rise to X-junctions, whereas T-junctions appear as if the front layer is opaque (Watan-

abe & Cavanagh, 1993) as shown in Figure 2.6. X-junctions are seen where the con-

tours of a transparent material cross contours of the surfaces behind (Sayim & Ca-

vanagh, 2011). Based on a model in Adelson & Anandan (1990), the type of trans-

parency depends on the type of X-junction. Figure 2.9(a), shows a typical X-junction

model. Let p, q, r and s represent four regions surrounding the X-junction which is

indicated as a red point in the image. Let lp, lq, lr and ls be the luminance values for the

four regions respectively.

In Figure 2.9 (b), lp > lq and lr > ls which means that the vertical edge retains the

same sign in both halves of the X-junction. Likewise, lp < lr and lq < ls, the horizontal

edge also retains the same sign in both halves. This type of X-junction called “Non-
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reversing” because both edges retain their sign. Transparency can be seen in this type

of X-junction but it is difficult to tell the depth order.

In Figure 2.9 (c), the horizontal edge retains the same sign whilst the vertical edge

sign is changed. This type is called “single-reversing”, since the sign is changed only

on one edge. In this type of X-junction, the transparency can be seen and the depth or-

der is also clear. Finally, in Figure 2.9 (d), the X-junction is called “double-reversing”,

since the sign of both edges are changed. In the double-reversing type, the transparency

cannot be seen and it is difficult to see the depth order. The correct depth order can

be determined only for the single-reversing type (Anderson, 1997; Singh & Anderson,

2002b; Delogu et al., 2010).

2.2 High Dynamic Range (HDR)

Nowadays, there are many applications that are focused on digital images. These im-

ages are normally created using either digital devices, such as modern cameras and

scanners, or using drawing programs. A standard imaging tools cannot record the

whole range of luminosity that is found in everyday scenes and because of the restricted

capability of standard image capture apparatus, lots of information is lost (Mann & Pi-

card, 1994). Different lighting environments have different ambient luminance levels.

For example, starlight has an illumination of 10−3 cd/m2, moonlight of 10−1 cd/m2

and sunlight has 105 cd/m2 (Wandell, 1995; Ferwerda, 2001). Figure 2.10 shows an

image shot with only daylight luminance using both a standard and HDR image cap-

ture device. The HDR image reveals information that was invisible in the standard

shot. This loss of information may effect the full understanding of the shaded part of

the image and using HDR imaging would be a positive solution. HDR images contain
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(a) (b)

(c) (d)

Figure 2.9: X-junctions occur when two semi-transparent layers are partially overlapped. (a)
An illustration of X-junction marked by a red point. (b) non-reversing junction produces an
ambiguous depth order but the transparency can be seen. (c) single-reversing junction provides
the correct depth order and a clear transparency. (d) double-reversing junction does not evoke
the impression of transparency and an ambiguous depth order.

an immense range of intensity level compared to standard images. In this study, an

experiment is conducted using a HDR display, as seen in Figure 2.11, to determine

whether HDR can provide a better impression of depth order when visualizing abstract

data on 2D displays.

In order to approximate the appearance of a HDR image in a standard range dis-

play, a technique called tone mapping was used to map one set of colours to an-

other (Ledda et al., 2005; Mantiuk et al., 2006b). While conventional displays are

usually restricted by the peak luminance of 200-500 cd/m2 and the contrast 1 000:1,
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(a) (b)

Figure 2.10: A lot of detail is revealed when using an HDR image (b) compared to a standard
image. Image re-produced from (Reinhard et al., 2010).

HDR displays can produce as high luminance as 4 000-8 000 cd/m2 and contrast ex-

ceeding 10 000:1 (Seetzen et al., 2004). Such a luminance range is much closer to

that found in natural physical scene. The images shown on such displays are strongly

preferred (Daly et al., 2013) and there are also indications that the expanded contrast

range can enhance contrast perception (Rempel et al., 2011).

2.3 Volumetric Visualization

The main goal of a volume visualization is to see the interior parts of a volumetric

dataset. One of its benefits is to give a quick look at the contents of the internal struc-

ture of a 3D model, which reduces thousands of words that might be used to describe

the internal parts. The field of visualization started in the nineteen eighties, after a re-

port was published in the U.S. National Science Foundation (McCormick, 1988; Viola,
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2.3 Volumetric Visualization

Figure 2.11: HDR display device at Bangor university which consisted of a 4 000 lumen
projector and a 15” LCD panel with a resolution of 1024× 768 pixels. The device’s peak
luminance was 2 446 cd/m2 and the black level was 0.01 cd/m2.

2008; Moreland, 2013), which stated the new challenges in using scientific visualiza-

tion. It was used in many different areas, for example, education, medicine, industry

and applied sciences. As a consequence, it has been developed quickly to keep pace

with the urgent need to make use of it.

Volumetric data are sets of 3D entities, called voxels that represent 3D scalar field.

These data sets are usually comprised from a group of 2D slices that are obtained

using different scanning techniques such as, computed tomography (CT), magnetic

resonance Imaging (MRI), or positron emission tomography (PET) (Meißner et al.,

2000). These techniques are used at most to scan the internals of the human body.

The main objective of volume visualisation is to represent the full data set at the same

time (Deserno, 2011) and then, extract the significant information from the volumetric

data Hansen & Johnson (2005). There are two basic specialities in volume visual-

ization; realistic rendering and scientific visualization (or non-photorealistic rendering

NPR) (Hughes & Lim, 2009). Realistic rendering attempts to visually simulate how
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an optical phenomenon translates form real life scenarios, such as how light interacts

with materials and how fluid particles move in fluid dynamics, simulating pressure and

viscosity (Yagel et al., 1991; Deussen et al., 1998; Shirley & Morley, 2008), while

scientific visualization simply tries to give a visual view of data with more focus on

portraying the information of interest. Volume visualization plays an important role

in many modern sciences, medicine, education, and industry. For instance, getting

high-resolution optical slices of a microscopic object, oil exploration and analysing

geo seismic data. Volumetric medical data has seen much research over many years.

Last but not least, a photorealism product can be viewed, tested and improved before

it is actually manufactured (Yagel et al., 1991; Meißner et al., 2000; Hadwiger et al.,

2008). In general, there are two major approaches, which typically utilised in volume

visualisation; indirect and direct volume rendering (Deserno, 2011; Bruckner et al.,

2005; Hansen & Johnson, 2005; Engel et al., 2001).

2.3.1 Indirect and Direct Volume Rendering

One of the first studies in the topic of volume rendering was in 1988, when Marc

Levoy (Levoy, 1988) claimed that volume rendering is an effective method for the

display of surfaces from sampled scalar functions of three spatial dimensions. His

technique developed form his earlier work on the use of points as a rendering primi-

tive (Levoy & Whitted, 1985). Indirect volume rendering (IVR), also called surface

- or isosurface - rendering, extract an intermediate polygonal representation from the

volume dataset and then render this representation. “marching cubes” and seed-sets

are the widely used algorithms for the extraction (Lorensen & Cline, 1987; Hansen

& Johnson, 2005; Newman & Yi, 2006; Yang et al., 2008; Wenger, 2013). The main

limitations of the isosurface methods are that they can only be used with specific blend-

28



2.4 Non-Photorealistic Rendering (NPR)

ings, they are view dependent and only boundaries can be represented (Boucheny et al.,

2009). It is suited to a particular type of data sets (CT scans), but it is not always ap-

propriate to use, for example, when simulating fire.

Direct volume rendering (DVR) generates the visual representation of the entire

structure without an intermediate process, by projecting the voxels directly onto the

image plane. It can be defined as a process of creating a 2D projection directly from

3D volumetric data set, this is why it called direct volume rendering. The DVR’s

main idea is to represent data in a semi-transparent manner, so the volume is used

as a whole, which means the structure inside of the volume can be seen. Thus, the

gaseous phenomena can be simulated using this type of rendering. DVR provides

greater flexibility than the isosurface method. Every voxel in the volume dataset should

contribute to the image and its colour and opacity can be controlled. Therefore, a

specific region can be shown or focused on using DVR. Volume ray casting, splatting,

shear-warp, and texture mapping are the main algorithms that are being used in DVR.

Figure 2.12 shows skin and bone of a mummy dataset rendered using isosurface and

DVR.

2.4 Non-Photorealistic Rendering (NPR)

Illustrative visualization is one of the most important topics in computer graphics,

which provides an effective way to display 3D models with the ability to focus only

on the important features, or parts of interest (Gooch & Gooch, 2001; Rheingans &

Ebert, 2001; Strothotte & Schlechtweg, 2002; Chen et al., 2011). Artists were the

first who tried visualising the internal contents of volumetric datasets. For example,

Leonardo Da Vinci [1452-1519] might be considered as one of the first artists who
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(a) (b)

Figure 2.12: Mummy dataset rendered using (a) isosurfave, and direct volume rendering DVR
(b). Image re-produced from (Scheidegger, 2007).

tried to reveal the interior parts of the human body and also the internal structure of his

inventions, when he started to draw anatomical sketches of the human body centuries

ago, as shown in Figure 2.13(a).

(a) (b)

Figure 2.13: Examples of a hand visualisation. (a) A hand drawn by Da Vinci, Image re-
produced from ©Royal Collection Trust HM Queen Elizabeth II 2013. (b) A hand scanned
and drawn by a computer. Image reproduced from ©Mark Mobley, West Midlands Surgical
Training Centre.

Da Vinci’s anatomical drawings have shown amazing accuracy when compared

with new medical scans, as shown in Figure 2.13(b). Painters have been relying on
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the illustrations in various fields of science until the advent of computer graphics in

the nineteen sixties. Some of the paintings have extremely high precision, which are

difficult to distinguish from photographs that are captured by camera. This type of

painting is called photorealism (Gooch & Gooch, 2001).

Rendering 3D landscape scenes in real-time is considered to be one of the most

challenging task in computer graphics (Coconu et al., 2006). Deussen et al. (1998)

rendered a realistic outdoor plant model, but to achieve real-time rendering they used

a non-photorealism models (Deussen & Strothotte, 2000; Coconu et al., 2006) rather

than photorealism, as shown in Figure 2.14. Non-photorealistic is simple and it can be

produced quickly compared to photorealistic. It is suitable for the topics that deal with

explanations and illustration, whilst photorealistic is appropriate to the topic that deal

with documentation and simulation (Adam, 2005). Bruckner & Gröller (2007) repro-

duced the anatomical illustration style found in medical books using non-photorealistic

rendering.

2.5 Summary

In this chapter, the foundations of all of the topics that will be covered in this research

are highlighted. Every topic is defined briefly, focusing on its main uses and types, if

there are more than one type. The chapter begins with an explanation of depth cues

and their main types. Followed by a brief description about the development of HDR

imaging and devices, with an explanation of how these can increase the enhancement

of computerised imaging. The chapter gives a synopsis about volumetric visualisation,

as well as the main volume rendering types used. Finally, an outline definition about

NPR is also provided.
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(a)

(b)

Figure 2.14: Landscape rendering uisng,(a) photorealistic, and (b) non-photorealistic. Images
re-produced from (Coconu et al., 2006).
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Chapter 3

Related Work

This chapter discusses research that relates to this dissertation. The chapter begins

highlighting research that focused on the importance of using depth cues to improve

depth perception. In addition, the studies that clarify the benefit of these cues to in-

crease the understanding of a scene, are reviewed. It also highlights the studies that

encourage the use of HDR technologies. This chapter also discusses studies that use

the cutaway techniques, which are used to reveal the internal parts of 3D volumes;

emphasising only studies that used geometrical shapes for the cutaway process.

3.1 Depth cues

As previously mentioned, the depth cues that are investigated in this dissertation are

blur, contrast, shadow, relative size, brightness, overlap, and transparency. Although

the transparency cue is not classically known as one of the depth cues, it is commonly

used in visualisation of multiple layer modelling. These cues are usually utilised in

computer graphic imagery. They have been chosen based on the results of previous
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research, which present their effect on depth ordering. The following sections highlight

the studies that focus on the depth cues that will be used in this study, which in turn

clarifies the reason of selecting these cues.

3.1.1 Blur Cue

Mather (1996) claimed that the blurring feature can be used as a depth cue, and it can

be useful in depth ordering tasks (Mather & Smith, 2000). Mather contended that the

converging contour, when blurred and focused parts converge, will play an important

role in determining which part is closer to the viewer. If the converging contour is

sharp, the focused part will be seen as closer, and if it is blurred, then the blurred

part, in this situation, will be seen as the closer, as shown in the Figures 3.1(a) and (b)

respectively. To support his idea, Mather conducted an experiment (Mather & Smith,

2002) and asked observers to choose the closest region to them between two regions;

focused and blurred. The results confirmed the studies expectations, where most of the

participants chose the blurred part as being the closer part, when the merging contour

line was blurred.

Marshall et al. (1996) discussed how the blur cue can be utilized to establish depth-

order in a multi-layered image. They hold the same point of view as Mather, in which

the edge that separates the blurred and focused parts (of two adjacent parts) plays

an important role in depth order judgement. O’Shea & Govan (1997) claimed that

the blur cue is more effective on depth perception, as a pictorial cue comparing with

the contrast cue because of its usual association with other depth cues, particularly in

pictures and photographs. Held & Cooper (2010) claimed that the blur cue can be used

in conjunction with other pictorial cues to estimate the absolute distances between the
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objects in a scene.

(a) Sharp edge (b) Blurred edge

Figure 3.1: Mather & Smith (2002) argued that the edge between two regions; blurred and
sharp, plays an important role in depth judgement. In (a) most of the observers selected the
sharp region as being closer, whilst in (b), most of the observers selected the blurred part as
being the closest. Images re-produced from (Mather & Smith, 2002).

3.1.2 Contrast Cue

O’Shea et al. (1994) claimed that the contrast cue is an effective depth cue, in the

absence of other depth information, and it has a significant effect on depth perception.

They argued that when two areas that have a different contrast value, the area that

has a lower contrast looks further. O’Shea & Govan (1997) tried to ascertain whether

blur and contrast cues have a separate effect on depth perception when they used in an

image. Both cues (blur and contrast) influence depth perception. However, the contrast

of an image is affected when the image is blurred. They found that both cues influence

depth perception separately. However, the greatest effect of the blur cue was observed

when using a moderate contrast.
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Ichihara et al. (2007) claimed that the contrast cue can be helpful for identifying

the depth of an object. For example, in Figure 3.2, and because the texture contrast

in the lower row is higher than those in the upper row, the lower row seems closer.

Likewise, because of the area contrast in the left column is higher than those in the

right column, the left column looks closer. As a conclusion in both cases, if an object

has a high contrast level, it will seem closer in distance to the observer. Rempel et al.

(2011) tried to examine the effect of contrast on depth perception by conducting a

series of experiments. They found that the observers perceived increases in contrast

to correspond with increases in perceived depth. They argued that according to their

results, they can simulate sensations of depth by manipulating contrast.

Figure 3.2: Illustration of the influence of texture contrast and area contrast on depth per-
ception. The left column looks closer because of its area contrast is higher than the second
column, and the lower row seems closer because its texture contrast is higher than the upper
row. Image re-produced from (Ichihara et al., 2007).
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3.1.3 Shadow Cue

The depth of objects can be estimated according to its cast shadow Mamassian et al.

(1998). Sugano et al. (2003) argued the effect of the shadow cue of virtual objects

plays an important role in Augmented Reality (AR). Elder et al. (2004) tried to examine

the role of shadows in the rapid discrimination of scene properties. They found that

depending on the type of shadow (cast or attached), the direction of the shadow, and

the displacement of the shadow, the visual system is capable of rapid discrimination

of depth. Rensink & Cavanagh (2004) also claimed that cast shadows can have a

significant influence on the speed of visual search. Figure 3.3 illustrates the effect of

casting shadow on the impression of depth. The green rectangle is in the same position

in all images. Because each image has a different amount of shadow spread, the green

rectangle looks to be at different distances from the background layer.

3.1.4 Overlapping Cue

Convexity can be considered as a factor that affects figure-ground segmentation (Kanizsa

& Gerbino, 1976). Figure-ground refers to the visual perception that a contour sepa-

rating two regions belonging to one of the regions (Fowlkes et al., 2007). According

to a prior expectation that favours convexities as a figure, Bertamini & Lawson (2008)

claimed that they have an objective evidence that supports the idea that convexity af-

fects figure-ground assignment. They argued that the response in the figure-ground

segmentation task is faster when the surface in front is bounded by a convex contour,

rather than a straight contour. Zheng et al. (2013) thought that occlusion is an intuitive

monocular depth cue, but it is inappropriate in volume rendering because the structures

are rendered semi-transparently. We named this particular cue a convex cue, which is
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(a) (b)

(c)

Figure 3.3: The effect of a cast shadow on depth perception. The green rectangle is in the
same location in the all images but it looks to be at a different distances from the background,
because of the different amount of shadow spread. Images re-produced from (Mamassian et al.,
1998).

featured in the experiment in chapter Four of this thesis.

3.1.5 Brightness Cue

In general, and with multiple objects, the nearer object to the light source looks brighter

than the further object. The brightness cue could play an important role in depth order-

ing tasks. Swain (2000) claimed that increasing the luminance of an object of interest

will make that object look closer. Farnè (1977) had a different viewpoint about the

brightness cue. He argued that increasing the brightness of an object is not enough

to make it looks closer. He claimed that the high contrast between an object and its
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background influences more in distance perception than increasing its brightness. This

will makes the object seems closer, even if it is dark. In Figure 3.4, the black (dark)

disk looks closer to the viewer over the brighter disk.

Figure 3.4: According to Farnè (1977) the high contrast between an object and the background
makes the objects looks closer, the black disk appears closer while the brighter disk looks
farther from the observer. Image re-produced from (Farnè, 1977).

3.1.6 Transparency Cue

According to previous psychological studies, transparency and luminance can be con-

sidered as important cues for depth ordering (Adelson & Anandan, 1990). The am-

biguity that accompanies transparency in some of the X-junction cases is a problem

that can be overcome. Everitt (2001) presented a technique called depth peeling to sort

the depth of multiple transparent surfaces or objects. Zheng et al. (2013) produced an

approach to enhance the perception of depth order in volume rendered images without

using additional cues.

3.1.7 Relative Size

It is obvious that for familiar sized objects or objects that have an equal size, the closer

object appears larger than the furthest one. Ittelson (1951) argued that the size of an

object serves as a cue to its localisation in visual space. Epstein (1961) claimed that
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the known size cue can be utilised to determine the distance. He argued that discrete

changes in the size of an object, whose known size remains constant, are perceived as

corresponding changes in distance. We utilised this cue during this study as a control

condition.

3.2 Depth Perception

Depth perception has been studied extensively. Many of these studies are mainly fo-

cused on how to improve the depth effect, using depth cues. However, some studies

used a combination of depth cues to enhance the impression of depth. The number and

the type of depth cues are not equally considered in these studies. However, there has

been no evaluation of depth cues. The following section illustrates some samples of

such studies.

Landy et al. (1995) argued that several depth cues available in a scene encourage

the visual system to combine them. They tried to provide a way to analyse depth

cue combinations. Swain (1997) argued that depth perception in a 2D image can be

improved by adding monocular depth cues. He used four monocular depth cues in his

study. They were blur, shadow, brightness, and overlap (occlusion). He claimed that

a pseudo 3D image can be generated from a single 2D image using these cues. Thus,

only a single 2D image was required in his study. However, to apply his algorithm,

the original image should be first segmented into objects. Depth cues are applied to

segmented images then the result is combined with the original image.

Mather & Smith (2004) claimed that the number of depth cues available in a multi-

layered image will increase both speed and accuracy in depth-ordering tasks. They

used three depth cues in their study; blur, contrast, and overlap. They found that the

40



3.2 Depth Perception

observers responded faster when all cues were presented, over a single cue at a time.

They proved that more depth cues in an image will give a stronger impression on depth

perception than only one.

Saxena et al. (2005) argued that depth estimation is a challenging problem. They

tried to solve the problem by making a combination between binocular and monocular

cues to enhance depth estimation (Saxena et al., 2007). They claimed that by adding

monocular depth to stereo vision (stereopsis) significantly improves depth estimation,

over using each type of cues alone. They used texture, blur, and haze monocular depth

cues in their study. Based on their results, they tried to reconstruct 3D depth from a

single still image (Saxena et al., 2008).

Luft et al. (2006) presented a simple method to enhance the depth perception qual-

ity of images that contain depth information. Their idea was motivated by artwork.

They used a low-pass filter to produce a shadow-like effect, which then was utilised to

determine information about spatially important areas of the scene.

There are many studies that consider combining depth cues, detailing them all ex-

ceeds the scope of this thesis. However, there are a few studies that try to evaluate

depth cues. Surdick (1994) conducted an experiment to test several depth cues to find

which one provides effective depth information. They tested seven depth cues; bright-

ness, relative size, relative height, linear perspective, foreshortening, texture gradient,

and stereopsis. They also tried to find whether the effectiveness is altered when the

viewing distance is being changed. Two viewing distances were used; one and two

meters. The stimuli were viewed dichoptically through a modified WeatStone stereo-

scopic device, constructed with first-surface mirrors (Arditi, 1986). They found that

the effectiveness of the perspective cues (linear perspective, foreshortening, and tex-

ture gradient) were superior to the other cues. Relative brightness was the inferior
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cue in their experiment. The stereopsis was the only cue effected by distance. It was

among the more effective cues at a one meter distance, while its effectiveness was less

at two meters. Their study was restricted to standard LDR displays using a Mac IIfx

computer with a high resolution grey scale monitor.

3.3 Visualisation of HDR Data

The high range of colour and intensities that HDR provides motivated researchers to

use these types of data in their studies. Yuan et al. (2006) claimed that high resolution

volumes, comprised of huge datasets generated by a supercomputer systems for large

fluid simulation, require high precision composition to preserve detail. Yuan used HDR

visualization to produce a technique for volume rendering in large volume data, such

as in large fluid dynamic simulations, that are performed on supercomputer systems.

Yuan et al. (2007) argued that using HDR datasets is vital for understanding complex

geophysical phenomena, such as earthquakes, mantle temperature fluctuations, etc.

Dinesha et al. (2012) claimed that fine details in an uncertainty distribution can be

revealed when HDR mapping is used.

3.4 Illustrative Visualisation

According to psychologists, our brain can perceive a fully enclosed line in a 2D image

either as an object or as a hole (Arnheim, 1954; Elder & Zucker, 1993; Nelson et al.,

2001; Bertamini, 2006), as shown in Figure 3.5. It is hard to determine whether the

white part is a hole or just a white disc on a black surface. They tried to realise what

makes some shapes appear as holes or cuts and others as objects or figures, which is
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known as figure-ground phenomena.

Figure 3.5: The white circle provides an ambiguous impression, since it might be perceived
as a hole or as a white disc on the top of a black background. Image re-produced from (Nelson
et al., 2001).

Arnheim (1954) claimed that the convexity and the concavity of the shape’s con-

tour encourage the shape to be perceived as a hole or as an object. For example, he

claimed that the shape in 3.6(a) tends to be seen as a hole because it is concave, and

the shape in 3.6(b) as a figure because it is convex. Bertamini (2006) wanted to verify

this conclusion by applying an empirical experiment, based on the images in the Fig-

ure 3.6(a) and (b). He asked twenty-two naive observers to select the shape that looked

more like a hole, when comparing the two shapes. More than 85% of the observers

chose shape (a).

In fact, he made several studies to strengthen the idea that convexity and concavity

plays an important role in perceiving a shape as hole or as a figure (Bertamini, 2000;

Bertamini & Croucher, 2003; Bertamini & Mosca, 2004; Bertamini, 2006; Bertamini

& Lawson, 2008). One of his results was that the shape can determine the objects

ownership of the contour (Bertamini, 2006). This result can be utilised to enhance the

perception of a cut made on the outer surface of 3D multi-layered images.

The cutaway technique, when used to remove a part of the outer surface of a 3D vol-

ume to visualise its inner contents, is one of the methods used in technical illustration

and visualisation (Liang et al., 2005). It is also known as volume clipping (Weiskopf

43



3.4 Illustrative Visualisation

(a) (b)

Figure 3.6: Arnheim (1976) claimed that the shape in(a) tends to be seen as a hole because it
is concave, and the shape in (b) as a figure because it is convex. Image re-produced from (Arn-
heim, 1954; Bertamini, 2006).

et al., 2002, 2003; Bruckner et al., 2005). The first mention of the cutaway illustra-

tion, in the field of computer graphics, was in the SIGGRAPH 99 advanced OpenGL

rendering course (McReynolds et al., 1998). However, the effect of the shape in a cut-

away on depth perception in 3D is rarely studied. Most research that deals with the

cutaway technique focus mainly on presenting internal volume contents (Diepstraten

et al., 2003; Viola & Gröller, 2005; Li et al., 2007). The shape of the cutaway is less

important in such studies. The resulting images can appear as if they are pasted on the

outer surface Viola & Gröller (2005).

Moreover, only a few studies tried to use a geometric shape for the cut. Using

geometrical shapes will assist automation of cutting a volume (using a computer), over

using arbitrary shapes. For instance, Weiskopf et al. (2003) used the cutaway technique

in their study. They used cuboid and spherical shapes to make the cut. Coffin &

Hollerer (2006) used an interactive method to apply a cut. They used circular and

rectangular shapes, as well as user defined (arbitrary) shapes in their study. Knödel

et al. (2009) used four 3D geometrical shapes to be used as a cut. They were cubic,

spherical, wedge, and tube. Sigg et al. (2012) used three geometrical shapes in their

study. Theses shapes were cuboid, sphere and cylinder. Their main objective was to

44



3.5 Summary

develop a method which places parametrized cutaway objects automatically.

Other studies tried to use a specific shape to be the shape of cutaway, as in Liang

et al. (2005) and Correa et al. (2006). The shape they used was similar to an inci-

sion made by a surgeon. They used this shape without considering its effect on depth

perception.

(a) (b)

Figure 3.7: Cutaway Samples. (a) The cutway seems more as if it is being pasted on the outer
surface of the skin. Image re-produced from (Viola & Gröller, 2005). (b) A specific shape for
a cutaway that looks as though it is an incision made by a surgeon, because it is convex. Image
re-produced from (Liang et al., 2005).

3.5 Summary

This chapter illustrates the reasons for using monocular depth cues in this study. It

begins with highlighting the studies that showed the importance and influences of these

cues on depth perception. In addition, it discusses the studies that used a combination

of these cues in order to improve depth perception. Also highlighted in this chapter

are studies that try to evaluate depth cues. The benefit of using HDR techniques is

also discussed. The cutaway technique that is usually used in technical illustration and

visualisation is discussed.

The following is a summary of the main conclusions of this chapter:
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1. The work done by Surdick (1994) was the only study in the field of depth cue

evaluation. In addition, this study was based on classic LDR images and display

devices.

2. HDR techniques are being used increasingly in different fields of science. Visu-

alising volume data using HDR is one of these fields.

3. A few studies tried to utilise specific shapes to be the shape of cutaway in

multiple-lyered images (Coffin & Hollerer, 2006; Correa et al., 2006; Liang

et al., 2005).
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Chapter 4

Evaluation of Monocular Depth Cues

on a High-dynamic-range Display for

Visualisation

The main objective of this chapter is to find an intuitive depth cue, among several monocular

depth cues, which provides a better impression of depth ordering when no other cues are avail-

able. To do so, an experiment was conducted based on showing images to observers, asking

them to select the closest part of the image. Four computerized tomography (CT) volumes were

used in the experiment. The experiment was conducted using a HDR display, for the reason of

the high contrast and brightness.

4.1 Introduction

Multiple layered abstract data is difficult to visualize on two dimensional displays,

especially when the spatial arrangement of depth needs to be shown. One of the meth-
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ods used is to remove less important layers to reveal underlying layers (Viola et al.,

2005). Although the layers are revealed, they often appear as if they are painted on

the skin’s outer surface (Figure 4.1(a)). Transparency is another method which is used

for visualising volumes (Krüger et al., 2006). In this case, the front layer is partially

transparent, which provides the user with an intuitive depth cue. However, as shown in

Figure 4.1(b), the depth order is not easy to see and it often needs to be deduced using

knowledge of the visualized phenomena, which is the human anatomy in this case.

(a) (b)

Figure 4.1: Examples of visualizing depth layers. (a) The revealed layers appear as if they
were painted on the skins outer surface. Image re-produced from (Viola et al., 2005). (b) It is
difficult to determine the depth order. Image re-produced from (Krüger et al., 2006).

4.2 The Procedure

We conducted an experiment to determine which monocular cues provide intuitive

depth ordering when all other cues are reduced or eliminated. Four CT and MRI vol-

umes1 were used in this experiment. Each volume consists of four slices of 512×512

1The volumes were downloaded from http://www.osirix-viewer.com/datasets/
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pixels (see Figure 4.3).

To reveal more detail and also to reduce the need for large luminance contrast, we

used a false-colour map instead of gray-scale images. The fifth volume was generated

from the superposition of 3D Gaussian functions with randomized parameters. Then,

we took four slices of the resulting 3D function. Gaussian noise was added to the

volume in order to better see the effect of blur and transparency cues. Such an abstract

volume was introduced to see the effect of each cue without any contextual information

(see Figure 4.2).

We visualized a volume by slicing it diagonally, starting either from the left or the

right side (Figures 4.4(a) and 4.4(b)). This simulates a practical scenario in which

it is necessary to reveal the internal layers of a volume. Also, since the visualized

volumetric data is mostly abstract, it is almost impossible to guess the correct depth

ordering from the content of the volumetric data and without any depth cues.

To prevent any possibility of guessing the depth order from the volume content, a

set of “flipped” volumes was created, in which each slice was flipped horizontally and

in depth (along z-axis). Figure 4.7 shows two pairs or original and flipped volumes.

Note that the choice of the stimuli was dictated by the necessity to eliminate bias in the

experiment rather than a common practice in volume visualization.
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(a) (b)

(c) (d)

(e)

Figure 4.2: Selected slices from the four volumes containing CT and MRI scans (a-d) and
from the fifth “abstract” volume (e).
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Figure 4.3: Four slices of the CT volume of the lung.

(a) (b)

Figure 4.4: Examples of slicing a volume. A cut has been made either (a) from the left, or (b)
from the right side of the volume.
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The stimuli used in the experiment were samples of medical images, which were

taken using CT and MRI scanners. These scanners are used to scan a specific part of

a body. They generate images that are more detailed than standard X-rays scans. The

reason for choosing these types of images was because first, the images are usually

unknown to most people, making it hard to understand what they represent. So, the

observer cannot use previous knowledge to make a decision throughout the experi-

ment. The observer will focus more on the depth cues available, included in the image.

The second reason, there is a slight difference between each sequential pair of such im-

ages, which is normally caused by the internal organs inside the body moving during

a scan. This causes a difficulty in deciding the order of these images based upon these

differences. Which in turn, makes the observer depend more on the depth cues, that

are located in the image. The resultant images are normally of type DICOM (Digital

Imaging and Communications in Medicine standard format). Usually, such a format

needs a special system to read the file. Therefore, to simplify the work, we transformed

these images into another format using following steps:

• Read the source image using a Matlab function called dicomread, which is a part

of Image Processing Toolbox.

• Normalise the image, since the range of intensity of the source image values

exceeds the allowed range, as seen in Figure 4.5(a). To do so, the following

equation was used:

I′ =
I−min

max−min
, (4.1)

where, I' represents the new intensity value, I is the old intensity, min and max

are the minimum and the maximum intensity values of the image respectively.

The equation was used to make the intensity values range from 0 and 1, so the
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image detail can be seen more clearly, as shown in Figure 4.5(b).

• Colouring the resultant image, Figure 4.5(c). This allows small changes of the

intensity values to be seen more easily, than seen in grey-scale levels. The image

was then saved in a 16-bit portable network graphics (png) format.

Figure 4.5: Image transformation operation used to convert images from dicom format to png format.
(a) Shows the source image (dicom format), and (b) through normalising the source image, and finally
(c), colouring the image to reveal details that cannot be seen or are difficult to see through grey-scales.

Among several available colour maps in Matlab, the Pink colour map was used.

This was because the Pink colour map provides just more noticeable difference levels,

which meant the details could be seen more clearly, as shown in Figure 4.6. However,

for the last group of stimuli, which is the abstract group, the summer colour map was

used. The reason for this was because the majority of pixel intensity values were low.

Therefore, using any other colour map would make these pixels invisible or difficult to

see.
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Figure 4.6: Different colour maps that available in Matlab
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Figure 4.7: An orthogonal projection of the volume after cutting. These images contain no
cues therefore it is impossible to tell whether the cut was made from the left or the right.
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4.2.1 Stimuli

Seven cues were used in the experiment: blur, Overlap, contrast, shadow, relative size,

brightness and transparency. In the following paragraphs we explain how these cues

were generated.

Blur cue Marshall et al. (1996) argued that the appearance of an edge, that sep-

arates blurred and sharp region, is important for determining the depth order. They

demonstrate that if the separating edge is sharp, the sharp region (in focus) is perceived

as closer. Figure 4.8 (a) shows an example of the blur cue stimulus.

To generate an image with the blur cue, the left-most column was kept sharp while

the other three columns were partially blurred, starting from their left side towards

the middle of the column. Sinusoidal lines were used to separate the columns and

provide a stronger cue. This procedure was performed to produce a blur cue similar to

that employed by Marshall et al. (1996). The blur was using a Gaussian kernel with

the standard deviation ranging from σ = 20 on the side corresponding to the depth

discontinuity, to σ = 0.1 in the middle of the column. According to Marshall et al.

(1996), we expected the observers to choose the leftmost side as the closest.

Overlap cue (also known as interposition cue) Bertamini & Lawson (2008) showed

that because of convexity, observers responded faster when asked to report on depth

order, when two surfaces were overlapped by a curved line. Therefore, to generate an

overlapped cue stimulus that corresponds to a left cut, Figure 4.8(b), we used curved

lines to separate the columns. This way the curve direction opposed the cut direc-

tion (for example; for a left cut, the direction of the curves will be towards the right).

According to Bertamini & Lawson (2008) we expected the observers to choose the

leftmost side as the closest. Throughout this study we called this cue “convex ”.
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(a) Blur cue stimulus

(b) Overlap (Convex) cue stimulus

Figure 4.8: Blur and overlap cues stimuli for the left cut of the volume. (a) The slices are
blurred at the edge to visualise the discontinuity in depth. (b) Curved lines suggested the depth
ordering for overlapping slices.
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Contrast cue To generate a contrast cue stimulus, each of the slices had its contrast

modified so that the closest slice had the highest contrast. Before modifying slices, we

converted them from the gamma corrected sRGB into a linear RGB colour space and

computed the relative luminance value for each pixel. Then, we adjusted the luminance

contrast using the equation:

Lout =

(
Lin

P

)c

·P, (4.2)

where Lin and Lout are input/output luminance, P is a luminance that should remain

unchanged (usually background luminance) and c is the contrast modification factor.

Since contrast change affects the perceived saturation of colours, it is necessary to

correct for that. This can be achieved using the colour transfer equation Mantiuk et al.

(2009):

Cout =

(
Cin

Lin

)s

·Lout , (4.3)

where C denotes one of the colour channels (red, green, or blue), and s controls colour

saturation. Mantiuk et al. (2009) provide an empirical equation for finding the proper

saturation correction factor:

s(c) =
(1+ k1)ck2

1+ k1ck2
, (4.4)

where k1 and k2 are constants with the values 1.6674 and 0.9925 respectively.

Each slice in a volume was assigned a different c value depending on the direction

of the cut. The c values (1, 1.7, 2.93 and 4.98) were selected to differ by a constant

ratio, which resulted in approximately equal increase in perceived contrast. Figure 4.9

shows an example of the contrast stimulus at three virtual exposures.

Shadow cue Shadows help to determine a distance between objects. Shadows and

in particular self-shadows can be efficiently approximated using the ambient occlusion

method Landis (2002). Figure 4.10(a) shows a stimulus for a left-cut volume with a
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(a) (b)

(c)

Figure 4.9: Contrast stimulus. Because the stimulus is a high dynamic range image, it is
shown at three different exposure values.

shadow cue. We generated a contact shadow for the right side of the first column of the

first slice and merged it with the second column of the second slice. A sample space

ambient occlusion (SSAO) algorithm Mendez (2010) was used to generate shadows.

We speculate that the observer will select the leftmost column as the closest side. To

reproduce an equal distance between each slice, the size of the shadow spread was the

same.

Transparency cue Talbot’s law states that the reflectance of a fusion colour is
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(a) Shadow cue stimulus

(b) Transparency cue stimulus

Figure 4.10: Shadow and transparency cues for the left-cut of the volume. (a) An ambient
occlusion was used to generate a shadow-like between columns. (b) The removed parts of the
slices were made transparent.

the weighted average of the reflectance of its component colour proportions mixed

together (Beck et al., 1984). Talbot’s law can be expressed by the following equation:

c = αa+(1−α)b, (4.5)
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where a and b are reflectance of the component colours which are going to be mixed

together, c is the reflectance of the fusion colour and α is the transparency factor (be-

tween 0 and 1). Equation 4.5 was the origin of alpha blending that is commonly

known in computer graphics today (Kasrai, 2004). Alpha blending is a process used to

produce transparency by combining two or more transparent foreground layers with a

background layer using the equation (Bavoil & Myers, 2008):

Cn = αnCn +(1−αn)αn−1Cn−1 +(1−αn)(1−αn−1)αn−2Cn−2 + ...

(1−αn)(1−αn−1)..(1−α1)C0, (4.6)

where Cn is the output colour, αx is the alpha value of layer x, and Cx is the colour of

layer x and C0 represents the background layer.

The stimuli were generated by making the parts of the slices transparent instead of

removing them (as shown in Figure 4.4). The alpha values were: α4 = 1, α3 = 0.5,

α2 = 0.333 and α1 = 0.25, where α4 corresponds to the nearest slice. The background

colour C0 was black (red, green and blue components equal to 0). Alpha values were

chosen to result in identical contribution of each layer. An example of the trasparency

stimulus is shown in Figure 4.10(b).

Relative size cue Given a perspective projection and equal sized objects, the clos-

est object will appear larger than the farthest object. The relative size cues were gen-

erated by reducing the size of each consecutive slice to 75% of the previous slice. An

example of the relative size cue is shown in Figure 4.11. This cue could be considered

as one of the control conditions as we expect very few wrong answers for this very

suggestive cue.

Brightness cue Given two similar objects, the brighter one will appear to be closer
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Figure 4.11: A relative size cue for the left cut of the volume. The size of the further located
slices is reduced.

to the observer (Gibson, 1950). The stimulus was created by increasing the luminance

of each slice in a volume with higher luminance assigned to closer slices. We set the

peak luminance of each slice to 2 000 cd/m2, 737 cd/m2, 271 cd/m2 and 100 cd/m2,

from the closest to the farthest. The values correspond to equidistant points in the

logarithmic space, which result in approximately the same steps in perceived bright-

ness Mantiuk et al. (2006a). Figure 4.12 shows an example of the brightness cue image

as three different exposures of the corresponding HDR image.

Control condition “no cue” We also introduced images with no cues to the exper-

iment, such as the one in Figure 4.7. They were used as a control condition for which

the observers were expected to provide random answers. We use the label “No cue”

for this condition.
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(a) (b)

(c)

Figure 4.12: Brightness stimulus. As the stimulus is a high dynamic range image, it is shown
at three different exposure values.

4.3 HDR image Preparation

After all stimuli had been prepared, the next step was converting these images so they

could be displayed on an HDR display. This included the following:

1. Since these stimuli are going to be displayed on an HDR device, the colour space

of the image should be changed from sRGB to linear RGB using the following

equation: (Anderson et al., 1996):
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Clinear =



Csrgb
12.92 ,Csrgb ≤ 0.04045

(
Csrgb+a

1+a

)2.4
,Csrgb > 0.04045

(4.7)

where Cliner is the resulted linear colour channel, and a=0.055. The equation

was applied on all colour channels of the image, red, green and blue.

2. The resulted image was then multiplied by a number to increase its luminance.

In this case 250. The reason was because the peak luminance of a typical LDR

display is 250 cd/m2.

4.4 The Experiment

Each observer was asked to read an instruction, which asked them to select the slice

(the leftmost or the rightmost) of the displayed image that appeared closer. The ob-

server had to make the best guess if he or she was unsure which depth ordering was

correct (two alternative forced choice). An observer could cancel and repeat the last

measurement in a rare case of pressing a wrong key. The instruction explained how

the images were created by slicing volumes and projecting them orthogonally. Each

experimental session was preceded by a short training session to ensure good under-

standing of the task. In each session, the observer judged all 160 images (5 volumes ×

2 cuts × 2 flips × 8 cues).
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4.4.1 Apparatus

The images were generated in the linearized RGB colour space (ITU-R BT.709 colour

primaries) and displayed using an experimental HDR display. The device was a modi-

fied version of the SBT1.3 model (Seetzen et al. (2004)), which consisted of a 4 000 lumen

projector and a 15” LCD panel with a resolution of 1024× 768 pixels. The device’s

peak luminance was 2 446 cd/m2 and the black level was 0.01 cd/m2. The details on the

display can be found in Wanat et al. (2012). The viewing distance between each ob-

server and the display screen was approximately 80 cm. The room lights were switched

off to avoid screen reflections and maximize display contrast.

4.4.2 Observers

Twenty one volunteers participated in this experiment, seven female and fourteen male,

between 23 and 40 years old. All observers had normal or corrected to normal vision.

All observer were naive to the objective of the experiment.

4.5 Results

To test for the statistical significance, the data were analyzed using the Binomial test

assuming the null hypothesis H0 that the cue has no effect on the perceived depth or-

dering and the observers make random choices. The binomial probability distribution

is given by Cunningham & Wallraven (2011):

P(X = x) = (n
x) px(1− p)n−x x = 0,1, ...n, (4.8)
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where P(X) is the probability of X successes, p is the probability of success on any

one trial (0.5 in our case) and n is the number of trials. We tested the hypothesis at the

α = 0.05 significance level.

For each cue, we tested for H0 by computing the probability of observing a given

number of correct answers assuming that the observers were guessing. Then, H0 was

rejected when the probability was below the critical value. Figure 4.13 shows the result

for all observers. The red-dashed lines mark the critical region for the Binomial test:

all results within the range limited by the dashed lines are not statistically significant

(shown in red). All data in the Figure 4.13 is summarized in the Table 4.1.

The control condition cue (“No cue”) has no effect on depth ordering, which means

that it was impossible to tell the depth order given no cue. This confirms that the stimuli

were well balanced and the depth ordering could not be deducted from the content of

volumes alone.

We found no statistically significant effect for the transparency cue in the case

of two volumes: Abstract (50%) and Knee-2 (57.1%). This could be explained by the

lack of single-reversing X-junctions in the depicted volumes (refer to Figure 2.9). Such

ambiguity of depth ordering can also be seen for Knee-1 (60.7%) and Knee-3 (60.7%)

volumes since H0 was barely rejected. The highest correct rate for the transparency

cue was achieved for the Lung volume (64%), which contains strong edges and thus

makes the slices easier to recognize, as shown in Figure 4.10(b). Our findings showed

that the transparency cue was strongly affected by the nature of the images. Moreover,

the transparency cue has the lowest percentage of correct judgement among all other

cues. This result is of particular interest, given that transparency is a common method

of presenting multi-layered phenomena in visualization.

Another cue that is also affected by the content of the volume is blur. The H0
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could not be rejected for the abstract volume (58%). The most likely reason for that

is the lack of high frequencies and sharp edges in this volume, which are necessary

to perceive blur. This cue could also be unsuitable for the visualization application in

which blurring and therefore the loss of details is not permissible.

For all the remaining cues the results are statistically significant for all volumes,

which means that there is evidence that these cues help in the depth ordering task.

However, the success rate varies between the cues.

The convex cue yielded a success rate of 75.96%. This lower than expected success

rate can be explained by the nature of the volumes, which resulted in slices of very

similar colour. To show the effect of convex contour on the depth perception Bertamini

& Lawson (2008), Bertamini (2006), Bertamini & Croucher (2003) and Vecera et al.

(2002) used two contrasting colours to separate the two layers. There was no such

colour difference in our stimuli.

Similar success rates observed for the shadow cue, through all volumes except the

abstract, suggests that it is not affected by the content within the volume. The shadow

produced success rate of 83.32%. The false ordering, in the case of shadow, was most

likely caused by the ambiguity between shadow and shading; the observer may see

the “shadow” as if it was the shading of a curved surface. Because of this ambiguity,

the observer may assume that the volume is illuminated from the right, consisting of

curved surfaces and the order of the slices is opposite to the intended order (refer to

Figure 4.14(b)). Another weak point of adding shadow is that less detail may be visible

in the shaded parts of an image.

The contrast, brightness and relative size cues have the highest ratio of correct

judgement with the average of 91.68%, 92.86% and 92.62% respectively. Relative size

is a very strong cue that could be used with any type of display device. However, it
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requires that the presented phenomena contains the features of common or known size.

In our case, it was the equal size of the volume slices. It also requires perspective rather

than orthogonal projection, which may be less suitable in some applications. Bright-

ness and contrast cues provide intuitive depth ordering independently of the content or

shape of the visualized volume. This supports our hypothesis that an HDR display can

be useful in visualisation applications. From these two cues, the brightness cue could

be more universal as it does not affect the contrast of the displayed data.

Contrary to our expectations, some cues, such as transparency and blur, resulted in

very poor performance in the depth ordering task. Also, convex overlap and shadow

cues were not as strong as we expected. Such a result could be specific to our data set,

which consists mostly of abstract CT images, often lacking strong edges, and 4 discrete

depth layers. We also expected the relative size to result in the highest probability.

However, surprisingly, the brightness cue resulted in very comparable performance.
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Figure 4.13: Percentage of correct depth ordering judgments for each monocular cue. The er-
ror bars show 95% confidence intervals. The data points marked in red indicate no statistically
significant effect of a given cue on the depth ordering performance.
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(a) (b)

Figure 4.14: An example of some possible ways to generate shadows. In (a) the shadow
generated as a result of occluding lights by the layers on the top and the light source, in this
case, will be in the left side, whilst in (b) the shadow is the result of a curved layers shade and
the light source is in the right side.
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4.6 Conclusions

The following summarizes the work that was done in this chapter and highlights its

results. The work was based on an experiment conducted to find the most effective

cue on depth perception when it is being used in visualisation tasks. CT and MRI scan

images were used as the experimental stimuli. The reason was to prevent the test sub-

jects from depending on their knowledge, when they were making a decision through

the experiment. This would make them depend on the cues alone, when making their

decision. Seven monocular cues were tested. These cues were blur, brightness, con-

trast, convex, shadow, relative size and transparency. The results showed that these

cues differ from each other in the rate of their effect on depth perception. However,

in general, each individual cue increased the possibility of correct depth ordering be-

yond chance. The most surprising cue was transparency. It was the least effective cue

with the lowest percentage of correct judgements. Whereas, it is considered to be the

most common cue, being used in many computer graphics applications. Both blur and

convex cues observed a low success rate. The shadow cue provided a better success

rate, compared to the blur and convex cues, but not as much as expected. The relative

size cue predictably resulted a high success rate. However, it could be less effective

in cases where the visualised data did not contain elements of a common size. The

most interesting performance was the high success rate of the two cues that utilised the

extended dynamic range of a HDR display; contrast and brightness. This promotes the

importance of using HDR displays in visualization applications.

This work differs from that carried out by Surdick (1994), in both the procedure

used and results. Regardless of the difference in the procedure in each experiment

and the utilised cues, the results of the commonly used cues was contradictory. The
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brightness and relative size cues where the only ones used by both groups. Surdick

stated that the effectiveness of the brightness cue was vastly inferior, and the relative

size cue was not one a superior cue. Whereas our results demonstrated the opposite.

4.7 Limitations and Future Work

The main limitation of this work is that the results apply to the case of parallel slices

of CT and MRI scans. More experiments need to be done to confirm whether these

findings generalize to more complex cases. For example, in a complex shape, altering

the brightness might interpret the brightness change incorrectly as shading, because

of the curvature of the surface, rather than discontinuity of depth. This ambiguity

can be solved by changing the luminance levels on a HDR display, which would be

interpreted as illumination discontinuity rather than shading. However, a significant

luminance contrast in an image may result in glare, which reduces the visibility of

details in darker regions. For future work, we will experiment with such complex cases

and test whether the current results carry over to more natural settings. Furthermore,

we wish to experiment with a combination of the monocular depth cues, as such a

combination is expected to improve the accuracy and speed of depth detection (Mather

& Smith, 2004).

4.8 Summary

This chapter has examined seven depth cues in order to find the most effective cues

on depth perception. These cues were blur, brightness, contrast, overlap, relative size,

shadow and transparency. With overlap cue, the edges of these layers were cut with
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a curved contour rather than in a straight contour edge. Therefore, we called this cue

throughout this study a “convex” cue. These cues were selected carefully based on pre-

vious studies, which have proven the impact of these cues on depth perception. These

cues were tested using a HDR display device, because of the capability of such display

devices. The hypothesis was that this type of display device will be helpful to the ob-

server in making decisions throughout the experiment. The most important part of the

results in this study was the high rate of correct depth judgement, of both the bright-

ness and the contrast cues, which are considered the most important characteristics of

a HDR device. This supported our hypothesis about the importance of using such kind

of devices in visualisation applications or in depth ordering tasks.
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Chapter 5

The Effect of Translucency on

Decomposition of Semi-transparent

Layers

Previous studies revealed that blurring the foremost layer in a multiple-layered image might be

useful for separating it visually from the layers underneath when it is semi-transparent (Singh

& Anderson, 2002a). Moreover, previous research also showed that the amount of blurring

is helpful in estimating the distance between the focused and unfocused (blurred) layers, or

between the parts of an image that have different amounts of blur (Held & Cooper, 2010).

In this chapter, we attempted to determine which type of translucency (also known as defocus

blur), uniform or non-uniform, yields more accurate depth perception. An experiment was con-

ducted, and the results showed that both types cause an outcome on the impression when they

are utilized. However, according to the statistical analysis, we were not able to perceive which

type is better and has a stronger effect when it is used in depth-ordering tasks, and we conclude

that there is no advantage to using uniform translucency over non-uniform translucency.
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5.1 Introduction

In Chapter 2, we noted that transparency is just one of the cues that have been extensively

employed in many computer-based applications. It plays an important role in direct volume

rendering, which is used in many visualization applications (Strothotte & Schlechtweg, 2002;

Zheng et al., 2013). Furthermore, dozens of psychology studies have been conducted to under-

stand the result of transparency on human perceptual experience.

Despite the extensive use of the transparency cue, it sometimes gives a wrong impression

that leads to making a wrong decision, especially with abstract or unknown images. In the

previous chapter, it caused the lowest success rate of all the monocular cues used in the ex-

periment. We concluded that one of the reasons for that small success rate was the ambiguity

caused by X-junctions. The other reason was the visual ambiguity created via the sorting of the

unknown or abstract semi-transparent object layers, which was discussed in detail in Chapter

2.

One of the difficulties of using transparency is illustrated in Figure 5.1(a). It is hard to

know how many layers there are in the image, as well as the order of these layers. It might

be perceived as either a single-layer image or a partially overlapped multiple-layer image.

Moreover, if it considered a multiple-layered image, what is the order of these layers?

One of the solutions offered by Singh & Anderson (2002a) was blurring the foremost layer,

as show in Figure 5.2. From the figure, it is obvious that the blur helps to separate the fore-

most layer, but there might be another cause that makes the separation operation trivial. The

continuity of the striped lines in the background layer works as an extra cue to indicate that

the image consists of multiple layers. Furthermore, all types of X-junctions found in the image

are single-reversing. This type of X-junction gives a clearer view of transparency and a correct

depth order (Watanabe & Cavanagh, 1993). In other words, the layer separation could not be so

simple if the background is plain and has the same colour as the foreground, as in Figure 5.1(c).

In this study, we hypothesize that using a non-uniform blurring instead of uniform blurring will
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5.1 Introduction

make visual layer discrimination faster, as shown in Figure 5.1(b). It seems obvious that both

ambiguities, the number of layers and their order, have been removed. The figure shows clearly

that there are two planes, and that the translucent plane is in front.

(a) (b) (c)

Figure 5.1: The ambiguity of depth order is one of the X-junction cases. (a) It is difficult to determine
the correct order of the planes. (b) By making the first layer translucent, the ambiguity in (a) is over-
come. (c) Uniform blurring is another way to remove the ambiguity, as suggested by Singh & Anderson
(2002a).

Figure 5.2: The role of image blurring in initiating a decomposition into multiple layers (one seen
through the other). Image re-produced from (Singh & Anderson, 2002a).

Another problem comes with transparency when two or more distinct layers are overlapped

to produce a single image in such a way that the layer in the back is fully covered by the

foremost layer. If the layer in the front is opaque, then the layers in the back will be fully
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obscured. However, if the front layer is semi-transparent, it will be difficult to analyse such an

image, especially when the content of the layers is unknown or abstract. This difficulty applies

whether such an image consists of a single or multiple layers, as indicated in Figure 5.3.

Figure 5.3: It is difficult to analyse the image and determine how many layers there are, and whether
the window shape is in front of a grey background or at the back of the grey semi-transparent plane.

Singh & Anderson (2002a) considered how the presence of blurring modulates the per-

ceived opacity of a partially transmissive surface given the precept of two distinct surfaces.

They argued that increasing the degree of blurring in the region of transparency caused a de-

crease in perceived transmittance, as shown in Figure 5.2.

Mather (1996) claimed that the blur cue can also be utilized as a pictorial depth cue. More-

over, Mather & Smith (2002) discussed via an experiment how blurring can be useful in es-

tablishing depth order. As indicated in Figure 5.4, they used two regions, one sharp and one

unfocused, adjacent along a sine-waved edge. They required viewers to select the nearest re-

gion to them; they found that most of the observers selected the sharp part as the closest region.

When they made the separated line gradually blurred, they got the opposite results from the

observers. In this case, most observers selected the blurred part as the closest.

Held & Cooper (2010) explained how the pattern of blurring, together with the relative

depth cues, can be used to estimate the distances of the objects in a scene. The blurry part that
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they used in their experiment was also transparent, allowing observers to see underneath it but

not clearly so they argued that, depending on the amount of blur, the distance can be estimated.

(a) (b)

Figure 5.4: Stimuli used in an expeiment (Mather & Smith, 2002) asking the user to select the closest
part of the two adjacent parts. (a) Most users selected the sharp part as being closer, whilst in (b) the
blurred part was selected as the closest part. Image re-produced from (Mather & Smith, 2002).

We can conclude that blurring is an important cue in layer discriminating and in layer

depth-ordering tasks in a multiple-layered image. The experiment described in this chapter

aims to determine which type of blur can be more effective: uniform or non-uniform. In the

former, all pixels have the same amount of blur applied, while each pixel in the latter has a

randomly generated amount of blur applied. In this study, we tried to find out if there is a

significant difference between the two types of blurring in a layer depth-ordering task.

5.2 Experiment

The main goal of this experiment was to compare the strengths of two different types of sim-

ulated translucency in a depth-ordering task. One type of simulated translucency simulates

diffusion inside the material by blurring with a Gaussian filter. The other type of translu-

cency employs non-uniform blurring, where the standard deviation of the Gaussian filter varies

from pixel to pixel. Our hypothesis is that the latter type evokes a stronger impression of semi-
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transparent material and thus results in better performance in a depth-ordering task. To produce

a translucence like effect on a plane, we used the following procedure:

- For every pixel in the back layer, a different amount of Gaussian blur was applied. This

was done by convolving the image with a Gaussian kernel. A different size was randomly

assigned to the kernel, depending on the value of sigma (σ ). The σ value (between 0.1 and

3) for each pixel was randomly selected. We called this type of blurring non-uniform, as

shown in Figure 5.5. This type was compared with a normal type, which we called uniform,

since the kernel size was fixed for all image pixels with σ=3.

Figure 5.5: Producing a non-uniform blurring example. Every pixel in the output image has a different
convolution kernel size, which has been selected randomly. The red pixel is the result of convolving the
red convolution kernels, and the green pixel is the result of convolving the green convolution kernel.

- For both types of blurring, the kernel matrix size depended on the value of σ (NVIDIA,2014),
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as in

s = round(3 ·σ), (5.1)

where s is the size of the kernel matrix, and the following equation was used to generate the

content of the kernel matrix:

G(x,y) =
1

2πσ2 e−
x2+y2

2σ2 , (5.2)

where σ is used to control the amount of blurring and x & y are the distances from the centre

of the kernel in the horizontal and vertical axis, respectively.

5.2.1 Stimuli

After generating the translucency layers, an alpha-blending based on Metelli (1974) model was

applied to produced transparency, using Equation 5.3:

I = Iaα + Ib(1−α), (5.3)

where I is the intensity of the result layer by compositing the intensity of layers a and b. α

specifies the amount of intensity of each pixel in the layer a compositing with the 1-α intensity

of the corresponding pixel in the layer b. The α value in this experiment was 0.5.

Each stimulus consists of three layers, as shown in Figure 5.6. Both the front and the

back layers have the same size; they are bigger than the layer in the middle. The front layer

is shifted to the right and bottom, which helps us clearly see the back layer (see Figure 5.7).

The front layer is transparent, but with blurring added using either uniform or non-uniform

blurring. The middle layer includes a shape of a window and is smaller than both the front and

the back layers. The grey levels of both the front and the back layers were fixed throughout

the experiment, while the grey level of the middle ranged from bright to dark. The minimum
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brightness value used in this study was 0.3, increasing regularly by 0.1 to a maximum value of

1. We started with 0.3 to avoid reaching the same grey value of the back layer (0.2).

There were eight stimuli for each type of blurring. Every stimulus was repeated three times

to make sure that the observer would not answer randomly. Thus, 48 total stimuli were shown

to each observer.

Figure 5.6: The stimulus’ main parts. Each stimulus consists of three layers; the first is transparent.

(a) Non-uniform with high
brightness

(b) Uniform with low bright-
ness

(c) Uniform with high bright-
ness

Figure 5.7: Experiment stimuli samples. The front layers of samples (a) and (c) have different types
of translucency, but the brightness value for the window shape is the same in both samples, while the
type of translucency of the front layer is the same in samples (b) and (c), though the brightness value of
the window shape is different.
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5.2.2 Apparatus

The images were assumed to be in the standard sRGB colour space, and were displayed using

a normal TFT LCD monitor with a 17−inch screen and resolution of 1044×900. The viewing

distance between the observer and the display screen was approximately 60 cm.

5.2.3 Observers

Fourteen volunteers, (4 female, 10 male), aged 23 to 40 years old, participated in this experi-

ment. All observers had normal or corrected-to-normal vision. All observers were naive as to

the objective of the experiment.

5.2.4 Experimental Procedure

A single image was displayed to the observer each time they were asked if the window shape

was in front of or behind the transparent layer. The brightness of the window shape varied from

trial to trial. Uniform and non-uniform blurring was presented randomly.

The strength of the translucency as a depth cue was measured by introducing a conflicting

depth cue. For that conflicting cue, we chose to use object (a window shape in the middle layer)

brightness. Several studies, including the work in Chapter 4, have shown that brightness is a

strong monocular cue when presented in isolation. When the brightness of the middle layer is

high, the observer might see the middle layer as being closer than the front layer because of the

effect of the brightness cue. However, if the brightness of the middle layer is low, the object

will appear behind the front layer. The difference in the brightness level that makes the object

appear in front of the translucent layer for uniform and non-uniform blurring shows the effects

of the strength of each type of translucency on depth perception.
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5.3 Results

The best way to statistically analyse the results is to use a two-way analysis of variance

(ANOVA) test. We used this test to determine if the blur type, brightness value, or blur and

brightness value impacted the results. Thus, three null hypotheses were used. The first, H0A,

assumed that the blur type would have no significant effect on depth ordering. The second,

H0B, assumed that the brightness value would have no significant effect on depth ordering. The

third,H0AB, assumed that both factors together would have no significant effect on depth order.

After the two-way ANOVA test was applied, the first null hypothesis was rejected, with

FA=5.54 and p=0.0188. This means that the blur type had a significant effect on depth ordering

for at least one brightness level. The second null hypothesis was also rejected, with FB=77.74

and p=0, which means that the brightness value had a significant effect on depth ordering.

However, the third null hypothesis was accepted, with FAB=0.36 and p=0.9253, indicating that

there was no significant effect on depth ordering by interactions of both factors. The level of

significance used in the test was 0.05. To visualise the result, a cumulative Gaussian distribution

curve was fitted, as shown in Figure 5.8.
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CDF curve fitting for non−uniform blur
Uniform blur
CDF curve fitting for uniform blur

Figure 5.8: The result of the experiment. The non-uniform blur seems closer in all levels of brightness
used in the experiment. No noticeable difference can be seen in the levels of brightness less than 0.7. A
cumulative Gaussian distribution fitting was applied to visualise the result.
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The figure shows that the probability values ranged between 0.3 and 0.7 for every bright-

ness value, rather than between 0 and 1. This indicates that the observers were not in perfect

agreement when they made their decisions. The figure demonstrates that there is little de-

tectable difference between the two types of blurring at the lowest values of brightness, while

the difference increased clearly at higher values of luminosity. It is also illustrates that the win-

dow shape was seen as being closer for the non-uniform type more than for the uniform type

through all brightness values. This means that the non-uniform type appears more transparent

than the uniform type, which was the opposite of our hypothesis.

The primary objective of the study was to determine if there a substantial difference be-

tween the two types of blurring in a depth-ordering task. Bootstrapping was used to determine

the distribution of that data (Efron, 1979; Howell, 2013). The observer’s outcomes were re-

sampled 5,000 times using a bootstrapping function, and a cumulative Gaussian distribution

was applied each time. To determine the distribution, the brightness value at specific points

was selected for all 5,000 re-samples. The specific point selected was the middle of the proba-

bility of seeing the window shape as being closer. The histogram of the result for both types of

blurring is shown in Figure 5.9.

The figure shows that the distributions of both types are not the same and the non-uniform

distribution is not Gaussian. To find out whether there is a significant difference between the

two types of such distributions, bootstrapping was applied to both types, allowing us to find

the difference between them, with cut-off values of 2.5 and 97.5 percentiles (Howell, 2013). If

the limits included the 0.00 value, we could conclude that the difference was not statistically

significant between the two types, as shown in Figure 5.10. The limits, shown in red lines, are

-0.09 and 0.7, which means that there is no statistically significant difference between the two

types of blurring. Therefore, the experiment could not determine which type of blurring was a

stronger depth cue.
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Figure 5.9: A grouped of histogram for both uniform and non-uniform blurring after applying the
bootstrapping procedure 5000 times and selecting a specific brightness value. The figure shows that the
distributions are not the same.
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Figure 5.10: The differnce in the bootstrapped data for both uniform and non-uniform types, with the
cut-off values of the 2.5 and 97.5 percentiles as the confidence limits. The red lines indicate the limits of
the percentiles. The figure shows that there is no significant difference between the two types of bluring
since the 0 value lies between the limits of the percentiles.

5.4 Conclusions

Based on the results of the experiment in this study, we are not able to decide which type of

blurring (translucency) is better than the other in a depth-ordering task for multiple-layered
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images. Although there was a small difference between the results of the two types of blurring

that can be seen in Figure 5.8, it was not statistically significant. This difference was unex-

pected. We anticipated that the non-uniform type would be an effective depth cue because

of the noise-like texture that resulted from randomly applying a Gaussian blur equation, but

the results demonstrated the opposite. It seems that the layer blurred with the non-uniform

type looks more transparent and less translucent than the layer blurred using the uniform type.

One possibility is that not all pixels in this type of blurring have the same amount of blurring.

Moreover, some have no blurring at all.

5.5 Limitations and Future Work

The stimuli used in this work were in the grey-scale level only, which might be regarded as a

special case. To make the study more comprehensive in the future, the colour factor should be

added. It would be better to see whether the translucency types have the same effect in colour

stimuli as in the grey scale. In addition, the brightness value was the main changeable part

in this experiment, while the style of displaying the stimuli was kept unchanged. By taking

different styles for displaying the stimuli, the accuracy of the results should increase. For

instance, we can use different grey-level values for all three layers and different shapes, while

keeping the main idea unchanged, which is the shape layer lying between the other layers.

Based on the outcomes of this work, we will focus more on the high values of brightness for

the future experiments, since there was no detectable difference in the low brightness values.

The σ value used to generate uniform blurring was kept the same for all stimuli, so checking

different values for σ will provide more accurate results. In the end, the experiment was based

on 2D flat planes for all layers, and it would be safer in the future if it includes 3D shape

stimuli, such as curved surfaces.
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5.6 Summary

This chapter has investigated the effect of translucency on depth perception. Two common

types of translucence, uniform and non-uniform, were included in this study. The primary tar-

get was to find which type provides a stronger impression on depth perception. Our hypothesis

was that the non-uniform translucency would provide a stronger impression. However, accord-

ing to the outcomes of an experiment conducted for this study, we were unable to determine

which type is stronger, since there was no statistically significant difference between the two

types.
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Chapter 6

The Impact of a Cutaway shape on

Depth Perception in Three

Dimensional images

Psychological studies revealed that a closed shape might be perceived either as a hole (cut) or

as an object (figure). These studies used 2D images. Cutaway, is one of the techniques used in

volume visualization to show the internal parts of 3D models. In this chapter, we tried to find

out whether the shape of cutaway affects depth perception in 3D images. Three geometrical

shapes were used. These shapes are rectangular, circular and convex. The results showed that

the cutaway shape affects depth perception in 3D images, and the convex shape is preferred

over other shapes to be cutaway shapes.

6.1 Introduction

The effect of cuts and hole shapes on the depth perception have been studied extensively by

psychologist (Nelson et al., 2001; Kanizsa & Gerbino, 1976; Bertamini & Croucher, 2003;
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Bertamini, 2006; Bertamini & Lawson, 2008). Their primary motivation behind these studies

was because of the ambiguity that the shape of the hole provokes. They found that a hole

can be perceived as a hole through a surface or sometime as an object in front of the surface.

Their studies focused on finding the reasons that make our visual system depict the hole as

an object or not. Figure 6.1 illustrates the ambiguity when trying to analyse the white disc

in the centre which could be perceived as a hole in a black surface or as a white disc on the

black background. They argued that there are clues which help the visual system to correctly

perceive a hole and the most common cue in their study was the shape of a surrounded region

of a hole. They agreed that the shape of the surrounded region has an affect whether or not it is

perceived as a hole. The concave shape of the contour is more likely to be perceived as a hole

whilst the convex shape perceived as an object. Their experiment were based on 2D surfaces.

Figure 6.1: The ambiguity is in analysing the white centre which is could be perceived as a
hole or as a disc on the black background. Image re-produced from (Nelson et al., 2001).

On the other hand, the effect of cutaway shape on a 3D surface was hardly studied. The

cutaway is one of the techniques that is used in volume visualisation. Most researches dealt

with techniques that were based on revealing the hidden parts inside a volume and they used

random shapes for the cut. However, a few studies took into account the shape of the cut.

Coffin & Hollerer (2006) used two geometric shapes; rectangular and circular, in addition to a

random shape in their study, Figure 6.2(a). Correa et al. (2006) and Liang et al. (2005) tried
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to use in their study an incision that reflects the shape expected by the surgeon when retracting

the skin from the incision, as shown in the Figure 6.2 (b) and (c) respectively. Although they

used a special cut shape in their research, they did not study the effect of the cutaway on depth

perception.

(a)

(b) (c)

Figure 6.2: Cutaway exmples. (a) A circular shape of cut is made to see behind the wall.
Image re-produced from (Coffin & Hollerer, 2006), (b) and (c) the shape of cut is the same as a
cut made by a surgeon. Images re-produced from (Correa et al., 2006) and (Liang et al., 2005)
respectively.

The main objective of this chapter is to determine whether the cutaway shape influences the

depth ordering in curved surfaces as in the planar surfaces. A geometrical shaped cutaway has

been made in such a way that the internal parts can be seen through it. An ambient occlusion

effect was added to the part under the region of the cut to add a 3D effect. Three geometric
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shapes have been taken into account: circular, rectangular and convex. The reason for this

choice is because firstly, these shapes were used in previous studies that cover the cutaway

technique (Coffin & Hollerer, 2006; Liang et al., 2005) and secondly, using a geometric shape

will help to automate the process of the cutaway technique.

6.2 The Procedure

6.2.1 Simulating a Cut

To asses the effect the shape of a cut has on the perception of depth in a 3D rendering, a multi-

layered model is required. The outer layer of this model should encompass the internal layers.

When cutting into the outer layer, it forms the only method of examining the internal layers.

The shape of this cut impacts the intuitive perception of depth, in relation to the outer and

inner layers. To examine this effect, a model of a head and skull were used. The model was

taken from computerised tomography (CT) scans1, and rendered using the simple isosurface

method Hughes & Lim (2009). Each model was represented by four images, of size 1024×

1017 pixels. These images are intensity, position, normal and depth, as shown in Figure 6.3.

Images courtesy of (Hughes, David M.) at Hughes & Lim (2009).

The intensity image contains the intensity value of each pixel. Each of the RGB channels

are rendered with the same intensity value. Therefore, the resulting image appears grey-scale,

as shown in the Figure6.3(a). The position image holds the location values, in 3D, for each

voxel in the image, see Figure6.3(b). The normal image, Figure6.3(c), includes the normal

vector values for each pixel, which are used to determine the orientation of the surface. Fi-

nally, the depth image, contains distance information in 3D, from a specific viewpoint, see

Figure6.3(d). The intensity image was used as the outer surface. The only change conducted

was colouration of the intensity image. Normally, a portion of the skull is seen when the cor-

1.The volume was downloaded from http://www.nlm.nih.gov/research/visible/
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(a) Intensity (b) Position

(c) Normal (d) Depth

Figure 6.3: Isosurface volume rendering for the head CT scan1 (Hughes & Lim, 2009). (a) Intensity
image, includes the intensity value of each pixel, (b) Position image, contains information about the
locations of each voxels in 3D space, (c) Normal image, contains the normal vector value of each pixel,
and finally, (d) Depth image, which contains the depth information for each pixel to a specific viewpoint.
Images re-produced from (Hughes & Lim, 2009).

responding part of the skin (outer surface) is removed. Therefore in order to distinguish the

revealed skull from the skin image, the outer surface was coloured.

Based on these images, the following steps were followed to simulate a cut on the skin’s

surface:

1. On the skin layer, a point was selected to form the centre of the desired cut.

2. In the position image, a point P(x0,y0,z0) that corresponded to the selected point in 1

was determined. This point will be used as a first endpoint of a pseudo line L. This line

will be used later to adjust a plane, and also as a direction to the projected shape on the
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position image.

3. The direction of the line L was determined by taking a point in the normal image

N(nx,ny,nz), which corresponds to the point P.

4. Calculating the other endpoint P1(x1,y1,z1) of the line L, using the parametric equation

for a line in 3D space, as follows:

x1 = x0 +nx.t,

y1 = y0 +ny.t,

z1 = z0 +nz.t,

(6.1)

where t is the distance from P to P1. At this point, the pseudo line L was generated (the

red line in the Figure 6.4).

5. A 2D plane that contains the endpoint P1 and perpendicular to the line L was prepared.

The desired shape will be set in the plane and the point P1 will be its centre.

6. Projecting all the plane pixels on the position image. This done by generating pseudo

lines, which their start points were the pixels in the plane, and they were parallel to the

line L, and have the same length of t. This process is similar to the ray-casting procedure,

used in direct volume rendering. All pixels in the position image that intersect with these

pseudo lines will be removed, as shown in the Figure 6.4.

7. Finally, on the skin layer, all pixels that correspond to those previously removed, are also

removed. Figure 6.4 illustrates the procedure of producing the cut.

Appendix B contains a MATLAB function, which was used to generate the requested shape

on a plane.
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Figure 6.4: An illustration of producing a cut. Images re-produced from (Hughes & Lim, 2009).

6.2.2 Preliminary Experiments

According to the composition of the human body, a part of the skull will appear if an incision

is made to the skin on the head. Therefore, to simulate a cut, each pixel representing the skull

that correspond to those removed will be displayed instead, as seen in Figure 6.5(a). The white

convex shape appears as if it has been pasted on the surface more than it appears as a cut. In

such a case, a monocular depth cue should be added to the image. The shadow depth cue was

selected, since it is more appropriate cue in such situation. We first tried to generate a shadow

effect, using the method described by Luft et al. (2006). Their method produces a flat shading

between objects, that contain depth to separate them visually, which was the desired effect.

Figure 6.5(b) shows the result of applying this method.

It was prudent to determine whether this type of shading influences depth perception before

running the main experiment. The main experiment was to compare the effect of the shape of

a cut on the depth perception. In order to check the effect of this method, a short empirical

experiment was conducted to determine whether the observer perceived the convex shape as if

it was located on or under the skin of the head, as depicted in Figure 6.5(b). To prevent the
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participants from using their background knowledge about human anatomy, only a rectangular

portion containing the cut shape was displayed. Five observers participated in this experiment.

Nine images were displayed, three for each type of cut, a single image at a time. The shapes

used were circular, rectangular and convex. Observers were asked to select the closest part of

the rectangular portion to them, selecting between the white (skull) and the skin colour. The

results showed that most of the observers (4 out of 5) chose the white part as being the closest.

One of the reasons for this was because there was an equal amount of shade spreading along

the whole contour of the shape, between the white and skin colours, which gave the impression

of shading rather than shadowing. Thus, they selected the white portion as being the closest.

In our next attempt, ambient occlusion was used to generate a shadow-like effect, as shown

in Figure 6.5(c). The same empirical experiment was performed again. The only different was

the implementation of the shadow by using the ambient occlusion method. The outcome was

the opposite of the previous trial. Almost all the observers (4 out of 5) chose the skin colour

as being closer. This result gave us the motivation to run the main experiment using ambient

occlusion, to find the effect of the shape of a cut on depth perception.

(a) (b) (c)

Figure 6.5: Enhanching the impression of a cut. The cut in (a), appears as if a shape was pasted on a
head. In (b), after applying the algorithm found in Luft et al. (2006), the cut looks convincing compared
to (a), but it also gave an ambiguous depth ordering impression. Finally, in (c), after applying ambient
occlusion, the cut looked more convincing overall.

Stimuli were prepared using ambient occlusion, as shown in Figure 6.6. If the observers
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were asked to select the shape that looks like a cut, all the shapes will have the same op-

portunity, The observers may depend on their knowledge about the human anatomy when they

answer. In this case, all shapes seem as a cut. To prevent observers from using their knowledge,

the part that contains the cut will be displayed only, as shown in Figure 6.7.

Figure 6.6: Three different cutaway shapes used in the experiment.

(a) (b) (c)

Figure 6.7: Example of stimuli used in the experiment. To prevent observers to use their
knowledge about the human anatomy, only a part of the image, which contains the cut, will
be shown through the experiment. (a) circular, (b) rectangular and (c) convex. All cuts are
approximately the same size.

According to Kleffner & Ramachandran (1992); Ramachandran (1988), flipping an image

containing shading might change the perception, as shown in the Figure 6.8. Figure 6.8(a)

contains circles which are shaded to appear as spheres. The spheres in the second row are

exactly the same spheres in the first row, the only different is the spheres in the second row are

flipped by 180◦. The first row appears as a set of concave holes in the plane while the second

row appears as convex. Figure 6.8(b) is the same as Figure 6.8(a) but is flipped vertically.

Based on this, we tried to find out which cut shape is not affected by this factor. The shapes
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were rotated in the following angle degrees 90◦, 180◦ and 270◦. The other reason for flipping

the image was to simulate different light directions, which display more natural cases in volume

visualisation that use a cutaway technique.

(a) (b)

Figure 6.8: The effect of shading on depth perception. The image (b) is a copy of image (a)
but is rotated by 180◦. The result of this rotation is that all concave circular become convex
and vice versa.

The main idea of the experiment is based on paired comparison. A pair of images was

displayed to the observer. These images look the same but they only differ in the shape of the

cut. Then the observer is asked to select the image in which its grey part looks deeper than the

orange part. If both images were convincing or it was difficult to decide, the observer would

select randomly.

6.3 Statistical Analysis

A subjective test was used to evaluate the effect of cut shape on depth ordering using paired

comparison. A paired comparison is useful in cases when the objects to be compared can be

only judged subjectively (David, 1963a). There are two types of paired comparison, balanced

and incomplete (Setyawan & Lagendijk, 2004). The balanced type is used in this study because

the test subject had to evaluate all possible comparison pairs and because the number of objects
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in the test was not too large.

Let t be the number of cut shapes that we want to compare. Performing all comparisons of

t objects will produce a
(

t
2

)
paired arranged in (t×t) matrix. The matrix is called a two-way

preference matrix. In balanced design, ties are not allowed which means that the observer has

to vote one cut shape from a pair. Table 6.1 illustrates an example of such a matrix for t =4.

O1 O2 O3 O4

O1 - 1 0 1

O2 0 - 1 0

O3 1 0 - 1

O4 0 1 0 -

Table 6.1: Two-way preference matrix example with four objects, the user has to vote on all
comparisons. It is not allowed to compare the object with itself. Number 1 in the first row and
third column indicates that O1 is preferred to O2

The number of objects in table 6.1 is 4 , this results in
(

4
2

)
= 6 comparison pairs. For each

pair, the observer’s choice was recorded. For example, the cell in row 1 and column 2 has the

value of 1 which means that the observer considered that the image of cut shape of type O1

gives a better order of depth than the image of cut shape type O2. This can also be written

as O1→ O2 which is interpreted as O1 is preferred to O2.

After the preference matrix has been obtained, we have to analyse the test results. The

main objective of this analysis is to see how large is the difference between the test objects (cut

shapes in this study).
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6.3.1 Coefficient of Agreement

Also known as Kendall Coefficient of Agreement(Ledda et al., 2005), which measures the

difference of the preferences among all observers. When all observers make the same choice,

we can say there is a complete agreement. To calculate the coefficient of agreement we have to

apply the following equations:

τ =
n

∑
i=1

n

∑
j=1

(
Oi j

2

)
,i 6= j (6.2)

where n is the total number of observer and τ is the total number of agreements among n

observers evaluating t objects. Then the coefficient of agreement can be found by using the

following equation (Kendall & Smith, 1940):

u =
2τ(

n
2

)(
t
2

) −1 (6.3)

u is equal to 1 indicates complete agreement, when all observers made identical choices.

Smaller u means the less agreement between the observers. The minimum value of u is -1/(n-1)

when n is even and -1/(n) when n is odd.

Having computed the coefficient of agreement, it is important to test the significance value.

Details of these tests can be found in the Appendix A.

6.4 The Experiment

The experiment was conducted using an on-line SurveyGizmo1 survey (See Figure 6.9). The

survey started by giving the participant the instructions about the experiment and what is re-

quired. The survey consisted of several pages and each page contained a pair of images. The

user was asked to select the image that gives him a better impression that the grey part in

the image is underneath the red part. Three geometrical cut shapes were used in the experi-

1www.surveygizmo.com
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ment convex, rectangular and circular. Each cut shape had three copies and they were rotated

by a different angle. These angles are 90◦, 180◦,270◦. In addition, there is another copy of each

shape but without ambient occlusion. This will produce a 2D image, see Figure 6.11, which

will help to compare the results of this experiment with the previous studies result.

Figure 6.9: A screen shot of a user interface used in the experiment, showing convex and
rectangular cut shapes. The observer has to select only one image by clicking on it

Thus, for every type of cut shape we have 5 images. We divided all images into groups

based on the angles of each group. Then each group consists of 3 images. The images in

the same group compared to each other to ascertain whether the rotation affects the observer’s

decision and to find out which shape is not affected by the rotation. After distributing the survey

we received 92 outcomes. We eliminated 7 of them because they were not fully resolved. A

total number of observers participated in the experiment was 85 and they were from 14 different

countries around the world.
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6.5 Results

The result of paired comparison data from the 85 subject tests, see Appendix C, was arranged in

a preference matrix. The experiment resulted in five preference matrices for five groups. Each

group consisted of all three cut shapes with the same light source direction. The direction of

the light source was only different between the groups. Except the fifth group, which contained

only the cut shapes without ambient occlusion 6.11. The highest coefficient of agreement is

found in group 4 (0.0525). The preference matrix of group 4 is shown in Table 6.2. The number

in each cell represents the total number of times that this cut shape was considered as having a

better effect of depth ordering. For instance, the second cell in the first row is 54 representing

that convex cut shape was judged as a better impression of depth 54 times out of 85 than a

rectangular cut shape.

Table 6.2: The group 4 preference matrix which has got the highest coefficient of agreement .
The table shows the result of paired comparison of group 4.

Convex Rectangular Circular Total

Convex - 54 57 111

Rectangular 31 - 44 75

Circular 28 41 - 69

Table 6.3 shows the total values of overall results. The second column in Table 6.3 shows

the coefficient of agreement amongst subjects through the test. The complete agreement is

found when half of cells in the Table 6.2 is 85 and the other half is 0 which means that all

participants have the same selection.

The third column of the table represents the results of Kruskal-Wallis test (H), explained in

the Appendix A, is statistically significant ,which means that its value is equal to or larger than
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the critical value of Chi-Square for a particular degree of freedom,in our case is 5.99, then we

can say that there are differences between cut shapes, although we do not know where these

differences lie. Table 6.3 shows that the H value of all groups are statistically significant.

Significance test of the score differences is performed in order to see whether the perceptual

quality of any two cut shapes is perceived as different. Otherwise, we may have to conclude

that the perceived quality of the two cut shapes is similar. In other words, we want to find Ŕ

such that the probability P(R ≥ Ŕ) is less than or equal to the significance level α (usually α

=0.05).

From Peaeson & Haetlet (1976) we have Wt,α= 3.31. Substituting this value into Equa-

tion (A.2), we have R = 26.678 and thus we set R = 27. Therefore, only objects having a score

difference of more than 27 are to be declared as significantly different.
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Figure 6.11 shows the result of applying the significance test of score differences for each

group. The figure shows that the convex cut shape was highly preferred in all groups except

the group without ambient occlusion. Figure 6.10 shows the significant difference of all groups

together. It shows that convex is preferred among the other shapes. The reason could be

because of the effect of ambient occlusion. Considering the image in Figure 6.7, the area

covered by the shadow is greater than the other shapes area. The second possible reason is

that the convex shape does not allow the observer to believe that the light being emitted sits

on top of an elevated object. Such that, the lower-left tail of the convex adds extra information

(regarding the light source) compared the other two shapes. The other possible evidence is

that in circular and rectangular shapes we cannot determine the light direction in relation to the

shadow. However, it is clear that the direction of light can be determined by the convex shape.

The results also showed that both the shapes rectangular and circular were affected by

the rotation. Figure 6.11 shows that the circular cut shape in group 2 was preferred to the

rectangular cut shape while in group 1 the rectangular cut shape was preferred. The convex cut

shape was not affected by rotation.

The most surprising result was in the fifth group, in which the ambient occlusion was

not used. According to the psychologists Nelson et al. (2001); Kanizsa & Gerbino (1976);

Bertamini & Croucher (2003); Bertamini (2006); Bertamini & Lawson (2008), the convex

shape should get the highest rate of selection among the other shapes and the circular shape the

lowest rate. The results showed that the circular has got the highest rate.

Shadow was one of the factors suggested by Nelson et al. (2001) to increase distinguishing

holes from the object. The results showed that this factor does not have a big effect when it is

used with a specific shape, since although the rectangular and circular have a shadow but they

still seem as an object not as hole. We expected the reason was because the observer looked at

the shadow as a shade.

Table 6.3 shows the complete results of the overall experiment. For each group, the ta-

105



6.6 Conclusions

ble shows the coefficient of agreement(u), Kruskal-Wallis test (H), which is explained in the

Appendix, and the rank of cut shapes from the highest preferred to the lowest preferred.

500 550 600 650 700 750 800

Circular

Rectangular

Convex

All groups

Mean rank

Figure 6.10: The result of all groups together. The convex cut shape is preferred to the other
cut shapes in term of giving a better impression of depth order

6.6 Conclusions

This chapter focused on finding the effect of cutaway shape on depth perception, and the result

showed that the cut shape influences the depth impression and the depth ordering on 3D images

as well as in 2D images. The result showed that most observers preferred a specific shape, the

convex shape in this study. Nelson et al. (2001) suggested that adding factors to a hole will

remove ambiguity of seeing the hole or seeing it as an object, and the shadow was one of the

suggested factors. However, this factor has not had a big contribution in this study since both

rectangular and circular shapes selected as an object when they were compared with the convex

shape even though they have a shadow. The reason could be because of both the rectangle and

the circle shapes are very regular shapes that are rarely seen as a cut. Moreover, the observer

may analyse the shadow in these shapes as shade. The other surprising result found in the

images without shadow factor, or simply without ambient occlusion, the result showed that the
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Group 1
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90 100 110 120 130 140 150 160 170

Circular

Rectangular

Convex

Group 2

Mean rank

100 110 120 130 140 150 160 170

Circular

Rectangular

Convex

Group 3

Mean rank

90 100 110 120 130 140 150 160 170

Circular

Rectangular

Convex

Group 4

Mean rank

90 100 110 120 130 140 150 160

Circular

Rectangular

Convex

Group 5

Mean rank

Figure 6.11: The result of applying significance test of score differences for all groups. The
green line indicates this cut shape is significant difference from another cut shape and it has the
higher rate and the other cut shape will be in red color. The blue color indicates that there is no
significantly different of this cut shape with any other cut shapes
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circular shape got the highest selection over the other cut shapes, which was different from

what was expected.

The results also demonstrate that both rectangular and circular cut shapes were affected

by the rotation which means that changing the direction of light may have an effect on the

perception of the shape and the convex cut shape was not affected by rotation.

6.7 Limitations and Scope of the Work

Our work has several limitations that will be addressed in the future work. According to the

main types of curvatures that can be found with Gaussian curvature equation:

K = k1.k2, (6.4)

where k1 and k2 represent the principle curvatures (Rhino5, 2014), the result of the product

will be one of the three cases: positive, negative and zero. Each of which will result a different

curvature surface. Figure 6.12 shows the types of curvature.

When the result of the equation 6.4 is positive the generated surface will be something like

a bowl or a sphere surface as in Figure 6.12(a). Also, when the result is negative the saddle-like

surface will be generated as shown in Figure 6.12(b) and finally when the result is zero, which

means that at least one of the principle curvatures k1 or k2 is zero, the resulted surface will be

flat at least in one direction as seen in geometric planes or cylinders as in Figure 6.12(c). Only

one type of the Gaussian curvature has been used in this experiment which was the positive

case. Trying all of the Gaussian curvature types will support the results more.

The experiment was also restricted with only one size for all cut shapes. To ensure that

the impression of depth was not affected by the size of the cut, It would be advantageous to

take different sizes for each cut shape into account. In addition, using different images in each

group rather than a single image.
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(a) (b) (c)

Figure 6.12: The result of Gaussian curvature equation 6.4. (a) A bowl-like curvature surface
is the result when the Gaussian curvature is positive. (b) Saddle-like curvature is the result
when Gaussian curvature is negative and finally, (c) when the result is zero the generated shape
will be something like a planes, cylinders. Image re-produced from (Rhino5, 2014).

6.8 Summary

The main objective of this chapter was to check whether the shape of cut has an effect on

depth perception or not. Three shapes were selected, based on previous research that dealt

with volumetric cuts in visualisation applications. These shapes are circular, rectangular and

convex. An experiment was conducted and the results proved our hypothesis that the depth

perception was affected by the shape of a cut made on the outer layer of a multiple-layered

image. They also showed that the convex shape cut had the highest correct rate than the other

two shapes.
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Chapter 7

Conclusions and Future Works

This chapter summarises all the works carried out in this thesis starting with an evaluation of

the research hypotheses. It then discusses the main conclusions, and also outlines the novel

contributions of this study. In addition, it highlights the possible direction, based on the out-

comes of this study, for future work.

7.1 Research Hypotheses

Comparing the work conducted in this study with the hypotheses (listed in chapter one), the

results of this research affirms the following:

(H1) This thesis hypothesised that finding a depth cue, which gives a better impression of

depth intuitively when used individually, will be useful in generating computerised im-

agery containing depth. It will help to find which depth cue should be included in a

scene, to increase the impression of depth in 3D computer imagery. In addition, the

study also assumed that HDR display devices will be more useful in visualisation appli-

cations than the LDR displays. The results proved these hypotheses to be true, since the

study revealed that the brightness and contrast cues were the most effective. They are
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considered as the basic features of HDR display devices.

(H2) The study also postulated that a non-uniform type of translucent texture provides a better

result in depth-ordering tasks in multiple-layered images than a uniform type. This

hypothesis was not proved. The reason was because we were unable to tell which type

was better, since the results showed that there is no statistical difference between the two

types of simulated translucencies.

(H3) The last hypothesis of this study was that the shape of the cutaway made on the outer

surface effects the impression of depth. The results proved this hypothesis to be true.

However, because the main objective was to see whether the hypothesis will succeed or

not, the experiment was kept simple. Thus, further work is needed to strengthen these

findings.

7.2 Summary

This study has presented an assessment to several monocular depth cues on the impression of

depth perception. All the cues chosen to be assessed were based on previous studies, which

proved the importance of these cues on depth perception. The study has shown that each cue

has an individual effect on depth perception. Seven monocular depth cues were tested via

an experiment. These cues were blur, brightness, contrast, overlap, relative size, shadow and

transparency. The effectiveness of the brightness, contrast and relative size cues was superior to

the other depth cues used. However, the effectiveness of the transparency cue was immensely

inferior. This result reveals the potential error when the transparent cue is being used, since it

considered to be one of the most common cues used in the field of computer graphics.

The study has confirmed the benefit of using a HDR display device, and showed that it

can outperform typical LDR devices in visualisation applications. For instance, the brightness

cue was considered the least efficient cue in depth perception by Surdick (1994). However,
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7.2 Summary

the findings of our study were opposite to this. One of the reasons that prompted our studies

to use a HDR device was it can reveal information that is hidden or unavailable when using a

regular display devices (LDR) that may affect any decision-making processes. According to

the findings of this study (as mentioned earlier), the brightness and the contrast cues had the

highest rate of correct selection. These are considered the most important features that HDR

devices provide, and also proved our hypotheses about the importance of using HDR devices in

such applications. We consider that this study is the first study that compares several monocular

depth cues using HDR display devices.

The two well-known types of the transparency, uniform and non-uniform, have been sim-

ulated in this study by using a Gaussian blurring function. The reason was to find which

type provides a stronger effect on depth perception when it is used in depth-ordering task in

multiple-layered images. The result will be utilised to remove or reduce the ambiguity caused

by transparency, especially when it used in a multiple-layered image; in case that the first layer

is semi-transparent and larger than the other layers. The result of the experiment has shown that

there is no statistically significant difference between the two types of translucency in depth-

ordering tasks. Moreover, in contrast to our expectation, the study showed that the non-uniform

type appeared more transparent and less translucent than the uniform type. As a summary of

this experiment, which was carried out on 2D layers, we were not able to decide which type

provides a better result in a depth-ordering tasks for multiple-layered images.

The study has shown that the shape of a cutaway, being made on the outer surface of a

multiple layered-image, effects depth perception. This proved our hypothesis. In spite of the

simplicity of the experiment, this thesis has precedence in the study of the effect of the shape

on a cutaway, on depth perception. Three shapes were used in an experiment that designed

to find the most influential shape on the depth perception. These shapes were chosen because

they have been used in earlier studies, as shapes for a cutaway (Coffin & Hollerer, 2006; Liang

et al., 2005). The study revealed that the best impression of depth will be perceived when the
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shape of the cut is convex. This study has not taken the random shaped cut because it is hard

to decide which shape will be perfect among random shapes.

7.3 Future Works

Based on the results presented in this thesis, the following sections detail the possible methods

for future work.

The main objective of the experiment conducted in this study was to find the monocular cue

that provided the best impression of depth. However, due to the fact that many recent studies in

the subject of visualisation move towards real-time applications. It would be useful to conduct

further experiments that focus mainly on the speed of the observer’s response, besides the

correct answer. It is obvious that the speed of the response to each cue differs according to the

nature of the cue. Moreover, in order to obtain the best results, it would be advantageous to

hold the experiment in two phases. The first one, would be to find the monocular cues that have

a fast response, and the second would be to make a combination of these fastest cues. Since,

according to Mather & Smith (2004), a combination will improve the accuracy and speed of

depth detection. For a wider study, the stimuli should contain more complex images besides

the CT or MRI scans. The results of these experiments can be utilised as an external function,

to be added to applications that deal with such images. Additionally, the experiments should

be conducted using a HDR display device, to obtain the best results.

One possible reason, which hindered our ability to decide on which type of translucency

was stronger, might be because of all the stimuli that was used in this study were based on grey-

scale levels. Human vision is weak when finding the difference between grey levels that have

close intensities, when compared with coloured intensities. Applying the same experiment

using coloured stimuli would make the results more comprehensive. The main difficulty might

be choosing the colour for the planes. Because human vision responds to each colour in a
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different way. Although colour is not an independent depth cue, it is strongly affected by

luminance contrast and to an object’s location in a scene (Guibal & Dresp, 2004). Moreover,

some people suffer colour-blindness (also known as colour vision deficiency CVD). In addition,

the chromostereopsis phenomenon is another problem seen on a computer monitor, which red

objects appear closer to the viewer than blue objects (Thompson et al., 1993). However in

general, we think that by using coloured stimuli rather than grey-scale, the results will be more

comprehensive. In addition, in order to make the work more integrated, curved layers should be

used instead the flat surfaces. Unlike the curved layers, flat surfaces can be argued as a special

case. Finally, to strengthen the efficiency of the work, it would be beneficial to use algorithmic

translucency textures, such as used by Yan et al. (2012) or Hendrik & Goesele (2005). This

will help to affirm whether there was a clear difference between the two types of translucency

or not.

To improve the work done in this study further, future work should focus on applying the

cut on different types of curvature surfaces. The positive Gaussian curvature was the only type

that was used in this study. There are two other types of Gaussian curvature that this study

did not cover. In addition, comparing different sizes of a cut and applying it on a different

type of volume might increase the accuracy of the results. The next step would be focused on

producing a real-time cutaway.

7.4 In Conclusion

Through experiments and analysing the results, we can affirm that monocular depth cues vary in

their effect on depth perception. The brightness and the contrast cues are the most efficient cues

and provide a better depth impression. Whilst the transparency cue has the lowest efficiency,

and it often provides an ambiguous effect. Through this study we were not able to decide which

type of translucency was more effective for depth ordering. The Gaussian blur function was
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7.4 In Conclusion

used to generate a simulation of both types of translucency used. This study also revealed the

importance of using HDR displays in visualisation applications. Finally, the study has shown

that the impression of depth is also affected by the shape of a cutaway, made on the outer layer

of a multiple layered image.
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Appendix A

Kruskal-Wallis Test

Kruskal-Wallis test is used to find out if there a statistical significant difference among cut

shapes. A Kruskal-Wallis test normally is using to find out whether several samples consid-

ered as coming from the same population (Kruskal & Wallis, 1952). In most cases the samples

differ; and the question arises is whether this difference is statistically significant or not. The

first step to apply the Kruskal-Wallis test is to define the null hypothesis H0 and the alternative

hypothesis H1. In our case we assume that:

H0: there is no difference between cut shapes.

H1: there is a difference between cut shapes.

The next step is rank the raw data and then applying the Kruskal-Wallis equation:

H =
12

N(N +1)

c

∑
i=1

R2
i

ni
−3(N +1) (A.1)

Where c is the number of samples, ni is the number of observations in the ith sample, N

is the number of observations in all samples combined and Ri is the sum of ranks in the i the

sample.
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Then we have to find a critical value from Chi-squared table which H will be compared

with. In our study we set α = 0.05 with 2 degrees of freedom. The critical value that we have

to compare the Kruskal-Wallis test result with it is 5.99147. We will reject H0 if H is greater

than critical value, which means that there is a significant difference in somewhere among the

objects.

The strong agreements among the test subjects show that there is a significant differences,

but we do not know between which pair these differences lie. In fact, this test is important

since it supports making the final decision (Day & Quinn, 1989). In other words, we want

to find Ŕ such that the probability P(R≥ Ŕ) is less than or equal to the significance level α

(and usually α =0.05). We declare the cut shapes within each group (scores difference<R) to

be not significantly different. The distribution of the range R is asymptotically the same as

the distribution of variance-normalized range, Wt, of a set of normal random variables with

variance = 1 and t samples (David, 1963b). Therefore, we can use the following relation:

P
(

Wt ≥
2R−1/2√

nt

)
(A.2)

where Wt,α is the value of the upper percentage point of Wt at significance point α . The

values of Wt can be found in many statistics textbooks including Peaeson & Haetlet (1976).

The equivalent function of the test can be achieved in MATLAB by using multcompare func-

tion.
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Appendix B

Samples of Matlab and Mex-file Code

The following MATLAB function, called plane shape, was used to generate the requested

shape on a plane. Circular, rectangular and convex are the shapes used. However, with this

procedure, any desired shape can be projected.

function [points]=plane shape(area,shape)

global array length ;

% area : contains the area size of the desired shape.

% shape : represents the shape as 1=Circular ,2=Convex and 3=Rectangular

array mid=(array length/2.0);

points=zeros(array length,array length);

negative=ones(array length,array length);

%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

if shape==1 %Draw a circular shape on the plane (array)

radius=sqrt(area/pi);

radius=single(radius);

for m=1:array length
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for n=1:array length

if ((array mid−m)ˆ2+(array mid−n)ˆ2)<radiusˆ2

points(m,n)=1;

end

end

end

%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

elseif shape==3 %if the desired shape is rectangular

rec height=sqrt(area);

rec width= sqrt(area);

for m=array mid−int16(rec height/2):array mid+int16(rec height/2)−1

for n=array mid−int16(rec width/2):array mid+int16(rec width/2)−1

points(m,n)=1;

end

end

%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

elseif shape==2 %Draw a convex shape on the plane

h=sqrt(area);

w= sqrt(area);

ok=0;

while ˜ok

xt=array mid−(h/2);

xb=array mid+(h/2);

yt=array mid−(w/2);

yb=array mid+(w/2);

if xt==0,xt=1; end

if yt==0,yt=1; end

w1=array mid;w2=array mid;

[points]=bezier1(xt,yt,xt,yb,w1,w2,points);
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[points]=bezier1(xb,yt,xb,yb,w1,w2,points);

[points]=bezier1(xt,yt,xb,yt,w1,w2,points);

[points]=bezier1(xt,yb,xb,yb,w1,w2,points);

% calculating the inner rectangle

leng=0;

raw1=array mid;

col1=array mid;

while points(raw1,col1)˜=1

leng=leng+1;

raw1=raw1−1;

end

inner height=leng*2;

if inner height<(sqrt(area)−7.5)

ok=0;

h=h+1;

w=w+1;

points=zeros(array length,array length);

else

ok=1;

end

end

[points,negative]=find clear points(points,negative,1,1,array length,0);

[points,negative]=find clear points(points,negative,array length,−1,1,0);

[points,negative]=find clear points(points,negative,1,1,array length,1);

[points,negative]=find clear points(points,negative,array length,−1,1,1);

points=negative;

end
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%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

[r,c,v]=find(points);

points=[r,c];

points(all(points==0,2),:)=[];

Since the process of producing a cut takes time to calculate in MATLAB, a function called

MEX-files was used to speed up the process. Each MEX-file contains only one function and

can be written in C, C++ or Fortran. For example, the following C++ code is a MEX-file used

to save the portion of an area from the position image, which is expected to contain the cut in

order to reduce the calculation time.

#include <mex.h>

#include <math.h>

void mexFunction(int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[])

{

int ind,dis,pontsrow,shape,i,j,x,y,area,distance,height,width;

double *sp,*points,radius,pi,centrez,*rtnv;

height=1017;

width=1024;

pontsrow=500000;

shape = mxGetScalar(prhs[0]); \\ the desired shape.

x = mxGetScalar(prhs[1]); \\ x location in the head image.

y = mxGetScalar(prhs[2]); \\ y location in the head image.

sp = mxGetData(prhs[3]); \\ positon image

area = mxGetScalar(prhs[4]); \\ the expected area

centrez=sp[(x−1)+(y−1)*height+2*(height*width)];

plhs[0]=mxCreateDoubleMatrix(pontsrow,5,mxREAL);

plhs[1]=mxCreateDoubleMatrix(1,1,mxREAL);

points=mxGetPr(plhs[0]);
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rtnv=mxGetPr(plhs[1]);

switch (shape)

{

case 1:

case 3:

distance=(int)(sqrt(area)*2.5+0.5);

break;

case 2:

distance=(int)(sqrt(area)*3.7+0.5);

break;

}

dis=(int)(sqrt(area));

ind=−1;

for (i=x−distance;i<x+distance;i++)

for (j=y−distance;j<y+distance;j++)

{

if((sp[(i−1)+(j−1)*height+2*(height*width)]>=centrez−dis)&& \

(sp[(i−1)+(j−1)*height+2*(height*width)]<=centrez+dis))

{

++ind;

points[ind]=sp[(i−1)+(j−1)*height];

points[ind+pontsrow]=sp[(i−1)+(j−1)*height+(height*width)];

points[ind+2*pontsrow]=sp[(i−1)+(j−1)*height+2*(height*width)];

points[ind+3*pontsrow]=i;

points[ind+4*pontsrow]=j;

}

}

rtnv[0]=ind;
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Appendix C

Survey Results

The following figure shows the results of the survey, which conducted to find the effect of

cutaway shape on depth perception. The on-line survey software Surveygizmo was used. 85

observers from different countries around the world were participated.
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Figure C.1: Results of the survey.
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