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Abstract

Observation of ice-stream and ice-shelf �ow has revealed interaction with the ocean

tide, in some cases far upstream of the grounding line. Ice-stream velocities can

be greatly a�ected by local ocean tides at a variety of timescales but of particular

interest is a fortnightly modulation in �ow that has been observed on the Rutford

Ice Stream. This frequency is absent in the forcing, far stronger than the dominant

tidal constituent signals and has been observed far inland. Understanding what

mechanism can produce this signal can provide a window into mechanisms at the

base of the ice stream that a�ect its �ow. A consequence of this nonlinearity is that

the mean �ow of the Rutford Ice Stream is increased in comparison to a situation

where no tidal forcing is present, implying that changes in tides could alter the

long term �ow of ice from Antarctica. Since local tides are sensitive to bathymetry

which can change drastically due to changes in ice-shelf geometry and grounding

line position, a feedback exists between tides and the ice sheet whereby changes in

the �ow of ice could alter tides which in turn would change the ice velocity. This

thesis presents results from both ice-stream/shelf and tidal models to investigate

these two mechanisms. Firstly a nonlinear 3D viscoelastic full-Stokes �nite ele-

ment model explores possible sources of nonlinearity that can produce fortnightly

modulation in ice-stream �ow far upstream of the grounding line. This model

looks at stress transmission, grounding zone �exure, hydrology and grounding line

migration and the conclusion is that tidally-induced changes in the subglacial wa-

ter pressure play the largest role in producing this e�ect. Then, the OTIS tidal

model is used to demonstrate that reduction in the thickness and/or extent of

ice-shelves, in particular the Filchner-Ronne ice shelf, could greatly impact both

tidal amplitudes and dissipation rates in the region. The research in this thesis

clearly shows the importance of tidal interactions with the Antarctic ice sheet and

that these are not limited to short temporal timescales.
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Chapter 1

Introduction

1.1 Background and motivation for this study

The Antarctic Ice Sheet (AIS, Fig. 1.1) is surrounded by ocean and changes in

this boundary forcing have important implications for its �ow and future evolu-

tion. Ocean tides play an important role in ice dynamics of the continent; inducing

currents that alter basal melting beneath the �oating ice shelves [Makinson et al.,

2011, Mueller et al., 2012], a�ecting the motion of the ice shelves [Brunt et al., 2010,

Doake et al., 2002, Makinson et al., 2012] and causing changes in short term and

mean �ow of ice streams, often far upstream of the grounding line [Aðalgeirsdóttir

et al., 2008, Anandakrishnan et al., 2003, Bindschadler et al., 2003a,b, Gudmunds-

son, 2006, King et al., 2010, Marsh et al., 2013, Murray et al., 2007, Winberry et al.,

2009, 2011]. This interaction is reciprocal, since any change in the thickness of the

ice shelf will change the local water column thickness beneath the shelf, thereby

altering the ocean tide [Rosier et al., 2014a].

Understanding how the AIS reacts to external forcings is crucial to enable accurate

predictions of its response to climate change. Currently the greatest uncertainty in

future sea level rise arises in the di�culties of modeling this large and complex ice

sheet [Vaughan, 2005]. Overall the AIS contains 58m sea level equivalent (SLE)

and 5mm of SLE pass in and out of the ice sheet every year [Rignot et al., 2013,

1
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Vaughan, 2005]. The impact of even a small portion of the total AIS SLE being

released would be devastating for the billions of people who live in coastal regions.
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Figure 1.2: Tidal re-analysis of the de-trended surface velocities of the RIS.
Original GPS data was put into the t_tide [Pawlowicz et al., 2002b] matlab pack-
age which performs classical harmonic analysis to determine tidal constituents

and the predicted tides arising from this calculation are plotted.

Tides provide a unique insight into ice-stream dynamics which can help improve

ice-sheet models and produce more accurate predictions for future sea level rise.

Floating ice shelves are moved vertically by the ocean tide and, where the tidal

range is large, this can have large a�ects on any adjoining ice streams. Through

this process the tide can act as a natural experiment, perturbing ice streams in a

predictable way which is clearly visible in data and that we can attempt to model.

Arguably the most interesting e�ect is the nonlinear Msf response �rst observed

on the Rutford ice stream (RIS; Gudmundsson 2006). Figure 1.2 shows de-trended

surface velocities from Global Positioning System (GPS) measurements collected

at distances of up to 73 km upstream from the grounding line. The tidal forcing at

the grounding line of the RIS is dominated by the semi-diurnal tidal constituents

(M2 and S2 , see Table 4.1) however the response is at a fortnightlyMsf frequency,
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Figure 1.3: Schematic diagram of an ice stream, adapted from Bennett [2003]

and causes up to 20% change in peak to peak velocity. Re-producing this e�ect in

models of ice-stream �ow is not trivial and can help constrain model parameters

which are often considered free.

In this introductory chapter I will brie�y introduce the Antarctic region and the

main processes relevant to this work. I focus somewhat on the RIS since a large

part of the motivation for this study comes from data collected on that ice stream.

I then summarise the ways in which tides interact with the ice-sheet and the work

that has been previously done in this �eld.

1.2 The Antarctic ice sheet

The AIS is the largest body of ice on the planet, covering an area of fourteen

million square kilometers and greater than 4 km thick in some places. The AIS

is characterized by slow moving ice divides, fast moving ice streams and �oating

ice shelves. An ice stream is a portion of the ice sheet that moves much faster

than surrounding ice, typically due to the presence of water and/or deforming

sediments at its base. Some of the key features and processes of an ice stream are

shown schematically in Fig 1.3. Ice shelves occur where ice begins to �oat and

move rapidly due to gravity driven viscous spreading. Ice that is resting on a solid
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bed is `grounded' and the point at which the transition from grounded to �oating

ice occurs is called the grounding line.

Figure 1.4 shows surface ice velocity of the AIS derived from various remote sensing

techniques [Rignot et al., 2011]. The ice streams are clearly visible as fast moving

stream-like features which �ow into the even faster �owing ice shelves. The two

largest ice shelves are the Ross ice shelf (bordering the Ross Sea) and the Filchner-

Ronne ice shelf (FRIS, bordering the Weddel Sea).

The AIS is generally divided into three regions; the Antarctic peninsula, East and

West Antarctica. East Antarctica constitutes the majority of the continent's ice

mass and large areas around the ice divide are slow moving. Because the bulk of

the East Antarctic ice sheet lies on bedrock above sea level this portion of the ice

sheet is generally considered to be stable, with a slightly positive mass balance

[Davis et al., 2005, Pritchard et al., 2009, Rignot, 2006, Shepherd et al., 2012].

The West Antarctic ice sheet (WAIS) on the other hand is considered much more

vulnerable to climate change because it is a marine ice sheet, that is to say that

much of it is grounded below sea level.

Mercer [1978] and Weertman [1974] �rst pointed out the danger of a collapse of

the WAIS and since then much observational and modeling work has been done to

determine the timescales and implications. A general consensus is that an ice sheet

cannot be stable on a retrograde slope and so if ice streams retreat beyond current

pinning points to areas where this is the case the resultant ice loss will be rapid and

dramatic [Katz and Worster, 2010, Robison et al., 2010, Schoof, 2007a,b, Thomas

and Bentley, 1978, Wilchinsky, 2001]. This unconditional instability has been

shown to only be true in 1HD (one horizontal dimension) however, and in 3D an

ice-sheet may be stable on a retrograde slope [Gudmundsson, 2013, Gudmundsson

et al., 2012]. Ultimately whether or not an ice-sheet is stable on a retrograde slope

appears dependant on the local stress regime along the grounding line, however

there is an undeniable danger that the WAIS is particularly vulnerable to climate

warming.
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Figure 1.5: Antarctic ice-shelf thickness change rate (∆T/∆t) along with
bathymetry, potential temperature and grounded ice sheet loss, from Pritchard

et al. [2012]

.

Ice streams account for the vast majority of ice discharge from the AIS and there-

fore understanding how they �ow and capturing this in models is of paramount

importance. Ice streams are often characterised as either topographic ice streams

(constrained by topography) or pure ice streams (bounded by slow moving ice)

[Bennett, 2003]. Currently in Antarctica the majority of pure ice streams are found

on the Siple Coast and topographic ice streams are more common. Generally they

sit in topographic lows as the thicker ice leads to greater basal temperatures and

driving stresses which all lead to an increase in velocity. Overall about 90% of all

the accumulation on the AIS upstream of grounding lines is discharged through ice

streams even though they only form a small proportion of its total area [McIntyre,

1985].

Ice shelves play an equally important role in ice-sheet dynamics through their role

in buttressing adjoining ice streams. It was previously thought that ice shelves

could be safely ignored in large scale models but the recent collapses of the Larsen
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A and B ice shelves showed this was not the case. In both cases the ice streams

adjoining the collapsed ice shelves showed dramatic increases in velocity[Rack

and Rott, 2004, Rignot et al., 2004, Rott et al., 1996, Scambos et al., 2004] that

continue to this day [Berthier et al., 2012, Glasser et al., 2011, Hulbe et al., 2008,

Khazendar et al., 2015, Rott et al., 2002, 2011, Shuman et al., 2011, Wuite et al.,

2014], suggesting that the ice shelf had been having a considerable buttressing

e�ect. In the case of the collapse of Larsen B, ice-stream velocities increased by

up to eightfold following the collapse, with thinning of up to 10myr−1 [Rignot

et al., 2004]. Subsequent modeling work has shown that in general the loss of

an adjoining ice shelf will cause a considerable increase in the velocity of any

buttressed ice streams, with important implications for global sea levels [Bamber

et al., 2007, Dupont and Alley, 2005, 2006, Goldberg et al., 2009, Rott et al., 2011].

Recent warming has lead to intrusion of warm water through deep troughs beneath

several Antarctic ice shelves, causing increased basal melting and hence extensive

thinning [Pritchard et al., 2012, Rignot et al., 2013, Shepherd et al., 2004]. Fig-

ure 1.5 shows the increase in ocean temperatures, particularly in and around the

Amundsen Sea, and the accompanying increased loss of grounded ice mass. Clearly

the AIS is a highly complex system with many interactions and feedbacks between

the ocean, atmosphere, grounded and �oating ice and it is in this context that

modeling is a valuable tool that can enhance our understanding of the interplay

between these many varied processes.

1.2.1 Rutford ice stream

The RIS forms a focus for much of this work and it is worth giving a brief overview

of its main characteristics. It is a topographic ice stream, lying in a trough bounded

by the Fletcher Promontory on its left �ank and the Ellsworth mountains on the

right, and drains an area of 49,000 km3 from the WAIS [Doake et al., 2001]. Its

width varies between 20-30 km, with a thickness averaging around 2 km and speeds

of about 1md−1 for much of its length, eventually �owing into the Ronne ice shelf
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Figure 1.6: Map of the RIS from Gudmundsson [2006], with locations of the
original GPS sites marked.

(Fig. 1.6). It is a reasonably well studied ice stream with numerous seismic and

GPS surveys having been conducted on its surface.

Seismic surveys have revealed the basal regime of the RIS to be complex and

spatially variable. Calculation of the acoustic impedance from the re�ection co-

e�cient can give information on bed material and reveal that the RIS contains a

mix of consolidated sediment and soft deforming till [Smith, 1994, 1997]. A later
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survey found changes in this spatial distribution and inferred this as evidence for

changes in subglacial hydrology over a timescale of several years [Smith et al.,

2007]. Nearer the grounding line the proportion of soft deforming till increases,

and the harder sediment is con�ned to a narrow region in the center of the ice

stream [Smith, 1997]. Due to the thickness of the ice these spatial variations in

basal properties are not readily visible in spatial variations of surface velocity.

More recent seismic measurements further upstream have produced strong evi-

dence for a canalised drainage system beneath the RIS. King et al. [2004] found

areas of very high re�ectivity which were indicative of a water layer beneath the

ice stream. The authors estimate this covers an area at least 1 km by 0.2 km with

an average water layer thickness of less than 1m. The dimensions suggest a canal

rather than a pool of water but it could not be determined whether this was one

large canal or many smaller ones.

A subsequent study that combined seismic data with airborne radar data found

further evidence for a water layer at the bed, downstream of the previous survey

and approximately 50 km upstream from the grounding line [Murray et al., 2008].

Here the features were found to be narrower and the water thickness was estimated

at less than 0.2m. The conclusion was that these were either channelised or

canalised hydrological systems but canalised was considered more likely since they

occur in a region of deforming till.

1.3 Antarctic tides

Ocean tides form an important boundary condition for ice �ow and here I will sum-

marise some of their main general and geographical characteristics. Measurements

of the tides beneath a �oating ice shelf can be accomplished by satellite altimetry

[Fricker and Padman, 2002, Padman et al., 2008], GPS data [King and Aoki, 2003,

King et al., 2005] or gravity meters [King et al., 2005, Williams and Robinson,

1980]. Of particular relevance are the two largest ice shelves: the Ross and Filch-

ner�Ronne ice shelves. Conveniently, these two embayments are dominated by
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Figure 1.7: Tidal range (left panel) and time averaged magnitude of volume
transport (right panel) for all tidal constituents in the CATS2008 model (M2,

S2, N2, K2, K1, O1, P1, Q1, Mf , Mm).

di�erent tidal constituents allowing us to see how the ice response changes with

di�erent forcing periods. The Weddell Sea tides are largely semi-diurnal with the

M2 and S2 tidal constituents dominating and leading to a tidal range of up to 7m

[King et al., 2011, Robertston et al., 1998]. Conversely, the Ross Sea is dominated

by O1 and K1 tides with a smaller maximum peak-to-peak amplitude of 3m and

causing currents in excess of 1m s−1 [Padman et al., 2002]. An overview of the

main tidal constituents considered in this thesis is given in Table 4.1.

Tidal range around Antarctica (calculated as the sum of all tidal constituents in

the CATS2008 model) is plotted in Fig. 1.7 (left panel). This clearly shows that

the largest tides can be found in the Weddel Sea and Larsen ice shelf regions.

The right panel of Figure 1.7 shows the magnitude of volume transport from the

same model and constituents. This is calculated as the sum of the magnitude

of the velocity vectors for all tidal constituents multiplied by the water depth

and provides a convenient measure of tidal currents in the area. Much of the

currents are found on the continental shelf away from ice shelves, however tidal

currents penetrate beneath the FRIS, entering the basin east of Berkner Island

and traveling around the amphidromic point to exit on the west coast.

A more detailed map of the principal diurnal and semidiurnal tidal constituents
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Figure 1.8: Tidal amplitude and phase for theM2 and K1 tides in the Weddel
Sea region [Makinson et al., 2012].

of the Weddel Sea region is shown in Fig. 1.8 [Makinson et al., 2012]. The am-

phidromic point that dominates semidiurnal tides in this area is situated just

o�shore from the FRIS calving front and its position is crucial to tidal range along

the coast. Spatial variation of the diurnal K1 tide is less structured but shows a

general increase in amplitude towards the most southerly end of the FRIS.

1.4 Ice and tide interaction

Since the discovery of tidal e�ects on ice streams [Anandakrishnan and Alley, 1997,

Anandakrishnan et al., 2003, Bindschadler et al., 2003a,b, Engelhardt and Kamb,

1998, Harrison, 1993] the interpretation and understanding of the mechanisms and

impacts has continued to develop. Initial measurements of tidal forcing on ice were

limited to the surface of the ice shelves [Williams and Robinson, 1980] and the

hinging zone where ice �exure occurs, near the grounding line [Doake et al., 1987,

Smith, 1991]. In these regions tidal e�ects have often been simply described with

analytical solutions and elastic beam theory [Holdsworth, 1969, 1977, Reeh et al.,

2003]. Measurements made by Anandakrishnan and Alley [1997] on the Kamb Ice

Stream �rst showed that these e�ects were not limited to regions within a few ice

thicknesses of the ocean boundary but could be transmitted far upstream.
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Figure 1.9: Schematic showing the various mechanisms by which tides can
in�uence ice-stream �ow

Aside from mechanical e�ects, tides have been shown to play a signi�cant role in

vertical mixing beneath ice shelves [Makinson et al., 2011, Mueller et al., 2012]. A

model of melting/refreezing processes beneath the Ronne-Filchner ice shelf failed

to match observations until tidal mixing was included, at which point both pro-

cesses increased considerably and the model closely agreed with data [Makinson

et al., 2011]. This is not only important in the context of the overall ice-shelf

stability, but also plays a role in deep-water formation with far reaching conse-

quences for global heat transport. An overview of the main tidal interactions with

ice streams and ice shelves is presented schematically in Fig. 1.9.

1.4.1 Tidal e�ects on ice �ow

The realisation that horizontal ice stream velocities could be modulated by the

tides far upstream of the grounding line came relatively recently. Much of the

initial work focused on the Whillans Ice Stream (WIS) which was shown to ex-

hibit a stick-slip behaviour resulting from vertical ocean tides [Bindschadler et al.,

2003a,b, Sergienko et al., 2009, Wiens et al., 2008, Winberry et al., 2009]. This

ice stream has mean annual speeds of greater than 300ma−1 but the majority of

motion occurs in brief bursts over time scales less than 1 hour followed by longer

periods where the ice is almost stationary. The Whillans Ice Plain portion of the

WIS is dominated by stick-slip motion and the initiation of slip events strongly
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Figure 1.10: Seismicity as measured on Kamb Ice Stream 10 km upstream
from the grounding line. Red lines show number of seismics events per hour and
the tidal height from a tide meter is shown in blue. Reproduced from Thompson

[2013], original data published by Anandakrishnan and Alley [1997].

correlates with tides in the Ross sea as accumulated stress is released [Bindschadler

et al., 2003a,b].

The �rst and most intriguing observation that hinted at tidal e�ects on ice-stream

�ow was made through measurements of seismicity on the WIS. A station 300 km

upstream from the grounding line showed variations in borehole strain at a diurnal

frequency and the authors suggested tides as one possible cause [Harrison, 1993].

Both the authors themselves and subsequent studies have treated this with some

scepticism and no other obvservations exist that show a tidal signal so far inland,

however the possibility remains that this signal could be transmitted through a

subglacial drainage system.

Seismicity has also been used on Kamb Ice Stream by Anandakrishnan and Alley

[1997], where variation in seismicity at the diurnal tidal period was detectable

85 km upstream from the grounding line. A reproduction of the data from 10 km

upstream is shown in Fig. 1.10 and shows strong correlation between the diurnal
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tidal signal and the frequency of seismic events, although no apparent correlation

related to the spring/neap cycle. Of particular note is the authors' conclusion that

the tidal signal must be transmitted through the ice itself rather than through

a subglacial drainage system. The main justi�cation for this is an absence of

subglacial water largely because water inland of the location of interest is diverted

to the WIS and never reaches further downstream. While it appears unlikely that

subglacial hydrology plays a role in the transmission of these signals, it is more

likely that stress is transmitted through the till due to bending rather than through

the ice itself.

More recently, GPS measurements have largely taken over as the largest source of

data for tidal modulation of ice-stream �ow. When presenting these results it is

common to present them in a detrended form, such that the mean velocity signal

is removed and only perturbations are shown, and all plots hereafter will follow

this convention. On Bindschadler Ice Stream a variation in velocity that is clearly

of tidal origin was �rst observed by Anandakrishnan et al. [2003]. Once again this

tidal signal is transmitted far upstream and can be readily observed at a GPS

station 80 km upstream from the grounding line (Fig. 1.11).

A common measurement that has been made on various ice streams is the phase

lag in the tidal signal upstream from the grounding line. This is commonly de�ned

as the change in phase of detrended horizontal ice motion relative to the vertical

ocean tide at the grounding line. Information of this kind can be used to glean

information on rheological properties of the ice. The phase shift as measured on

Bindschadler Ice Stream corresponds to a phase speed of 5.6m s−1 [Anandakrish-

nan et al., 2003], compared with a phase speed of 1.6m s−1 on Kamb Ice Stream

[Anandakrishnan and Alley, 1997]. On the RIS Aðalgeirsdóttir et al. [2008] gave an

estimated phase velocity of 10 ± 4m s−1 based on two sites 3 km apart, however

data analysed in Gudmundsson [2011] suggests a much lower speed of between

0.2 and 1m s−1. In reality, as a result of the viscoelastic nature of ice at tidal

timescales, the phase speed depends strongly on the frequency of the signal being

considered as will be discussed in detail later.
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Figure 1.11: GPS measurements of vertical position and detrended inline po-
sitions at the grounding line (K0), 40 km upstream (K40) and 80 km upstream

(K80) on Bindschadler Ice Stream Anandakrishnan et al. [2003].

Recent observations have shown that ice streams can exhibit a long periodMsf response

to a short period tidal forcing at both diurnal and semi-diurnal frequencies [Gud-

mundsson, 2006, Marsh et al., 2013, Murray et al., 2007]. Of all the observed tidal

e�ects on ice streams described above, it is arguably the long period modulation

in horizontal velocity, often far upstream of the grounding line, which has proven

the most challenging to explain as it cannot be described by linear theory and

requires a di�erent mechanism. Out of all the frequencies in the observed RIS

response upstream of the grounding line, the Msf is by far the largest, dwar�ng

both the semidiurnal and diurnal signals.

One of the �rst attempts to explain the fortnightly variations in �ow speed at

Msf frequency observed on the Rutford Ice Stream was by Gudmundsson [2006,

2007] who suggested that they arise due to the nonlinear relationship between basal

motion and basal shear stress. As an adjoining ice shelf rises and falls in phase

with the local tide, there is a corresponding increase in tangential basal traction

at low tide and a decrease at high tide. If it is assumed that the sliding law is

nonlinear, an increase in basal traction leads to a larger increase in basal motion
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than an equal and opposite decrease in basal traction. As a result of this imbalance

over one tidal cycle there is a net forward motion and over several tidal cycles the

variation in tidal range leads to long period modulation of �ow speeds. During a

spring tide this velocity variation will be greatest and thus the ice stream will �ow

faster than during a neap tide, leading to a long period modulation in ice stream

velocity at Msf frequency driven by a tidal forcing at semi-diurnal frequency.

Murray et al. [2007] put forward a number of possible mechanisms, including Gud-

mundsson's model described above. They conclude that Gudmundsson's proposal

cannot satisfactorily explain observations and a combination of processes are re-

sponsible. A partial ungrounding of the ice shelf from pinning points at high tides

acts to increase velocity due to reduced basal resistive stress which is counteracted

by increased back-stress exerted by the lifted ice shelf [Heinert and Riedel, 2007]

leading to a complex relationship between tidal range and horizontal velocities

at di�erent frequencies. The authors argue that none of the current theories can

completely reproduce the di�erence in response between the solstice and equinox,

whereby the ice stream �ows fastest during the equinox when there are two large

tides per day and slowest during the solstice when one of these tides is smaller.

Subsequent work by King et al. [2010], using the same dataset, however showed

that in fact the model presented by Gudmundsson [2007] could explain these ob-

servations using a simple stress perturbation model and was consistent with a

nonlinear sliding law with m = 3 (the stress exponent m is introduced in detail in

section 2.4).

A study by Doake et al. [2002] of the Brunt Ice Shelf has also been cited to

explain tidal response in ice streams [Aðalgeirsdóttir et al., 2008, Murray et al.,

2007]. Variations in basal friction from sub-ice ocean currents driven by the tides

was proposed as a mechanism to induce lateral movement of the Ice Shelf at tidal

frequencies and it was inferred that these motions would pull or push against the

adjacent ice streams, thereby causing variations in horizontal velocities at the same

frequency. Although this explanation for the motion of ice shelves has since been

discounted [Makinson et al., 2012], the back stress arising from these motions will
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still a�ect the ice streams, but this cannot explain longer period frequencies which

are not large in the ice shelf.

Another theory suggested by Aðalgeirsdóttir et al. [2008] is that basal melting near

the grounding line, a�ecting subglacial pressure, might lead to some ice stream

modulation at tidal frequencies as warmer water is transported to the grounding

line by tidal currents. This idea seems unlikely to have any measurable impact on

ice stream velocity however considering the typical magnitude of melting at daily

or fortnightly time scales.

Gudmundsson [2007] �rst proposed the link to a nonlinear basal sliding law and

initial modelling e�orts con�rmed that a simple conceptual model including this

process with m = 3 in the sliding law could produce the observed fortnightly

variations in horizontal velocity. An extension of this work, in which ice was

modelled as a non-linear visco-elastic medium and including all components of the

equilibrium equation, further strengthened the argument [Gudmundsson, 2011].

Work by King et al. [2011] showed that the same mechanism can reproduce ice

stream velocity �uctuations from 4 hours to 183 days observed in longer data

series. A modeling study of the Bindschadler Ice Stream, forced primarily by

diurnal rather than semidiurnal tidal constituents, further con�rmed that a stress

exponent m > 1 is needed but found that a value of 15 provided a better �t to

the observed velocities [Walker et al., 2012]. Some of the di�erences may be due

to di�erent model assumptions, for example the modeling study by Walker et al.

[2012] solved a reduced set of equilibrium equations not including �exure stresses.

According to the model by Gudmundsson [2011], �exure stresses can contribute

to the tidal modulation in �ow.

An additional consequence of this nonlinearity in the ice-stream response to tides

is an increase in the mean velocity. Since the velocity variation is highly asym-

metric the time-averaged mean �ow will be increased for any symmetric periodic

perturbation in forcing. Gudmundsson [2011] estimated this would lead to a ∼5%

increase in mean velocity due to the presence of the tides. This �nding leads to an
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important additional feedback to be considered when examining tidal interaction

with ice shelves and ice streams.

Some ice streams that show very little or no tidal modulation in surface velocities

are occasionaly cited as examples where interaction is weak, suggesting di�erent

processes are at play. GPS sites closest to the coast at Pine Island Glacier do not

show any tidal signal at 55 km upstream from the grounding line [Scott et al., 2009],

and on the Ekström ice stream the same is true of GPS measurements made only

1 km upstream [Heinert and Riedel, 2007]. Certainly factors such as ice-stream

width, basal conditions and ice thickness must play a role in the transmission of

tidal stresses and in some situations this may be limited, but care must always be

taken to �rst consider tidal amplitudes beneath the adjoining ice shelf. In both

cases the tidal range is far smaller than in the Weddel Sea or along the Siple coast

(Fig. 1.7) and this should always be considered �rst before making any statements

about the lack of tidal interaction in these areas.

1.4.2 Subglacial pressure variations due to tides

Ice-stream velocities are highly dependent on conditions at the bed, in particular

the presence of subglacial water can lubricate the bed and promote rapid �ow. In

some cases even very small changes in subglacial water pressure of a few percent

can account for velocity changes of up to 40% [Sugiyama et al., 2011]. Due to

the di�culty in accessing the bed of thick Antarctic ice streams much of the work

in this area has focused on glaciers outside of the Antarctic. As a result of the

large amounts of surface melt in the summer the subglacial pressure variations in

these regions tend to be dominated by diurnal changes in water input to the bed

as temperatures �uctuate during the day. In the majority of the AIS the basal

water arises from melting at the bed due to the geothermal heat �ux.

In a steady state any drainage system will be eventually �ow into and be con-

nected to the ocean. Many types of drainage system are known to exist, including

R-channels, linked cavities, canals and Darcian porewater �ow [Benn and Evans,
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2010]. The level of connectivity to the ocean will depend on the subglacial hydrol-

ogy, but it is expected that in places with large tidal ranges, the change in water

pressure at the grounding line may be transmitted upstream through the drainage

system.

Modeling work by Walker et al. [2013] treated ice as a viscoelastic beam supported

by an elastic foundation and looked at the resulting e�ect on subglacial water

pressure. The grounding line in this case was not permitted to move but instead

acted as a fulcrum and hence as the tide dropped there was a corresponding uplift

of the ice stream upstream from this fulcrum, reducing the ice overburden pressure.

This mechanism was found in some cases to draw water into the drainage system at

low tide and pump water out at high tide. This result is somewhat counterintuitive,

since water pressure will rise at high tide and hence it would be expected that this

would force seawater upstream into the subglacial drainage system.

1.4.3 Ice �exure and grounding line migration

A �nal consideration for ice and tide interaction is the migration of ice stream

grounding lines due to the ocean tide. Given su�cient tidal amplitude and as-

suming low e�ective pressure in the region of the grounding line (note that by

de�nition the e�ective pressure is zero at the grounding line, see Sec. 2.4), a rising

tide will cause the portion of �oating ice to increase and the grounding line to

retreat and visa versa for a decreasing tide. This process causes a region of ice,

known as the grounding zone, to �ex in response to the periodic rise and fall of

sea level with the tide. The schematic in Fig. 1.12 shows how an ice shelf transi-

tions from free-�oating (downstream of point H), through an in�exion point (I),

to the grounding line itself where the ice stream detaches from the bed (point G)

and �nally the upstream limit of �exure (point F). The grounding zone is com-

monly de�ned as the region between the hydrostatic limit and the upstream limit

of �exure (between points F and H).
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Figure 1.12: Schematic showing an ice stream grounding zone, adapted from
Fricker and Padman [2006]. H is the hydrostatic limit, I is the in�exion point
where bending stresses cause ice to be depressed relative to the hydrostatic
level, G is the �oatation point and F is the upstream limit of ice �exure. All of
these points move with the tide and the grounding zone is de�ned as the region

between H and F.

The extent of this �exural region can be measured by Interferometric Synthetic

Aperture Radar (InSAR), altimetry and tiltmeters. Typical the upwards limit of

�exure (point F) has been found to extend between 5 and 10 km upstream from

the grounding line (point G). Several grounding zone studies exist that look specif-

ically at the RIS. A tiltmeter survey by Stephenson [1984] found the hydrostatic

limit (point H) at between 1 and 2 km downstream of the grounding line and the

upwards limit approximately 5 km upstream. Rignot [1998] undertook a study of

the RIS and Carlson inlet grounding zones using InSAR with the aim of detecting

possible changes in mass balance and no signi�cant changes could be found, with

a suggestion of a slightly positive mass budget.

Repeat track laser altimetry was �rst used by Gray et al. [2002] to detect the

grounding zone extent. The Ice, Cloud and land Elevation Satellite (ICESat)

mission has spawned many similar studies, �rst mapping the grounding zone of the

Institute Ice Stream [Fricker and Padman, 2006], followed by the Amery [Fricker

et al., 2009], Ross [Brunt et al., 2010] and Filchner-Ronne ice shelves [Brunt et al.,

2011].
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Tidal �exure has also been used extensively to provide an estimate of the rheolog-

ical properties of ice. Studies measure the �exural pro�le and attempt to infer the

rheological model parameters needed to match a given pro�le. Both purely elastic

[Holdsworth, 1969, 1977, Lingle et al., 1981, Stephenson, 1984, Vaughan, 1995] and

linear viscoelastic [Marsh et al., 2014, Reeh et al., 2003] models typically suggest

rheological properties that di�er considerably from laboratory experiments of the

propogation of sound waves through ice (e.g. Schulson and Duval 2009).

An assumption is often made that ice immediately downstream of the grounding

line is in hydrostatic equilibrium and for the shallow shelf approximation (SSA)

this is true. In the full-Stokes (FS) case however this does not hold, and the ground-

ing line is located upstream from its expected location if hydrostatic equilibrium is

assumed [Gudmundsson et al., 2012, Pattyn et al., 2013, Tsai and Gudmundsson,

2015].

Several approaches other than the hydrostatic assumption have been used to deal

with tidally induced grounding line migration. Sayag and Worster [2011, 2013] use

an elastic beam model sitting on a deformable bed to investigate grounding line

migration, elastic properties of ice and subglacial hydrology. In their model they

�nd that elastic pressures in the hinge zone can be a barrier to water �ow through

the drainage system and may act as a control on water intrusion beneath an ice

stream. Due to the uncertainties in bed geometry the model required multiple �t-

ting parameters in order to match the observed �exural pro�le, however this means

the resulting calculated migration may not be realistic [Tsai and Gudmundsson,

2015].

A previously overlooked aspect of grounding line migration, shown analytically

in Tsai and Gudmundsson [2015], is that for typical ice-sheet geometries the up-

stream and downstream components of migration are not equal. This asymmetry

arises because downstream of the grounding line the upwards slope of the ice base

is related to the surface slope whereas upstream it is not. This may lead to up-

stream migration almost an order of magnitude greater than downstream [Tsai

and Gudmundsson, 2015].
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A new approach, proposed by Tsai and Gudmundsson [2015], is to treat ground-

ing line migration as a fracture problem. The crack can be thought of as the

ice-bed/ice-ocean interface and the grounding line as the crack tip. Thus the

grounding line moves back and forth as the crack opens and closes. In this case

the migration is even more asymmetric than the hydrostatic case would suggest

due to a nonlinearity in the equations relating pressure forcing and crack growth.

This novel approach is used to make new estimates of bed slopes in grounding

zones which di�er considerably from previous studies. Most importantly, where

symmetrical migration has been assumed the true mean grounding line position

is incorrect, with implications for mass balance estimates highly sensitive to the

grounding line position (eg. Shepherd et al. 2012).

1.5 Aims of this thesis

In this chapter the importance of tide and ice interaction has been explained.

The mechanisms considered are numerous and cannot all be explored since the

necessary fully coupled model does not exist. Instead I will focus on three main

research questions.

1. What is the source of nonlinearity observed on the RIS and other ice streams

which leads to long-period modulation of their velocity?

2. What inferences can we make about the basal sliding law and characteristics

of the RIS from attempting to match the Msf e�ect?

3. How might changes in ice-shelf geometry cause changes in the ocean tide,

possibly setting up feedbacks between the two?
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1.6 Thesis structure

• Chapter 2 - As a �rst step I introduce the governing equations for ice-

stream and ice-shelf �ow, including visco-elastic rheology, the basal sliding

law and grounding line migration due to tides.

• Chapter 3 - I present the �nite element model MSC.Marc which is used

for all ISS simulations. I outline the governing equations, the various do-

mains and boundary conditions, along with a description of the subglacial

hydrological model and inversion procedure used in a later results chapter.

• Chapter 4 - Here I present a general mathematical background for ocean

tides, introducing the equilibrium tide, dynamical tidal theory and shallow

water equations. I then describe the OTIS and CATS2008 tidal models

which I make use of in this thesis.

• Chapter 5 - In this chapter I show results from a simple 3D ISS model

that is an extension of previous work investigating the long period response

of ice-stream �ow to tidal forcing. This shows for the �rst time that a

nonlinear sliding law can reproduce observed long period modulation of ice-

stream �ow when lateral e�ects are included. I also derive an expression for

stress-coupling length scales of an ice stream based on the SSA.

• Chapter 6 - This chapter presents results from a more advanced version

of the ISS model in the previous chapter, attempting to match observations

made on the RIS using a coupled hydrological model and formal inversion.

The modelling work clearly shows that hydrology must play a role in pro-

ducing the tidal signal and helps constrain the type of drainage system that

must exist beneath the RIS, something that no other modelling technique

has been able to do.

• Chapter 7 - Here I show results from 2D models that investigate grounding

line migration due to tides, both in terms of the expected migration asym-

metry and the e�ect on the Msf response. This type of contact simulation

has not been attempted before in the context of grounding line position.
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The model reproduces asymmetry predicted by theory and the e�ect is to

increase the Msf response of the ice stream to ocean tides.

• Chapter 8 - This chapter investigates possible changes in tidal forcing re-

sulting from perturbations in ice-shelf geometry, both in terms of the tidal

amplitude and dissipation. The result of this work is to show that tides

would change considerably in the Weddel Sea region if the ice shelf were to

reduce in extent or thickness.

• Chapter 9 - Finally, I summarise the model results presented in this thesis

and suggest possible future work, including both model development and

observational work.





Chapter 2

Mathematical Background

This chapter will present the relevant governing equations for ice �ow. Since ice

is a shear thinning non-newtonian �uid, the apparent viscosity decreases with in-

creased stress, leading to considerable di�erences in how it is modelled compared

to the ocean. Throughout this section the cartesian coordinate system is used,

with the convention that x represents the downstream component, y is the across

�ow component and z is the vertical component and the accompanying compo-

nents of the velocity vector u (ui) are denoted u, v and w respectively. I use a

comma to denote partial derivatives, dot notation for time derivatives and the

summation convention, in line with notation commonly used in continuum me-

chanics. Geometrical entities of an ice stream are as follows: h is ice thickness, d

is ice draft, f is ice freeboard, b is the basal ice pro�le, B is the bed pro�le, S is

sea level, α is ice surface slope and β is bed slope. These are de�ned schematically

in Fig. 2.1.

I use capital delta (∆) to denote perturbations in a parameter and an overbar

accent (̄ ) to denote time mean values.

27
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Figure 2.1: Schematic showing the de�ntions used in this thesis for various
geometrical entities

2.1 Stress and Strain

Modeling of ice motion is generally expressed in terms of stresses (σ) and strains

(ε). Stress and strain are second order symmetric tensors, such that σij = σji,

εij = εji and stress can be written out in full as

σ =


σxx σxy σxz

σxy σyy σyz

σxz σyz σzz

 . (2.1)

Stresses are resolved in a particular orientation with the aid of unit vectors. Here

I de�ne n̂ as a unit vector normal to a surface and t̂ as a unit vector perpendicular

to n̂. Normal stress σn = n̂T ·σ · n̂ and shear stress σt = t̂T ·σ · t̂ are scalars giving

the stress along a particular orientation. If σn > 0 the normal stress is considered

tensile and if σn < 0 it is compressive.

As a second order tensor, σ has 3 invariants; quantities that are independant of

the orientation of the coordinate axes. The �rst of these invariants, commonly

known as the mean stress, is de�ned as:

I1 = tr(σ) = σkk. (2.2)

Directly related to this is the pressure p = −(1/3)σkk, the negative of the average

of the three normal stress components of the stress tensor. It is often useful to only

consider the part of the stress tensor that does not include `mean pressure'. The
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deviatoric stress (denoted τ) is what is left after adding the hydrostatic pressure

to the stress tensor, ie.

τij = σij −
1

3
δijσkk, (2.3)

where δij is the Kronecker delta symbol which is equal to one if i and j have the

same value and zero otherwise, ie. δij = I. Similarly, deviatoric strains (e) are

de�ned as

eij = εij −
1

3
δijεkk. (2.4)

Written out in full, the deviatoric stress tensor is given by:
τxx τxy τxz

τxy τyy τyz

τxz τyz τzz

 =


σxx + P σxy σxz

σxy σyy + P σyz

σxz σyz σzz + P

 . (2.5)

The negative of the hydrostatic stress can be thought of as a `mean pressure' at

any given point in the ice stream, this acts to change the volume of the body if it

is compressible. The deviatoric stress causes distortion and it is often a convenient

way to express stress in an ice stream.

The second invariant, often de�ned in terms of deviatoric stresses as:

I2 =
√

(τijτji)/2 (2.6)

is another useful quantity in glaciology, related to the Von Mises stress, that will

be discussed in more detail later. The third invariant is

I3 = det(τ) = εijkτijτjkτki (2.7)

but is less commonly used that the �rst two. Here εijk is the alternating unit tensor

which equals zero if any two indices are equal, unity when the indices appear in

order and negative unity if they do not.

It is sometimes convenient to express strain rate in terms of the velocity vector ui.

Assuming that the �rst derivative of this term is small and hence any products
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of these derivatives are completely negligible leads to the in�nitesimal strain rate

tensor, expressed in tensor notation as

ε̇ij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
, (2.8)

which for the diagonal components simpli�es to ε̇kk = ∂xiui.

2.2 Glacier �ow

Since acceleration terms are considered negligible, a glacier can be considered

e�ectively in a stress equilibrium, meaning the sum of all forces acting on it will

balance. Gravity drives a glacier downwards and this force, known as the driving

stress, can be written as

τd = ρgh sin(α), (2.9)

assuming the bed is �at (β = 0). Typically the largest force to balance this is the

basal drag, denoted τb. Basal drag plays a crucial role in moderating ice-stream

�ow; relating the two remains a problem in glaciology and is discussed more in

Section 2.4. Other resistive forces such as sidewall drag (τw) and longitudinal drag

(τL) also play a role, such that

τd = τb + τL + τw. (2.10)

Solving for glacier �ow requires a set of �eld equations commonly referred to as

the conservation of mass and linear momentum. If a material is compressible with

a density ρ then the conservation of mass can be written as

∂ρ

∂t
+∇ · (ρu). (2.11)

This can be simpli�ed considerably by assuming that density is both homogeneous

(∂xiρ = 0) and does not vary with time (∂tρ = 0), so that Eq. (2.11) becomes

simply ∇ · u = 0.
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Neglecting acceleration terms results in a set of equilibrium equations which simply

state, from Newton's second law of motion, that the sum of all forces acting on

a body must balance. Written out in full for the sake of clarity, and expressed in

terms of deviatoric stresses, this gives the following set of equations:

∂xτxx + ∂yτxy + ∂zτxz = ∂xp (2.12a)

∂xτxy + ∂yτyy + ∂zτyz = ∂yp (2.12b)

∂xτxz + ∂yτyz + ∂zτzz = ∂zp+ ρig, (2.12c)

where g is gravitational acceleration (9.81m s−2), p is pressure, ρi is ice density

and assuming that gravity is the only body force. This type of motion where

acceleration terms are assumed to be negligible is known as Stokes �ow and this

set of equations describe the conservation of linear momentum.

A commonly used approximation in ice-sheet modeling, known as the shallow-

shelf approximation (SSA) or occasionally the shallow ice stream approximation,

neglects the �rst two terms on the left hand side (LHS) of Eq. 2.12c. This has

been derived a number of times in di�erent forms and with di�erent approaches,

e.g. MacAyeal [1989], Morland [1984], and Muszynski and Birch�eld [1987]. Some

of the key features of the SSA are that vertical stresses are lithostatic (σzz =

−ρig(s− z)) and the slip ratio cd, such that the SSA in 1-D gives

4∂x(hη∂xu)− τb = ρigh sinα, (2.13)

where η is e�ective viscosity (Eq. 2.20) and τb is the basal drag (Eq. 2.23). This

relates the longitudinal and basal resistive stresses (LHS) to the driving stress

(RHS).

2.3 Ice rheology

Ice streams �ow as the result of three mechanisms; deformation of ice, deformation

of the substrate beneath the ice and sliding over the bed material. Of these the
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latter two are often considered together as a basal slip term (Sec. 2.4). Internal

deformation of ice, or `creep', arises as a result of movement of individual ice

crystals. The most commonly used �ow law that relates creep �ow to stresses

within ice is known as Glen's law [Glen, 1955] and can be written as

ėij = Aτnij (2.14)

where ėij is the deviatoric strain rate, A is the rate factor and n is a constant.

The value of n is generally taken from borehole tilt and labortatory experiments

to be ∼3 [Benn and Evans, 2010, Cu�ey and Patterson, 2010]. While there is no

real justi�cation for using this exact value the relationship is certainly nonlinear

and so I use this value throughout unless explicitly stated otherwise in the text.

A large number of di�erent expressions for A have been used and there is no clear

consensus on which is best. In this thesis I use the temperature relation derived

by Smith [1981] by �tting to data from Mellor and Testa [1969]:

A = α1e
β1T̃ + α2e

β2T̃ , (2.15)

where α1, α2, β1 and β2 are �tting parameters and T̃ = T + 273.15 is the tem-

perature relative to melting point at zero pressure (T̃ in degrees Kelvin). There is

evidence that A can be dependant on ice density, water content, grain size and hy-

drostatic pressure [Cu�ey and Patterson, 2010] however the strongest dependance

is on temperature and I choose to only include this e�ect for the sake of simplicity.

The relation given in Eq. 2.14 is only valid for simple cases considering only a single

component of the stress tensor. For more complex �ow as might be expected in

a glacier or ice stream a generalisation of Glen's law, commonly known as the

Bailey-Norton law, is used. This expresses the relation between stress and strain

rate as a function of their invariants such that

ėij = Aτn−1
E τij, (2.16)

where τE = I2 =
√
τijτji/2 is the e�ective stress, the second invariant of the
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Figure 2.2: Diagram comparing arrangement of elastic springs and viscous
dashpots for the Maxwell and Burgers rheological models. Alongside are the
corresponding strain - time plots showing the response of each model to the

application of an instantaneous constant stress.

deviatoric stress tensor [Glen, 1955, Steinemann, 1954, 1958]. A consequence of the

assumed nonlinearity of creep �ow is that all components of the stress tensor will

act to increase a single component of the strain rate. This nonlinearity therefore

adds a great deal of complexity to modelling of ice �ow. It is worth mentioning that

in the equations listed above and in my model I assume ice is isotropic. In reality

the orientation of ice fabric will in�uence deformation as ice preferentially shears

along a plane perpendicular to the fabric axis. The system of equations listed

above assume that ice is a purely viscous medium. At relevant short timescales

ice may behave visco-elastically, resulting in additional elastic terms.

Stress and strain of linear elastic materials are related through Hooke's law by the

Young's modulus (E) such that σ = Eε. The Young's modulus is an important

parameter which is a measure of the sti�ness of an elastic (or viscoelastic) material.

Various models have been employed to describe viscoelastic behaviour of ice. The

Maxwell rheological model is the simplest way of relating visco-elastic stresses and

strains as an elastic spring and viscous dashpot connected in series (Fig. 2.2). The

Kelvin model uses a spring and dashpot in parallel and the Burgers model is a

four element model consisting of a Kelvin and Maxwell model connected in series.

Laboratory experiments on ice at relevant stresses and temperature demonstrate

that its response to a stress consists of an instantaneous elastic strain, a delayed
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elastic strain and viscous strain [Glen, 1955]. The Burgers model is the only one

of the three aforementioned models to capture all three responses of a viscoelastic

material to stress [Shames and Cozzarelli, 1997].

Work by Reeh et al. [2003] investigated the tidal bending of glaciers using the four

element Burgers model and derive rheological parameters that match observed

�exural pro�les. The Burgers model is numerically expensive and therefore a

simpler approach is preferential if it does not sacri�ce accuracy. In his study

of tidal interactions with ice streams, Gudmundsson [2011] showed that primary

creep timescale of the Burgers model for standard ice properties was of the order

of minutes and the Maxwell model could be made to match the Burgers model

exactly at tidal timescales. The resulting material parameters that best matched

the model of Reeh et al. [2003] were a Young's modulus of 4.8GPa and a Poisson's

ratio (ν) of 0.41.

The viscoelastic rheological model I use is the upper convected Maxwell model,

using the justi�cation given by Gudmundsson [2011]. The resulting viscoelastic

strain is therefore the sum of the viscous and elastic strains and the total stress

equals the stress in each component. Using these relations Eq. 2.16 becomes

ėij =

O
τij

2G
+ Aτn−1

E τij, (2.17)

where
O
τ denotes the upper convected time derivative of deviatoric stress. This

upper convected time derivative replaces the partial derivative in simpler Maxwell

models to enable calculation of large strain under rotation which, although not

essential for the strains presented in this model, I have chosen to use for the sake

of completeness.

A useful quantity is the e�ective Maxwell relaxation time, λ, de�ned as

λ =
η

G
, (2.18)
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where

G =
E

2(1 + ν)
, (2.19)

η =
τ1−n
E

2A
(2.20)

and ν is Poisson's ratio [Shames and Cozzarelli, 1997]. The relaxation time gives

the relative importance of elastic and viscous components of deformation for a

given material. Related to this is the Deborah number (De), de�ned as

De =
λ

T
(2.21)

where T is the period of the forcing being applied to the material. If this dimen-

sionless number is large then a material will behave primarily elastically, and if

small it will respond primarily viscously. Equation 2.20 gives the de�nition for ef-

fective viscosity and demonstrates that as the e�ective stress increases the e�ective

viscosity decreases, ie. the ice becomes softer.

For most applications in Antarctic glaciology it is su�cient to treat ice as purely

viscous (eg. using a rheology given in Eq. 2.16) because the relaxation time is of

the order of a few days and most external forcing such as climate or seasonality

has a period of months to years, such that De � 1. When considering tidal

interactions it is necessary to use the elastic or full viscoelastic rheology for ice

given by Eq. 2.17 since the largest tidal constituents have periods less than λ.

Note that for n 6= 1 (ie. the non-Newtonian case generally used for ice) both λ

and η are referred to as e�ective values because they are dependent on the stress

state as shown in Eq. 2.20.

Whether a material is elastic, viscous or viscoelastic also determines the phase lag

between an applied stress and resulting strain. For an oscillatory force strain is

90◦ out of phase with stress for a purely viscous material and exactly in phase for

a purely elastic material. A viscoelastic material exhibits a phase lag somewhere

between the two, depending on the relaxation timescales described above.



Chapter 2. Mathematical Background 36

2.4 Basal slip

Quantifying the basal slip term mentioned above remains one of the biggest prob-

lems in glaciology and a large variety of di�erent relations are used to parameterise

and model the various processes occurring at the ice bed that lead to overall mo-

tion [Cu�ey and Patterson, 2010]. Overall along-�ow velocity (u) of an ice stream

is the sum of basal slip (ub) and the internal ice deformation (ud). The slip ratio,

de�ned as cs = ub/ud, is typically greater than 100 for a large Antarctic ice stream,

hence the term ud is sometimes neglected when considering overall �ow velocities

of an ice stream but calculating ub is of crucial importance.

One of the �rst sliding laws proposed by Weertman [1957] was

ub = cw

(
τ0.5
b

Ra

)n+1

(2.22)

where cw is a constant and Ra is spacing of bedrock bumps. More recently it has

become common to express basal velocity using in an empirical form that includes

the e�ects of hydrology (e.g. Bindschadler 1983, Budd and Keage 1979):

ub = c τmb N
−q (2.23)

where m and q are constants, c is slipperiness and

N = pi − pw. (2.24)

N, the e�ective pressure, is the di�erence between ice overburden pressure (pi,

strictly de�ned as σnn) and subglacial water pressure (pw). A negative value for N

implies that the ice is detached from the bed and �oating, as is the case downstream

of the grounding line on an ice shelf. A commonly used assumption is that

pi = ρi g h, (2.25)

however for the FS solution this does not hold and σnn cannot be simply described
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in this way. In the model described later no assumptions are made about pi, it is

not used directly in the equations since I use a mean e�ective pressure value that

is the same everywhere.

The dependancy on N is often not included in models and the sliding velocity

becomes a function of basal stress only. In either case, choosing an appropriate

value for m remains an open question in glaciology. The sliding law given in

Eq. 2.23 forms the basis for much of the work in this thesis as I seek to investigate

likely values for the unknowns m and q.

2.5 Grounding line migration

The grounding line is the point at which grounded ice loses contact with the bed

and begins to �oat, with its weight supported by water pressure. The position

of the grounding line can move, either due to long term changes in ice thickness

and sea level or through periodic changes in sea level as is the case with the ocean

tide. In the vast majority of ice sheet models the �oating ice is assumed to be in

hydrostatic equilibrium such that

ρig h = ρwg d. (2.26)

In reality this is not the case in the �exural region near the grounding line and in

order to accurately estimate the location of the grounding line a full-Stokes model

is needed. In spite of this, much can be learnt about the nature of grounding line

movement from simple hydrostatic considerations.

The migration of the grounding line ∆L due to a perturbation in sea level ∆S can

be written as

dxh ρi∆L = ρw∆S − βρw∆L (2.27)
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where dxh is the along �ow ice thickness gradient [Tsai and Gudmundsson, 2015].

Upstream of the grounding line dxh = α− β. Downstream of the grounding line

dxh = α
(

1 +
℘

1− ℘

)
, (2.28)

where ℘ is the ratio ρi/ρw, such that the dependence of the thickness gradient

on β drops out and the upwards slope of the ice bed is a function of the surface

slope only. This leads to the conclusion, as pointed out in Tsai and Gudmundsson

[2015], that unless dxh is constant across the grounding line the migration of the

grounding line will be asymmetric (assuming β is constant in this region). In fact

for a typical ice stream constant dxh is unlikely and so asymmetric grounding line

migration due to the tides is expected to be the norm. Tsai and Gudmundsson

[2015] propose that this asymmetry could lead to an upstream migration ∼9 times

greater than the downstream portion.

A more concise form of Eq. 2.27, ∆L = ∆S/γ, makes use of the parameter γ which

for upstream migration is given by

γ+ = β + ℘
(
α− β

)
(2.29)

and downstream migration is

γ− = β + ℘α
(
1 +

℘

1− ℘
)
, (2.30)

or more concisely:

γ− = β +
℘α

1− ℘
. (2.31)

Dividing γ+ through by 1− ℘ gives

γ+

1− ℘
=

β

1− ℘
+

℘α

1− ℘
− ℘β

1− ℘
, (2.32)

and rearranging
γ+

1− ℘
=
β(1− ℘)

1− ℘
+

℘α

1− ℘
, (2.33)
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thus
γ+

1− ℘
= γ−, (2.34)

which for typical ice density of 920 kgm−3 and ocean density of 1030 kgm−3 gives

the result that γ− is approximately nine times smaller than γ+.

The degree of asymmetry, de�ned here as ∆L+/∆L−, is given by the ratio γ−/γ+

where +/− refers to the upstream or downstream cases respectively. As stated

previously, if dxh is the same either side of the grounding line then γ+ and γ−

are equal and the migration is symmetrical. Furthermore, whether or not dxh is

constant, if dxh << β the dependency on thickness gradient becomes negligible

and the migration will be approximately symmetric and ∆L ≈ ∆S
β
.





Chapter 3

Model Description

In this chapter I present a description of the ice sheet/shelf (ISS) model that is used

in the investigations of ice-stream response to tidal forcing. Results from three

distinct ISS models are presented in this thesis. Initial modeling work is limited to

qualitative comparison with data and hence uses a less complex setup which does

not include basal hydrology (Section 3.4) or a Bayesian inversion (Section 3.7).

Investigations of grounding line migration are limited to this earlier version of the

model. Any other di�erences between the two models such as the domains are

made clear in the text, otherwise the model description in this chapter refers to all

models used. The three distinct models will be referred to as the 2D model (�owline

model investigating grounding line migration), the 3D model (simpli�ed 3D model

with no inversion of basal hydrology) and the 3D coupled model (including a

Bayesian inversion to initialise the model and coupling ice-stream velocity to a

subglacial hydrological model). The models presented here seek to include all the

processes that might play a role where this is possible, rather than assuming some

terms are negligable and can be thrown out.

41
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3.1 MSC.Marc solver

The ISS model is based around a commercial full-Stokes �nite element analysis

software MSC.Marc [MARC, 2013]. Most of the modeling work was done in 3D,

however simulations of a migrating grounding line were limited to a 2D �ow-line

model due to computational limitations. The �eld equations are the conservation

of mass, linear momentum and angular momentum:

Dρi
Dt

+ ρiuq,q = 0, (3.1)

σij,j + Gi = 0, (3.2)

σij − σji = 0, (3.3)

where D/Dt is the material time derivative (the derivative of a particular particle

as it moves through space ie. Lagrangian derivative), ui are the components of

the velocity vector, σij are the components of the Cauchy stress tensor and Gi are

the components of the gravity force per volume. Equation (3.2) is identical to the

expanded form given in Eq. (2.12) except expressed in terms of stresses.

The rheological model is a Maxwell model as used by Gudmundsson [2011] which

has a close agreement to more complex Burgers model at the relevant timescales.

A detailed description of the ice rheology can be found in Section 2.3. In all

viscoelastic simulations the rate factor was made a function of temperature using

the relation in Eq. (2.15). A static temperature distribution was chosen, varying

linearly from 0◦C at the bed to -25◦C at the ice surface.

Changes in ice-stream mass balance through accumulation and ablation are not

included in the model due to the short timescales being considered throughout

this thesis.
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Figure 3.1: Model setup for 2D (a,c) and 3D (b,d) simulations Rosier et al.
[2014b]. Panels a and b are schematic representations of the model domains while
panels c and d show the model grid (panel c is zoomed in to show re�nement
near the grounding line). The 3D grid in panel d has been vertically exagerrated

by a factor of 4.

3.2 Model domain

Results from three distinct model con�gurations are presented in later chapters and

their domains are described in this section. The 3D model is intended to represent

a generic Antarctic ice-stream and as such its geometry does not match that of

any particular one. The domain extends 100 km upstream from the grounding line

and 50 km downstream, with a constant surface slope α = 0.002 and bed slope

β = 0.001. The model domain has a width of 32 km and due to the boundary

conditions used (as discussed in Section 3.5) this leads to an overall ice-stream

width of 64 km. The 2D model uses the same ice thickness and slopes as the

3D model but with a slightly smaller domain, extending 80 km upstream of the

grounding line and 40 km downstream. Beneath both 2D and 3D models lies a `till'

layer whose deformation leads to ub. Figure 3.1 (panels a and b) show schematics

of both the 3D and 2D models.

The 3D coupled model (shown schematically in Fig. 3.2) extends 100 km upstream

from the grounding line and 20 km downstream. The width of the model is 16 km,

leading to an overall ice-stream width of 32 km, and the subglacial drainage layer

extends a total of 200km upstream from the grounding line. The model geometry
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Figure 3.2: 3D coupled model domain, showing the boundary forces (black
arrows) and �ow constraints (red arrows). The subglacial drainage system ex-
tends a further 100 km upstream from the ice-stream boundary. Note that since
the problem is symmetrical, the medial line is considered to be the plane z = 0
and the ice-stream being modelled is therefore 32 km wide. The term clamp is
used to denote a node that cannot move in one or several degrees of freedom as

indicated by the direction of the arrow.

is based on the RIS, however, I have not attempted to reproduce its geometry

exactly and the thickness distribution in along-�ow direction corresponds to the

mean ice thickness across the ice-stream. It has has zero bed slope, a surface

slope of 0.0036 and ice thickness at the grounding line of 2040m. This simple

geometry is derived from average bed and surface pro�les along the RIS medial

line from BEDMAP2 data [Fretwell et al., 2013]. While using constant slopes

is a simpli�cation and in reality the bed undulates considerably over the 100 km

length being considered, there is no obvious overall shallowing or deepening, and

the surface slope is relatively uniform.

3.3 Element discretisation

In 2D simulations an isoparametric, eight-node quadrilateral element was used,

optimised for plane strain applications. Biquadratic interpolation functions are

used to represent coordinates and displacements, and thus the strains have a linear

variation within the element. The dimensions of the elements varied considerably
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(a) (b)
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Figure 3.3: Nodes (squares) and gaussian integration points (crosses) for the
elements primarily used in presented model simulations. Panel a shows the 20
node 3D brick element and panel b shows integration points through a plane of
the element (the element has a total of 27 integration points). Panel c shows the
2D 6 node triangular element used in some contact simulations that involved

very high resolution at the GL (Section 7.1).

from >1 km along much of the ice shelf to 30m around the grounding line. A

grid re�nement of 150m was initially used around the grounding line, but this

was found to be insu�cient and so the elements were subsequently reduced to the

lower value. For both 3D and 3D coupled simulations an isoparametric, 20-node

distorted brick was used with full integration, where each face consisted of eight

nodes with the same layout as the 2D element described above. Dimensions vary

considerably less than the 2D geometry and are typically 1.5 km, 2 km and 400m

along the x, y and z planes, respectively.
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3.4 Basal hydrology

The approach used to include a time varying subglacial hydrology within the �nite

element model is to reduce the problem to the simplest possible set of equations.

Rather than attempt to model a complex system of connected channels and dis-

tributed �ow, I treat the drainage system as a homogenous porous medium with a

characteristic `di�usivity' that, once coupled to the ice-�ow model, can be tuned

so that the velocity response matches observations. This approach to modeling

subglacial hydrology has been used successfully in previous coupled studies eg.

de Fleurian et al. [2014].

As a starting point it is necessary to lay out how the tide perturbs the subglacial

water pressure. I write the subglacial water pressure (pw) at any location upstream

from the grounding line as

pw(x, t) = ρwgĥ(x, t) + ρwg(S̄ − b(x)), (3.4)

where ĥ(x, t) is the tidally induced perturbation in the hydrological head, ρw is

the ocean density and the ocean surface elevation S(t) is given by

S(t) = S̄ + ∆S(t), (3.5)

where S̄ is the mean ocean surface elevation, and ∆S(t) the ocean tide. I incorpo-

rate the e�ects of the tides on subglacial water pressure through the grounding-line

boundary condition for the perturbation in the hydrological head ĥ. I assume that

at the grounding line the subglacial water system is in direct contact with the

ocean, and the subglacial water pressure at that location is therefore equal to the

ocean pressure, or

pw(x, t) = ρwg(S(t)− b(x)) = ρwg(S̄ + ∆S(t)− b(x)), (3.6)

at x = xgl, and hence

ĥ(xgl, t) = ∆S(t), (3.7)
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The tidally-induced perturbation in hydrological head is then modelled as a di�u-

sion process, i.e.

∂tĥ = K ∂2
xxĥ, (3.8)

where K is the hydraulic di�usivity. In the context of Darcy groundwater �ow, K

can be expressed as

K =
ρwgκ

µSs
, (3.9)

where κ is the permeability, µ the viscosity of water, and Ss the speci�c storage

capacity. In reality this parameter combination is poorly constrainted and here

treated as an unknown.

Thus my approach is to solve for tidal perturbations in hydraulic head (rather than

water pressure) which is known at the grounding line and transmitted upstream

through a simple di�usion process controlled by the du�usivityK. When modeling

the spatial and the temporal variations of the subglacial drainage system water,

I only attempt to describe the perturbations in e�ective pressure due to tides.

This avoids the complications of calculating the temporally-averaged pressure �eld,

which is unnecessary as the e�ects of the mean pressure on basal �ow are already

accounted for in the temporally averaged value of the basal slipperiness which I

derive in the inversion (Section 3.7).

The �nite element software MSC.Marc has the capability of performing coupled

thermal-structural simulations and I exploit the similarity between heat equation

and Eq. (3.8) to enable me to solve for both e�ective pressure and ice �ow si-

multaneously. This means the model is actually solving a temperature di�usion

upstream from the grounding line but since K is treated as an unknown then in

reality there is no need to di�erentiate between the two.

The goal in solving for hydraulic head is ultimately to obtain an e�ective pressure

beneath the ice (Eq. 2.24). The hydraulic head is related to pore pressure (pw)

by:

ρwgĥ = pw + ρwgz, (3.10)
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where z is height relative to mean sea level (in this case −b(x)). This is coupled to

the ice-stream model through the sliding law (Eq. 2.23) which I expand to consider

perturbations in N :

ub = c
τmb

(N + ∆N)q
(3.11)

where

∆N = −ρwgĥ(x, t) (3.12)

and N is mean e�ective pressure such that N = N + ∆N . Re-arranging this gives

ub = c′
τmb

(1 + ξ)q
, (3.13)

where c′ = cN
−q

and ξ = ∆N/N . This now puts slipperiness and mean e�ective

pressure into a new c′ term which is a function of x but not a function of t. In

this way the baseline e�ective pressure and slipperiness conditions that a�ect the

mean velocity of the glacier are separated from the perturbed terms. The c′ term

is what is inverted for, as described later, to match observed medial line �ow. Re-

arranging the equation in this way means that N only a�ects the relative size of the

non-dimensionalised perturbation ξ and not the mean �ow which is constrained

by observations.

The `e�ective di�usivity' (K) I refer to should not be compared directly to mea-

sured hydraulic di�usivity of till. Firstly, the system I model is a simplifcation of

a number of di�erent subglacial hydrological systems and the resulting di�usivity

is just a characteristic value to represent the nature of the system. Secondly, since

I only consider perturbations in hydraulic potential, the underlying gradient that

must be present to force water downstream is not considered. Including this e�ect

would mean that for the same �uxes resulting from tidal pressure variation you

need a higher permeability to compensate.

In the non-coupled 3D and 2D simulations ∆N = 0 and hence Eq. (3.13) reduces

to a standard Weertman type sliding law with only 3 sliding parameters (τb, c and

m).
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3.5 Boundary conditions

Along the ice�bed interface upstream of the grounding line, a Weertman sliding

law is used of the form given in Eq. (3.13), where basal resistive stress is de�ned

as

τb = σn̂− (n̂T · σn̂)n̂ (3.14)

and n̂ is a unit vector normal to the ice bed interface.

Along the ice�ocean interface beneath the ice shelf, downstream of the grounding

line, water pressure pw acts normal to the ice surface:

pw = ρwg(S(t)− z), (3.15)

where ρw is the water density which is assumed to be constant (1030 kgm−3). The

tidal forcing in the model is introduced in the ∆S term (Eq. 3.5) with amplitude

and period chosen depending on the simulation. For the 3D coupled model the

tidal forcing is taken from the CATS2008 tidal model output [Padman et al., 2008],

using the largest six tidal constituents at the RIS grounding line (M2 , S2, O1,

K1, K2 and N2). The corresponding amplitudes used are listed in Table 3.1. This

model performs particularly well in this region since it is constrained by previous

GPS measurements in this area and comparison with the vertical GPS record of

Gudmundsson [2006] shows very close agreement. Tidal currents beneath the ice

shelf are not included in the model since the e�ect on basal drag is negligible

[Brunt, 2008, Makinson et al., 2012] and e�ects on basal melt are too slow to

a�ect velocities at daily timescales.

In all simulations the tide was only `turned on' after a suitable amount of time had

passed from startup, to allow the large initial elastic stresses to relax. For most

simulations a time of 10 days was chosen after which the sea level was made a

function of time. The tidal forcing was also ramped up from zero to full amplitude

over a period of several days to avoid any numerical e�ects of immediately applying

large sea level changes.
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Table 3.1: CATS2008 tidal constituents and their approximate respective am-
plitudes near the RIS grounding line.

Tidal Constituent Amplitude (m)
M2 1.50
S2 1.00
N2 0.25
K2 0.28
O1 0.41
K1 0.41

The ice�ocean interface boundary condition is implemented in the model as a

linear elastic spring such that the pressure normal to the ice is given by

pw = k(z + z0), (3.16)

where k is the spring constant, z0 the o�set and z the position of the ice�ocean

boundary. This is a convenient method for determining �otation within the soft-

ware as it tends to converge faster than applying a direct vertical ocean pressure

to the underside of the ice. Substituting in k = −ρwg and z0 = −S(t) gives

Eq. (3.15). The result is that during high tide the maximum force is applied un-

der the �oating portion of the ice, lifting it vertically by the same distance as the

tidal amplitude except for around the hinging zone.

At the upstream boundary of the model, a pressure p is applied normal to the ice:

p = ρig(s− z), (3.17)

where s is the ice surface and ρi is the ice density which is assumed to be constant

(917 kgm−3).

At the downstream boundary of the model, two di�erent boundary conditions are

used. In the 2D and 3D models I assume the ice shelf terminates at a calving front
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and apply a normal pressure if the ice is below sea level, ie.

p =

ρwg(S − z), z < S

0, z > S

(3.18)

Although the assumption that the ice shelf is only between 40�50 km long is out by

an order of magnitude for many of the large ice streams out�owing from Antarctica,

it can be considered valid because the region of interest around and upstream of the

grounding line is far enough away and fairly insensitive to the choice of boundary

condition. In the 3D coupled model an alternative boundary condition was used

in order to include the possibility of an additional buttressing term that could be

inverted for in order to help match surface velocities of the RIS. The resulting

pressure is based on the analytical solution for the �ow of an ice-shelf in one

horizontal dimension [Weertman, 1957] which gives

p = −ρig(s− z) +
ρigh

2
(1− ℘)− pb, (3.19)

where pb is the buttressing (addressed in Section 3.7).

In both 3D model con�gurations additional boundary conditions are applied which

are not required for the 2D case. At both lateral boundaries of the model, the

horizontal velocity component v = 0 and one side wall has the additional constraint

that u = 0; however, vertical velocities are not constrained in this way anywhere.

These additional boundary conditions replicate a situation where one margin of the

ice stream is bounded by topography or ice with negligible velocity (no-slip) and

the other side can be considered to be the ice stream medial line (free-slip). As a

result of this choice of boundary conditions and the symmetry of the problem being

considered, the ice-stream being modeled has a width which is double the model

domain width and medial line velocities are taken along the free-slip sidewall.

Two boundary conditions are necessary in the 3D coupled model to solve for

the di�usion of hydraulic head upstream from the grounding line. As mentioned

earlier, at x = xgl subglacial water pressure and ocean pressure are assumed to
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be equal, leading to the boundary condition given in Eq. (3.7). At the upstream

boundary the condition h → 0 as x → ∞ is strictly correct for this form of

di�usion equation. Since this is not possible to implement in the model I use

h = 0 at x = 200 km, assuming that h is very small at the upstream boundary.

This can be justi�ed analytically by solving Eq. (3.8) to give a decay length scale,

for some periodic change in hydraulic head, of
√

2K/ω where ω is the tidal angular

frequency being considered. For the range of di�usivity values and tidal frequencies

considered here, the model domain of 200 km is far larger than this length scale,

thus this boundary condition can be safely applied without in�uencing the model

results.

3.6 Contact

The contact option of MSC.Marc is used to simulate the detachment and migration

of the grounding line. The ice and till layer are de�ned as separate deformable

contact bodies such that, during each incremental position, the software checks

whether every potential contact node from each body is near a contact segment.

A contact segment is either an edge of a 2D deformable body or the face of a

3D deformable body. In order to maximise computational e�ciency, the software

�rst de�nes a bounding box which quickly determines whether a node is near a

segment; if the node falls within this box, more sophisticated techniques are used

to �nd the exact status of the node. A contact tolerance is de�ned for each surface

and if a node is within this tolerance region, it is considered to be in contact; if the

node has passed through the tolerance range, it is considered to have penetrated

and a procedure is invoked to avoid this penetration.

Once two contact segments come into contact, a `glue' tying condition is applied

so that there is no relative tangential motion between them. In the fully 3D case

this is as far as contact goes; the two contact bodies remain glued throughout the

procedure and the ice �ows primarily by deforming the till layer. For simulations

in 2D, where the grounding line migrates, the glue may separate, allowing the
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grounding line to move back and forth with the time-varying ocean pressure. For

the migration simulations presented here, the glue separation criterion is simply

that the two bodies are released when the tensile force between them exceeds a

certain stress. In reality, it would be expected that, as soon as tensile forces are

greater than zero, the ice would lift and the grounding line would migrate; however,

for numerical purposes, the separation stress is de�ned as a very small number

to stop numerical chattering between segments. This avoids a situation where

tiny variations in stresses between time increments cause two contact segments to

repeatedly change in and out of contact at high frequency.

3.7 Bayesian inversion

Through preliminary modeling investigation it becomes apparent that theMsf amplitude

in the model is sensitive to mean �ow conditions. Since matching theMsf amplitude

is not a goal of the 2D and 3D models this is not considered in depth. In these two

models slipperiness does not vary spatially and it is tuned to get an approximate

mean medial line velocity of 1md−1 to match typical fast moving Antarctic ice-

streams. In the 3D coupled model, experiments were conducted in which the stress

exponent of the �ow law (m) was changed to examine the e�ect on Msf response.

Changing this parameter alters the mean �ow in a non-trivial way that cannot

be simply accounted for by altering slipperiness over the entire domain. For this

model it is important when comparing results to keep the mean velocity as close

to observations (and other simulations to enable comparison) as possible.

To reproduce the general pattern of observed surface velocities on RIS in the 3D

coupled model I invert for slipperines (c′) using the medial line velocities obtained

from the MEaSUREs InSAR velocity dataset Rignot et al. [2011]. This slipper-

iness, which varies spatially but not temporally, encompasses various processes

including but not limited to the e�ect of mean e�ective water pressure on basal

motion. Although these InSAR derived velocities are potentially �awed in regions

with long period tidal modulation in �ow [Gudmundsson, 2006] this is addressed
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Figure 3.4: Medial line properties of RIS. The top panel compares surface
velocities obtained from the MEaSUREs dataset Rignot et al. [2011] with mean
velocities extracted from in-situ GPS measurements. The bottom panel shows
surface and bed pro�les from BEDMAP2 Fretwell et al. [2013] along the same
line. Note that BEDMAP2 has no data for water column thickness near the

grounding line and so this is not plotted.

by increasing the a-priori error estimate (discussed later) to be larger than the

errors provided in the dataset. In general a comparison of the InSAR velocities

with in-situ GPS measurements does show some di�erences but the only large dis-

crepancy is on the ice shelf where I do not attempt to match the surface velocities.

A plot showing InSAR velocities obtained along the RIS medial line and compared

with mean velocities derived from GPS measurements is shown in Fig. 3.4.

A Bayesian inversion approach was used to empirically calculate the i×j sensitivity

matrix K describing the sensitivity of surface velocities to basal slipperiness. The

method and equations are broadly similar to those presented in Raymond and

Gudmundsson [2009] except that, rather than using analytical expressions for the

sensitivity matrix, it is computed as the partial derivative of the forward model
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with respect to the state vector. The sensitivity matrix is given by

[K]pq =
∂up
∂c′q

, (3.20)

where p and q are nodal numbers along the upper and lower surfaces of the �nite

element mesh. Here the measurement vector u has i elements and is the surface

velocity, and the state vector c ′ has j elements and is the slipperiness at the bed.

Thus I calculate, for each element of the state vector, the change in measurement

vector, giving one entire column of K. This is repeated for every element of the

state vector to build up a complete sensitivity matrix.

Since the model response to a change in slipperiness is nonlinear, the inversion will

not converge to an optimum solution in a single iteration and so a Newton-Gauss

iterative approach is used of the form

c′i+1 = c′i + Ŝ−1(KT
i S
−1
e [u− F(c′i)]− S−1

a [c′i − c′a]), (3.21)

where

Ŝ−1 = KT
i S
−1
e Ki + S−1

a (3.22)

is the Fisher information matrix, Se is the covariance of measurement errors, Sa is

the covariance of a-priori errors, c′a is the a priori estimate, and F(c′) is the forward

model [Rodgers, 2000]. Measurement errors (σe) are assumed to be uncorrelated

and have a normal distribution, such that the measurement error covariance matrix

is proportional to the identity matrix, in the form Se = σ2
eI. I choose a large value

of 0.2md−1 for σe to account for errors arising from undersampling of tidal e�ects

in this area.

Treatment of the prior covariance matrix is the same as Gudmundsson and Ray-

mond [2008], based on the assumption that basal slipperiness is spatially corre-

lated, whereby each prior estimate of c′ at location i is related to a neighbouring

location i− 1 by

c′i = φcc
′
i−1 + εc (3.23)
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where εc has variance σ2. The elements of S−1
a can then be given by

[Sa]pq = σ2
a e
−|p−q|/λc , (3.24)

where λc is a decay length scale, related to φc by λc = −1/ lnφc and the variance

is

σ2
c =

σ2

1− φ2
c

. (3.25)

This results in a covariance matrix which has σ2
a along the diagonal and non-zero

o�-diagonal elements.

I reduce the number of calculations needed by only taking into account along-�ow

variations in slipperiness. Since I only invert for the medial line velocity and the

geometry I use is idealised this simpli�cation is valid. Buttressing (pb, which is

particularly relevant for �ow velocities near the grounding line) is inverted for by

adding a single non-dimensionalised element to the end of the state vector. This

is treated in the same way as the other state vector elements apart from having

its own (uncorrelated) prior error estimate.

Ice viscosity is not inverted for as this is only likely to make a big di�erence

on the ice-shelf. Flow velocities on the shelf increase rapidly downstream of the

grounding line and inverting for viscosity would help match actual velocities in

this region, however since the e�ect being considered is generated upstream of the

GL this is not done. The buttressing term helps alleviate the fast ice-shelf �ow

to some extent but adjusting sipperiness and buttressing alone is not su�cient to

perfectly match �ow velocities near the GL. The inversion procedure is shown as

a �ow diagram in Fig. 3.5. The forward model is �rst run with an initial guess

of the state vector to produce F(c′i). The matrix Ki is constructed by altering

each element of c′i by 1% with the resulting change in F(c′i) giving one column

of Ki. The inversion procedure given in Eq. (3.21) is then run and checked for

convergence. If the solution has not converged a new updated value F(c′i+1) is

used in the forward model and the process repeated. I choose to use the a-priori
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Figure 3.5: Flow diagram of the inversion procedure. The transfer function
matrix is re-calculated every 2 iterations, at which point the forward model is
run once for each column of K (simultaneously). Note that c′a is used in the

inversion but not updated at any point during the procedure.

estimate for the state vector as the initial guess in the Newton-Gauss iterative

procedure although this is not essential.

This approach, whereby each column of Ki is calculated explicitly by running

the forward model, could be termed a `brute force' approach and although it is

computationally more expensive than others such as the adjoint method, there

are a number of advantages of this method such as giving an explicit estimate

of the inversion error. The sensitivity matrix need not be calculated for each

iteration and in fact it is advantageous to iterate a number of times using the

same matrix before re-calculating it. Furthermore, because each element of the

K matrix is independent of all the others, it is possible to easily parallelize its

calculation, meaning that run times need not be orders of magnitude greater if

su�cient computing resources are available. In order to considerably increase the

computational speed of the forward model, a purely viscous rheology is used for

the inversion which is valid since it is the viscous deformation that alters mean

�ow.

The iteration was continued until it converged on the maximum a posteriori so-

lution, in contrast to many other similar studies which stop iterating once the

mis�t between model output and observations is below a given threshold. The

cost function is calculated as [c′i − c′a]TS−1
a [c′i − c′a] + [u − F(c′i)]

TS−1
e [u − F(c′i)].
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Figure 3.6: Convergence of the cost function for values of m ranging from 1 to
10. Dashed vertical lines represent re-calculation of the transfer function matrix.

The rate of convergence is plotted in Fig. 3.6. Rate of convergence appears fairly

constant for a range of values of m, however the cost function converges to a larger

value for increasing m. This is likely due to boundary a�ects and the �nal values

represent a small mis�t to observations when divided by the number of elements of

c′i. The �nal inverted velocities and slipperiness values are plotted in Fig. 3.7. The

�nal inverted slipperiness values show considerably undulation along �ow, however

these values should not be taken to mean anything about the nature of the bed in

this area, particularly because the model geometry is so simple and slipperiness is

not allowed to vary laterally.

3.8 Unknown parameters

The set of equations described above leads to six constants: N , K, ν, E, m and q

which are treated as unknowns. The rheological parameters E (Young's modulus)

and ν (Poisson's ratio) are constrained to some extent from previous visco-elastic

modeling e�orts on tidally induced motion (Section 2.3), a range of 1-6GPa is used
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Figure 3.7: Results of the inversion, showing inverted medial line velocities
compared to the InSAR derived velocities from Rignot et al. [2011] (also plotted
in Fig. 3.4) in the top panel and the log of slipperiness c′ at di�erent stages in

the inversion procedure in the bottom panel.

for E and 0.41-0.45 for ν. The sliding law exponents m and q are treated here

as unknown parameters and the goal is to understand how the model responds

to di�erent values. An optimal choice for the form of the sliding law is that

which can reproduce the observed response of an ice stream to tida forcing. For

these parameters, unlike the inversion approach used for slipperiness, an informal

approach is used to �nd their optimal values, whereby the exponents are changed

until the model agrees well with observations in an iterative manner.

In spite of the importance that these exponents play in modeling large-scale ice

masses and the extensive use of a sliding law of this form, there is still debate as

to their values, choices ranging from 0 to in�nity are commonly used in modelling

studies of the �ow of large ice masses (e.g. Cu�ey and Patterson [2010], Walker
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et al. [2012]). Note that once c′ has been determined, through the inversion pro-

cedure outlined below, K and N only a�ect modeled �ow through their combined

e�ect on ξ.



Chapter 4

Tides and Tidal modeling

4.1 Ocean Tides

The phenomenon of ocean tides has been observed and studied by humans for

millenia. Ocean tides are a consequence of the gravitational attraction of celestial

bodies, most importantly the sun and moon, which gives rise to the `tide producing

force' (TPF). As these bodies move in relation to earth the TPF varies both

temporally and spatially over the earth's surface. This means that modeling local

tide around a continent such as Antarctica can be a complex issue, particularly

due to uncertainties in bathymetry and the complication arising from �oating ice-

shelves. In this chapter I will set out the equations that are typically used in tidal

models to calculate tides around Antarctica and describe the theory behind them.

4.1.1 Equilibrium theory of tides

Gravitational force acting on two bodies, of mass m1 and m2 and distance r1 is

Fg = Gc
m1m2

r2
1

(4.1)

where Gc is the gravitational constant. Thus, although the moon is small relative

to other celestial bodies, gravitational force is proportional to to the inverse of

61
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Figure 4.1: Force schematic showing the generation of the residual TPF (black
lines) as the di�erence between the centripetal (red lines) and gravitational (blue
lines) forces of the earth and moon (panel a). The diagram is not to scale and
the angle CME is only approximately 1◦. The TPF residuals are resolved at
various points on the earth's surface (panel b) and the resulting tidal bulge that

arises is outlined as a dashed line.

.

distance squared and only linearly dependent on mass, hence due to its proximity

to earth the moon contributes the most to the TPF on earth.

Figure 4.1 shows the gravitational force of the moon resolved at four points (A, B,

C and D) on the earth's surface. This force is largest at A because it is closest to

the moon and smallest at B. The gravitational force (Fi) at each point i of distance

ri is balanced by the centripetal force Fc which keeps the earth-moon orbit in a

(relatively) steady state (note: not the centripetal force of earth's rotation which

is balanced by gravity). Crucially this force is constant everywhere on the earth's

surface and thus regions of force imbalance occur. The spatial variation in Fi is
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Table 4.1: Tidal constituents and their respective periods, adapted from Pond
and Pickard [2003].

Species and name Symbol Period (hours) Relative size

Semi-diurnal:
Principal lunar M2 12.42 100
Principal solar S2 12.00 47
Larger lunar elliptic N2 12.66 19
Lunar-solar semi-diurnal K2 11.97 13

Diurnal:
Lunar-solar diurnal K1 23.93 58
Principal lunar diurnal O1 25.82 42
Principal solar diurnal P1 24.07 19
Larger lunar elliptic Q1 26.87 8

Long period:
Lunar fortnightly Mf 327.9 17
Lunisolar synodic fortnightly Msf 354.37 ∼
Lunar monthly Mm 661.3 9
Solar semi-annual Ssa 4383 8

actually quite small, with a range of about ∼ 6%, but this is su�cient to generate

the oceanic lunar tide [Pond and Pickard, 2003].

One of the �rst attempts to describe the ocean tide was Newton's theory of the

equilibrium tide. In Newton's model the earth is covered everywhere by an ocean

of uniform density and depth. The net force (Fi − Fc), marked with black arrows

in Fig. 4.1, is the tide producing force and leads to a tidal bulge at points A and B.

After some time an equilibrium would be reached where a pressure gradient force

from the slope of the tidal bulge balances the TPF. As a result, at most points

on the earth's surface an observer would experience approximately two high and

low tides each day (the actual �gure is slightly less than 2 lunar tides per day

because in the time it takes for the earth to rotate once the moon has rotated

also, hence the name semi-diurnal). Newton's equilibrium tide approach was a big

leap forward and successfully explains many of the features of the oceanic tide, but

its many simpli�cations mean it is unable to replicate the more complex aspects

of local tides.
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4.1.2 Dynamical theory of tides

A fundamental limitation of the equilibrium theory is that the tidal bulge's motion

across the earth's surface is hindered by the landmasses and its velocity is limited.

The tidal wavelength is much larger than ocean depth and hence its velocity is

given by the phase velocity of a dispersive wave which is simply
√
gH. About a

century after the equilibrium tidal theory was developed, Laplace put forward his

dynamical theory of tides. This system of equations, derived by simplifying the

�uid dynamic equations, considers the astronomical forcing to be balanced by the

pressure gradient force, local and coriolis accelerations.

L < Lc

H

(a) (b)

L << Lc

Figure 4.2: Tidal resonance for bays of depth H and length L, where Lc is
the critical length for a quarter wave oscillator, adapted from Pond and Pickard

[2003].

An important aspect of this dynamical theory of tides is tidal resonance which

helps account for some of the very large tidal ranges observed in the world's oceans.

A simple example of resonance is that of a long narrow body of water which is

closed at one end. A wave entering this system causes sea level and velocity

to oscillate and will travel to the end of the bay, where it is re�ected back. The

incoming and re�ected wave can constructively interfere, resulting in a set of nodes

(no amplitude) and anti-nodes (ampli�cation). In the case of tides, if the bay is

long enough compared to the tidal wavelength the resulting ampli�cation at anti-

nodes can be very large (as depicted in Fig. 4.2). The dimensions of a quarter

wave oscillator have a natural oscillation period (Tf ) of

Tf =
4Lc

(gH)1/2
(4.2)
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where Lc is the length of the bay [Pond and Pickard, 2003]. Although in reality

bays do not conform to simple idealised geometries, this formula can still provide

a rough estimate given the average depth of a bay. An example of this is the Bay

of Fundy, with an average depth of ∼100m and length of ∼300 km, has a natural

oscillation period close to that of the semidiurnal tide and this has been used to

explain its large tidal range of ∼15m.

An additional important feature of tides that arises from the inclusion of the

coriolis a�ect due to earth's rotation is that the tide travels as a rotary wave in a

large basin. Rotation causes moving parcels of water to be de�ected to the left in

the Southern Hemisphere. In the case of tides, this causes the tidal wave to rotate

around the basin in a clockwise direction around a central points with zero tidal

amplitude, known as an amphidromic point. Radiating from this central node are

co-phase lines (lines along which the tidal phase is equal) and co-range lines (lines

of equal tidal amplitude) as shown in Figure 4.3. A basin must be large enough for

rotational e�ects to be important and a commonly used equation gives the Rossby

radius:

LR =
(gH)1/2

f
, (4.3)

where f is the latitude dependent coriolis parameter, as the length scale at which

rotation becomes as important as buoyancy and gravity e�ects.

The special case of a standing wave on a rotating earth that gives rise to am-

phidromic points as outlined above is a form of Kelvin wave. The location of the

node around which the Kelvin wave rotates is a�ected by the relative strength of

the incoming and outgoing waves. In the southern hemisphere, a greater dissi-

pation of energy within the channel reduces the strength of the Kelvin wave and

shifts the amphidromic point to the right of the direction of the incoming wave ie.

towards the area of increased dissipation Taylor [1921].
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Figure 4.3: A kelvin wave entering a channel and re�ected with no energy
loss. Solid lines are co-phase lines and dashed lines are coamplitude lines. The
channel in this case is in the northern hemisphere. Taken from Pugh [1996].

4.1.3 Shallow water equations

The shallow water equations are derived by integrating the Navier-Stokes equations

with respect to depth and assuming that the water body is shallow with respect to

its horizontal extent. Under these circumstances the u and v velocity components

are constant with depth. The water body is bounded by bottom topography at its

base and a free surface above. The resulting set of equations, including rotation

but neglecting friction, can be written out in full in terms of velocities as

u̇+ u∂xu+ v∂yu− fv = −g∂xS + Fx − Fxb (4.4a)

v̇ + u∂xv + v∂yv + fu = −g∂yS + Fy − Fyb (4.4b)

Ṡ = −∂x(u(H + S))− ∂y(v(H + S)), (4.4c)

where S is the sea level and H is water depth (under no external forcing). Equa-

tions (4.4a) and (4.4b) represent the momentum balance in x and y between ac-

celeration, advection, rotation, the pressure gradient force, surface driving stresses

(such as the wind) and energy dissipation, e.g. due to bottom stress (respectively,
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from left to right). Equation (4.4c) is simply a result of integrating mass conserva-

tion over the entire depth. The equations in this form are sometimes termed the

non-conservative form because they will not hold across a hydraulic jump (where

water of high velocity meets slower moving water).

These equations are used extensively in oceanography in various forms and can

often provide a very close approximation of the actual �ow. Typically various

further simpli�cations are made, such as ignoring friction or advective terms which

can often be computationally expensive and cause numerical di�culties. In recent

times many tidal models solve a form of the shallow water equations given above,

which are well suited to dealing with the ocean tide which has a long wavelength.

4.2 Tidal modeling

Tidal modeling is conducted to examine the e�ects of changing ice-shelf con�g-

urations on local ocean tides. Two tidal models are discussed and used in this

thesis, the Oregon State university Tidal Inversion Software (OTIS) and the Cir-

cum Antarctic Tidal Simulation (inverse model version 2008a, CATS2008) model.

All the forward modeling is done using OTIS and this model will be discussed in

most detail. The CATS2008 inverse model is particularly useful for validating the

OTIS model and providing accurate tidal amplitudes near ice-stream grounding

lines because it is heavily constrained by data. Incidentally this is the same reason

it cannot be used in runs examining perturbations in ice-shelf thickness and extent

since the data it is constrained by would no longer be correct under a new tidal

regime.

4.2.1 OTIS

The Oregon State University Tidal Inversion Software (OTIS) solves the rotating

shallow water equations (Eq. 4.4) subject to tidal forcing only and neglecting

nonlinear advection terms and horizontal di�usion. This model has been used
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and validated extensively to simulate past, present and future tidal regimes at a

variety of scales (e.g. Egbert et al. 2004, Green 2010, Green and Huber 2013,

Green and Nycander 2013, Rosier et al. 2014a, Wilmes and Green 2014). The

resulting system of equations is

∂tU + f ×U = −ghO(S − SSAL − SEQ) + F (4.5)

∂tS = −O ·U (4.6)

where U = uH, u is the total velocity vector for all constituents, water depth is

H, f is the Coriolis vector, S is tidal elevation, SSAL is the self-attraction and

loading elevation (taken from satellite altimetry data, and not changed between

the simulations), SEQ is the equilibrium tide, and F = Fb + Fw parameterizes

energy losses due to bed friction (Fb) and tidal conversion (Fw). The �rst of these

terms use a standard quadratic drag law, Fb = CdU|u|/H (Cd ∼ 0.003 is a drag

coe�cient) represents bed friction, whereas the conversion is parameterized by the

scheme presented by Zaron and Egbert [2006] (see Green and Nycander 2013 for

details). The latter is quite crude but computationally e�cient, and it allows for

conversion polewards of critical latitudes. It must be noted, however, that the

conversion is relatively weak in this domain and bed friction dominates the shelf

seas under investigation here.

Grid spacing is 1/12 degrees in both longitude and latitude and simulations were

undertaken for the M2, S2, K1 and O1 constituents, with M4 being an additional

part of the output (but not included in the forcing). Note, however, that I focus

on M2, K1 and M4 in simulations that use this model. Note that although, as the

name suggests, the OTIS model has the ability to perform an inverse step, only

the dynamical forward model component was used in the simulations I present

later.

The bathymetry is a composite of various datasets described by Padman and

Fricker [2005], whereas the water column thickness under the ice shelves and the ice

shelf thickness are from BEDMAP [Lythe and Vaughan, 2001]. Forcing at the open
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Figure 4.4: Bathymetry of the domain used in the tidal model (panel a) along
with the di�erence in water column thickness between the no ice and control

simulations (panel b).

boundary at 60◦S consisted of elevations from the inverse TPXO7.2 solution (see

Egbert and Erofeeva [2002] for the methodology and http://volkov.oce.orst.edu/-

tides/global.html for the data). Although the changes in ice shelf con�guration

outlined in Section 4.2.3 would require considerable perturbation in climate which

may lead to changes in sea level, the open boundary is in the deep ocean and

therefore is assumed to be largely una�ected by these changes (this is supported

by the simulations in Green 2010 and Wilmes and Green 2014). In order to further

ensure the location of the open boundary did not a�ect results, several simulations

were done at di�erent latitudinal boundaries (62◦S and 65◦S) and results remained

unchanged.

4.2.2 Dissipation

The tidal dissipation, D, can be computed using the model output as the di�erence

between the work done by the tide producing force (W) and the divergence of the

barotropic energy �ux (∇ ·P) [Egbert and Ray, 2001]:

D = W −∇ ·P (4.7)

W and P are de�ned as

W = gρ 〈U · ∇(SEQ + SSAL)〉 (4.8)
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P = gρ 〈US〉 (4.9)

in which the angular brackets mark time-averages and the small Earth tide has

been neglected.

4.2.3 Ice-shelf con�guration

Several representations of the �oating ice-shelves were implemented in the model to

test the sensitivity of the tides around Antarctica to changes in ice sheet geometry.

The control run used water column thickness from the databases and a doubled

bed friction under the ice shelves to simulate the enhanced drag under the shelves

[MacAyeal, 1984, Padman et al., 2002]. Where present, the �oating ice shelf is

treated as a purely passive object and elastic forces near the grounding line are

not considered. Simulations of removal of the Ronne-Filchner and Ross ice shelves

(henceforth denoted �no ice�) added the ice draft given by BEDMAP to water

thickness beneath the shelf in order to provide a total water depth, H, under ice

free conditions. Figure 4.4a shows bathymetry used in the control simulation and

Fig. 4.4b shows the di�erence in water column thickness between the control and

no ice simulations.

Runs were also undertaken in which the ice shelf thickness was halved (�HT�),

in which both the Ronne-Filchner and Ross ice-shelf extents were halved with no

change to the remaining shelf thickness (�HE�), and in which both extents and

thicknesses were halved (�HTE�). In HE and HTE runs the extent was halved by

removing the shelf beyond latitudinal lines, resulting in approximately half the

original shelf area, and the areas of increased bed friction were also altered to

re�ect this con�guration.

A number of other runs with various combinations of ice-thickness and enhanced

drag under the ice were also undertaken to test the sensitivity of the model to

parameter values. It was found that increasing the bed friction under ice by a

factor of 20 and slightly reducing ice shelf thickness improved accuracy compared

to the heavily assimilated CATS2008a model [Padman and Fricker, 2005, Padman
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et al., 2008], but I decided that this minor improvement does not justify the

alterations to the default parameterization of ice shelves within the model where

bed friction is doubled beneath the ice shelf. The increased accuracy resulting

from increasing bed friction is not unexpected since the drag coe�cient describes

a roughness scale and the resolution of the bathymetry used � both at the bed

and under the ice � is not �ne enough to pick up the inherent roughness of the

bed and particularly the underside of the ice.

4.2.4 CATS2008 model

The Circum-Antarctic Tidal Software model (CATS2008, Padman et al. [2002,

2008]) uses data assimilation to greatly improve the accuracy of tidal models in

the circum-Antarctic region south of 56◦S. The model grid is polar stereographic,

with a resolution of ∼4 km and standard latitute of 71◦S. Water depth is taken

from the 2007 update of the Smith and Sandwell [1997] dataset and water column

thickness beneath ice-shelves is taken from a variety of di�erent sources, outlined

in Padman et al. [2002]. Grounding line location is taken largely from the MOA

feature identi�cation dataset in Scambos et al. [2007], but locally adjusted with

ICESat and InSAR derived grounding zone locations around the Ross, FRIS and

Larsen ice shelves.

The forward model component of the CATS2008 model solves the linearized shal-

low water equations (Equation 4.4). The model is forced at the open boundary by

astronomical potential and sea surface elevation from the TPX07.1 inverse model.

Ten tidal constituents are solved for (M2, S2, N2, K2, K1, O1, P1, Q1, Mf and

Mm), and each is tuned separately to data using a linear benthic drag coe�cient.

Ice shelves are treated as in the OTIS model, with a doubling of bed friction where

the ice shelf is present. The model is kept intentionally simple but still retains

enough accuracy to produce a reasonably accurate a-priori estimate of tidal heights

for the assimilation step.
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The Cats2008 model uses data assimilation with measurements from a number of

sources to improve the accuracy of the tidal model using inverse methods. Where

sea ice is not present and the domain is su�ciently far north TOPX/Poseidon

altimetry data from the ocean is used. Measurements of the ocean tide taken from

ice shelf GPS records, tide gauges and bottom pressure recorders are used where

available (a total of approximately 50 around the entire region). Finally ICESat

laser altimetry from the FRIS and Ross ice shelf has been included [Padman and

Fricker, 2005, Padman et al., 2008].

The resulting model is currently one of the most accurate tidal models in the

Antarctic region. A tidal simulation of the Ross Ice shelf found that for K1, the

most energetic tidal constituent in the region, the root mean-square error (RMSE)

is reduced from 6.0 to 2.8cm. The combined RMSE for the six most energetic tidal

constituents compared to the best available data is 4.8cm [Padman et al., 2008].

A study of model accuracy for the Antarctic region, comparing a number of global

and circum-Antarctic tidal models, found that TPXO6.2 had the lowest overall

RMSE for the entire region [King and Padman, 2005], however the CATS model

version tested in this study did not include assimilation of ICESat data which

greatly reduced the RMSE of CATS. Taking this into account, the CATS2008

model is arguably the most accurate circum-Antarctic tidal model available and

for this reason I use it in a number of cases in this thesis for model comparison

and to provide local tidal heights.



Chapter 5

Results of a 3D ISS model

This chapter is based on parts of a manuscript entitled "Insights into ice-stream

dynamics through modeling their response to tidal forcing", published in the

Cryosphere on the 25th of September 2014 [Rosier et al., 2014b].

In this chapter I present results of a FS viscoelastic 3D ISS model and attempt

to qualitatively match observed long period modulation of ice-stream �ow at

Msf frequency. The model used is the un-coupled 3D model, described in de-

tail in Chapter 3, with a di�erent geometry to the coupled 3D model and a sliding

law in which q = 0. I begin by showing that, in line with previous 2D work [Gud-

mundsson, 2007, 2011], a nonlinear sliding law where m > 1 can produce long

period modulation in �ow, even with the addition of lateral drag from sidewalls. I

then derive expressions for various stress-coupling length scales from a very simple

form of the SSA and compare these with the 3D model.

5.1 3D Results

Numerical simulations initially focus on fully 3D FS modeling of the response of

an ice stream to tidal forcing. Figure 5.1 shows modeled horizontal displacements

along the medial line of the ice stream 11, 21 and 31 km upstream of the grounding

73
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Figure 5.1: De-trended in-line displacements at 11, 21 and 31 km upstream of
the grounding line for the 3D model run using an idealised Rutford Ice Stream
geometry. The tidal forcing is also shown, scaled down by a factor of 50 and

shifted vertically.

line. The tidal forcing consists of M2 and S2 tidal constituents only, with ampli-

tudes of 2m each, and is plotted alongside the ice stream response (scaled down

by a factor of 50 and shifted vertically).

The model geometry that produced these results had a domain as shown in Fig. 3.1

(panels b and d), with ice thicknesses and slopes matching the average of those

found on the RIS. As such the geometry does not exactly match that of the RIS,

notably it does not vary laterally, but represents an idealised con�guration which

generally compares to those found on a typical ice stream. A stress exponent of

m = 3 was used. Following the methods in previous studies, a single value for the

basal slipperiness was tuned in order to produce surface velocities of about 1md−1

[Gudmundsson, 2007, 2011, King et al., 2010, Walker et al., 2012].
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Figure 5.2: De-trended in-line displacements 11 km upstream from the ground-
ing line for m = 1 (red curve) and m = 3 (blue curve) showing absence of any

long period modulation in �ow for a linear sliding law.

The de-trended horizontal displacements in Fig. 5.1 show that the ice stream re-

sponse, when forced with semi-diurnal tidal periods, is dominated by theMsf period

(Table 4.1). Furthermore, this e�ect becomes more pronounced higher upstream

such that the semi-diurnal modulation of displacements disappears almost com-

pletely by 30 km upstream of the grounding line. These results match those of

Gudmundsson [2011] and strengthen the hypothesis that the long period modula-

tion of ice stream velocities is a result of a non-linear basal sliding law but in this

study including lateral e�ects for the �rst time. Figure 5.2 compares de-trended

displacements form = 1 andm = 3 and clearly demonstrates that when the model

is forced with a stress exponent of 1 this long period e�ect does not occur.

Figure 5.3 shows the results of a similar experiment which used a geometry and

tidal forcing similar to those of the Siple coast ice streams rather than the RIS. The

tide in this region is dominated by diurnal (K1 and O1) rather than semi-diurnal

constituents and with lower amplitudes than around the RIS. This time the ice

stream responds to diurnal forcing withMf frequency modulation in horizontal de-

trended displacements, however it does not dominate as strongly as the Msf did

for semi-diurnal forcing. Note that the scale is di�erent and the Mf signal 31 km

upstream of the grounding line has an amplitude of only ∼ 1 cm. This amplitude
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Figure 5.3: De-trended in-line displacements at 11, 21 and 31 km upstream of
the grounding line for the 3D model run using an idealised Siple coast geometry.
The tidal forcing is also shown, scaled down by a factor of 100 and shifted

vertically.

is too small to be measureable using current GPS techniques. This suggests that

Mf amplitudes on the Siple coast ice streams are expected to be small and di�cult

to measure, and about an order of magnitude less than theMsf signal found on the

Filchner-Ronne ice streams. The short period diurnal modulation of ice-stream

�ow is relatively large in comparison the RIS simulations forced with a diurnal

tide. This is a consequence of the time dependant response of the ice stream to a

periodic forcing as explained in the next section.
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5.2 Tidal Analysis

A run using an identical model geometry and parameters as that shown in Fig. 5.1

was done but including values for all major tidal constituents (those with ampli-

tudes greater than 5% of the M2) around the RIS with amplitudes obtained from

the CATS2008 tidal model [Padman et al., 2008]. Subsequently, tidal analysis

was done on these results using the t_tide MATLAB package [Pawlowicz et al.,

2002a]. I use this slightly di�erent forcing in order to show that the Msf signal

arises from a realistic tidal forcing as well as the more simpli�ed forcings used

previously. Figure 5.4 shows the calculated amplitude (panel a) and phase (panel

b) of the Msf tidal constituent upstream of the grounding line. The phase is al-

most constant apart from very close to the clamped side wall whereas amplitude

decreases gradually and has not reached an apparent maximum even 30 km away

from the boundary.

As with previous studies I �nd that the nonlinearity of the tidal response leads to a

shift in mean velocity [Gudmundsson, 2011, King et al., 2010]. For the simulation

described above, forcing the domain with tides increases the mean velocity by

about 3% when compared to a run with no tides. This represents a similar or

slightly smaller e�ect than that seen in previous work, a reduction may be expected

since the model presented here includes lateral e�ects and the Msf amplitude

produced is smaller.

Since the model being used is fully three-dimensional it is worth examining how the

characteristics of the ice stream vary laterally. Velocities do not vary considerably

in the lateral direction for the central half of the ice stream but decay rapidly

approaching the sidewall, reaching 20% of the medial line value 2 km from the

�xed boundary. The diagonal components of the stress tensor vary only slightly

laterally however shear stress does change as would be expected. A convenient

measure of the shear stress is the maximum principal shear stress which is constant

in the middle of the ice stream but then increases linearly towards the boundary,

reaching a maximum that is almost double the medial line stress.
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Figure 5.4: Plots showing amplitude (panel a) and phase (panel b) of the
Msf tidal constituent based on tidal analysis of de-trended horizontal surface

displacement.

5.3 Linearized Experiments

The model presented here provides an opportunity to investigate the e�ects of

di�erent forcing frequency on ice stream �ow and stress transmission upstream

of the grounding line. Figure 5.5 shows the change in amplitude upstream of a

grounding line for a simple sinusoidal boundary forcing with a range of frequencies.

For these simulations the frequencies used at the boundary were not of a tidal

nature, instead the ocean boundary was forced with a systematic spread of periods

to get a clearer picture of the e�ect on an ice stream. In addition, ice rheology

and the �ow law were linearised in order to make a comparison between model

results and the expected response from simpli�ed equations (see section 5.4 for

more details). Amplitude is normalised and plotted on a log scale for clarity.



Chapter 5. Results of a 3D ISS model 79

Both amplitude and phase are shown to depend on the frequency of the forcing

when the period is small compared to the Maxwell timescale. In all cases the

horizontal velocity amplitude response decays exponentially but at short forcing

periods the rate of decay is a function of the period while for longer forcing periods

the curves converge to one solution. A run was also done with a forcing period of

32 days but it has not been plotted here for the sake of clarity since it lies on top

of the curve of T = 16.
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Figure 5.5: Normalised amplitude response to various periods (in days) of
boundary forcing as a function of distance upstream as calculated by the model.
Model parameters used were: A = 4.0−7d−1kPa−1, m = 1, n = 1, E = 3GPa, ν
= 0.45 and a value for the rate factor in the till to produce surface velocities of

∼ 1md−1. Note that amplitude is plotted on a log scale.

5.4 Stress-coupling length scale

Based on the results of the linearised model shown in Fig. 5.5, it is clear that

the di�erent responses at semi-diurnal, diurnal, Msf and Mf frequencies are ex-

pected. When the model is forced systematically with a range of di�erent periods,
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a clear relationship appears between the stress-coupling length scale of the signal

amplitude upstream of the grounding line and the ocean boundary condition pe-

riod. Deviations from the mean horizontal �ow decay exponentially for periods

of a few days. For longer periods, this relationship breaks down and appears to

be approaching a limit at T = 16 days. The cause of this lies in the viscoelastic

rheology of the model; at short loading periods the ice behaves purely elastically

but at longer periods the ice is dominantly viscous, at which point loading period

has no e�ect. This transition from dominantly viscous to elastic can be related to

the e�ective relaxation time of the Maxwell model λ (Eq. 2.18). Since n = 1 in

these linearised runs, this is easily solved and gives a timescale of 1.2 days which

matches well with the model results described above.

It is also possible to estimate the expected stress-coupling length scale in order

to compare it with our results. I follow a similar method to Walters [1989], who

adds small variations in velocity to the SSA (Eq. 2.13) to derive a length scale,

but carry this further by making velocity a function of period. In these analytical

expressions lateral e�ects are neglected.

The SSA (Eq. 2.13) can be written in terms of deviatoric stresses for the linearised

homogenous case as

2∂x(hτxx)− τb + ρghα = 0. (5.1)

Assuming that h is not a function of x and using a basal drag relation of the form

given in Eq. (2.23), but with q = 0 and m = 1, this becomes

2h∂x(τxx)−
u

c
+ ρghα = 0, (5.2)

assuming that the slip ratio is very high and thus basal sliding velocity is approx-

imately equal to total ice-stream velocity. Along with this equation, Eq. (2.17)

which contains both the viscous and elastic components of deformation, must be

used to relate stresses and velocities.

The tidal component of this solution enters through u and τxx, which can be

expanded so that they are formed of a mean (ū, τ̄xx) and periodic perturbations
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of amplitude û, and τ̂xx respectively, giving

u = ū+ ûei(kx−ωt) (5.3)

and

τxx = τ̄xx + τ̂xxe
i(kx−ωt). (5.4)

Note that the mean values ū and τ̄xx are not functions of t or x, but constants. I

will begin by deriving an equation for the simple purely viscous and purely elastic

cases and then derive a full viscoelastic equation which reduces to these two when

the forcing period is taken to its two limits.

5.4.1 Purely viscous length scale

Considering �rst the purely viscous case, Eq. (2.16) reduces to

ėxx =
1

2η
τxx (5.5)

for n = 1, or in terms of the stresses

τxx = 2ηėxx. (5.6)

Inserting this into Eq. (5.2) gives

4hη∂xxu =
u

c
(5.7)

since ėxx = ∂xu. Using the expression for u from Eq. (5.3), considering only

perturbations by neglecting the mean �ow and evaluating the derivative leads to

the following expression for k:

− 4hηk2 =
1

c
(5.8)
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The length scale of velocity perturbations is given by the inverse of k, thus

Lv =
√

4hηc (5.9)

is the decay length scale of periodic perturbations in velocity for a purely viscous

ice-stream.

5.4.2 Purely elastic length scale

The same approach can be used for a purely elastic ice-stream, whose rheology is

described by

ėxx =
τ̇xx

2G
. (5.10)

Evaluating the derivative on the RHS using the relation given by Eq. (5.4) gives

ėxx =
−iωτ̂i(kx−ωt)xx

2G
. (5.11)

Rearranging and putting this back in terms of the total deviatoric stress results in

2Gėxx = −iω(τxx − τ̄xx) (5.12)

and thus

τxx = τ̄xx −
2Gėxx
iω

. (5.13)

Inserting this relation for the deviatoric stress into Eq. (5.2) results in

2h∂x

(
τ̄xx −

2G∂xu

iω

)
=
u

c
, (5.14)

which simpli�es to

4hG

(
∂xxu

iω

)
=
u

c
(5.15)
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since ∂xτ̄xx = 0. Now following steps identical to those used in deriving Lv ends

in the following relation for k:

k =

√
−iω
4hGc

, (5.16)

Which for convenience I rearrange to give

k =

√
1

4hGc

√
−iω (5.17)

Since iω is a complex number of the form a+ ib (in this case with a = 0) its roots

can be expressed as ±(γ + δi), where

γ =

√
a+
√
a2 + b2

2
(5.18)

and

δ = sgn(b)

√
−a+

√
a2 + b2

2
. (5.19)

For a = 0 the roots are therefore

γ =

√
|ω|

8hGc
(5.20)

and

δ = −
√
|ω|

8hGc
. (5.21)

Now substituting this complex expression for k into Eq. (5.3) gives

ûei[(γ+iδ)x−ωt] (5.22)

which can be split up into a complex wave part ei(−γx−ωt) and a real decay part

e−δx. The length scale is given by 1/δ and thus

Le =

√
8hGc

|ω|
, (5.23)

whereby the sign is positive due to the i2 term arising in Eq. (5.22).
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5.4.3 Viscoelastic length scale

Now I use the full Maxwell equation (2.17) including viscous and elastic terms

which, after rearranging and evaluating the time derivative in the elastic term,

becomes:

2ηėxx = −iωλτ̂xxei(kx−ωt) + τxx. (5.24)

Once again I use Eq. (5.4) to express τxx as the total and mean component, and

factoring out I get

2ηėxx = τxx(1− iωλ) + τ̄xxiωλ, (5.25)

or in terms of τxx:

τxx =
2ηėxx

(1− iωλ)
− τ̄xxiωλ

(1− iωλ)
. (5.26)

Once again this is plugged into Eq. (5.2), giving

2h∂x

[
2ηėxx

(1− iωλ)
− τ̄xxiωλ

(1− iωλ)

]
=
u

c
, (5.27)

and since the second term of Eq. (5.26) does not depend on x, evaluating the

derivative leads to another complex expression for k:

k2 =
(iωλ− 1)

4hηc
. (5.28)

Following the method already used to derive the elastic length scale, I �nd the

roots of k to be

γ =

√
−1 +

√
1 + (ωλ)2)

2
(5.29)

and

δ =

√
1 +

√
1 + (ωλ)2)

2
. (5.30)

Thus, the viscoelastic length scale in terms of E is given by

Lve =

√
8hηc

1 +
√

1 + (ωλ)2)
, (5.31)
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and the phase velocity is

νp =
ω

γ
. (5.32)

The two limiting cases appear in Eq. (5.31) such that as ω → 0 (for very long

periods), it simpli�es to the purely viscous length scale (Eq. 5.9), and for ω � 1

the dependance on viscosity disappears to give the purely elastic length scale

(Eq. 5.23). The derivations of these stress-coupling length scales are simple for

a Maxwell rheology because elastic and viscous strains can be related by εtotal =

εviscous + εelastic.

The length scale L determines how a perturbation in any of the �eld variables (i.e.

velocity, strain, stress) decays with distance. This e�ect is due to transmission

of stresses within the viscoelastic body, which in our model is instantaneous (in

reality limited by the seismic velocity of ice and till). The length scale is, hence,

not related to mass redistribution of ice with time that gives rise to a number

of further length scales (e.g. Gudmundsson, 2003). I will refer to Lve as the

(viscoelastic) stress-coupling length scale.

Crucially, a time derivative only appears in the elastic contribution to deviatoric

strain; it is from this that the stress-coupling length scale becomes a function of

period whereas, for a purely viscous material, there is no dependence on forcing

period.

A plot comparing forcing period with the three linearised length scales calculated

above, along with the modeled length scale, is shown in Fig. 5.6a (black lines).

This shows that the modeled length scale agrees well with the elastic solution at

short forcing periods, then deviates at longer periods approaching an asymptote

for T � λ. The derived full viscoelastic solution provides a good �t with the

modeled results.

Walters [1989] �tted data from an Alaskan tidewater glacier on amplitude decay

with distance from grounding line to a purely viscous version of the stress-coupling

scale similar in form to Eq. (5.9). While the comparison made in that study

provided a good agreement to observations, the author e�ectively chooses a value of
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η that produced best �t to data, and since the decay is known to be exponential, it

is not unexpected that a good �t is obtained. Regardless, the same method cannot

be used for forcing periods similar to or smaller than the Maxwell timescale. As

has been shown, the stress-coupling length scale at these periods strongly depends

on the period and either the purely elastic or full viscoelastic stress-coupling length

scale should be used.

A length scale can also be calculated for a nonlinear sliding law where m 6= 1.

In this case, the basal stress term in Eq. (5.2) is raised to the power of 1
m
. This

does not add any additional complication to the equations, and the length scale

becomes

L =

√
8hηmc1/m ū1−1/m

1 +
√

1 + (ωλ)2
. (5.33)

It is easy to see that this equation reduces to the linear length scale equation for

m = 1, but for m = 3 the e�ect is an increase in the stress-coupling length scale

compared to the linearised case. The model was run again with the same range of

forcing periods as discussed above for two new scenarios: (a) a nonlinear sliding

law but retaining the assumption of linear homogeneous rheology (m = 3, n = 1)

and (b) a nonlinear sliding law and nonlinear rheology (m = 3, n = 3). Model

results for the two new scenarios are plotted in red and blue for cases (a) and

(b) respectively in Fig. 5.6 along with the derived nonlinear stress-coupling length

scale given in Eq. (5.33).

As expected, the length scales for the case wherem = 3 and n = 1 are considerably

longer than the fully linearised runs and agree well with the derived nonlinear

stress-coupling length scale. For the range of parameters explored, the change in

length scale from m = 1 to m = 3 is much greater than the change from n = 1

to n = 3, suggesting that the assumption of linear rheology in Eq. (5.33) does not

have a large e�ect. Note that a similar study by Thompson et al. [2014], looking at

stress transmission for a narrower ice stream con�guration than the one presented

in this chapter, showed much smaller length scales and proposes an alternative

mechanism for stress transmission which I will discuss in chapter 6.
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Figure 5.6: Comparison of analytical solutions for stress-coupling length scale
(panel a) and phase velocity (panel b) with model results. Solutions and results
for linearised runs are shown in black, semi-nonlinear runs in red and fully
nonlinear runs in blue. In panel (a) the solid and dot-dashed lines are the purely
viscous and elastic length scales respectively as derived from the linearised SSA,
and the dashed line is the combined viscoelastic response. The modelled length
scales are the solid lines marked with crosses representing a model run for that
given loading period. In panel (b) the phase velocity in the model (dashed line)
was calculated by a least squares �t and compared to the analytical solutions.

Phase velocities were calculated for each forcing period for linearised (black line)

and semi-nonlinear (red line) cases using the t_tide package to give the phase
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of each constituent at each point on the surface of the ice and the change in

phase was used to calculate phase speed. The results are compared with the

analytical solutions in Fig. 5.6b. The phase velocities calculated from the model

agree reasonably well with the analytical solutions, although they appear to be

slightly overestimated particularly at short forcing periods. Some di�erence might

be expected however since the equations have been derived from the SSA and the

model is solving the full Stokes solution. As with the stress-coupling length scale,

the phase velocities for m = 3 are increased compared to m = 1.

5.5 Discussion

Previous modelling studies have successfully reproduced long-period modulation

of ice stream �ow by forcing their models with only semi-diurnal and diurnal tidal

constituents and using a nonlinear basal sliding law [Gudmundsson, 2007, 2011,

King et al., 2010, Walker et al., 2012]. A strong criticism of this previous work is

that they neglect lateral e�ects and therefore are missing a key dampening process

that would alter this result. Work in this chapter demonstrates that extending to

3D and including lateral e�ects does not alter this result and that the e�ect on ice

stream �ow is qualitatively the same, strengthening the hypothesis that a sliding

law with m > 1 is required.

For an idealised geometry of a typical ice-stream and semi-diurnal forcing, the

model produces a clear Msf frequency (Fig. 5.1) matching observations made in

this area. When forcing the model with a geometry more typical of the Siple

coast and diurnal tides, the long-period modulation remains but some features of

the response are quite di�erent (see Fig. 5.3). Firstly, the long-period response

is at Mf frequency, as would be expected from a combination of K1 and O1 tidal

constituents. In addition, the diurnal signal remains relatively strong even far

upstream of the grounding line, but the overall amplitudes for both long and

short-period motion are much smaller than the previous case. The amplitude of

only ∼ 1 cm is too small to be measurable using current GPS techniques. We
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therefore conclude that Mf amplitudes on the Siple coast ice streams are expected

to be small and di�cult to measure, and about an order of magnitude less than

the Msf signal found on the Filchner�Ronne ice streams.

Previous studies cite a single value for the phase velocity of tidal forcing travelling

upstream of an ice stream grounding line, but these results show that phase velocity

strongly depends on the forcing period up to a limit where T � λ. The semidiurnal

tidal constituents have periods of approximately half a day and based on these

results have a phase velocity of 1.45ms−1 whereas the longer-period Mf and Msf

constituents have periods of around a fortnight and would have a phase velocity

of 0.27ms−1. The range of values for phase velocity calculated here agree with

the range of values typically found in the literature (e.g. Gudmundsson [2007],

Murray et al. [2007]); however, since most of these studies make it unclear how

it has been calculated or which constituent they are considering, it is di�cult to

make a direct comparison.

The fact that the results shown in Fig. 5.5 match the derived analytical stress-

coupling length scale helps to verify the numerical model and gives increased con-

�dence in the accuracy of these numerical results. The analytical solution also

shows, for the �rst time, directly how phase and amplitude of the tidal response

vary with distance upstream from the grounding line. This result also empha-

sises once again the importance of a correct value for m in getting realistic stress

transmission along an ice stream.

5.6 Chapter Summary

1. The MSC.Marc model is used to try and produce a modulation in ice-stream

�ow atMsf frequency arising from a forcing atM2 and S2 period as has been

observed in Antarctica.

2. In agreement with previous 2D work, the model successfully reproduces long

period modulation as a result of nonlinearity arising from using m > 1 in

the sliding law.
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3. Further analysis of modeled ice stream �ow shows a varying stress-coupling

length scale of boundary e�ects upstream of the grounding line.

4. I derive a viscoelastic stress-coupling length scale from ice stream equations

that depends on the forcing period and closely agrees with model output.



Chapter 6

3D coupled model results

This chapter is based on a manuscript entitled "Temporal variations in the �ow

of a large Antarctic ice-stream controlled by tidally induced changes in the sub-

glacial water system", submitted to the Cryosphere and published online in the

Cryosphere Discussions on 14th of April 2015 [Rosier et al., 2015].

6.1 Introduction

To date no model has been presented that matches the RIS tidal observations.

Admittedly, most models have focused on trying to identify the mechanism re-

sponsible for the striking observation that the response of the ice-stream is con-

centrated at tidal frequencies absent in the forcing. However, it would be expected

that if the mechanism has been correctly identi�ed, and is the primary cause for

the velocity �uctuations, modeled amplitudes would be close to those measured.

In fact modeling work presented so far has always produced too small a response

at the Msf tidal period, and too strong at both diurnal and semi-diurnal periods.

The model presented in chapter 5 succeeds in reproducing qualitative aspects of

the observed Msf e�ect, but the amplitude of ∼ 0.05m near the grounding line

(Fig. 5.1) is far less than the observed amplitude of ∼ 0.3m (Fig. 1.2).

91
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Figure 6.1: Amplitude and phase of various tidal constituents as observed
from detrended GPS measurements made on the surface of RIS. The error bars
show 95% con�dence intervals calculated in t_tide. Taken from Gudmundsson

[2007].

In this chapter, I begin by conducting a parameter study of the 3D model pre-

sented in chapter 5, to determine whether there is any way to produce the desired

amplitudes through the nonlinear basal stress relation mechanism set out in that

chapter and previous work by Gudmundsson [2007, 2011]. Subsequently I add a

coupling to tidally induced perturbations in basal water pressure, as described in

Section 3.4 and �rst proposed by Thompson et al. [2014]. The tidal forcing for all

simulations in this chapter is the full forcing which includes the constituents and

amplitudes set out in Table 3.1.

Since the goal of this chapter is to match the observations made on the RIS, it is

worth reviewing those measurements. Figure 6.1 shows measured amplitude and

phases of the main tidal constituents observed on the RIS taken from detrended

GPS measurements on the surface [Gudmundsson, 2007]. The main aim is to

match the large amplitude and slow decay of the Msf signal upstream from the

grounding line, but also the relatively small amplitude of the semidiurnal tidal

constituents upstream. At the grounding line the Msf amplitude is ∼ 0.28m and
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the M2 amplitude is ∼ 0.05m while 40km upstream these decay to ∼ 0.12m and

∼ 0.01m respectively.

6.2 3D ISS model parameter study

To address the open question of whether RIS observations can be replicated

through stress transmission alone, my �rst modeling aim in this chapter is to

establish an upper bound on the possible Msf amplitude in the absence of any

temporal changes in bed conditions, i.e. other than those resulting from direct

stress transmission through the ice due to the �exing of the ice in response to

tides. In the context of the modeling methodology described in chapter 3 this

is equivalent to setting the e�ective pressure exponent, q, of the sliding law (see

Eq. 2.23) to zero. In e�ect I repeat the fully 3D simulations conducted in chapter 5

but with a broader range of parameters, an ice-stream geometry closer to that of

RIS and a basal slipperiness distribution (c′(x)) determined through a formal in-

version of surface velocities. The tunable model parameters with no subglacial

hydrological coupling are: the Poisson's ratio (ν), the Young's modulus (E), and

the stress exponent (m). I set the stress exponent (n) in Glen's �ow law to n = 3,

and determine the rate factor A from a static temperature distribution de�ned in

the model using the commonly used temperature relation given in Section 2.3.

I performed an extensive parameter study. For every value of the basal sliding-law

stress exponent m, I �rst determined the maximum a posteriori distribution of

basal slipperiness (c′) using the inversion approach outlined in Section 3.7. In the

surface-to-bed inversion the long-term average �ow in the absence of tidal forc-

ing was matched to the observed velocity, and a (purely) viscous �ow model was

therefore used in the forward step. I then forced the visco-elastic time-dependent

model by tides. For each given value ofm and the associated basal slipperiness dis-

tribution, tidal response was calculated for a range of elastic rheology parameters.

From modeled horizontal displacements curves, I then calculated tidal amplitudes
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Figure 6.2: Modelled Msf and M2 tidal amplitudes 10 km upstream from the
grounding line (panels a and b, respectively), and Msf decay length scales and
phase velocities (panels c and d, respectively) as a funciton of the basal sliding
law stress exponent m and the elastic Young's modulus (E) of ice. Here the
potential e�ects of subglacial water pressure variations in response to tides on
sliding were not included, i.e. in the sliding law (Eq. 2.22), q = 0. Crosses
indicate model simulations. The contour plot is based on interpolation of model

results.

and phases as a function of distance along the medial line. By �tting an expo-

nential curve to the spatial variation in tidal amplitudes, I then determined decay

length scales for each tidal component, as well as phase velocities. I varied the

stress exponent m from 1 to 10, and the Young's modulus from 1 to 6 GPa. The

Poisson's ratio was varied between 0.3 to 0.45, but was found to have almost no

e�ect on the modeled tidal response and I do not discuss those results further.

The results of the parameter study are summarized in Fig. 6.2. In panel (a) of

Fig. 6.2 the amplitude of the Msf frequency 10 km upstream from the grounding

line is shown. The modeledMsf amplitudes are never larger than a few centimeters.

The largest values are found for high m and high E values. Although somewhat

higherMsf amplitudes could be obtained by increasingm even further, the modeled

results show that this increase is sub-linear as a function of m. Furthermore, for

m > 10 other model outputs that must match observations such as phase velocity,
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Figure 6.3: Msf amplitude as a function of distance upstream for parameter
study simulations with no hydrology (yellow), compared with GPS measure-
ments (crosses), all results from the coupled model sensitivity study (blue) and

the coupled model best �t to GPS data (red).

decay length scale and notably M2 amplitude, would also increase beyond the

range of desired values. The model is, thus, not able to reproduce the observed

magnitude of the Msf tidal amplitude.

Both the decay length scale (Fig 6.2c) and phase velocity (Fig 6.2d) increase with

increasing m, in agreement with the analytical solution derived in Section 5.4.

The amount of buttressing needed to match observed velocities increases as m

is increased and varied from 650KPa to 850KPa for m = 1 to 10. Note that

the inversion procedure, in minimising the cost function, tries to �nd a solution

that does not vary signi�cantly from the a-priori estimates of slipperiness and

buttressing, and therefore this buttressing value may be to some extent arti�cial

if the a-priori buttressing estimate and error are poorly chosen. For this reason a

large value (1000kPa) is chosen for the error estimate of buttressing used in the

inversion.

Decay of the Msf amplitude upstream of the grounding line for all parameter
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study simulations is plotted in Fig. 6.3 (blue lines) and compared with the ob-

served amplitudes (crosses). This clearly shows the disparity between desired

amplitude and the range of possible amplitudes using the mechanism described

above. The conclusion from this parameter study, in agreement with Thompson

et al. [2014], is that stress transmission alone cannot explain the large ampli-

tude of Msf modulation, with maximum amplitudes 10 km upstream approach-

ing ∼ 0.05m, considerably smaller than the desired 0.3m. Clearly an additional

nonlinear e�ect is needed to match observations. Although stress-transmission

can reproduce the qualitative aspects of the data, in particular the generation of

Msf response, the e�ects are (at the most) about an order-of magnitude smaller

than revealed by measurements.

6.3 3D coupled model results

In this section I couple the hydrological model (section 3.4) to the 3D full-Stokes

model by using values of q > 0 in order to investigate whether this can explain

measurements made on the RIS.

Coupled model results obtained through optimization of hydrological parameters

are shown in Fig 6.4. An informal optimization was done, whereby the values were

changed iteratively until the model response agreed well with the observed tidal

e�ects. These results provide a much better agreement with GPS measurements

than any previous combination of parameters for the model with no subglacial

water pressure coupling. Notably, the Msf amplitude and decay length scale are

both large and match very closely with data (Fig 6.3). The hydrological model used

a mean e�ective pressure (N) of 105kPa, pressure exponent (q) of 10 and di�usivity

(K) of 7 · 109m2d−1. Other model parameters were E = 4.8GPa, ν = 0.41 (both

in accordance with the optimum Maxwell rheology given by Gudmundsson [2011])

and m = 3.
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Figure 6.4: Modelled detrended horizontal surface displacements taken along
the ice-stream medial at 20 km downstream (-20 km), at the grounding line
(+00 km) and distances of 20, 40 and 70 km upstream of the grounding line
(+20, +40 and +70 km respectively). The model was forced with N̄ = 105 kPa,

K = 7× 109m2d−1, q = 10, m = 3, E = 4.8GPa and ν = 0.41

Figure 6.5 shows snapshots of the hydraulic head upstream of the grounding line

at various points in the tidal cycle for the di�usivity used in Fig. 6.4. This demon-

strates the high di�usivity being used in this simulation and how far upstream

perturbations in water pressure must travel. Note that the subglacial drainage

system domain is 200 km long, and so a further 100km further than shown in this

plot which only shows the portion of the drainage system beneath the modeled

ice-stream.

The only feature of these results that is arguably not in agreement with obser-

vations is the amplitude of the semidiurnal tidal constituent de-trended displace-

ments. Comparison between Figs. 1.2 & 6.4 shows a modeledM2 amplitude that is

approximately twice as large at the grounding line as the amplitude determined by

tidal analysis of the data. Possible explanations for this are that theM2 amplitude

may be too small to be su�ciently resolved by the GPS receivers that originally

made the measurements or limitations of the simple Maxwell rheology. Errors
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Figure 6.5: Hydraulic head (m) beneath the modeled ice-stream as a function
of distance upstream of the grounding line, at selected points in the tidal cycle

(t in days).

in the GPS measurements are of the order of centimeters; more details of the

original dataset can be found in Gudmundsson [2006] and a description of similar

processing in Dach et al. [2009].

I perform a sensitivity analysis to determine whether theMsf response is robust or

highly sensitive to certain parameters. Figure 6.6 shows change in Msf amplitude

(panel a), M2 amplitude (panel b), Msf decay length scale (panel c) andMsf phase

velocity (panel d) compared to the optimised model for a ±10% change in each

parameter.

Comparison of panels a & b in Fig. 6.6 suggest that the calculated Msf and

M2 amplitudes are closely correlated and thus, for the parameters tested here,

there is no clear modi�cation of the model that would decrease the semidiurnal

(M2 ) amplitude without also reducing the Msf response. Softening the ice by re-

ducing E may be one possible route, since this appears to increase Msf amplitude

more thanM2 amplitude, however this parameter is more tightly constrained than

others since the rheology of ice is not entirely unknown and the sensitivity is too
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Figure 6.6: Sensitivity analysis of model parameters (N, K, q, E and m),
showing change in Msf and M2 amplitudes (panels a & b), Msf decay length
scale (panel c) and Msf phase velocity (panel d) for +10% (white bar) and -
10% (grey bar) changes in each parameter. Model outputs were compared to
the simulation presented in Fig. 6.4 and all other parameters were kept at the

values de�ned in that plot.

small to solve the issue. Msf amplitude is most sensitive to normalized changes

in N and q, as might be expected since it is the nonlinearity here that drives the

majority of the long period modulation in �ow.

A reduction in m decreases the Msf amplitude of the modeled ice stream, the

reverse of the response with no hydrological coupling, but increases theMsf length

scale and phase velocity. Overall, all model outputs are most sensitive to the

choice in N . This is not surprising, since ∆N is small then as N gets large the

dimensionless number ξ will drop out and that source of nonlinearity disappears.

The large di�erence in Msf amplitude between the parameter study simulations

and those that include tidally-induced subglacial pressure variation poses an im-

portant question; is a nonlinear sliding law where m > 1 required at all, given that

the Msf modulation appears to be largely generated by water pressure changes.
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Figure 6.7: Response of Msf amplitude (panel a), M2 amplitude (panel b),
Msf decay length scale (panel c) and Msf phase velocity (panel d) to choice
of stress exponent (m) and hydrological exponent (q). Crosses indicate model
simulations. Msf and M2 amplitudes were taken at 10 km upstream from the

grounding line.

Results from the sensitivity analysis suggest that the stress exponent m remains a

crucial parameter in altering characteristics of theMsf response. To look at this in

more detail, the model was rerun with varying exponents q and m, with the aim of

examining the characteristics of the Msf response given changes in the dominance

of the two mechanisms.

The four characteristics of the model's tidal response are plotted against exponents

q and m, each varying between 1 and 10, in Fig. 6.7. These results show that

reducingm leads to an increase in amplitude of both tidal frequencies investigated,

but a decrease in the length scale and phase velocity. An Msf decay length scale

of ∼ 50km is observed on the RIS but panel c shows that for m = 1 the length

scale is smaller up to q = 10 and in fact appears to have reached an asymptote.

Increasing m for any given value of q however leads to a large increase in the

length scale. The mechanism by which increasing m reduces Msf amplitude but

increases length scale is discussed later but suggests that a �ow low with m > 1

is still required to reproduce the RIS tidal response.
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6.4 Discussion

I �nd that stress transmission alone cannot fully explain the observedMsf modulation

of surface velocities on the RIS. An additional mechanism whereby a tidally-

induced pressure wave travels up a subglacial drainage system, altering the ef-

fective pressure at the base of the ice stream, is required to produce a su�ciently

large Msf amplitude. The drainage system must be highly conductive and su�-

ciently nonlinear, such that a small change in basal water pressure leads to a large

change in surface velocity.

The darcian approach that is used should not be interepreted as a re�ection that

water is actually �owing through the porous till layer. The di�usivity (K), de�ned

in Equation 3.9, is comprised of speci�c storage and hydraulic conductivity terms.

Fountain and Walder [1998] give a review of till properties and from the values

given it is possible to make a rough estimate of the range of possible di�usivities

that might exist for a variety of till fabrics. Using a speci�c storage of Ss ≈

10−4m−1 and hydraulic conductivity of between 10−12 and 10−4 gives a di�usivity

that is many orders of magnitude smaller than would be necessary to transmit a

tidal signal far upstream of the grounding line, even if these values are themselves

wrong by several orders of magnitude. It is for this reason that �ow through the

till is discounted as a mechanism and that the drainage system is described as

highly conductive.

This nonlinearity arises largely in two of the parameters: N and q. The model

does not take into account feedbacks between ice �exure and water pressure. Tidal

�exure causes changes in normal stress which would perturb the subglacial water

pressure and it has been suggested that this mechanism could `pump' brackish

water upstream [Sayag and Worster, 2013, Walker et al., 2013]. This �exure may

have the additional e�ect of opening crevasses beneath the ice or dilating the

subglacial till, leading to changes in local water storage and thereby altering the

distribution of water. Our justi�cation in ignoring these additional processes is

that ice �exure is limited to within several ice thicknesses of the grounding line

and the Msf modulation is observed to travel much further upstream.
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Spatial variations in N are accounted for in the inverted c′ and cannot be separated

from spatial variability in c. In reality if N varied spatially this would a�ect the

nonlinearity in ξ. Ultimately we ignore this additional complication and the decay

in ξ is only a function of the spatially uniform di�usivity, K. In doing so several

processes are combined to provide a more general picture of the subglacial drainage

characteristics. A �t to observations could to some extent still be obtained if N

was altered by compensating with a change in q since the two parameters are

correlated. In general though, a relatively low value of e�ective pressure with no

large gradient going upstream from the grounding line is needed, since a gradient

would cause the nonlinearity to be rapidly reduced in the upstream direction.

6.4.1 Measurements of e�ective pressure beneath ice streams

The results of the coupled 3D ISS model require generally low values of e�ective

pressure beneath the ice-stream in order to perturb mean velocities su�ciently as

a result of tidally induced subglacial pressure variations. As a result of this �nding,

it is worth brie�y considering the likelihood of these values existing beneath an

ice-stream based on available measurements of subglacial water pressure.

Measurements of e�ective pressure (N) beneath Antarctic ice streams are rela-

tively sparse due to the challenging nature of accessing the bed of ice-streams

that are several kilometers thick. Alley et al. [1986] inferred that the Whillans ice

stream rests on an unconsolidated sediment in which the e�ective pressure is only

50kPa and suggested that deformation of this layer accounted for the majority

the ice stream's motion. Boreholes drilled to the base of the same ice stream re-

vealed the basal water pressure to be within 160kPa of the ice overburden pressure

[Engelhardt et al., 1990].

The �rst observations in Antarctica that hinted at a possible link between the

ocean tides, subglacial water pressure and ice stream velocity were made on the

Whillans ice stream [Harrison, 1993]. Diurnal variations in strain rate and borehole

water pressure were discovered ∼ 300km upstream of the grounding line which
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could not attributed to changes in air temperature or atmospheric a�ects, and the

tides under the Ross sea were put forward as a possible explanation.

A second set of borehole measurements on Whillans ice stream also found diurnal

variation in the subglacial water pressure but the authors were reluctant to at-

tribute this to the tides. They conclude that, since the signal seems to appear and

disappear randomly and there is an apparent absence of Mf period modulation

that is present in the tidal forcing, tides were unlikely to be driving the pressure

changes, but no better alternative mechanism was proposed.

On the RIS, seismic surveys revealed potential changes in subglacial hydrology

over short time scales inferred from changes in the acoustic impedance of bed

material [Smith et al., 2007]. Unfortunately the three surveys included in the

study were conducted several years apart and therefore it is not possible to say

whether changes in the drainage system are occuring over the tidal time scales

that we focus on here.

A possible analogy can be drawn between Antarctic ice streams and smaller tide-

water glaciers where observations are generally easier, particularly for borehole

measurements needed to investigate changes in subglacial pressure. Recent bore-

hole measurements of a Patagonian tidewater glacier by Sugiyama et al. [2011]

found that changes in basal water pressure of a few percent resulted in almost

40% of the measured variation in ice �ow speed. Although the change in basal wa-

ter pressure appears to be caused by �uctuations in air temperature rather than a

tidal pressure wave the fact that small changes in pressure at daily timescales can

have such a dramatic change on velocity is notable. The measurements suggest a

highly plastic process where the ice is close to some threshold (N ≈ 0.95Pi) and

very sensitive to any pressure variation.

6.4.2 The form of the basal sliding law

In order to understand the interaction between the hydrology and stress transmis-

sion mechanisms it is important to consider the relative timing with which they act
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on the ice-stream. As explained previously, an exponent m > 1 causes an increase

in ice velocity during low tide and decrease at high tide. Conversely, at high tide

near the grounding line the water pressure within the subglacial drainage system

will be at its highest, lowering the e�ective pressure and increasing ice velocity.

The two e�ects are therefore opposite in phase at the grounding line (although in

both cases the peak velocities are still during the spring tide, so there is no phase

shift in the Msf frequency that they generate at this point). Since the subglacial

pressure e�ect is larger (in this model, due to the low N̄) it dominates at the

grounding line and the reduction in Msf amplitude at this point for m > 1 is a

result of the stress transmission e�ect being 180◦ out of phase with the subglacial

pressure variations, thereby dampening the velocity modulation.

Results from Fig. 6.7 suggest that, while it may be possible to reproduce the

observed Msf response of the RIS for m = 1, this would necessitate an almost

in�nite di�usivity in order to transmit the signal far enough upstream. With

the set of model parameters presented, the e�ect of subglacial pressure variations

dominates at the grounding line and can produce very large Msf amplitudes, but

what is much more di�cult is to reproduce the long decay length scale of this

frequency. The key parameter then becomes m, which can substantially increase

the decay length scale given values m > 1. Any reduction in the Msf amplitude

from using a high value ofm can be compensated for by increasing the nonlinearity

of the drainage system (reducing N̄ or increasing q).

None of the other parameters within the model had such a large e�ect on the

length scale and the implication is that a nonlinear sliding law is required in

addition to any nonlinear response to subglacial pressure variations. Matching the

observed long period modulation of ice-stream �ow requires a balance between

largeMsf amplitude and decay length scale. A choice of m that is too small means

the Msf signal will decay too rapidly upstream of the grounding line, but too large

and the generation of the signal due to subglacial hydrology becomes hindered.

An explanation for this increase in length scale with m > 1 can be thought of

intuitively as follows. Consider the propogation of nonlinear Msf period up the
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RIS as two waves, generated by the upper and lower terms on the right of Eq. 2.23.

These two waves clearly have the same frequency but since they propogate up the

ice-stream by di�erent mechanisms it is reasonable to assume they have di�erent

phase velocities. At xgl they are 180◦ out of phase but with di�erent phase speeds

this destructive interference becomes constructive interference as you move away

from the source. As a consequence the Msf amplitude is reduced at the grounding

line but it's decay may be slowed as a result of constructive interference upstream.

The requirement of high di�usivity in order to transmit the tidal signal far enough

upstream to match observations suggests that there must be a channelized drainage

system beneath the RIS. This could consist of a few large channels that transmit

the tidal pressure wave far upstream which then permeates through the till on ei-

ther side of the channel, leading to changes in e�ective pressure over large portions

of the ice-stream base. Recent seismic observations of the RIS potentially support

this hypothesis, �nding that changes in aseismic dilatant till are responsible for

most of the temporal variation in surface velocity and `sticky spots' of sti�er till

do not play a major role [Smith et al., 2015].

Gudmundsson [2011] demonstrated that the nonlinearity described above leads

to an increase in the RIS mean velocity of ∼ 5% due to the presence of the

tides. A simulation with identical model setup to that used in Fig 6.4 but with

tidal amplitude set to zero everywhere was done to examine this process with the

larger Msf amplitudes presented in this work. The result with this new model,

that successfully replicates the amplitude of long period modulation, is that mean

surface velocity at the grounding line is increased by ∼ 12% due to the presence of

the tides. This is a considerable increase on the previous value which is expected

since the Msf amplitudes in that model were smaller.

As an extension to this, I run the model with M2 and S2 tidal constituents only,

and amplitudes ranging from 0.5 to 4. These results, shown in Fig. 6.8, demon-

strate that as might be expected this increase in mean �ow speed is also nonlin-

ear and large tides have the potential to almost double the mean velocity of an

ice-stream near its grounding line. This demonstrates that tidal forcing can not
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Figure 6.8: Change in temporal mean ice-stream surface velocity as a func-
tion of semi-diurnal tidal amplitude at the grounding line (blue line) and 40 km
upstream from the grounding line (red line). All model parameters apart form
the tidal forcing were the same as in Fig. 6.4, including c′ whose inversion does

not take into account any e�ect of tidal forcing on mean �ow.

necessarily be ignored over longer time scales. Future changes in ice-shelf thick-

ness and extent could lead to interesting feedbacks between tidal amplitudes and

ice-stream velocities [Arbic et al., 2008, Rosier et al., 2014a].

6.5 Chapter Summary

1. The MSC.Marc model is used to try and quantitatively match observed

Msf modulation of the RIS with the ISS model presented in Chapter 3.

2. A range of free parameters is tested but no combination is found that can

match the large observed Msf amplitudes and decay length scales.

3. Adding tidally induced subglacial pressure variations can produce a quali-

tative match with observations, but only for a highly conductive drainage

system at low e�ective pressure far upstream of the grounding line.
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4. These results help constrain the type of drainage system that must exist

beneath the RIS and demonstrate the importance of including a dynamic

hydrological component to ice-stream models.

5. Coupled model results show the presence of tides result in a ∼12% increase

in mean surface ice velocity.





Chapter 7

2D modelling of grounding line

migration

Parts of this chapter are based on a manuscript entitled "Insights into ice-stream

dynamics through modeling their response to tidal forcing", published for the

Cryosphere on the 25th of September 2014 [Rosier et al., 2014b].

In this chapter I will present modeling results that consider grounding line mi-

gration. Two particular aspects of grounding line migration are investigated; the

expected assymetry discussed in Section 2.5 and the generation of long period

modulation in �ow at Msf period.

7.1 Elastic modeling of grounding line migration

The modeling approach used in Tsai and Gudmundsson [2015] was to treat ground-

ing line migration as a crack propagation problem whereby the crack tip is the

location of the grounding line. They assume that ice is purely elastic and grounding

line migration is su�ciently asymmetric that considering only upstream migration

captures the majority of overall migration.

109
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I choose to approach this with a 2D FS elastic model of an ice-stream/ice-shelf

that treats the location of the grounding line as a contact problem. The �nite

element mesh uses quadratic triangular elements (Fig. 3.3c) with grid re�nement

in the grounding zone. Grid re�nement in the region of interest is 25m at the base

and 125m at the surface compared to a typical resolution of ∼1 km elsewhere. The

tide is implemented as in previous versions of the model as a uniform change in

water pressure across the base of the ice shelf.

Solving the time varying position of the grounding line in this way has a clear ad-

vantage over the crack propogation approach because the geometry forms a crucial

part of the problem which is not fully considered in the previous approach. The

idealised geometry described by Tsai and Gudmundsson [2015], whereby surface

and bed slope are both constant, results in a discontinuity or `kink' in the ice ge-

ometry at the grounding line. When solving grounding line position as a contact

problem the `kink' in the basal function at the grounding line forms an obstacle

to downstream migration. When this geometry is used in a contact model the ice

inevitably rests on this `kink' and requires large tidal amplitudes to migrate down

beyond this point.

Since the geometry of the grounding line plays a central role in its tidal migration,

using such a simple geometry is helpful but not necessarily indicative of realis-

tic migration. I propose a similar geometry, where ∂xs is constant, but with a

smoother transition in the grounding zone to avoid a discontinuous thickness gra-

dient and arguably unrealistically severe `kink' in the basal ice pro�le. A similar

geometry but constant ∂xh is also used. This second test case is predicted by hy-

drostatic theory to exhibit perfectly symmetrical migration about the grounding

line. The smooth transition takes the form of a quadratic basal function with a

width of 8 km. Either side of this the slopes are constant as in previous studies.

For the ∂xs geometry b is solved for downstream of the GL based on the a hy-

drostatic assumption, whereas s is solved for across the entire domain for the ∂xh

geometry using the same approach. These two geometries are plotted in Fig. 7.1.
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Figure 7.1: Model geometries for elastic FS GL migration studies, using a
constant thickness gradient (upper panel) and constant surface slope (bottom
panel). The grounding zone consists of a quadratic basal function with a width

of 8 km.

A comparison can be made with the hydrostatic assumption by crudely discretizing

Eq. (2.27). In order to avoid unrealistically large migration, small timesteps must

be used to reduce each incremental ∆S and a further limit is put on the ∆L to

avoid numerical issues in regions where ∂xb→ 0. Results of tidal GL migration for

the ∂xs geometry are shown in Fig. 7.2 and compared to the discretized hydrostatic

case. This shows reasonably good agreement with the hydrostatic assumption and

replicates the predicted asymmetry but both upstream and downstream migration

distances are less in the elastic FS case. A geometry of this form produces a less

acute asymmetry than the geometry which had a severe discontinuity in ∂xh at the

grounding line. The upstream migration is ∼4200m compared to a downstream

migration of ∼750m, giving an asymmetry ratio of ∼5.6, compared to a ratio of

∼9 predicted using the hydrostatic relation in Eq. (2.34).
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Figure 7.2: Comparison between the FS elastic GL migration (blue line, for
the ∂xs geometry shown in the lower panel of Fig. 7.1) and the discretized

hydrostatic GL migration (red line).

The same simulation was done for a ∂xh geometry (Fig. 7.3). Once again this

agrees qualitatively with the hydrostatic approach, producing a periodic migration

that is almost perfectly symmetric about the mean GL position. In both cases the

preferred grounding line location was upstream of its starting point at x = 0. A

large part of this is that, as a result of the smoothing of the basal pro�le, the ice

is thinner at the GL. In addition it is expected that the FS GL position will lie

upstream of a GL position calculated using the hydrostatic assumption [Tsai and

Gudmundsson, 2015].

Results from these simulations con�rm that tidally induced grounding line migra-

tion might be expected to be asymmetric about the mean GL position, in line with
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Figure 7.3: Comparison between the FS elastic GL migration (blue line, for
the ∂xh geometry shown in the upper panel of Fig. 7.1) and the discretized

hydrostatic GL migration (red line).

both the hydrostatic and crack propagation approaches outlined in Tsai and Gud-

mundsson [2015]. This asymmetry is an important feature which has previously

been neglected for example when using grounding line migration to calculate bed

slopes. Of particular interest to this work however, is the potential for an asym-

metric GL migration to act as an additional non-linear response to tidal forcing.

Speci�cally, if upstream migration is larger than downstream migration then one

would expect a larger reduction in basal resistive stress during high tide than

the equivalent increase at low tide. This process would act in phase with the

hydrological e�ect outlined in Chapter 6.
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7.2 Grounding line migration and theMsf response

In order to investigate the e�ect of a migrating grounding line on an ice stream's

long period �ow modulation at Msf period, a 2D geometry was used with re�ne-

ment near the grounding line as depicted in Fig. 3.1c. The model setup was the

same as in Chapter 5, with no hydrological coupling (q = 0) and no inversion.

The aim of this section is purely to examine the e�ect of GL migration on the

Msf response of an ice-stream. Qualitative comparison with data is not attempted

because the model is limited (due to computational considerations) to 2D and so is

plane strain and does not include the crucial side drag that limits Msf amplitude.

An initial control run used the same ice thickness and slopes as the 3D case, but

with a slightly smaller domain extending 80 km upstream and 40 km downstream

of the grounding line respectively. In this initial simulation the two contact bodies

were not allowed to separate and thus the grounding line would not migrate, as

in the 3D case. Since grounding line migration depends on the slope of the bed

at the grounding line, with smaller slopes leading to larger migration distances

(assuming surface slope is not changed), simulations with a migrating grounding

line were done for various bed slopes (β = 0.00375, β = 0.0075 and β = 0.01)

and compared with the non migrating case. To keep other properties as similar as

possible the slope was only changed in a region near the grounding line and the

majority of the bed had the same slope as other simulations.

Grounding line migration for the di�erent slopes is asymmetrical as demonstrated

in Fig. 7.4. Due to the di�cult nature of the grounding line problem, at some

points in the simulation isolated nodes or groups of nodes occasionally change in

or out of contact some distance away from the expected grounding line position.

As a result of this complication, grounding line position as plotted in Fig. 7.4 is

de�ned as the point along the base of the ice where, traveling upstream, the ice

makes contact with the bed for at least �ve consecutive nodes.

The comparison between tidal forcing and grounding line position in Fig 7.4 shows

that at high tide the grounding line retreats considerably further than during low
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tide, and the assymetry is slightly stronger for steeper slopes. Since the distance by

which the grounding line migrates is so sensitive to geometry, which is represented

here by a constant shallow slope but in reality is probably much more complex,

these results should not be considered as an exact study of the tidally-modulated

grounding line migration of an ice stream. In spite of this, the asymmetrical

nature of the migration is expected, as shown in Sections 2.5 & 7.1, and so is

a possible additional source of non-linearity that could help produce the large

Msf modulation observed on a number of ice streams.
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Figure 7.4: Comparison of change in grounding line position from the mean
location, for various slopes (β) as a function of time. The tidal forcing is also

shown (solid black line), scaled up and shifted vertically.

Results showing de-trended horizontal displacements for di�erent migrating cases

and the �xed grounding line run are shown in Fig. 7.5. The uppermost curve is

the semi-diurnal forcing scaled down and shifted vertically. Beneath this are four

curves showing de-trended horizontal surface displacement 10 km upstream of the
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Figure 7.5: Comparison of de-trended in-line displacements for geometries
with di�erent slopes. The upper plot shows the tidal forcing (scaled down by a
factor of 100 and shifted vertically for clarity). The middle plot shows in line
displacements 10 km upstream of the grounding line with and without migration

and the lower plot shows the same 30 km upstream.

grounding line for the no breaking case and slopes ranging from β = 0.00375

to 0.01. The �nal lowermost set of curves show the same but 30 km upstream.

These results show that adding a migrating grounding line does not a�ect the

main results demonstrated in previous chapters and qualitatively the long period

modulation is the same as for a non-migrating case. Runs with smaller slopes

and hence larger migration distances produce a stronger Msf signal upstream of

the grounding line, with the smallest slope producing displacements more than

twice as large as in the �xed grounding line run. This is a result of the added

non-linearity that arises due to the assymmetry of the grounding line migration.
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7.3 Discussion

Purely elastic FS simulations �nd, in agreement with both the hydrostatic assump-

tion and the fracture growth approach, that tidal GL migration can be strongly

asymmetric depending on the ice-stream geometry in the grounding zone. Previ-

ous work has used simpli�ed geometries with discontinuous basal pro�les at the

GL. I argue that in reality the transition from grounded to �oating ice is smoother

and results in di�erent migration. The di�erence is largely due to the absence of

a `kink' which the ice will preferentially rest on before migrating downstream, but

also because a smoother thickness pro�le will reduce the asymmetry unless the

up and downstream migration both go beyond this transition region. As a result

of these two e�ects, if the same change in thickness gradient is smoothed over a

region of several kilometers then the resulting asymmetry will always be less than

predicted with the hydrostatic approach.

If asymmetry is not as large as predicted by the hydrostatic approach then as-

suming that modeling upstream migration only will account for the majority of

total migration distance is no longer particularly valid and so care must be taken

to examine the geometry being considered before making this simpli�cation.

An additional problem with the hydrostatic assumption (and the SSA which uses

this assumption) is that the GL location does not match with the FS solution

because stresses in this region play an important role. In order to produce a

meaningful comparison, the FS GL location was used when calculating the GL

migration using the hydrostatic approach. If the GL location as calculated us-

ing the hydrostatic assumption had been used instead, migration results would

have di�ered even more between the two approaches since the point around which

migration occured would have been in a region of di�erent basal slope.

Viscoelastic simulations in 2D investigated the e�ect of GL migration on the gen-

eration ofMsf period modulation in ice-stream �ow. I �nd that the ice-stream will

still produce long period modulation that is qualitatively the same as when migra-

tion is not included in the model. Reducing the slope of the bed in the grounding
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zone alters both the degree of asymmetry and the extent of migration and leads

to larger Msf amplitudes. Transmission of semi-diurnal forcing upstream from the

grounding line appears to be una�ected.

Migrational asymmetry is less for shallower slopes, as would be expected since

the discontinuous jump in thickness gradient at the GL is smaller. It might be

expected therefore that Msf amplitudes would be smaller than for steeper slopes,

since this asymmetry helps generate the Msf response, however it seems that the

increased migration distance (and hence tidal stress penetration upstream) more

than o�sets this a�ect.

Unfortunately 3D simulations of grounding line migration were computationally

too demanding to attempt, and provide a quantitative comparison with data as

was done in Chapter 6. This means that no de�nitive statements can be made

regarding the importance of GL migration in generating long period modulation in

�ow of ice-streams such as the RIS. Certainly there seems to be some potential to

explain the larger observedMsf amplitudes through tidally induced GL migration.

Whether the RIS migrates the types of long distances upstream that have been

modeled in this chapter is open to debate, as it could be resting on a pinning point

that prevents almost any migration from taking place. The most likely scenario is

that a combination of processes is occuring in tandem in order to produce these

striking observations.

7.4 Chapter Summary

1. Purely elastic FS simulations are done using contact detection to solve for

GL position and �nd tidal migration can be asymmetric in line with previous

studies.

2. These elastic simulations agree reasonably well with a discretized form of

the hydrostatic assumption.
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3. A 2D FS viscoelastic simulation using the same geometry as in Chapter 5

also shows asymmetrical migration.

4. An ice-stream that includes GL migration still produces long period modu-

lation in �ow.

5. In cases where migration was greatest the resultingMsf response is of greater

amplitude than for the non migrating case.





Chapter 8

Ice-shelf tidal feedbacks

This chapter is based on a manuscript entitled "Modeling Antarctic tides in re-

sponse to ice-shelf thinning and retreat", �rst published online in the Journal of

Geophysical Research: Oceans on the 7th of January 2014 [Rosier et al., 2014a].

8.1 Introduction

Since the collapse of the Larsen B Ice Shelf in 2002 there has been a growing

realization of the vulnerability of ice shelves in a warming environment [Glasser

and Scambos, 2008]. Whilst current trends do not suggest that the Ross or Ronne-

Filchner ice shelves are reducing in mass [Pritchard et al., 2012, Shepherd et al.,

2010], recent work has shown potential mechanisms for reductions in thickness of

the Ronne-Filchner [Hellmer and Rae, 2012], and other ice shelves are known to

have collapsed in the past [Ó Cofaigh, 2011] indicating that the Larsen B collapse

was not an isolated event.

If an ice shelf is perturbed in such a way as to reduce its extent and/or thickness

or the position of the grounding line this would in turn a�ect the tide by changing

local water column thickness or the position of the coastline. Ice shelf-tide feed-

backs have been invoked to explain major catastrophic ice sheet collapse in the

past, such as Heinrich events (eg. Arbic et al. [2004b]), but our understanding of

121



Chapter 8. Ice-shelf tidal feedbacks 122

these feedback mechanisms is limited. Changes in tidal amplitudes following ice

shelf collapse may thus have far reaching consequences for the dynamics of the ice

sheets and global sea level [Fluckiger et al., 2006, Hemming, 2004].

The mechanism by which changes in ice shelf/stream geometry could alter local

tides was explored by Gri�ths and Peltier [2009] for the polar regions during the

Last Glacial Maximum (LGM). While the extent of the changes in ice topogra-

phy were greater than those we are considering here, their results highlight the

potentially large shifts in tidal regime that may have occurred in the past and the

potential sensitivity of Antarctic tides to changes in the position of the grounding

line. The nonlinear interaction shown by Gudmundsson [2011] to exist between

tides and ice streams suggests that a change in tidal amplitudes will modify mean

ice stream �ow. Due to tidal sensitivity to bathymetry and coastal topography it

is to be expected that removal of �oating ice will signi�cantly alter tides across the

Antarctic region. Here, we investigate the response of Antarctic tides to hypothet-

ical reduction or removal of the Ronne-Filchner and Ross ice shelves. This work

may be considered a sensitivity study of the Antarctic tidal regime and aims to

reveal any areas of particular vulnerability warranting further investigation. The

numerical simulations presented in this chapter demonstrate that hypothetical

reductions in the extent of the Ross or Ronne-Filchner ice shelves could signi�-

cantly alter tides in these regions, with implications for ice stream velocity and ice

shelf stability which could lead to both positive and negative feedback situations

depending on location.

8.2 Control

The control run results were compared to the CATS2008a model and shown to ac-

curately reproduce the tidal amplitudes (Fig. 8.1). We use the convention of Arbic

et al. [2004a] to evaluate the agreement between the two models by calculating a
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Figure 8.1: Tidal amplitudes (in meters) from the CATS model output
(left) and from the present OTIS simulation (right). Panels a and b show
M2 amplitudes, whereas panels c and d show K1 amplitudes. The white con-
tours mark relative phases with 20◦ separation. Dashed red lines in panel c
indicate the extent of the Ross and Ronne-Filchner Ice Shelves and the Antarc-
tic Peninsula is the protruding region west of the Ronne Ice Shelf. The transect
used for the response curve in Fig. 8.4 is marked as a dashed line in panel c.

root-mean square di�erence (RMS):

RMS =

√〈∫∫
(S − SCATS)2

〉
dA∫∫

dA
(8.1)

where indicates the CATS2008a model output. From the CATS2008a model we

also compute a signal, Ŝ:

Ŝ =

√〈∫∫
(SCATS)2

〉
dA∫∫

dA
(8.2)
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and �nally the percentage of sea surface height variance (SSHV) captured by the

model as:

SSHV = 100× [1− (RMS/Ŝ)2]. (8.3)

There is good agreement between the two models, with a root-mean-square di�er-

ence of 7.8 cm and 4.4 cm capturing 94% and 97% of the variance for M2 and K1

respectively over the entire domain up to 62◦S. Since a large part of the domain is

in the deep ocean with small amplitude tides, values were also calculated for only

shallow regions (h<1000m) which gave RMS values of 10.3 cm and 7.2cm for M2

and K1 respectively. While these values are considerably larger the main trend in

the results can still be considered robust as discussed below. The M2 constituent

has a reasonable amplitude in and around the Weddell Sea, whereas K1 dominates

the Ross Sea. Both the M2 and K1 amplitudes are generally overestimated in the

control run (Fig. 8.1) compared to the CATS2008a results. Of course, an as-

similated model such as CATS2008a obtains better agreement with observations,

but any perturbation experiments with an assimilated model are dubious at best.

Because our model reproduces all the major tidal features in the region with rea-

sonable accuracy we have con�dence in our results.

8.3 Sensitivity simulations

The M2 tide in the region is dominated by a large amphidromic point centered

in the Weddell Sea which results in signi�cantly lower tidal amplitudes beneath

the centre of the adjacent Ronne-Filchner Ice Shelf than would otherwise be the

case. All perturbation runs show considerable ampli�cation of the M2 tide under

the main body of the Ronne-Filchner ice shelf, with a stronger response when

more of the ice shelves are removed (Fig. 8.2). Halving the extent of the ice

shelves (Fig. 8.2a) is found to produce less ampli�cation than halving the thickness

(Fig. 8.2b) and sets up an additional bimodal response between the Filchner and

Ronne ice shelves. Further ampli�cation arises in the HTE run (Fig. 8.2c) and

the no ice run (Fig. 8.2d) shows reduction in M2 amplitude along the eastern
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Figure 8.2: Change in M2 tidal amplitude (compared to the control run) �
where positive values indicate an increase in the perturbation run� resulting
from removal of ice shelves for cases HT (panel a), HE (b), HTE (c) and no
ice (panel d). Note that M2 amplitude changes under the Ross Ice Shelf are

negligible but the M2 tide in this region is very small in the control.

.

side of the Antarctic Peninsula. Because the K1 tidal signal is not dominated by

one amphidromic system but rather contains several features, the removal of ice

shelves results in a less clear e�ect than for the M2 constituent (Fig. 8.3). The

K1 amplitude under the western Ross Ice Shelf is decreased by approximately 10

cm (17%) in all perturbation scenarios, and removing more ice increases the extent

of the a�ected area. An additional response to the reduction of ice shelves is an

increase in amplitude along the Victoria Land coastline, close to the ice front.

In contrast, the tides in the Ronne-Filchner embayment show some decrease in

K1 amplitude along the grounding line once most of the ice has been removed.

Overall the changes in the K1 constituent are of a much lower magnitude than the

M2 tide and whereas the largest e�ects on M2 tend to be found centered under
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Figure 8.3: Change in K1 tidal amplitude (compared to the control run where
positive values indicate an increase in the perturbation run) resulting from re-
moval of ice shelves for cases HT (panel a), HE (b), HTE (c) and no ice (panel

d).

.

the Ronne Ice Shelf, K1 e�ects tend to be most prominent closer to the coast.

To further highlight the response, a transect of the M2 tidal amplitude for the

di�erent simulations was plotted through the Ronne Ice Shelf (Fig. 8.4a) along

with the di�erence in perturbation amplitudes to the control (Fig. 8.4b). Maxi-

mum ampli�cation in the Weddell Sea is found with complete removal of the ice

shelves at 77.5◦S, with the M2 amplitude more than doubling in this region. The

M2 amphidromic point moves away from the ice front in all the perturbation runs,

not only due to the retreat of ice but also as a response to the changing water

column thickness. Overall, the transect reveals M2 ampli�cation under the bulk

of the Ronne Ice Shelf with amplitude under the centre more than doubling.
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Figure 8.4: Response curve of M2 amplitudes across transects (marked in
Fig. 8.1c) of the Ronne Ice Shelf to changes in ice cover. The submerged portion
of ice thickness along the same transect is also shown (panel b) along with the

locations of the ice fronts for the present and HTE runs (dashed lines).

.

Tidal dissipation for the HT, HTE and No Ice sensitivity simulations are compared

to dissipation from Eqs. (4.7�4.9) from the control run for the M2 (Fig. 8.5) and

K1 (Fig. 8.6) tidal constituents. The dissipation estimates were split into total

(i.e., for the whole domain), deep (i.e., the energy losses in water where h >1000

m), and shallow (i.e., in water where h<1000m). Note that shallow and deep

regions were de�ned for each run separately to accommodate for changes in water

depths. Changes in dissipation as a percent compared to the control are presented

in Table 8.1.

Table 8.1: Changes in M2 and K1 Dissipation rates (GW) compared to the
control run for shallow water (h < 1000 m), deep ocean (h > 1000 m), and total

(percent change in brackets).

Run Name Shallow Deep Total
M2 Dissipation Change (GW)

HT 4.8 (14.7) -1.4 (-7.3) 3.5 (6.8)
HTE 9.4 (28.6) 0.7 (4.3) 10.2 (19.8)
No Ice 14.1 (43.0) 7.5 (40.8) 21.7 (42.2)

K1 Dissipation Change (GW)
HT -6.9 (-19.2) -2.3 (-8.7) -9.2 (-14.8)
HTE -8.4 (-23.4) -2.5 (-9.5) -10.9 (-17.5)
No Ice -9.0 (-25.4) -2.5 (-9.5) -11.5 (-18.6)
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Figure 8.5: M2 tidal dissipation for the control run (panel a) and the HT (b),
HTE (c) and No Ice (d) perturbation runs.

.

The M2 tidal dissipation generally increases as the ice shelf is removed (Fig. 8.5

and Table 8.1), with changes in total dissipation compared to the control of 42.2%

for the No Ice run. Most of the change in dissipation occurs on the continental

shelf, while the deep ocean dissipation initially decreased slightly for the HT run

and increased for the HTE and No Ice runs. In contrast to this, K1 dissipation

decreases by 18.6% for the No Ice sensitivity run. Once again the change in shelf

dissipation accounts for the majority of these changes and deep sea dissipation is

only slightly reduced for all the runs.

8.4 PISM-PIK simulations

As an extension to the sensitivity scenarios outlined above, tidal runs were per-

formed for an Antarctic bathymetry derived from projections of ice extent by the

Potsdam Parallel Ice Sheet Model (PISM-PIK) [Martin et al., 2011, Winkelmann
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Figure 8.6: K1 tidal dissipation for the control run (panel a) and the HT (b),
HTE (c) and No Ice (d) perturbation runs.

.

et al., 2011, 2012] up to the year 2500. The PISM-PIK results were produced by

forcing from the Extended Concentration Pathways (ECP) 8.5 climate scenario, in

which greenhouse gas emissions continue to rise until the year 2250 at which point

they begin to decline [Meinshausen et al., 2011]. Results from the PISM-PIK run

were provided as anomalies in ice thickness and a shelf mask, in 100 year time

slices, from which the new tidal bathymetries were produced. These were then

introduced into OTIS using the control settings in terms of friction.

The changes in ice sheet extent and thickness from the ECP run for PISM-PIK

can be broadly divided into three tidally relevant parts: minor grounding line

retreat along much of the Antarctic coastline, signi�cant grounding line retreat

along the Siple Ice Coast and a partial collapse of the Ross Ice Shelf to a new,

much reduced extent that appears to stabilize at around year 2350. Overall the

changes are focused around the Ross Sea area and this might explain why the
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Figure 8.7: Comparison of K1 amplitude resulting from ice anomalies output
by the ECP-8.5 scenario PISM-PIK run [panel b; data from Winkelmann et al.,
2012] with the control run (panel a). The present day grounding line position is
indicated by the thick black line and the new PISM-PIK grounding line in year
2500 is marked in grey in panel b. The white contours mark relative phases with

20◦ separation

.

modeled changes in the M2 tidal constituent are very minor since the present day

M2 tide is very weak in this region. The changes in the Ross Sea, from year 2500

in the PISM-PIK model, result in considerable changes in the K1 tidal constituent

which are compared to the K1 control run in Fig. 8.7. While the general pattern

of the tide remains the same, K1 amplitudes across the entire region are generally

increased by over 100%, leading to almost a 1m K1 tidal amplitude along the

Siple Ice Coast. K1 amplitudes are also increased somewhat in the Weddell Sea,

suggesting that the K1 tidal constituent in this region is more sensitive to the

position of the grounding line than the M2 tide for this grounding line retreat

scenario.

8.5 Discussion

In this chapter I have undertaken studies of the sensitivity of M2 and K1 tides to

the reduction in extent and thickness of Antarctic ice shelves. This is motivated by

the known interactions between tides and ice shelves, and the possibility that these
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Table 8.2: Horizontally Averaged Amplitudes (A) (m) and Dissipation Rates
(D) (µWm−2) From the Weddell and Ross Seas From the Resonance Analysis
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interactions may change in a warming world. Tidal response in amplitudes and

dissipation rates are shown in Table 8.2 to verify the resonance characteristics of

the study areas forM4, S2,M2 , K1 and O1 tides. The results shown are horizontal

averages of the amplitudes and dissipation from each area and chosen somewhat

arbitrarily but such that the full response is covered. To further elucidate the
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mechanisms behind the results, we also look at the amplitudes and dissipation

rates in a simple damped harmonic oscillator (see also Egbert et al. 2004, Green

2010 and Arbic and Garret 2009). In its simplest form, we thus solve

∂ttu+ γ∂tu+ u = sin(ωt), (8.4)

where ω is the forcing frequency, γ is the damping coe�cient, and subscripts

denote derivation. It is easily shown that the amplitude of the oscillation is

A =
1√

(1− ω2)2 + (γω)2
(8.5)

and the dissipation comes out as

D = 0.5R|iω/(1 + iγω − ω2)| (8.6)

(see Fig. 8.8 for the results). Note that the solution in Fig. 8.8 has arbitrary

units, and rather than obtain a quantitative result for each of the ice shelves, the

oscillator is introduced as a concept to provide qualitative arguments for why we

see the responses we do in the simulations. Also note that our sensitivity runs

e�ectively have a reduced damping because the ice is removed, leading to reduced

frictional e�ects.

In the Weddell Sea the M2 amphidromic point moves further o� shelf as the ice

shelf bathymetry changes, and there is consequently an increase in the tidal am-

plitude near the coast (Fig. 8.2). However, the overall tidal amplitudes decrease in

the Weddell Sea in the perturbation runs (Table 8.2), but the dissipation increases.

This is because of an enhanced dissipation further o� shelf in the Weddell Sea (near

the shelf break; see Fig. 8.1) which shifts the amphidromic point in the area and

provides an enhanced amplitude closer to the coastline. In (non-resonant) tidal

systems large enough to be in�uenced by rotation, amphidromic points will shift

towards an area of increased dissipation (e.g. Pelling et al. 2013, Taylor 1921).

This is the picture we see here for M2 , with an enhanced tidal dissipation in the
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Figure 8.8: Amplitude (in color) and log10 dissipation (white lines) for a
damped harmonic oscillator for di�erent values of damping (γ) and forcing fre-

quency (ω). Note that the units are arbitrary.

.

outer part of the Weddell Sea due to the removal of the ice-shelves, and a shift

outwards of the amphidromic point (Figs. 8.1 and 8.2).

Table 8.2 also shows that the Weddell Sea becomes resonant for M4 in the sensi-

tivity runs. The decrease in semi-diurnal amplitudes in the perturbation runs is

associated with an increased dissipation rate, however, suggesting that the Wed-

dell Sea experiences a shift in its natural frequency when the damping is reduced

(see Fig. 8.8; with only a reduced damping it is not possible in this set-up to have

both increased dissipation and a decreased amplitude). The real surprise lies in

the quarter-diurnal band, which has been neglected previously in the area because

the (control) amplitudes are very small. In the sensitivity simulations, however,

the M4 tide becomes very energetic and is almost as large as the M2 tide in the

Weddell Sea. There is consequently a signi�cantly enhanced dissipation of M4

energy, which � since the damping is reduced in the sensitivity runs � must signify

that the Weddell Sea has become resonant for the quarter diurnal period.

The Ross Sea results (Table 8.2) show only minor changes for the longer period

tides, again with a general decrease as part of the damping (i.e. the ice shelf)
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is reduced or removed. The exception is again in M4, which is characterized by

a very large increase in dissipation. The reason for this is most likely that the

Ross Sea, like the Weddell Sea, becomes resonant for M4 when the ice/damping

is removed. The changes in dissipation between the control and sensitivity runs

are also of interest, particularly since these could a�ect basal melt rates beneath

the ice shelves. The increase in M2 dissipation of up to 40% is due to the tide

becoming more energetic as more ice shelf is removed. The dissipation is generally

reduced beneath the Ronne-Filchner Ice Shelf but increases at the shelf edge of

the Weddell Sea and around the tip of the Antarctic Peninsula. Changes in spatial

distribution of dissipation do not necessarily match those in amplitude because the

dissipation depends on the cube of velocity which in turn is controlled by water

depth and the surface slope.

The K1 dissipation responds di�erently to the ice extent changes than does M2 :

the K1 tide decreases compared to the control run in our sensitivity runs. Here

we see the areas of most reduction at the shelf break of the Ross and Weddell

Seas, particularly along the western boundary where the tidal wave enters the

embayment. Unlike the changes in M2 dissipation, there is no notable change

beneath either ice shelf and in fact almost all change is negative, typically around

-20% over the entire domain, with no large regions of increased dissipation.

Some caution should be used when interpreting these results since the present day

model overestimates tidal amplitudes to some extent. We are not proposing a

realistic future scenario but rather a sensitivity study; however, since the ampli-

tudes in the perturbation runs are also most likely overestimated the di�erence

between the two can still be considered a valid signal. Better parameterization of

the ocean/ice shelf interaction in future studies, particularly in the hinging zone,

since this is the main missing process in the region, along with higher resolution

bathymetry, may go some way to improving this. It is also important to note

that changes in tides resulting from altering ice shelf geometry are likely to be

accompanied by changes in the exchange of water masses from the ice shelf cavity

to the open ocean; this is not modeled here.
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Major thinning and/or retreat of ice from the Ronne-Filchner Ice Shelf is very

likely to produce feedbacks arising from increased M2 tidal amplitudes. Since

the pattern of changes are not all in the same direction these feedbacks may be

positive or negative, but generally amplitudes are found to increase. Because of

the nature of the relationships between tidal amplitudes and ice shelves and ice

streams, these feedbacks are considered dominantly positive. The Ross Ice Shelf

shows a similar response to the K1 tide but only when grounding line retreat is

included as in the tidal runs arising from the PISM-PIK results. The asymmetry

in surface velocities resulting from the non-linear response to the inclusion of tides

in the ice stream model presented by Gudmundsson [2011] leads to increases in

mean velocity of about 5%. More recent modeling work suggests this e�ect could

be as large as 12% in the vicinity of the grounding line [Rosier et al., 2015].

Extrapolating these results to estimate the e�ect of the increase in tides on ice

stream velocities is not trivial due to the non-linearity inherent in this relationship.

While the impacts of the changes in M2 and K1 amplitudes on ice shelf or ice

sheet dynamics are not modeled directly here, a doubling of tidal amplitude under

the Ronne-Filchner Ice Shelf cannot be ignored as a feedback on both ice shelf

stability and ice stream velocity. The ice streams draining the WAIS sector of the

Ronne-Filchner Ice Shelf would appear to be particularly vulnerable, including

the Evans, Carlson, Rutford, Institute, Foundation and Support-Force systems

[Rignot and Thomas, 2002]. In addition, the changes in dissipation calculated for

our sensitivity simulations suggest that this is another important factor to consider

when evaluating the e�ects on ice dynamics through changes in basal melting.

There is therefore a requirement to investigate both the impact of tidal motion on

calving and ice stream processes and rates, and to couple ice sheet models with

tidal models to further constrain this hitherto neglected Earth system feedback

that has potentially signi�cant implications for our understanding of past and

possible future major ice sheet collapse.
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8.6 Chapter Summary

1. The OTIS tidal model is used to investigate the response of Antarctic tides

to the thinning and retreat of the FRIS and Ross ice-shelf.

2. Results of a control simulation with no changes to ice-shelf geometry compare

favorably with the CATS2008 model.

3. Reduction in the extent and thickness of the FRIS leads to a shift in the

Weddel Sea amphidromic point and an increase in M2 amplitude beneath

the FRIS.

4. In the Ross Sea the e�ects are largely seen in the K1 tide, where amplitude

is decreased along the Siple coast and increased along the Victoria land

coastline.

5. There is a large increase in M2 shelf dissipation and a slight decrease in the

K1 dissipation as ice-shelves are removed.

6. The M4 tidal constituent appears to become resonant in the Weddel Sea

as the ice-shelf thickness is reduced, leading to much larger amplitudes and

dissipation than in the control.



Chapter 9

Summary and Outlook

9.1 Summary

In this thesis I present model results from both ISS and tidal models to investigate

the interactions between tides and ice-streams.

Much of the work presented here focuses on the fascinating Msf modulation of

ice-stream �ow, observed on the RIS, that is both large in amplitude and travels

far upstream of the GL. Previous �ow line studies suggested that this e�ect might

arise as a result of the stress exponent m in the sliding law being greater than

one, resulting in a source of nonlinearity that would explain this response. I

extended this previous study to include lateral drag from sidewalls and �nd that

the mechanism is still valid, but only attempt to match RIS data qualitatively.

As a next step I seek to match the RIS observation quantitatively, conducting a

parameter study to determine if some combination of free parameters might be the

key to producing the large amplitudes needed to agree with GPS measurements.

The outcome of this parameter study is that the amplitude of the Msf response

cannot be produced through stress transmission alone, and in fact it is clear that

an important process is missing since the model produces an Msf amplitude that

is an order of magnitude too small.

137
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Addition of coupling between the ISS model and a subglacial hydrological model

turns out to be the key ingredient needed. Tidally induced pressure variations in

the subglacial drainage system alter e�ective pressure and hence the ice-stream

�ow. In order for this e�ect to be large enough to explain observations a number

of criteria must be met.

1. The drainage system must be highly conductive to allow pressure perturba-

tions to be transmitted far upstream from the GL.

2. The region upstream of the GL must be near �otation, such that the e�ective

pressure is low enough that relatively small changes in sea level of a few

meters produce relatively large changes in ice-stream velocity.

3. A nonlinear stress exponent is still required in order to transmit this e�ect

far enough upstream.

These results, although obtained through modeling of the RIS only, are arguably

relevant to many other ice streams in this area draining large portions of the

WAIS. The ability to constrain the basal sliding law in this way is unique and has

implications for the way ice streams respond to an external forcing. An ice stream

with a strongly nonlinear sliding law would be expected to respond more rapidly

to any climatic changes occuring on the Antarctic continent. Antarctic ice-stream

modeling tends to ignore the e�ects of subglacial hydrology as this is bundled

into a slipperiness term that is inverted for using present day �ow conditions.

The problem with this is that when the ice sheet is perturbed considerably under

a future or past climate scenario the hydrology will evolve but this cannot be

accounted for in a slipperiness term that varies spatially but does not evolve with

time. If other ice streams are as sensitive to changes in the drainage system as the

RIS this is a factor that must be considered when making long term predictions

of the evolution of the AIS.

An important consequence of an ice-streams nonlinear response to tidal forcing

is that mean �ow velocity is increased due to the presence of the tides. Previous
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work suggested that this e�ect accounted for a ∼5% increase in mean �ow for tidal

amplitudes similar to the RIS. In my coupled model presented here I �nd this value

to be up to ∼12% near the grounding line. This e�ect could lead to interesting

feedbacks between tides and ice-streams if the ocean tide was to change.

The e�ect of changes in ice-shelf geometry and/or extent on regional ocean tides

is investigated using the OTIS tidal model. I �rst compare present day OTIS

simulations of the Antarctic region with the CATS2008 model and �nd that there

is generally good agreement between the two models. I then introduce a number of

simple ice-shelf perturbation scenarios which reduce the Ross and Filchner-Ronne

ice-shelves and examine the tidal response. A key result of these experiments is

that the semidiurnal tide beneath the FRIS is altered considerably as reducing the

ice-shelf causes the large Weddel Sea amphidromic point to shift. The cause in

this shift is an increase in tidal dissipation on the Weddel Sea shelf break . Diurnal

tides are generally found to be less sensitive although some large changes occur in

Ross sea sector when a grounding line retreat scenario derived from PISM-PIK is

used.

9.2 Future Work

Although the model results presented in this thesis attempt to answer some of

the open questions regarding tidal interactions with ice-shelves and ice-streams,

there remains much scope for improvement both in terms of more complete data

acquisition of these processes and more advanced models to tackle the questions

raised in the data.

9.2.1 Observational work

Much of the work in this thesis is based on trying to understand an a�ect from fairly

limited observations. To date the only published data showing Msf modulation

in ice-stream �ow is from the RIS. Observations were made on the nearby Evans
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ice-stream with a similar deployment of GPS stations and analysis of these data

shows a similar Msf response but this work remains unpublished [Gudmundsson].

More measurements are needed to further constrain certain key features of the

Msf response that are not su�ciently clear in the existing data.

One of the most interesting aspects of the RIS GPS measurements is that the

semidiurnal tidal constituents, which are large at the GL, decay rapidly upstream.

The existing data arguably does not have su�cient accuracy or spatial resolution

to produce a clear picture of the decay length scale of semidiurnal constituents. In

particular, being able to precisely pick out the phase of the semidiurnal component

of horizontal ice-stream motion would immediately shine light on which processes

dominate at the GL. Interpretation of the existing data is complicated by the fact

that the RIS GL wraps around near the local GPS sites leading to ambiguity when

it is compared to the idealised model with a straight GL. If hydrology (and pos-

sibly to some extent GL migration) dominate, as predicted by work in Chapter 6,

then ice-stream velocities at the GL would be highest at high tide when e�ective

pressure is lowest. Conversely, if a nonlinear relation to basal stress is the primary

cause of long period modulation ice-stream velocities would be highest at low tide.

The clearest answer as to whether or not tidal perturbations in basal hydrol-

ogy are su�ciently large, and e�ective pressure su�ciently low, to explain the

Msf response would be to drill to the base of the RIS. Drilling to this depth and

making measurements of basal water pressure would be technically and logistically

challenging, but has been successfully carried out in the past on the Siple coast

[Engelhardt et al., 1990], and would be of great interest to a wide variety of �elds.

Based on the modeling work presented here, �uctuations in basal water pressure

at tidal frequencies should be observed tens of kilometers inland of the GL. The

only caveat to this is that it is not clear whether these are transmitted through

a small number of channels or a more distributed network and thus if the former

is the case boreholes could potentially be drilled into regions where there is very

little hydrological activity.
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Data from the RIS shows a possible ampli�cation of theMsf modulation occurring

downstream of the GL, although the error bars in the data are too large to say

this for certain. If this were the case an additional e�ect would be needed, since

none of the mechanisms I have presented could explain an increase inMsf response

on the ice-shelf. Even for an in�nitely wide ice-shelf with no side drag, which is

certainly not the case in either the 3D model or the RIS itself, the Msf response

would be expected to remain constant downstream rather than increase. One

possible explanation is that the nonlinear rheology of the ice-shelf could lead to a

nonlinear response in �ow of su�cient amplitude to be visible in the data. In a

similar way to the production of Msf modulation as a result of interaction at the

bed with a sliding law using m > 3, in the downstream case it would be generated

by sidewall friction using n > 1. More measurements of ice-shelf �ow downstream

of the grounding line where ice-streams are subjected to large semidiurnal tides

would be necessary to determine whether this ampli�cation exists or not.

9.2.2 Model improvements

In terms of modeling e�orts, there is plenty of scope for improving the existing

models outlined in this thesis. All ice modeling results presented use a highly ide-

alised ice-stream geometry with constant bed and surface slopes and no transverse

variation in geometry. It is possible that features such as an over-deepening could

play a role in both stress transmission or in acting as a barrier to water pressure

changes generated at the GL. In addition, all results in which the GL was allowed

to migrate were limited to idealised 2D geometries. This prevents any real conclu-

sions being drawn about the role that GL migration actually play in generating

Msf modulation in �ow, since the actual RIS geometry may not be conducive to

large migration and important processes such as lateral drag are missing.

The next step, to provide the closest possible comparison with data, would be a

3D FS visco-elastic model with migrating grounding line, real ice-stream geometry

and inversion of basal slipperiness. This would enable �rm statements to be made



Chapter 9. Summary and Outlook 142

about precisely what mechanism best matches the observations for a given ice-

stream. A long term goal might be to use this type of model to infer details about

the subglacial hydrology such as the type of drainage network for a given ice-

stream. Even before future observational work is carried, a more complete model

of this form could be used to make a detailed investigation of expected phase

characteristics for the various tidal frequencies, providing useful information on

where to place GPS sites to gain the most useful diagnostic information on the

tidal modulation in �ow.

One feature of the observations that all versions of the model presented have

struggled to replicate is the very rapid decay of semidiurnal constituents upstream

of the GL. The most obvious explanation is that the simple Maxwell rheology

is the problem and using a more complex rheological model might improve this

aspect of the results. In addition, many other formulations exist to relate viscous

stress and strain rate and it may be that using an alternative relation than the

simple Glen's �ow law might also solve this issue.

An interesting model study would be to investigate the role that tides play in

weakening ice in the grounding zone through �exure, thus potentially promoting

calving further downstream. The MSC Marc model is capable of modeling ma-

terial crack formation and growth and could be a valuable tool to determine the

importance of this e�ect which has never been quanti�ed and how it might change

if the local tide is altered.

Tidal modeling in this region also has room for improvement, due to the complica-

tion of the presence of ice-shelves. There remain large gaps in data for bathymetry

beneath ice-shelves, leading to uncertainties in the tidal model which is highly sen-

sitive to these types of error. Ice-shelf �exure is also not included in tidal models,

and is likely to contribute somewhat to dissipation of tidal energy in this region.

While the CATS2008 model compensates for these uncertainties with inverse meth-

ods, this type of approach would not work when investigating perturbations in the

ice-shelf geometry. An advanced model including solid-�uid interactions is needed

to fully capture the tidal processes beneath larger Antarctic ice-shelves.
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9.3 Closing comments

The Antarctic ice-sheet is sensitive to changes in the oceanic forcing at its bound-

aries. The most obvious and extensively studied of these processes is long term

changes in sub ice-shelf temperatures causing enhanced melting and accelerating

ice loss from the continent. Ocean tides are also an important forcing to con-

sider, a�ecting both short and long term ice �ow. I have chosen to investigate two

aspects of this forcing.

Firstly I investigate the Msf modulation of ice-stream �ow. The primary goal of

this work is to gain an insight into the basal sliding processes that must occurring

to produce this e�ect, rather than understanding the e�ect itself. In this context,

the work presented here is relevant to all ice �ow modeling, for which the basal

sliding law is a source of uncertainty. Constraining the basal sliding law is not a

simple case of providing a catch-all number for m and q that can be applied to

all Antarctic ice-streams. A very general sliding law of this form is unlikely to be

developed in the near future, however the tides can act as a natural experiment

to provide a unique insight into basal processes which are still largely unknown.

The second portion of work attempts to predict how tides might change in re-

sponse to perturbations in the two largest Antarctic ice-shelves. Ocean megatides

have been cited as a possible cause of ice-sheet breakup in the past and, while it

would be more than a stretch to suggest that this is likely in present day Antarc-

tica, changing tides certainly could have a role to play in the evolution of the

AIS. Changes in ice-shelf geometry have been shown to lead to changes in both

tidal amplitude and dissipation, with implications for sub ice-shelf melt rates, ice

damage in the �exural zone and the mean �ow of ice-streams.





Appendix A

3D coupled model stresses

Contained within this appendix are plan view �gures of various deviatoric stress

components at high and low tide. The deviatoric stresses are shown seperately at

the surface and the bed of the ice to highlight the di�erences between the two.

Bending stresses dominate the longitudinal deviatoric stress signal at both the

surface and the bed, and the nodes at which these stresses reverse sign are seen

up and downstream of the grounding line. Transverse stresses are greatest along

the edge of the domain where ice accelerates once it begins �oating.
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Figure A.1: Distribution in modeled surface longitudinal deviatoric stresses
τxx (kPa) for low tide (upper panel) and high tide (lower panel).
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Figure A.2: Distribution in modeled surface transverse deviatoric stresses τyy
(kPa) for low tide (upper panel) and high tide (lower panel).
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Figure A.3: Distribution in modeled surface vertical deviatoric stresses τzz
(kPa) for low tide (upper panel) and high tide (lower panel).
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Figure A.4: Distribution in modeled surface transverse shear deviatoric
stresses τxy (kPa) for low tide (upper panel) and high tide (lower panel).
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Figure A.5: Distribution in modeled basal longitudinal deviatoric stresses τxx
(kPa) for low tide (upper panel) and high tide (lower panel).
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