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Summary 
This work has involved the study of the magnetic behaviour of small magnetic 

nanoparticle systems. Due to the reduced size of magnetic nanoparticles they present 
distinctive properties, such as size and surface effects, that have been analysed in this 

work, as well as the effect of interactions in such systems. The samples chosen for the 

study were magnetite particles in the form of a ferrofluid and Co nanoclusters in a non- 

magnetic matrix of Cu. Both systems present very narrow particle size distributions, which 
facilitates the interpretation of the data. 

The samples have been subjected to basic characterisation, which includes the 

determination of the distribution of magnetic particle sizes using the magnetisation curves 

at room temperatures, TEM microscopy and X-ray diffraction, in the case of the ferrofluid 

samples. For the nanoclusters, a time of flight spectrometer has been used to obtain the 

number of atoms per cluster. Many of the measurements have been performed at low 

temperatures, where thermal effects are minimised. For such measurements the samples 

have been frozen in a zero applied field, so that they have a random distribution of 

magnetic moments prior to the measurement. The energy barrier distributions have been 

calculated via the temperature decay of remanence (TDR). From this study, an effective 

anisotropy constant has been calculated. For the study of the interactions, surface and size 

effects, magnetisation, susceptibility (ZFC), remanence and delta-M curves, as well as the 

time dependence of magnetisation have been studied. The attempt frequency of the 

different particle size systems has been calculated using different techniques. 

The basic magnetic behaviour can be explained on the basis of the Neel blocking model. It 

has been found that the systems with the smaller particles have significant surface effects, 

which are enhanced at lower temperatures. Interactions, which are weak due to the low 

concentration of magnetic material in the samples (<10%), have been found to be overall 

demagnetising and the evolution of the magnetic properties with dilution has been 

explained. As is the case for the surface effects, interaction effects are stronger at low 

temperatures due the reduction of thermal effects. The experimental results have been 

compared with calculations from a Montecarlo model for fine particles, which includes the 

effects of concentration, anisotropy, particle size and temperature. 
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Chapter 1. Introduction 

When darkness surrounds you, say: 
"This darkness is the dawn that hasn't yet been born, 

and although the action of the night feels heavy on me, 
dawn will be born in me again, as it is born on the mountains". 

Khalil Gibran, The Garden of the Prophet 

1. Introduction 
Present day recording technology demands smaller sizes for each generation of products as 

miniaturisation is becoming of prime importance. In fact it is not only the recording 
industry which demands systems with increasing higher densities and more sensitive 

recording and reading heads; many other devices require miniaturisation, for example in 

applications for the aerospace and telecommunications industry, and thus smaller and 

smaller systems are designed, produced and studied. Also, exciting new physics and 

applications stem from small particle systems. In particular, the understanding of the 

transition from atomic to bulk behaviour is of fundamental importance in solid state 

physics. Thus, a good understanding of these small particle systems is vital. Such systems 

are normally referred to as nanoparticles, or more generally, nanostructures, as the particle 

sizes involved lie in the nanometer range. The work presented in this thesis has been 

developed to study the magnetic properties of magnetic nanoparticle systems, an area of 

study which has traditionally been known as fine particle magnetism. 

The systems under study in this thesis are magnetite (Fe3O4) particles in the form of a 

ferrofluid and Co/Cu nanoclusters. Both systems were supplied with different particle 

sizes. The advantage of the ferrofluid system is that it is possible to change the 

concentration of the samples without varying the particle size distribution, which 

facilitates the study of interactions. Furthermore, the control of the particle size in 

1 



Chapter 1. Introduction 

ferrofluids has been extensively documented, and it is relatively easy to synthesise 
particles with very small particle sizes (<100A) and narrow distributions. Similarly, for the 

nanocluster systems, the size of the clusters (number of atoms per cluster) is controlled by 

a magnetron cluster source, which produces atomic clusters. These systems, as well as the 
ferrofluids, have very narrow size distributions. Due to the weak interactions (F'S 10%, 

where s is the concentration of magnetic material) and the narrow distribution of particle 

sizes, ferrofluid and nanocluster systems are very close to idealised systems of 

monodispersed particles. These idealised systems are fundamental to test theoretical 

models and to study properties of nanostructured systems. 

The experimental data has been compared with the results from a theoretical Montecarlo 

model developed by El-Hilo et al. [1998] for fine particles. In this model the effect of 

thermal fluctuations, interactions, applied magnetic field and size effects are included. The 

relaxation of the magnetic moment caused by thermal activation over the energy barrier 

[Neel (1949 a)] can be studied. The parameters obtained from the basic characterisation of 

the samples, such as particle size, concentration, anisotropy constant, etc. have been used 

to generate the theoretical curves. Besides the testing of the Montecarlo model just 

described, the main aim of this work is the study of particle size, interactions and surface 

effects on the behaviour of magnetic nanoparticles. 

The basic theoretical concepts of small magnetic particle systems are associated with 

thermal activation over anisotropy energy barriers. Such systems, composed by single 

domain (SD) particles with sizes smaller than 100A, are superparamagnetic at room 

temperatures although the distribution of sizes gives rise to mixed complex behaviour. 

The systems that have been studied in more depth are the magnetite particles. Samples 

with three different particle sizes, were diluted to different degrees for the study of 

interactions. Magnetisation curves at room temperatures have been measured, in order to 

calculate the magnetic size distribution of the systems. Assuming a lognormal distribution 

of particle sizes, and a Langevin behaviour of the systems, a median magnetic diameter 

and standard deviation of the distribution of magnetic sizes are calculated using the 

method of Chantrell et al. [19781 and a best fit subroutine. Also, from the room 

temperature measurements some interaction and surface effects have been observed. The 

samples have been subjected to transmission electron microscopy (TEM) and X-ray 

diffraction in order to characterise the physical and crystalline particle size, respectively. 

The use of the lognormal distribution function of particle sizes is justified at the light of 
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Chapter 1. Introduction 

the TEM results, as is the case for the majority of fine particle systems [Granqvist and 
Buhrman (1976)]. 

The temperature decay of remanence (TDR), which is the relaxation of the remanent 
magnetisation with temperature, has been used to calculate the distribution of energy 
barriers in the systems as well as an effective anisotropy constant. Particle concentration 
has been found not to affect the values of the remanence to saturation ratio. 
Once the distribution of particle sizes and energy barriers is known for the different 

systems, various magnetic studies are performed at low temperatures, so as to minimise 
thermal effects and be able to study interaction and size effects more clearly. For all the 
low temperature measurements, the ferrofluid has been frozen in a zero applied field, so 
that a random configuration of magnetic moments can be achieved. Initial susceptibility 

measurements have been widely used to characterise interactions in fine particle 

magnetism [O'Grady et al. (1983), Dormann et al. (1988,1996,1998 a, b), El-Hilo et al. 
(1988,1992 b, c), Morup et al. (1995)]. The peak of the susceptibility curves has been 

found to depend on particle size and concentration, so that it appears at higher 

temperatures for larger particles and more concentrated systems. This is because in both 

cases, higher particle volumes or stronger interactions, the energy barrier for reversal is 

increased. The effect of the applied field on the susceptibility curves for different dilutions, 

has also been assessed. The presence of a small applied field when the samples are being 

frozen, previous to the measurement of the susceptibility curves, induces a small texture in 

the systems which affects the main characteristics of the curves. Thus care must be taken 

to freeze the samples in an absolute zero field. 

Traditionally it has been accepted [Neel (1947 b), Wohlfarth (1955)] that dipolar 

interactions lower the coercivity of the systems. To test this prediction, the magnetisation 

curves at low temperatures have been measured and the coercivity recorded, for different 

concentrations. The opposite behaviour to that predicted has been observed for the 

ferrofluid systems, possibly due to the weak dipolar interactions present in these systems. 

The remanence to saturation ratio has also been calculated from the magnetisation curves 

and it has been found to decrease for higher concentrations, as predicted by different 

theoretical models [El-Hilo et al. (1998), Kechrakos and Trohidou (1998)]. 

The study of the remanence curves versus applied field is also an interesting method to 

study the energy barriers of the system. In this case, unlike in the case of the magnetisation 
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curves, the component of the magnetisation that is recorded is due to irreversible changes 

of magnetisation. The moments that contribute to the remanence curves are those which 
have not been able to overcome the energy barrier for reversal. Thus the study of these 

curves will give an insight of how the energy barriers are affected by concentration, and 

possibly by particle size, as it has been observed. The derivative of the remanence curves 

gives the distribution of anisotropy fields of the system [O'Grady and Chantrell (1992)] 

which is also affected by interactions. 

Delta-M (AM) plots are widely used in the characterisation of interactions in magnetic 

media [Kelly et al. (1989)], and they have been used in this work to assess the type of 

interactions in the systems, which have been found to be predominantly demagnetising for 

all the ferrofluid samples. 

Time dependence relaxation of the magnetisation has been studied at low temperatures. A 

linear dependence of the relaxation of magnetisation with In(t) has been found. The results 

show clearly the effects of particle size, where the smaller particle size systems relax faster 

than the larger particle sizes, as it would be expected from the smaller energy barriers 

present. How interactions affect the relaxation of the magnetisation in the systems, 

however, is not clear. 

With the ever increasing demand in data rates and densities, it is of prime importance to 

study the natural attempt frequency, fo, which is the fastest frequency at which a magnetic 

moment can switch from one direction of magnetisation to another. Different techniques 

that calculate the attempt frequency in a system of small magnetic particles have been used 

and compared. The attempt frequency for the different ferrofluid systems is of the order of 

1091-1z. Also, as particle size is reduced it is important to consider the effect of the 

surface, which becomes fundamental as the surface to volume ratio increases. These 

effects can lead to properties which differ from those of the bulk materials. It is therefore 

fundamental to understand the role that the surface plays in nanostructured systems. For 

this purpose, a section has been dedicated to the study of the surface in the magnetite 

particles. An estimate of the surface thickness, as well as an approximate value for the 

surface anisotropy constant for the three ferrofluid systems have been given. The estimated 

surface anisotropy is higher for the smaller particle size samples, as expected from their 

larger surface to volume ratio. 
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In general, it has been observed that the effects of interactions, particle size and surface 

anisotropy are significantly enhanced at low temperatures, due to the fact that thermal 

effects are diminished. Overall, the interactions have been found to be demagnetising, and 

weaker for the smaller particle sizes, which, on the other hand, present much stronger 

surface effects. 

The Co/Cu nanoclusters were produced at the CLRC Daresbury Laboratory using a 

magnetron cluster source. Two samples have been studied with particles of approximately 

30 and 50 A in diameter, respectively, and different concentrations of 5,10% and 50%. 

For the characterisation of the samples, some of the experimental techniques used for the 

characterisation of the ferrofluid samples have been used, namely magnetisation curves at 

room and low temperatures, and temperature decay of remanence. The physical particle 

size distribution has been calculated using a time of flight spectrometer. 

Although the lower concentration clusters are superparamagnetic at room temperatures, it 

is not clear that the differences with concentration observed in the curves are solely due to 

the presence of purely dipolar interactions or if some exchange is also present in the 

systems. Furthermore, it does not seem to be the case that different concentration samples 

have exactly the same particle size distribution, as is the case in ferrofluids, making the 

correct interpretation of the data obtained difficult, both at room and at low temperatures. 

A clear understanding of the microstructure of these systems is required if any further 

progress is to be made. Values for the effective anisotropy constants in these materials 

have been obtained from the temperature decay of remanence data. The calculation of 

these anisotropy constants is an important result due to the lack in the bibliography of such 

data for small Co particles. 

In the essence of the darkness is 

`to call into existence from non-existence that we are searching for'. 

Joseph Rael, from Being and Vibration' 
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The mistery of the metaphor is the art of listening to life 

in the activity of work, of allowing yourself to be living harmony. 
Metaphors give a way to become more inside our universe. 

If we can name, or identify our world, 
we know better to fit in harmony 

with it. 

Harmony is the warmth of the heart slipping through a slice of light. 
By becoming more attuned to the vibrations of life, 

we come closer to our natural state. 
We clear our blocks and our resistances. 

We discover the power to be. 

(Joseph Rael, from Being and Vibration) 

2. Theory of fine particle magnetism 
2.1. Single-Domain particles 

To define a single-domain particle is fundamental, as all the work in this thesis deals with 

this type of particles. As the name indicates, they are not formed by domains, or, in other 

words, they only contain one domain. Thus, all the magnetic moments in the particle point 

in the same direction. 

2.1.1. Magnetostatic energy 

The magnetostatic or self-energy is the driving force that leads to the formation of domains 

in a magnetic system. It is created by the particle's own magnetic field. When the magnetic 

field lines radiate out from the north to the south pole, due to the Coulomb interaction 

between magnetic free poles, they produce a field inside the magnetic sample that tends to 

demagnetise (Hd) the sample. These magnetic free poles are so called because they are 

not compensated by other poles of opposite sign in the immediate neighbourhood. Hd is 

proportional and opposite to the magnetisation, M, that produces it. Hence, it can be 

expressed as, 

Hd =- NdH (Eq. 2.1) 
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where Nd is the demagnetising factor of the particle which depends on its shape. 

When a body is magnetised it stores magnetostatic energy, E,,,,, 

E�m= -I Hd"M (Eq. 2.2) 

Thus, the energy of a magnet in its own field is of the same form as the potential energy 
per unit volume (erg/cc) of a magnet in an applied field Happ, namely 

Ep - Happ " 1W (Eq. 2.3) 

the only difference being the factor 1/2. Substituting the value of Hd in Eq. 2.2, the 

magnetostatic energy can be expressed by, 

E=1 NdMZ 
2 (Eq. 2.4) 

Different shape objects will have different demagnetising fields along different directions; 

thus the magnetisation vector will prefer to lie along the direction where the demagnetising 

field is smaller. This gives rise to an anisotropy, that due to its origin is called shape 

anisotropy (+2.2.2). Also, the dipole-dipole interaction (+2.5.1.1 
. a) is of magnetostatic 

origin. In this case the magnetic field produced by a particle affects not only itself but also 

neighbouring particles. 

It is important to remember that the magnetisation of most magnetised bodies is not 

uniform. The field lines diverge towards the ends, so that in this region, the flux density is 

less than in the centre. That means that Hd is stronger near the poles. This observation 

needs to be made when effects of corners, surfaces, contours or any other kind of interface 

are evaluated. In these situations, the more intensive demagnetising fields in those specific 

areas of the sample are of prime importance. 

2.1.2. Formation of Single-Domains (SD) 

The formation of domain walls will be promoted to decrease the magnetostatic energy of 

the system. As shown in Fig. 2-1, if the sample splits into two domains the magnetostatic 

energy can be reduced, because the division brings north and south poles closer together, 

decreasing the spatial extent of the demagnetising field, Hd. If the sample splits into four 

domains, the magnetostatic energy will decrease again [Cullity (1972)]. However, the 

formation of domain walls is a process energetically ̀ expensive'. The formation of a wall 
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increases the exchange energy (+2.5.1.1 
. 
b) between the magnetisation vectors of different 

domains. 

Hd 

NNSSNSN 

Easy 
MM Easy 

'11! 

Axis _ Axis 

SD 
SSNN1SNS 

Figure 2-1 

Domain wall formation in a single crystal. 

A single crystal with uniaxial anisotropy has total energy which can be expressed as, 

Etota! Ems + Ewall (Eq. 2.5) 

For a multi-domain crystal, E,,,, per unit area of the top surface is [Chikazumi (1964)], 

Erm =1.7MS26D (Eq. 2.6) 

where MS is the saturation magnetisation and öD the wall thickness (Fig. 2-1). The energy 

necessary for the formation of a wall in a crystal of thickness L, Ewajl , against the 

exchange energy is given by, 

L 
Ewalt =YS 

D 
(Eq. 2.7) 

where y is the domain wall energy per unit area of wall. The energy of a domain wall 

itself is given by minimising the anisotropy (+2.2) and exchange energies (+2.5.1.1. b) in 

the sample. The exchange energy will tend to increase the thickness of the wall so that the 

angle between neighbouring spins is the smallest possible, while the anisotropy energy will 

tend to make the wall the thinnest possible so that less spins lie in non-easy directions. The 

thickness of a domain wall is given by minimising the total energy of the system, which 

occurs when the domain wall thickness, 8D 
, 
is 
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D= TYL 
1.7MS2 (Eq. 2.8) 

Hence, if a particle has a diameter of the order of or smaller than D, it will certainly be a 
single domain. The ratio of the energies before and after the division of the sample into 
domains is also an interesting quantity, given by 

E(single - domain) 
-24 

MS2 L 
E(multi - domain) y 

(Eq. 2.9) 

There is a critical size, Lc 
, 
below which the single-domain structure has lower energy than 

a multi-domain configuration. For the Fe304 samples studied in this thesis, assuming 

MS 335 emu / cc as given by the manufacturers, y1 erg / cm2 [Neel (1955)], and 

setting Eq. 2.9 equal to 1, a value of Lc 154 A is obtained. 

2.2. Magnetic anisotropy 

In general, the energy of a system of magnetic particles has different contributions, 

Emag =E field + Ean1 + E&p + Eexch (Eq. 2.10) 

Energy of a moment in a magnetic field, E fie d=-m" Happ 

This energy term is the potential energy of a magnetic particle in the presence of an 

external magnetic field, Happ. In the presence of zero external field, this contribution will be 

zero. 

Anisotropy energy, EIS 

Magnetic anisotropy determines a preferred direction for the magnetic moment of the 

particle to lie, i. e., a direction in which the energy will be minimised. The main 

contributions to the anisotropy energy, in nanoparticle systems, are the shape of the 

particles, the symmetry of the crystal structure and their surface. In different systems, there 

are also other types of anisotropy contributing to the total energy of the system, such as the 

anisotropies induced by plastic deformation, magnetic annealing, irradiation, and others. 

However, these are not sources of anisotropy in small particle systems and shall not be 

included in this thesis. 
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Exchange energy, Eh = -2Ja S, " S2 

The exchange energy between magnetic moments will contribute to the total energy, 
depending on the system (see +2.5.1.1. b). For a system like a ferrofluid, where the 

particles are coated with a surfactant, the exchange interaction between particles is 

negligible, while it will be strong within the particle itself. For a system of nanoclusters of 
Co embedded in Cu, the exchange energy can be appreciable. 

Dipolar Energy, Ethp =- 
ml m2 [2 cos 9, cos 92 - sin 61 sin 82 

r 

(m1, m2 = magnetic moment of particles 1 and 2,91,92 =angle between the magnetic moment 
and the line joining both particles, r= distance between the particles (see Fig. 2-4)). 

The dipole-dipole interaction arises due to the field that a magnetic moment creates around 

itself, thus affecting the rest of the surrounding moments (see +2.5.1.1. a. ). All the 

neighbouring magnetic moments will be subjected to the potential energy of this `dipolar 

field'. The dipole-dipole is a long-range interaction, which in ferrofluids is predominant 

and plays a fundamental role in the deviation from ideal behaviour in systems of small 

magnetic particles. 

2.2.1. Crystalline anisotropy 

The crystalline or magnetocrystalline anisotropy is the only anisotropy which is intrinsic to 

the material. It arises due to the spin-orbit interaction within the sample. The electron 

orbits are linked to the crystallographic structure, and so are the spins associated with 

them, in such a way that they prefer to align along the well defined crystallographic axis of 

the crystal. Thus, there are directions in which a given crystal is easier to magnetise than 

others. This difference can be expressed as a direction-dependent energy term, which has 

different forms, according to the different crystal symmetries of the samples. When a 

magnetic field is applied to turn the magnetisation direction away from an easy direction, 

work needs to be done against the anisotropy force. Therefore, there is some energy stored 

in a crystal whose magnetisation vector points in a non-easy direction, called 

magnetocrystalline anisotropy energy. 
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2.2.1.1. Cubic anisotropy 

For a cubic crystal, Akulov showed in 1929 that the energy per unit volume can be 

expressed in terms of a series expansion of the direction cosines, a; , of MS relative to the 

crystal axis, 

E= Ko + Kl (a12a22 +a2 2 a3 2 +a3 2 a, 2)+ K2 (a12a22a32)+... (Eq. 2.11) 

where KO, KI, K2... (erg/cc) 
are constants depending on the material. 

In general, Kl is enough to represent the anisotropy of a system and higher powers are not 

needed. The first term, KO, is independent of the angle and hence, usually ignored, 

because the interest lies in the change in E as MS rotates from one direction to another. 

Thus, 

" If Kl is positive, then E100 < E110 < Ell, and (100) is the easy axis. This is the case for 

iron and ferrites containing cobalt. 

" If K, is negative, Ell, < E110 < E100 and (111) is now the easy direction of 

magnetisation. This is the case for nickel and ferrites with no cobalt, such as magnetite. 

2.2.1.2. Hexagonal anisotropy 

For materials with a single easy axis, e. g., Co or Barium ferrite (Ba - 6Fe203 ), which have 

a hexagonal close-packed structure (hcp) structure, the easy direction of magnetisation lies 

in the c (z) axis, while any direction in the basal plane is equally hard. Therefore the 

anisotropy energy depends only on the angle, 0, between the M, vector and the c axis, 

E=Ko+K1sin20+K2sin48+... (Eq. 2.12) 

In general, a crystal with a single easy axis, along which the magnetisation can point either 

up or down is referred to as a uniaxial crystal, thus having uniaxial anisotropy. 

2.2.2. Shape anisotropy 

Any magnetised system is subject to a demagnetising field which is proportional to its 

magnetisation (Eq. 2.1). If the particles in the system are spherical and do not have any 

other anisotropic contribution, the same applied field will magnetise each of them to the 

same extent in any direction, i. e. the moment of every particle has no preferred orientation. 

However, if the particle has a non-spherical shape it will be easier to magnetise it along a 
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long axis rather than along a short axis, because the demagnetising field along the short 

axis is stronger than along the long axis. 

Thus, shape alone can be a source of magnetic anisotropy. Shape anisotropy has been 

treated quantitatively for the case of an ellipsoid, which becomes magnetised uniformly 

throughout its volume. This uniformity is due to the uniformity of the demagnetising field, 

Hd, in the ellipsoid. Values of the demagnetising factors for different ellipsoids as well as 

for different shape samples, have been tabulated [Stoner (1945), Bozorth (1951), Morrish 

(1965), Chen et al. (1991)]. In a prolate spheroid, the long axis of the specimen plays the 

same role as the easy axis of a uniaxial crystal, with a shape anisotropy constant defined 

as, 

Na - N, )Ms2 KS =1( 2 
(Eq. 2.13) 

where Na and NN are the demagnetising factors along the short and long axis of the 

prolate spheroid, respectively. It is interesting to note that a prolate spheroid of saturated 

cobalt with an axial ratio c/a = 3.5 and no crystal anisotropy, would have the same 

anisotropy as a spherical cobalt crystal with the usual hexagonal crystal anisotropy. For the 

Fe304 particles studied in this thesis, with mean axial ratios (c / a) between 1.2 and 1.3 , 

the crystalline anisotropy (K, =1.1 x 105 erg /cc) is dominated by shape effects (see 

: -5.11). 

2.2.3. Surface anisotropy 

The presence of foreign atoms or molecules on a particle's surface can lead to different 

magnetic behaviour of the moments in the surface from the moments in the core 

[Berkowitz et al. (1975)]. In the case of ferrofluids, the fact that the surfactant molecules 

are chemisorbed onto the surface of the particles via weak covalent bonds, leaves the 

magnetic ions with a deficit of nearest magnetic neighbours, which will alter the exchange 

coupling between surface spins. This effect will cause a very distinct behaviour of the 

surface with respect to the core, affecting the reversal mechanism, Langevin behaviour, 

Mössbauer spectra at high fields and many other magnetic properties. 

Hendriksen et al. [1994 b] showed that the incomplete alignment of spins in maghemite 

(90A) particles in a ferrofluid sample is not caused by a large magnetic volume anisotropy, 

as suggested by Pankurst and Pollard [1991]. This explanation is ruled out because the 
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observed degree of alignment in the surface in large magnetic fields is independent of the 

orientations of the easy directions of the samples. The observations by Hendriksen et al. 
are compatible with the concept of spin canting [Coey (1971), Berkowitz et al. (1975), 

Morrish et al. (1976)]. The majority of spins (core spins) are easily aligned with a 

relatively small magnetic field, but a fraction of spins are canted and remain at an angle to 

the applied field even in very large fields (H - 4.5 T). The fraction of canted spins 
decreases with temperature, in agreement with earlier experimental findings [Morrish et al. 
(1976)]. It can be said that the Mössbauer spectra observed by Hendriksen et al. [1994 b] 

in large fields (H > 0.7 T) consists of two components: one component accounting for the 

majority of spins that are fully aligned with the applied field, and a component accounting 
for the canted spins. 

Only a few authors have tried to give an analytical description of this surface effect. Brown 

[ 1963 b] considered a surface anisotropy density of the form, 

1 
w=2Ks'(n"m)2 (Eq. 2.14) 

where KS* is a constant, n is the normal to the surface and m is the unit vector parallel to 

the magnetisation. This is a surface anisotropy which depends only on the shape of the 

surface, and where the energy minimum is attained when the moment at the surface lies 

tangential to this surface. However this problem was never solved, because of the lack of a 

satisfactory numerical value for K, *. 

The particular case of a sphere has been studied by Aharoni [1987,1997], where he 

incorporates a non-zero surface anisotropy density, 

ws = Ks(1-mz)2 (Eq. 2.15) 

KS being a constant and m,, the component of the unit magnetisation vector along the easy 

axis, 2, of the particle. He uses this form of surface anisotropy to calculate its effect on the 

reversal mechanism of a sphere (see +2.3.1). 

Finally, Dormann et al. [1997] derived another expression for the same problem of the 

surface anisotropy, for an ellipsoid of revolution, 

Es - KS 
1+ 

F(e) cost sine 8 
2 

(Eq. 2.16) 
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where KS is the surface anisotropy constant, S the surface area, 0 is the angle between the 

magnetisation vector and the easy axis of the ellipsoid, ý is the angle between the hard 

axis in the axis system of the surface and the tangent to the ellipse, and F(e) is defined as, 

1 (4-3/e 2) aresin e+ (3 / e2 - 2)e l- e2 F(e) =22 (Eq. 2.17) 
aresine+e V1-e 

where e is the ellipticity of the particle, with e2 =1-b 2 la 2 (2a and 2b the major and 

minor axis, respectively), and is approximated by F(e) -4/ 15e2 + 32 / 315e4 for small 

ellipticities. Both terms in Eq. 2.16 have uniaxial symmetry, but while the first one 

vanishes for a perfect sphere, the second term does not. In fact the second term occurs in 

surfaces of low symmetry and simple imperfections on the particle surface will lead to this 

low symmetry. 

It is not yet clear which expression is most appropriate to characterise the surface 

anisotropy in small particle systems. The surface anisotropy in small particles may be 

uniaxial or pseudo-uniaxial, as suggested by Aharoni [1987,1997] or Dormann et al. 

[1997] or, alternatively, the moments on the surface may be distributed almost 

isotropically around the core of the particle and tangential to the surface as proposed by 

Brown [1963 b]. Dormann et al. [1997] added surface anisotropy to other anisotropies 

present in particle systems, and showed the expected behaviour of such systems (see 

+2.2.4). 

2.2.4. Predominant anisotropy in different media 

To distinguish among different kinds of anisotropies in a sample is difficult, unless one 

dominates. In the case of two uniaxial anisotropies of different origin, if both anisotropies 

are along the same easy axis, they add. When the anisotropy easy axes are at right angles to 

each other, then MS will lie along the easy axis whose anisotropy constant is higher; if 

both anisotropies have equal strength they cancel each other and the system has no 

anisotropy. When the anisotropies are not at right angles, Ms will lie along an axis 

between the easy axis of the two anisotropies. 

In Dormann et al. [1997, p. 300] several cases of combined anisotropies are treated, and 

results for the total anisotropy energy term are given. Dormann et al. considered the case 

of a surface anisotropy with a uniaxial component (Eq. 2.16) together with the effect of 
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both shape and/or crystalline anisotropies. For the case of surface plus one of the uniaxial 
anisotropies, the results indicate that for particles below a critical volume the surface 
anisotropy will be dominant and above this value it will be the volume anisotropy which 
dominates. When the three types of anisotropy, surface, shape and crystalline, are 
included, the situation is more complex. 

2.3. Mechanisms of reversal of magnetisation in single-domain particles 

2.3.1. Rotation `in unison' or coherent rotation 

This mode of reversal was first suggested by Stoner and Wohlfarth [1948] as a model for 

single domain, non-interacting particles. They postulated a precise structure in space for 

the magnetisation vector, at T= OK. During a coherent rotation, all the spins within the 

particle remain strongly exchanged coupled and behave as a single magnetic moment, 

rotating at the same time, when a high enough field is applied in the direction opposite to 
that of the saturating field. In fact, this reversal mode is a minimum of Brown's differential 

equations, which were derived later [Brown (1957)] to describe the evolution of the 

magnetisation when a small deviation from saturation is considered. These equations of 

motion are derived from the minimisation of the total energy of the system, which includes 

the anisotropy, exchange and magnetostatic energies, as well as the interaction with the 

applied magnetic field. The main predictions from the Stoner-Wohlfarth model for a 

system of non-interacting particles, with their easy axis randomly oriented, are a 

remanence to saturation ratio of 0.5 and a coercivity HC = 0.48HK, where HK is the 

anisotropy field (2K / Ms ). 

The coherent rotation mode is the one that takes place for ellipsoids below a certain size 

[Aharoni (1959,1986)]. For the case of surface anisotropy, very little has been done to 

calculate the influence of this anisotropy on the reversal mechanisms of small particles. A 

particular case of a sphere has been studied by Aharoni [1987,1997], in which he 

contemplates the existence of a non-zero surface anisotropy density, wS= KS (1- mZ )2 

(Eq. 2.15), as shown in +2.2.3. The results show that the reversal mechanism is the 

buckling mode [Frei et al. (1957), Aharoni (1996)] even for rather low values of KS . 
However, as already stated in +2.2.4, it is not clear how realistic the functional form of 

Eq. 2.15 is. 
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2.3.2. Curling 

This mode, described by Frei et al. [1957], is another eigenfunction of Brown's equations. 
Frei et al. presented curling as a model for reversal of magnetisation (see Fig. 2-2), initially 
for the cases of a sphere and an infinite cylinder, and compared the energies of the system 

with that of other models. Curling is a mode of incoherent reversal. 

In the extreme case of an infinite cylinder (axial ratio, c/a --* x ), the spins are always 

parallel to the surface during a curling reversal. In this case, no free poles are formed and 

no magnetostatic energy is involved in the rotation. The energy barrier to a curling reversal 
is, therefore, entirely due to exchange energy. However, for finite values of c /a there will 

be some magnetostatic energy involved and the coercivity will depend on packing fraction. 

The model also predicted that the coercivity depends strongly on the size of the particles, 

varying as 1/ D2 
, where D is the particle diameter. Results of the variation of coercivity 

with particle size were given by Luborsky and Morelock [1964] for iron whiskers, which 

the authors claimed confirmed the existence of curling. 

HaPp H 
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Coherent Symmetric 
Fanning Fanning 

Figure 2-2 

Curling mode in a prolate ellipsoid 

Figure 2-3 

Fanning mode in a chain of spheres 

2.3.3. Fanning (symmetric and non-symmetric) 

This mode was suggested by Jacobs and Bean [1955] due to the shape of electrodeposited 

iron particles observed with the electron microscope. These particles appeared as a chain 

of spheres. According to Jacobs and Bean, particles with this geometry can rotate either 

coherently (all the moments in all the spheres are always parallel) or by `fanning', in 
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which the MS vectors of successive spheres ̀fan out' in a plane by rotating in alternative 
directions in consecutive spheres (see Fig. 2-3). 

The model assumes a linear chain of spheres with a coherent rotation of the 
magnetisation in each sphere, but not at the same angle for all the spheres. If the 
magnetisation reverses by fanning it always has a transverse circumferencial component. 
This model was called non-symmetric fanning. However, to simplify the calculations, 
most of the study was made for an approximation called symmetric fanning, in which half 

of the spheres rotate a certain angle and the other half at minus the same angle. It was 
found that the energy barrier for reversal by symmetric fanning is a third of the energy 
barrier for reversal by coherent rotation. It must be stressed that the non-symmetric 
fanning is easier than symmetric fanning, because the energy is minimised over more 

parameters. 

2.4. Superparamagnetism 

The theoretical explanation of paramagnets was first given by Langevin [1905]. He 

assumed a paramagnet to consist of atoms or molecules, each of which has the same 

magnetic moment, p. In the absence of an applied field, these atomic moments point at 

random and cancel one another, so that the magnetisation of the specimen is zero. When 

a field is applied there is a tendency for each atomic moment to align in the field 

direction. However, thermal agitation of the atoms opposes this tendency and tends to 

keep the atomic moments pointing at random. The result is partial alignment in the field 

direction, and therefore a small positive magnetisation. 

The magnetisation of a system of paramagnetic particles is described by, 

M= n1uL(a) (Eq. 2.18) 

where L(a) is the Langevin function, L(a) = coth a -1/ a, and a =p H/kT, being p 

the magnetic moment per particle, H the magnetic field, k Boltzmann constant, T the 

absolute temperature and n the number of particles per unit volume of the assembly. The 

product n, u is the maximum moment that the material can have, i. e. the saturation 

magnetisation, Ms 
. 
Hence Eq. 2.18 can be also expressed as M/M, = L(a). 

The Langevin function describes the evolution of magnetisation of a system classically, 

i. e. when each individual atomic moment can point in any arbitrary direction, which is 
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normally the case for high temperatures and relatively low fields. However, in solids the 
spin can only take discrete orientations, due to the spatial quantization of the angular 
momentum. In this case, the expression for the magnetisation is modified to give the 
Brillouin function [1927], 

M 2J+1 2J+1 1 a' 
M 2J cot 2J 

)a' - 2J coth 2J' (Eq. 2.19) 
s 

where g is the Lande factor, J the total angular momentum per atom, 
a' = gJp H/kT = PHH/kT, PH being the maximum moment of each atom in the field 

direction and uB the Bohr magneton. 

Superparamagnetism occurs in particles of magnetically ordered material, which become 

so small that the energy barrier to changes in the direction of their magnetisation can be 

overcome by thermal energy. In this situation, relaxation between different easy 
directions of magnetisation is very rapid compared with the time of the measurement, 

and the particles behave as the atoms in a paramagnetic substance. Using the classical 

probability of jumping over an energy barrier, AE 
, the relaxation time follows an 

Arrhenius law [1889], expressed by [Neel (1949 a)] as, 

AE 

fo-'ekBT where AE = KV for H=0, (Eq. 2.20) 

where K and V are the anisotropy (uniaxial) constant and the volume of the particle, 

respectively. Hence the relaxation time of the particle, due solely to thermal effects, i. e., 

when no magnetic field is applied to the system, is of the order of 

T=e" fo-' ~- 2.7.10-9 sec, considering fo N 109 s-' (see +5.10.1). A particle will be 

superparamagnetic when the measurement time, t, is higher than the relaxation time of 

the particle, i. e., KV < ln(t. fo )kT ~ 25kT (fo 109 s-1, for the particles in this thesis). 

Thus, at room temperatures, a system of superparamagnetic particles will have zero 

magnetisation unless a magnetic field is applied that aligns the magnetic moments in the 

field direction. If a system is said to exhibit superparamagnetism, there are also two other 

conditions that need to be fulfilled: 

" There is no hysteresis, i. e., both the remanence and coercivity are zero. 

" Magnetisation curves measured at different temperatures superimpose when M is 

plotted as a function of HIT. 
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The term superparamagnetism was first coined by Bean and Livingston [1959], although 
its existence was first predicted by Neel [1949 b]. It was so called because the moments 
of superparamagnetic particles are orders of magnitude larger than those involved in 

paramagnetism, as they consist of several thousand atoms. For example, a spherical 
particle of iron, 50 A in diameter, contains 5560 atoms thus having a magnetic moment 
of (5560) " (22) = 12000 JIB, large compared with the magnetic moment per atom of a 

normal paramagnet, normally of a few Bohr magnetons. 

Validity of the Langevin approach 

For small particle systems, the Langevin approach is valid always when there is no 

anisotropic contribution to the energy of the system. This is normally the case for 

particles in a fluid, which are free to rotate, thus the anisotropy energy does not affect the 

magnetisation of the ferrofluid. Chantrell [1977] described the magnetisation of a solid 

dispersion of particles with randomly distributed easy axis in the presence of a uniaxial 

anisotropy. For the case of KV « 25kT the expression he obtained for the 

magnetisation reduces to the Langevin function, and hence H/T superposition will be 

obtained. Excellent superposition was obtained by Becker [1957] in Co-Cu alloys, Bean 

and Jacobs [1956] in iron particles suspended in frozen mercury and Williams et al. 

[1993 b] in ferrofluid systems over a certain range of temperatures. For particles with 

KV > 25kT the behaviour of the magnetisation will not follow the Langevin equation, 

due to the contribution of the anisotropy energy, KV sine 0. The superparamagnetic 

behaviour disappears, and H/T superposition is not expected anymore. These 

theoretical predictions were confirmed by Williams et al. [1993 b] and Hanson and co- 

workers [1993]. 

2.4.1. Superparamagnetic vs blocked particles 

In a real system, due to the spread in particle sizes, one is always confronted with the 

existence of two types of particles: blocked and superparamagnetic. Superparamagnetic 

particles have been extensively described in the previous section. A particle is blocked 

when, in the time and at the temperature of the measurement, thermal effects are not 

enough for it to overcome its energy barrier for reversal. Therefore, in a system with 

distributed properties (volumes or/and anisotropies), for a constant temperature, there 

will be a mixture of blocked and superparamagnetic particles. 
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There are some relevant definitions when working with superparamagnetic/blocked 
particles, in the absence of an applied field (Hopp =0 Oe), namely, 

1. The critical volume below which the particles are superparamagnetic, 

V_ 
ln(Z. fo ) kT 

VP 
K' (Eq. 2.21) 

where ln(i. fo) 25 for a 100 sec measurement and fo -~ 109 s-' (+5.10.1) in the 

absence of applied field. Above this volume, and at temperature T, the particles become 
blocked. 

2. The blocking temperature, which is the temperature below which the particle, with 

volume V and anisotropy K is blocked, 

KV 
TB = ln(t. fo )k 

(Eq. 2.22) 

Considering an attempt frequency fo = 7.7 s -1(Hz) (+5.10.1), an effective 

anisotropy constant of K=4.6 (erg/cc) (+5.4.5), and a median diameter of 59 A 

(+5.5.1.1), the critical diameter and the blocking temperature for sample F028 are going 

to be calculated, assuming spherical particles and the absence of magnetic field. 

According to these values, Dp (T = 297K) =167 A, Dp (T = 4K) = 40 A. Because the 

probability of finding a particle larger than 167 A is 10-6 % (see +5.3.1), at room 

temperature, it can be said that all the particles in sample F028 are superparamagnetic, 

while at 4K, the particles with diameters above 40 A will be blocked. For the same 

sample, the value of the median blocking temperature is TBm = 13 K. Thus for T> 13 K 

a particle with a diameter of 59 A is superparamagnetic, while it will be blocked below 

this temperature. It is also very interesting to know if the particles are blocked or 

superparamagnetic in the temperature range in which the initial susceptibility x' is 

studied (+5.6). For the same parameters used previously, Dp (T = IOOK) = 116 A and 

Dp (T = 180K) = 141 A for sample F028. The probability of finding a particle larger than 

116 A is 10-4%. Hence, between 100 and 180K practically all the particles in sample 

F028 are superparamagnetic. Equally, for sample F024 (D,,,,, = 77 A), 

Dp (T = 100K) = 126 A and Dp (T = 180K) = 156 A; since the probability of finding a 

particle larger than 130 A is 0.03%, at lOOK there would be some large particles 
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contributing to x; 
. However, this contribution only represents 1% of the total 

susceptibility of the system at 100K and it becomes zero for higher temperatures. 

2.5. Interaction effects 

2.5.1. Type of interactions in nanoparticles 

In a ferrofluid-type system there are magnetic and non-magnetic forces or interactions in 

play. Among the non-magnetic forces the most relevant are the Van der Waals (+4.1.4). 

These interactions, however, are minimised by the presence of the surfactant which gives 

rise to a steric hindrance and, in any case, the magnetic dipole-dipole energy is 

approximately 10 times larger than the non-magnetic energy for particles with mean 

diameters of 1001 [Jund et al. (1995 b)] at a separation of 100 A. In other fine particle 

systems, such as magnetic metals and alloys of magnetic materials in a non-magnetic 

matrix, both dipolar and exchange coupling may be present. 

2.5.1.1. Magnetic interactions 

2.5.1.1. a. Dipolar interaction 

In Fig. 2-4 the geometrical configuration of two interacting magnetic dipoles, m, and 

m2 , 
is presented schematically. The mutual potential energy between them is, 

Ep= -'n' r 
m2 [2cos91cos92-sinO1sinO2] 
3 

(Eq. 2.23) 

Dipolar interactions have a double role. Firstly, they influence the colloidal properties of 

ferrofluids (+4.1.5). Secondly, they have an important effect on the magnetic properties 

of a fine particle system. 
Hr 

tm i 

He 

Figure 2-4 

Dipolar interaction between 2 magnetic dipoles, m, and m2. 
21 



Chapter 2. Theory of fine particle magnetism 

In a two particle system and in a group of particles, dipolar interactions differ for 
different geometries. If the particles are aligned forming a chain-like structure, the 
configuration of minimum energy will be that where both moments are pointing in the 
same direction, and the interactions are magnetising for both particles [Cullity (1972)]. 
For larger systems, the overall effects are generally demagnetising to minimise the total 

magnetostatic energy. This is why closed loop structures are commonly observed in 
dipolar interacting systems [Hess and Parker (1966)]. 

In real systems, the particles in a fluid tend to form aggregates of a few particles in zero 

applied field, due to poorly coated particles. They have been observed by TEM and 
detected in kerosene-based magnetic fluids via viscosity and diffusion coefficient 

measurements [Buzmakov (1994)]. The formation of these aggregates was attributed to 

Van der Waals forces. Depending on the number of particles in the aggregates, their size, 

the temperature and the field applied to the system, different stable geometrical 

configurations are attained (see Appendix IV). Early studies by Menear et al. [1983, 

1984] investigated the degree of spatial ordering within a 2D system of small magnetic 

particles in the form of a colloidal suspension concluding that, in zero applied field, only 

dimers and trimers are present in the system. When a field is applied to the system, it 

aligns the magnetic moments in these small aggregates, increasing the attractive 

interaction energy between particles. Using a 3D Montecarlo model, Martin et al. [1987, 

1992] confirmed Menear results, also showing the presence of some closed loop 

structures and larger aggregates as the temperature of the system was lowered. 

Jund et al. [1995 a, b] studied the minimum energy configurations (equilibrium 

geometry) in a ferrofluid, where small groups (4 <N< 15) of 100A magnetic particles 

are present (see Appendix IV). For the calculations, molecular dynamics simulations and 

Monte Carlo techniques were used. The energy of the system includes the dipole-dipole 

term and a non-magnetic Lennard-Jones type potential: repulsive at short distances and 

attractive at long ones, due to both intrinsic and surfactant-induced effects. 2D ring 

structures were predicted to be the fundamental state in the absence of an external 

magnetic field at low temperatures of a few degrees Kelvin. Such structures have been 

reported for example by Hess and Parker [1966]. 

In a recent work, Tomänek et al. [1997] extended the previous study by Jund et al. The 

small agglomerates of particles form stable structures of rings or chains, depending on 

the field and temperatures applied (see Appendix IV). Similar studies have been 
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published recently by other authors [Satoh et al. (1998)]. An interesting work by 

Chantrell et al [ 1996] showed how the remanence (T = 77 K) of a system of small 

particles, decreases if a realistic initial configuration of the particles is considered, 
instead of a totally random configuration. 

The nature of the interaction problem in the presence of an applied field, and its relation 

to the geometrical configuration of the system, is presented schematically in Fig. 2-5, for 

elongated single-domain particles. In Fig. 2-5 (a) part of the external field of particle A is 

sketched and this field acts in the +z direction on particle B below it, but in the -z 
direction on particle C beside it. Thus the interaction field depends not only on the 

separation of the two particles but also on their positions relative to the magnetisation 

direction of the particle considered as the source of the field [Cullity (1972)]. 

Suppose now that the MS vectors of these particles (Fig. 2-5, a) have all been turned 

upward by a strong field in the + direction. This field is then reduced to zero and 

increased in the opposite direction -. The field of A at C now aids the applied field, 

and C will reverse its magnetisation at a lower applied field than if A was absent. The 

coercivity will therefore be lowered. The opposite conclusion applies if the particles A 

and B are considered, and the coercivity will increase. 

(a) Dipolar interactions 
between 2 particles 

+Z 
ED 0 

00 0 
0 

00 00 
0ý oý 

(b) Dipolar interactions 

among many particles 
(initial random 
distribution) 

H 

1, 
ýRý_ý 

Figure 2-5 

(c) Dipolar interactions 

among many particles 
(initial ring and chain 

configurations) 

The problem sketched in Fig. 2-5 (a) seems relatively easy; however, a quantitative study 

of the interactions in a three particle system is very difficult, and an analytical solution 

for the many-body problem shown in Fig. 2-5 (b and c) is virtually impossible; to 
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compute the coercivity or any other magnetic property, it is necessary to know the field at 
the interior of the shaded particle due to all the other particles, both at the start and 
during the reversal. 

Variation of the coercivity with dipolar interactions 

Considering only uniaxial anisotropy, Neel [ 1947 b] gave an expression for the coercivity 
of a system of spherical particles isotropically distributed, as a function of the 

concentration, p, 

H, (p) 
= H, (0)(1- p) (Eq. 2.24) 

where HJ0) is the coercivity of an isolated particle. For p=1, the particles are 

everywhere in contact and the coercivity becomes zero, in the absence of another 

anisotropy. However, although this relationship has been approximately verified in some 

cases [Weil (1951)], it is by no means generally applicable. Wohlfarth [1955] criticised 

Neel's simplistic approach due to its reliance on an effective field, i. e. pMo , which is 

inconsistent with a system of significant aggregation, since aggregates can take many 

different forms, such as rings, chains, etc. In Wohlfarth's calculations the actual forces of 

interaction between particles as well as their shape anisotropies are considered in detail, 

giving an expression for the coercivity, 

HH (p) 
= Hß(0) - Mo Ap + Bpi +.... (Eq. 2.25) 

where A and B depend in a `complicated way' on the orientations and geometrical 

arrangement of the particles [Wohlfarth (1955)]. Although Wohlfarth's treatment is more 

rigorous, it is less easy to relate to experiment than Neel's formula; in both cases, 

however, the coercivity is predicted to decrease with concentration, i. e. with interactions 

(see +5.7 for experimental results). If crystal anisotropy prevails, the coercivity is 

expected to be independent of p, because this anisotropy is due to forces (spin-orbit 

coupling) that are internal to the particle, and not like shape anisotropy, due to 

magnetostatic fields external to the particle. 

In figure 2-5 (c), a realistic initial configuration of the particles is displayed. In this figure 

the initial (H = 0) geometrical configuration of the particles is presented, which is not 

altered by the presence of an applied magnetic field, as in the case of a frozen ferrofluid. 
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In the absence of a field, the spins would align along their easy axis directions (dotted 

arrows, in Fig. 2-5, c), in different structures such as rings or chains. When a high enough 
field is applied, each of these particles will align in the field direction, shown by the 

continuous arrows. Still a many body problem, the knowledge of system's geometry can 

give a better understanding of how interactions behave in this kind of systems, especially 
if the experimental magnetic data, e. g., magnetisation curves, ZFC-FC, TDR, time 
dependence, are compared for different particle concentrations, in the light of these 
initial configurations. 

Traditionally, dipolar interactions have been considered to be demagnetising; however, 

recent theoretical results predict magnetising dipolar interactions in some especial cases. 

A Montecarlo model by Kechrakos et a. [1998] predicts magnetising effects for systems 

with concentrations 6< 16% 
, when dipolar interactions dominate the anisotropy term in 

the system. Using this model, the coercivity decreases upon sample dilution for systems 

with low anisotropy. Also recent results by Walmsley et al. [to be published in J. Appl. 

Phys. (2000)] show magnetising interactions in thin films with weak dipolar interactions. 

2.5.1.1. b. Exchange interaction 

Solid ferromagnets have a nonvanishing magnetic moment or spontaneous magnetisation 

in the presence of zero applied magnetic field. This phenomena is due to magnetic 

interactions of a different nature than the dipolar interactions. In other solids, known as 

antiferromagnets, although there is no net total moment in the absence of a field, there is 

a far from random spatial distribution of the individual moments, due again to a magnetic 

interaction favouring antiparallel orientation of magnetic moments. When a material 

contains two lattices of different magnetic moments, coupled antiferromagnetically, it 

presents a total magnetic moment resulting from the uncompensated spins. This type of 

material is known as aferrimagnet. 

The origin of the exchange interaction lies in the ever present Coulombic forces and the 

indistinguishability of the electrons. Some transition metal atoms have a net magnetic 

moment that goes from 2.2p B in Fe to 1.7, uB in Co and 0.6PB for Ni. The spontaneous 

magnetisation of these systems arises due to the unpaired spins in the 3d and 4s energy 

levels, which is an energetically stable configuration, because the spins move in different 

spatial orbits, so as to minimise the Coulomb repulsion. It was Heisenberg in 1926, the 

first to explain the phenomena of exchange coupling in the He atom. 
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The exchange interaction for a pair of atoms with spins s, and s2 is given as, 

E" - -Jex Sl ' s2 (Eq. 2.26) 

where J is the exchange integral, being J>0 for a ferromagnet and J,, <0 for an 

antiferromagnet. The dependence of this energy, more precisely, of the exchange 
integral, J, with interatomic distance, is plotted in the Bethe-Slater curve (Fig. 2-6) for 

atoms with their electrons in the 3d orbit. 

" Fe 
Co 

$$$ I 

'-" + Ferromagnetic 
Ni 

N 

0 

Mn r°1rsa -º 

x- 

Antiferromagnetic 

Figure 2-6 
Bethe-Slater curve for atoms with their electrons in the 3d orbit, where ra is the atom radius and 

rjd the radius of the 3d orbit. 

The magnetic interaction described by Eq. 2.26 is known as direct exchange, because it 

arises from the direct Coulomb interaction among electrons of the two ions or atoms. It 

often happens that two magnetic ions are separated by non-magnetic ions. It is then 

possible for the magnetic ions to have a magnetic interaction mediated by the electrons in 

their common non-magnetic neighbours, which may be more important than the direct 

exchange. This type of magnetic interaction is called superexchange. It occurs in the 

spinel structures like magnetite, through the oxygen atoms. Yet another source of 

magnetic interaction can occur between electrons in the partially filled f-shells in rare 

earth metals. In addition to their direct exchange coupling, the f-electrons are coupled 

through their interactions with the conduction electrons. This mechanism, in a sense the 

metallic analogue of superexchange in insulators, is known as indirect exchange. It can 

be stronger than direct exchange coupling, since the f-shells generally overlap very little. 

There are also important exchange interactions in metals among the conduction electrons 

themselves, often referred to as itinerant exchange. 

Normally, exchange interactions are magnetising-type interactions, as revealed in the 

delta M plots of many thin film media which are strongly exchanged coupled systems. 

However, sometimes, and depending on the magnetic state of the system, may this be 
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generated for example by the applied field [Dova et al. (1997)] or differences in 
interparticle distance [El-Hilo et al. (1993 a)], these interactions may manifest as 
demagnetising. The actual geometrical disposition of the magnetic material in the system 
is fundamental for the effects of interactions as previously commented; in the work by 

Bathe et al. [1997 a] this seems to be the reason for the shift from magnetising to 
demagnetising interactions. Also it must be born in mind that exchange interactions can 

oscillate from ferro to antiferromagnetic, depending on the spacing between magnetic 
layers as is the case in multilayers [Parkin et al. (1990,1991), Petroff et al. (1991)] 

. 
Thus, it is reasonable to say that no definite conclusions can be drawn about the effects 

of interactions from their origin (exchange/dipolar). The geometry of the magnetic 

system, as well as the anisotropies involved, the relative strengths of the interactions, the 

interparticle separations, and the fields applied are of fundamental importance to make a 

precise evaluation of the nature and effects of interactions in fine particle systems. 

2.5.2. Curie-Weiss behaviour 

2.5.2.1. Initial susceptibility 

The initial susceptibility is defined as the susceptibility of the system in a low magnetic 

field. If the Langevin function (+2.4) is used to describe the magnetisation of the system, 

then the initial susceptibility is given by, 

M_ Nµ2 
xi- HHO 3AkT' 

(Eq. 2.27) 

where k is the Boltzmann constant, T the absolute temperature, N Avogadro's number 

and A the atomic weight. Eq. 2.27 is the well-known `Curie law'. The use of the 

Langevin function for the description of the initial susceptibility is justified for particles, 

especially for the very low fields in which the susceptibility is measured. 

In real systems there is invariably a distribution of particle sizes, so that depending on the 

temperature of the experiment, some of the particles will be blocked while others will be 

superparamagnetic (+2.4.1). Considering this fact, Wohlfarth [1979] derived the 

expressions, 

= 
Mý 2, 

for T<TB (a) and x; = 37 

2V, 
for T>TB (b) (Eq. 2.28) 

X' 3K kT 
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where MSB is the saturation magnetisation of the bulk material, V the particle volume, T 

the absolute temperature and K the anisotropy constant. Eq. 2.28 (a) represents the 

susceptibility of a blocked particle, while the susceptibility of a superparamagnetic 

particle is given by Eq. 2.28 (b). Both equations need to be modified to account for a 
distribution of particles volumes, f (y) 

, where y is the reduced volume of the system 
defined below. Considering a lognormal distribution of particle sizes (see +2.6), the total 

susceptibility, normalised to the saturation magnetisation, x, , 
for a non-interacting 

system is finally expressed as [El-Hilo et al. (1992 b)], 

yp co 

xý = 
MS Im 

yy(y)dy + 
ESB $f(y)dy, 

y=V (Eq. 2.29) 
3kT 3K Vm 

0 yv 

where V, 
n 

is the median volume of the particles and yp the reduced critical volume for 

superparamagnetic behaviour, namely, yp = VP / V. = 25kT / KV.. The first integral 

represents the contribution of the superparamagnetic particles which dominate the initial 

susceptibility, while the second integral represents the contribution of the blocked 

particles, which is very small (- 4%) and can generally be neglected [Wohlfarth (1979)]. 

The variation of x; with temperature gives rise to a peak at a temperature T= Tm ; this 

peak arises due to the increase in the fraction of superparamagnetic particles as 

temperature increases; after the peak, the value of x; decreases again due to thermal 

agitation. The value of T. is directly related to the median blocking temperature of the 

system [Gittleman et al. (1974)], 

Tm = I3TBm (Eq. 2.30) 

where 8 is a constant dependent on the particle size distribution which becomes unity 

for a single particle size. 

If the variation of x1-' with T is examined for T> Tm , there appears an apparent 

negative ordering temperature, TOB, which arises due to progressive blocking of the 

particles [El-Hilo et al. (1992 b)]. If the ordering temperature is calculated in a range of 

temperatures closer to Tm , TOB will increase in magnitude. Thus it is fundamental to 

account for this effect before drawing any conclusions about the ordering temperature of 

the system (+2.5.2.2). El-Hilo et al. [1992 b] derived an analytical expression which 
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shows explicitly how TOB arises from the blocking effects in the system. Since the 

variation of x; -1 with T is usually examined above Tm , 
i. e., at temperatures T» TBm 

(Vp »V), the second term in Eq. 2.29 can be neglected, and the equation rewritten, 

00 

x= = 
MS 
3k 

11 

T'n 
b 1- b -' Y. f(Y)dY 

yp 

(Eq. 2.31) 

where b= 
fyf(y)dy) 

is a constant for a given distribution of reduced particle volumes. 

For a lognormal distribution, this parameter is given by b= exp(a 2 /2). 

For V« Vp (T » TBm ), the lognormal distribution function can be substituted by a 

power law, of the form f (y) 
= a. y-". In this study, a value of n=3 has been used, since 

this is the smallest power for which the integral in Eq. 2.31 can be solved analytically. 

The value of a, as well as the validity range for the substitution (roughly y >_ 5), vanes 

depending on the value of the standard deviation, o,, of the lognormal distribution. 

Using this approximation, and integrating Eq. 2.31, 

xi (T) 
- 

bCo 
T+T ' 

for V «Vp (T» TBm) 
OB 

(Eq. 2.32) 

where Co = MBV, 
n 
/3k 

. Thus a negative ordering temperature is predicted, which is 

proportional to TB and is given by, 

7OB = -YTBm (Eq. 2.33) 

where y= ab-1, which, for a lognormal distribution of volumes, is y=a exp(-o 2 /2). 

2.5.2.2. Origin of the Curie-Weiss behaviour 

Early in this century, Weiss [1907] realised that in many paramagnets the dependence of 

the susceptibility with temperature was of the form, 

x oc yC8, where C =Nµ2/3Ak (Eq. 2.34) 

In the Langevin theory of paramagnetism, which leads to the simple Curie law, the 

particles are assumed not to be interacting and only affected by the applied field and 
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thermal energy. Weiss (and earlier Russian physicist Rosing [1897]), postulated the 

existence of interactions among the particles, and defined an imaginary magnetic field 

which he called the `molecular field', H., which was used as a measure of the 

interactions. This molecular field was considered to be proportional to the magnetisation, 
Hm oc M. If the effect of this field on the magnetisation is studied, the susceptibility 

dependence on temperature changes, and it can be described by a Curie-Weiss type law, 

as shown in Eq. 2.34. 

2.5.2.3. Corrections to the ordering temperature To, due to blocking and 

interaction effects 

Traditionally the ordering temperature has given information about the type of 

interactions among the particles in a system. In this way, and considering equation 2.34, 

when 9>0 the interactions are magnetising, and if 0<0 the interactions are 

demagnetising. El-Hilo et al [1992 b] showed theoretically and tested experimentally, 

that it is necessary to consider two different contributions to the ordering temperature, 0, 

before drawing any conclusions about interactions. These contributions are the `blocking 

contribution', TOB (+2.5.2.1), and the `interaction contribution', Tot 
. 

In this way, the 

expression for the susceptibility is generalised in the following manner, 

(Eq. 2.35) 
X (T+Tobt) 

(Eq. 2.36) Torur - TOB -Toi 

(the Curie temperature, 9, will be substituted by - T010, in this section). For the non- 

interacting case, El-Hilo et al. [1992 b] derived the expression 2.31 shown in +2.5.2.1 for 

the susceptibility of a system of fine magnetic particles. The effect of dipolar interactions 

on the magnetisation was calculated in the same paper. For a weakly interacting system 

with 6= MS / MSB < 10%, as in the systems studied here, the initial susceptibility, X,, is 

given, 

dM MTV 2 MsB5V 3 
xi dH H-+0 

3kT +3x 45 ' (kT) 3 
(Eq. 2.37) 
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ý1 
- 

ýYll } ((3cos2 
VII -1)2 Vm2 

ýdi6) (Eq. 2.38) 

where ýi is an interaction parameter, (n, ) the mean number of particles which are first 

neighbours, (dl 
, v1) represents the location of the particle which is a first neighbour and 

(d1) is the average inter-particle separation of first neighbours within the cluster. If a 

distribution f(y) of particles sizes is now considered, and for temperatures such that 

T>> TBef , Eq. 2.37 becomes, 

Yl-ff YIP-ff 53 

x, 
Mss Vm Jf(Y)dY+3 

1ým Y3 f (Y)dY YT (Eq. 2.39) 
3kT (kT) TBeff 

00 

where TBS. is the mean effective blocking temperature of the system. When T» TBef , 

the lognormal distribution function can again be substituted by a power law, of the type 

f (y) 
= a. y', as it was done in the non-interaction case (+2.5.2.1), so that the integral in 

Eq. 2.39 can be analytically solved, 

[T_YTff 
+ 

Cob 
-1 2 MSB2C°2Y 

T 
51 TBeff 

(Eq. 2.40) 

where Co = MSBVm /3k 
,b= exp(- a'/2) and y=a" b-1. The term y TBeff /T arises due 

to effective blocking and the term 2ý1 MSB2 C02Yy / 5TBe ff T arises due to particle 

interactions. Using the binomial expansion to first order, Eq. 2.40 becomes, 

bCo 
T+i, with T010 =' OB -TO i 

(Eq. 2.41) 
r 

where TOB represents the effective blocking, i. e. TOB -- y TB when 4i -> 0 and To, arises 

due to interactions. TOB and Toi are given by, 

TOB = -y 
TBef 

, 
and 

2 MSB 2 Co 2 

T01 =-5Yý1 TBeff 

(Eq. 2.42) 

(Eq. 2.43) 
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The total ordering temperature, Toot , 
has been obtained for a distributed system of fine 

particles, in the temperature range T» TBe ff , i. e. when the majority of the particles are 

superparamagnetic. Two distinct contributions, effective blocking and interactions, have 
been found to contribute to its value. If both contributions are present in a system of 
particles, i. e. if the distribution of particle sizes is not too narrow and there are 
interactions in the system, then the sign of To,, will depend on which contribution 
dominates in the temperature range under study. A negative Totos is predicted when TOB is 

dominant. However, it may be the case that the total ordering temperature is negative, not 
because the blocking effects are dominant, but because the interactions are indeed 

demagnetising (+5.6). 

2.5.3. Other magnetic techniques 

2.5.3.1. Remanence and Delta M curves 

The dependence of the remanent magnetisation on the applied magnetic field (remanence 

curve) gives information about irreversible magnetisation processes. The basic 

remanence curves are the isothermal remanence (IRM) curve and the dc demagnetisation 

(DCD) curve [O'Grady and Chantrell (1992)]. Starting from a demagnetised state, the 

IRM curve is obtained by applying progressively larger positive fields. After a field is 

applied, the remanence (H=O Oe) is recorded. The IRM curve is obtained by plotting the 

remanent magnetisation against the applied field. For the DCD curve, the initial state is 

the saturated state. As in the case of the IRM curve increasingly larger fields are applied 

and the remanence recorded, coming back to the initial saturated state for every field 

value. 

In the absence of interactions, the value of the DCD remanence will be twice that of the 

IRM remanence, because in the DCD all the particles have a component of the magnetic 

moment in the direction of the field before the reversal, while for the IRM only half of 

the initial random distribution of moments will have such a component. This fact is 

reflected by Wohlfarth's relation [Wohlfarth (1958,1983)], 

Md(H) = 1-2M, (H) (Eq. 2.44) 

where Md (H) and Mr (H) are the IRM and DCD remanences, normalised to the 

saturation remanence, M,, (oo), for every field. If for instance there are demagnetising 
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interactions in the system the absolute value of Md(H) will increase, while M, (H) 
(always positive) will decrease. Thus, in the presence of interactions Wohlfarth's relation 
will fail to be true, and any deviation from it will give a measure of the interactions. 
Henkel [1964] plotted Md (H) against Mr (H) 

, and attributed to interactions the 
deviations from linearity. Later, Kelly et al. [1989] defined a parameter, AM, which 
gives the sign and the magnitude of the interaction qualitatively, 

AM(H) = Ma(H)-[1-2M (H)] (Eq. 2.45) 

A positive value of AM indicates predominantly magnetising interactions in the system, 
and are normally associated with direct exchange coupled systems such as thin films 
[Mayo et al. (1991)]. Negative AM values are due to predominantly demagnetising 

interactions, normally associated with fine particle systems [Fearon and Chantrell 

(1990)], particulate recording tapes [El-Hilo et al. (1992 a)] and Ba ferrite thin films [Li 

et al. (1996)], which exhibit dipolar coupling. However, it is possible to observe 

magnetising interactions in systems which exhibit strong dipolar coupling such as Ba 

ferrite media [Mayo et al. (1990)]. 

In any case care must be taken when evaluating interaction effects from AM plots, as the 

curve depends strongly on the magnetic state of the system, prior to the measurement 
[Zhu and Bertram (1988)]. In fact, the initial demagnetised state required for the IRM 

curve is not easily obtained, even using very slow ac demagnetising techniques. 

Alternative techniques such as the generalised AM plot have been suggested [Bissell 

(1994)], that get round the problem of the initial demagnetised state. Theoretical 

calculations using the Preisach model [Stancu et al. (1998), Della Torre (1965)], 

reproduced qualitatively the experimental generalised AM plots calculated for 

commercial particulate media. 

Finally, it is interesting to note that from the irreversible changes in M, the distribution of 

anisotropy fields can be calculated [Batlle et al. (1993)], and some conclusions can be 

drawn on the effect of interactions on this distribution (+5.8.1.1). 

2.5.3.2. Variation of coercivity with temperature, H, (T) 

An extensive review of the variation of the coercivity with concentration has been made 

in +2.5.1.1. a. From this study, the main conclusion is the difficulty of calculating 
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analytically the coercivity of the system of small particles when dipolar interactions are 
predominant. 

The variation with temperature of the coercivity of a system of small particles can 
provide some valuable information. For a system of non-interacting ferro or 
ferrimagnetic particles, and assuming coherent rotation of the magnetic moments, the 

coercivity diminishes with the temperature in the following fashion, 

H= H 0.1_ 
[ln(t. fo). kla 

K-V 
(Eq. 2.46) 

The exponent a is 1/ 2 for the case of aligned particles [Bean and Livingston (1959)]. 

Pfeiffer [1990 b] solved the case of a random system of particles, obtaining a value of 

a=0.77. From equation 2.46, not only the effective anisotropy of the system can be 

calculated, but also the coercivity at absolute zero, by extrapolation to T= OK (+5.7.3). 

2.6. Particle size distribution 

In all real systems there is always a distribution of particle sizes. This property needs to 

be accounted for to explain the magnetic behaviour of real systems. It is believed that 

many small particle systems follow a lognormal distribution of particle sizes [Granqvist 

and Buhrman (1976)]. 

2.6.1. The lognormal distribution function. 

The dream of any physicist would be an ideal system of identical non-interacting 

particles. However, in real systems, there is always a distribution of particles sizes. The 

most widely known distribution in Statistical Mechanics is the Normal or Gaussian 

distribution function. For granular systems, however, it is generally accepted [Granqvist 

and Buhrman (1976)] that they follow a lognormal distribution function in most cases. 

It was by the turn of last century that the lognormal distribution function (LNDF) was 

first suggested, by Galton [1879]. The actual derivation of the LNDF was due to Kottier 

[1950,1951] and Irani [1959]. The first extensive study, analysing particle size 

distributions in several different systems was made by Granqvist and Buhrman [1976]. 

Nowadays, the LNDF is invariably used by many workers in fine particle magnetism. 

34 



Chapter 2. Theory of fine particle magnetism 

Essentially, a parameter x is lognormally distributed if its logarithm follows a gaussian 
distribution function, i. e. if the following relationship is verified [O'Grady and Bradbury 
(1983)]: 

1 In x-µ 

f (x)d = 2ýtax e 2a2 dx (Eq. 2.47) 

where 6 is the standard deviation of lnx, and µ= lnx so that x exp(1c), where x 

represents the median of x (+5.2.1.1, +5.3.1 and +6.2). 

2.6.2. Distribution of particle volumes and energy barriers 

The distribution of particle sizes gives rise to a distribution of energy barriers to reversal. 

These characteristics are studied in +5.4 together with their influence on the magnetic 

behaviour of the system. 

2.7. Relaxation processes in small particles 

Different theories have been proposed in the past for the study of the evolution of 

magnetisation with time, which are presented in this section. The original theories 

describe the relaxation of a single magnetic moment. The concept of thermal fluctuations 

of the magnetic moment of a single-domain particle and its decay toward thermal 

equilibrium was introduced by Neel [1949 a] and further developed by Brown [1963 a]. 

Both assumed a uniform magnetisation and uniaxial anisotropy in order to derive a single 

relaxation time, the main difference between the results being the pre-exponential factor, 

fo [Jones and Srivastava (1989)]. In fact the problem of the pre-exponential factor is still 

unresolved [Coffey et al. (1995)]. The majority of theories available nowadays extend the 

previous results to distributed systems of many particles. 

The understanding of the relaxation processes in small particle systems is of fundamental 

importance in order to understand these processes in more complex systems, such as thin 

films and bulk materials. Also, the rapidly increasing magnetic storage densities poses 

the fundamental question of how far the reduction in the bit size can go without inducing 

significant loss of information. 
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2.7.1. Mainstream theories 

2.7.1.1. Neel's theory 

Consider an assembly of particles, small enough to be single-domain (SD). Neel [ 1949 a] 
considered an ensemble of such particles, which are placed in a large magnetic field. In 
this situation, all the particle moments will be aligned in the field direction. When the 
field is switched off the remanent magnetisation decays with time due to thermal effects, 
the moments relaxing out of the direction of the previously applied field, into their easy 
axis direction of magnetisation. For a single particle, this decay would follow an 
exponential law, 

MT ýtý = Mr (0) . e-tit (Eq. 2.48) 

where t is the time of the measurement, MT (t) and M,, (0) the remanent magnetisations 

at times t and t=0 sec , respectively, and r is the relaxation time. Using the (classical) 

probability of jumping over an energy barrier, the relaxation time follows an Arrhenius 

law [ 1889], which for a system with uniaxial anisotropy was described by Neel [ 1949 a] 

as, 
KV 

t-1=foe 
kBT, forH=0 (Eq. 2.49) 

where KV is the energy barrier for reversal in the absence of a field, K is the anisotropy 

constant, V the particle's volume, k the Boltzman constant and T the absolute 

temperature. The pre-exponential factor, f0 
, 

is a constant which was estimated [Neel 

(1955), Kneller (1964)] to be of the order of 109s-'. Later, Brown (+2.7.1.2) defined an 

expression for f0 and the value he calculated was practically the same. In recent 

experimental results for small particle systems different values of f0 closer to 

1010 s-1 -1012 s-' have been reported (ferritin, _ 1012 s-1 [Dickson et al. (1993 a and b)], 

Fe-C particles, - 2.10" s-' [Hansen et al. (1998)], a-Fe particles, -' 1010 s-1 [Bodker et 

al. (1998)]). In this thesis (see +5.10), different methods have been used to calculate f0 

in the ferrofluid samples, and the results have been discussed. Using the method of 

Dickson et al. [ 1993 a], the values of fÖ obtained are 3.3±0.7,5.6±1.3 and 

7.7±1.8 x 109 s-1 for the F024 (Dvm = 77 A), F026 (D,,,,, = 66 A) and F028 (D,,,,, = 59 A) 

samples, respectively. Recently, Wernsdorfer et al. [1997], measuring the temperature 
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dependence of the switching field [Kurkijärvi (1972)] in single ellipsoidal fcc Co 

particles (D - 250 A), for very low temperature ranges, 0.15K <T< 6K, obtained a 

value of ro(fo-1) 4x 10-9 sec (fo -, 2.5.108 Hz). It is important to notice that fo is far 

from constant for systems with cubic anisotropy [Aharoni (1973)] and special care must 
be taken when studying relaxation data in systems with this kind of anisotropy (see 

+2.7.1.2). 

The strong influence of the particle size on the relaxation time is shown below. Assuming 

spherical particles and the values obtained for the system F028 (Fe304), 

fo = 7.7.109 s-', K=4.6 erg / cc, T= 300K, Eq. 2.49 is used to calculate the 

relaxation times of different particle sizes, 

Sphere of Fe304 

Diameter = 152 Az=0.1 sec 

Diameter = 168 Az =109 sec 

When the particles become very small or the temperature high, the energy barriers for 

reversal are so small that can be easily overcome by thermal fluctuations. Therefore, the 

relaxation time is also small and the whole system becomes spontaneously demagnetised 

after the removal of the field, due solely to thermal effects. This phenomena, as already 

mentioned before (+2.4), is called superparamagnetism. Thermal effects will be thus 

reduced if the temperature of the experiment is lowered so that the relaxation of the 

magnetisation can be observed in the time of the measurement. 

In general, the effect of magnetisation relaxing from the previous ̀ aligned' positions into 

the more stable (along the easy axis) `non-aligned' states, has been observed in many 

systems and it is known as `magnetic viscosity'. It will be discussed in more detail in 

+2.7.3. 

2.7.1.2. Brown's theory 

Brown criticised Neel's approach because he considered it permitted only a single jump 

of the moment from one energy minima to another, not allowing the spin to spend any 

time in between these two minima before jumping. Nor does it include the probability for 

the spin to jump back to the original minimum. Brown [1963 a] took these effects into 

account, deriving a partial differential equation (Gilbert's equation) which described the 

motion of the magnetic moment of the particle during his random walk from one energy 
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minimum to another. He considered the magnetisation vector in a particle to `wiggle' 

around an energy minimum for a while, then jump to somewhere around the other 
minimum, also wiggling around this minimum before jumping again. The relaxation time 
is related simply to the eigenvalue of this differential equation. Brown did not solve the 

equation but gave an asymptotic solution for the relaxation time identical to that of Eq. 
2.49, except for the value of the pre-exponential factor, 

2 Kyo 
fo= 

M, 
fora»1 

S 
(Eq. 2.50) 

where yo is the gyromagnetic ratio and a= KV / U. The result given by Brown is valid 

only for high energy barriers, i. e. a»1. From his results Brown concluded that for 

uniaxial anisotropy, the exact solution is not drastically different from what is obtained 

by considering fo constant, which is Neel's approach. The same conclusion can be 

drawn from the numerical solution of Brown's equations for uniaxial anisotropy, in zero 

[Aharoni (1964)] and non-zero [Aharoni (1969)] applied fields. Also, Aharoni [1964] 

calculated numerically the eigenvalues of Brown's equation and stated that Brown's 

approximation (Eq. 2.50) of the solution for high energy barriers was valid even for 

rather `low' energy barriers, say, 

KV 
a= >_1.4 

kaT 
(Eq. 2.51) 

In general, Eq. 2.49 is valid for any other kind of uniaxial anisotropy, if the energy barrier 

KV is replaced by the energy barrier of that particular case [Aharoni (1993)]. The 

situation changes completely in the case of cubic anisotropy. Although, at least for 

H=0, Eq. 2.49 can still be used substituting K by Kl /4, the assumption of a constant 

factor, f, in front of the exponential is a bad approximation. In a material with cubic 

anisotropy, there are minima along the x, y and z directions, and very many possibilities 

for the moment to precess around each one before jumping to one of the others. 

Evidently, this wealth of possibilities makes a difference in the random walk problem. In 

fact, the value of r computed numerically [Aharoni (1973,1975)] from Brown's 

equations is quite different from that obtained with the Neel approach. 

This difference has been measured by Krop et al. [1974]. In their experiment, the 

relaxation time is calculated from the line-width of the Mössbauer spectra, for different 
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sizes and temperatures of a system of 8- Co superparamagnetic particles, with fcc 

structure, precipitated from a monocrystalline Cu - 1%(wt)Co solid solution. In Krop's 

paper the computed solution from Brown's equation [Aharoni (1973)] fits the 

experimental data quite accurately, while Neel's solution for z only approaches the 

experimental data for a»I. a condition only fulfilled for low temperatures or large 

particle volumes. Thus, for cubic anisotropy, Brown's solution is much more accurate 
than Neel's, and they only come together and agree with experiment for quite high 

energy barriers. Thus, Neel's z= Brown's z only when(K1 / 4)V » U. For small 

particles, where (KI / 4)V < kT, only Brown's solution is realistic. In the case of uniaxial 

anisotropy, however, both solutions coincide. If a system has a combination of different 

anisotropies, some of which are not uniaxial, Neel's approach will not be able to describe 

the evolution of z, although little work has yet been done on such a system. 

A good discussion on Brown's treatment of the relaxation process for small particles with 

possible surface effects, is given in +D. 3 of Dormann et al. [1997]. In this work, the 

authors also give solutions of Brown's equations using different approaches, and for 

different energy barriers. Particularly interesting are the results for very low energy 

barriers, which are fundamental for the understanding of the relaxation processes near the 

natural attempt frequency of the system (fo ), i. e., for very short measurement times, like 

those attained in Mössbauer and FMR experiments. 

2.7.2. Relaxation of the magnetisation in an applied magnetic field 

The case of a particle with uniaxial anisotropy, where the magnetic moment of the 

particle is at an angle ¢ (Fig. 2-7, a) to the easy axis, z, and the magnetic field is applied 

along the easy axis direction, is going to be considered. The total energy of the system is 

given (Fig. 2-7, b) by, 

E= KV sine 0- µH cos 4 (Eq. 2.52) 

where V is the volume of the particle, K the anisotropy constant, and µ= MSBV . Fig. 2- 

7 (b) represents a plot of Eq. 2.52 for the values obtained for the ferrofluid samples 

(+5.4.5): D. = 59A, Kl = 4.6.105 erg/ cc, K2 = 2.3- 105 erg/ cc, for different applied 

fields (H = 0,100 and 1 kOe) as a function of the angle 6. 
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Figure 2-7 

(b) 

Energy of a uniaxial particle (Dn, = 59 A) in the presence of d ferent applied fields. The effect 
of different anisotropy constants (K1 > K2) is also shown. 

As can be seen from Fig. 2-7 (b) or Eq. 2.52 the system has two energy minima, at 0=0 

and 0= 'r , given by El = -W and El =+ u1I , respectively, separated by an energy 

maximum, 

2H2 
Em = KV +4K V = KV l+ 

HMs zJ, 

(! 2K 
(Eq. 2.53) 

where 2K / MS = HK is the anisotropy field. Therefore the energy barrier, 

AE = Em - El, to jump from minimum 1 to minimum 2, is given by, 

H2H2 
AE 

ý2 = KIV 1+H, while AE2->r = K1V 1- 
H, 

(Eq. 2.54) 
KK 

represents the energy barrier to jump from 2 to 1. Therefore the probability for a particle 

to relax over the energy barrier will be different in both cases, 

z-'1-42 = . 
foe kT and z-'2-+l _ foe kT (Eq. 2.55) 

If the field is zero, the energy barrier to jump from 1 to 2 and vice versa will be identical, 

and so will be the relaxation time. However it is clear that when a field is applied, Neel's 

exponential law is not valid to explain the experimental data, and a different energy 

barrier (due to anisotropy and applied field) needs to be used to explain the relaxation 

process (see Dormann et al. [1997], +D. 3.3). In general, magnetic relaxation is rarely 
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exponential, due mainly to the distributed properties in real magnetic systems, as is 

shown in the next section. 

2.7.3. Magnetic viscosity or time dependence in real systems 

Magnetic viscosity is the property of the magnetisation to relax as time elapses, due to 

reversal via thermally activated processes. If any relaxation is observed in the absence of 

thermal effects (at zero K), the only possible mechanism is quantum tunnelling of the 

energy barrier (+2.7.5). Magnetic viscosity, however, is solely related to thermally 

activated reversal processes. 

In real materials there is always a distribution of particle sizes, f(V), and a distribution of 

anisotropies, h(K) which leads to a distribution of relaxation times, g(r). Therefore the 

exponential law does not seem the best description for the relaxation of the remanent 

magnetisation of the whole system. In general, a logarithmic dependence has been 

observed [Street and Woolley (1949), O'Grady et al. (1981)], 

M, (t) = MT (0) -S" 1n t 
0 

(Eq. 2.56) 

where to is a constant and S is the coefficient of magnetic viscosity. In general, to is 

omitted and absorbed into S, (as is the case in this thesis) which, strictly speaking is 

invalid, because a logarithm is only defined for a dimensionless number. The logarithmic 

law makes sense as a sum of exponentials is very close to a logarithmic law. The problem 

with Eq. 2.56 is that it diverges for very short and very long times. However, between 

very short and very long measurement times lie almost all the experimental data 

available. This makes the logarithmic law valid for the analysis of the relaxation 

processes, at least to a first approximation, although it cannot explain the whole of the 

relaxation process. There are some cases [Chamberlin et al. (1984), Street et al. (1989)] 

where the relaxation of the magnetisation does not vary linearly with ln(t). According to 

Gaunt [1986], S= 2M 
., 

k? f (DE) where f (AE) is the distribution of energy barriers at 

the active region of the sample, i. e. the region which is changing its magnetisation in the 

field and at the time of the measurement, and M, is the spontaneous magnetisation. 

Thus the slope is proportional to the value of f (AE), which represents the energy barrier 

that is being overcome. The origin of the non-linear behaviour has been attributed [El- 

Hilo et al. (1992 a), Chantrell and O'Grady (1992)] to the distribution of energy barriers, 
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the form of which was found to be unimportant. In this situation, according to El-Hilo et 

al. it was found that a linear In(t) law is only valid when f (iE(t)) is constant over the 

range of time examined, while the magnetisation with time will be concave downwards 

when f (AE(t)) is increasing with time and concave upwards when f (AE(t)) is 

decreasing with time. 

In the limits of very short times both the exponential and the logarithmic laws are not 

valid. Recent results by Chantrell et al. [1997,1998] show that the exponential law for 

magnetisation relaxation in a monodispersed system, breaks down for very small 

measurement times, i. e., very low energy barriers, which is to be expected [Brown 

(1979)]. The deviation from the exponential behaviour occurs at the shortest time scales 

(t < 1.10-9 sec ), where the relaxation is initially very flat; over larger time scales 

(t > 2.5.10-9 sec), the relaxation is more closely exponential. The deviation from the 

exponential behaviour at the shortest time scales reflects the breakdown of the high 

energy barrier approximation (Eq. 2.49). Brown [1979] gave a different form for the 

relaxation over small energy barriers. Unfortunately, this asymptotic solution for low 

energy barriers is only valid for small magnetic fields. 

Studies by Wernsdorfer et al. [1995 b, 1997] on single magnetic nanoparticles by means 

of a planar microbridge SQUID, show clear exponential behaviour of the probability of 

not switching (p(t) = e`/Is) in ferromagnetic particles; for antiferro and ferrimagnetic 

particles [Wernsdorfer et al. (1995 b), Lederman et al. (1993)], p(t) was found to be 

flatter than exponential at low temperatures (T < 1K) and steeper at higher temperatures 

(T > 4K ). The authors attribute this non-exponential behaviour to the fact that the 

'magnetisation reversal of these particles is influenced by spin frustration of 

noncompensated spins at the interface between the ferromagnetic core and the 

antiferromagnetic surface layers or at the surface of a ferrimagnetic particle'. 

Chantrell et al. [1997,1998] also presented results for a distributed system. In this case 

the relaxation is most strikingly non-exponential; after an initial slow decay, similar to 

that of the monodispersed system, it comes a faster decay which slows down 

considerably at longer times (t >3x 10-9 sec). The behaviour of the polydispersed system 

is close to logarithmic over 1 or 2 decades, due to the spread in relaxation times. When 

the effects of magnetostatic interactions are included, they initially provoke a much 

faster relaxation; however, at longer times (t; ze 1x 10-8 sec), the relaxation slows down, 
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tending to the non-interacting case. Therefore for a distributed system, the relaxation of 
M(t) for both interacting and non-interacting systems is clearly non-exponential for very 

short times. It is not linear with lnt for short time, although for the longer time scales 
(t 3x 10-' sec), the behaviour is more closely logarithmic than exponential, as 

expected from a system with a distribution of energy barriers, arising from a dispersion in 

particle size and local fields. 

2.7.3.1. Replacing M(t) vs In(t) for a more physical relation 

There have been many attempts to replace Eq. 2.56 for a more physical law, in order to 

investigate the processes that lead to a distribution of relaxation times, z, arising from a 

distribution in energy barriers. One of these attempts was made by Pelcovitz et al. [1983] 

in spin-glass systems, with their `one dimensional X-Y model', which leads to the so- 

called stretched exponentials, 

Mr = M0 exp[- C (Wt) 1-n /(1 
_ n)] (Eq. 2.57) 

where Mr 
, 

M. are the thermoremanent and saturation magnetisation, respectively, C is 

a constant, w is the relaxation frequency (both temperature independent) and n is the time 

stretched exponent, which together with Mo are temperature-dependent constants. This 

model was successfully used [Chamberlin et al. (1984)] to calculate the time dependence 

of spin glass systems near the spin glass region. In this case the experiments were made 

after applying a magnetic field of H=15,30 Oe in the paramagnetic region, cooling the 

sample through Tg (glass temperature) to a temperature in the spin-glass region, and 

measuring the relaxation of magnetisation after the removal of the field. 

Another expression for the relaxation time of a magnetic system has been given by 

Aharoni [1985]. According to Aharoni, the fine details of the distribution of relaxation 

times have only a second-order effect on the relaxation of the magnetisation, ̀ which 

better left to be studied only when the first-order effects have been clarified'; in fact, `any 

bell-shaped distribution function is as good as any other'. Thus, the relaxation times are 

distributed so that the probability, P(z), of having a relaxation time, z, is taken to be a 

gamma distribution function. The advantage of this distribution function is that it is easy 

to integrate analytically. Unfortunately, the expression derived by Aharoni [1985] has 

only been reported to fit the experimental data in one occasion [Chamberlin et al. 
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(1984)], for a spin glass system. This expression predicts that the variation of 
magnetisation with In(t) is concave downwards. However this is not always the case in 

many experimental data, such as the non-linear behaviour with In(t) observed by Street et 
al. [1989] in aligned NdFeB permanent magnets. These workers, measuring the variation 
of the magnetisation with time in negative fields after previous saturation in a positive 
field, observed that the variation of the magnetisation with In(t) was concave downwards 
for H <Hc and concave upwards for H >Ha . El-Hilo et al. [1992 a] predicted this 

behaviour when a narrow distribution of particles sizes was assumed. Systems with a 

wide distribution of energy barriers exhibit a small degree of non-linearity and in many 

cases a linear ln(t) dependence is appropriate, as is the case for a constant distribution of 

particles sizes [O'Grady et al. (1981)]. It has been shown [El-Hilo et al. (1993 b)] that the 
ln(t) represents a first order approximation to a series expansion which accurately 
describes the variation of magnetisation with time for a system, 

OM = ºJn 
[A Ill(t)]n+l 

n=0 

(Eq. 2.58) 

Thus a In(t) is followed if the distribution of energy barriers, f (AE), is constant during 

the time of measurement, while for narrow f (AE) non-linear terms of Eq. 2.58 

contribute to the variation of M with time. 

In any case, none of the techniques available include interaction effects, that may either 

slow down or accelerate the relaxation process depending on the kind of interactions, or 

even on the time these interactions are measured [Chantrell et al. (1997,1998)]. A 

fundamental theory explaining the relaxation mechanisms of a distributed system of 

spins, that accounts for the effect of interactions has not yet been developed. 

2.7.4. T. ln(t/To) scaling 

A broad variety of physical systems show time dependent behaviour of some of their 

physical properties because of the existence of energy barriers separating local minima, 

corresponding to different equilibrium states of the system. This is the case of small 

magnetic particle systems, with a volume distribution and random orientation of easy 

axis, that show blocking phenomena, depending on the experimental time window. 

It is interesting to observe the relaxation processes in a large time window to test the 

theoretical descriptions available. However, the experimental measurement time 
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available is generally not very long in normal experimental set-ups. A solution would be 

to use a scaling parameter, that allows the relaxation data obtained at different 

temperatures, to come together in a unique master curve. Labarta et al. [1993] used the 

so-called T ln(t / zo) scaling, where the magnetisation data at different temperatures are 

plotted together in the same curve. This approach had already been used by Prejean and 

Souletie [1980] in the study of the magnetic relaxation of spin-glasses and earlier to 

describe the plasticity of glasses, rubbers and polymers [Rammal (1977), Volkenstein 

and Ptitsyn (1956)] near their glass transition. This scaling seems a good candidate to 

achieve large time spans in the relaxation data, fundamental to test the expressions given 

by some authors (+2.7.3.1). In this thesis, the T ln(t / zo) scaling has been used (see 

+5.10.3) to study relaxation data at different temperatures in sample F028, although it 

does not seem to provide a very good fit to the experimental data. 

2.7.5. Quantum tunnelling 

At absolute zero, when there are no thermal effects at play, the only way for the 

magnetisation to jump over an energy barrier is through quantum tunnelling. Thus, to be 

able to observe macroscopic quantum tunnelling (MQT) of magnetisation, low enough 

temperatures need to be attained. 

MQT, the tunnelling of a microscopic variable through the barriers between two minima 

of the effective potential of a microscopic system, is an interesting phenomena. It is well 

known that quantum phenomena can take place at the macroscopic scale, in systems with 

negligible dissipation, i. e., small interaction of the tunnelling variable with the 

environment, for example, superconductors, one-dimensional metals and so forth. In a 

more recent time, it has been predicted that MQT can also be observed in magnetic 

systems [Chudnowsky and Gunther (1988 a, b)], such as the tunnelling of the 

magnetisation vector of a single-domain particle through its anisotropy energy barrier and 

the tunnelling of a domain wall crossing a larger particle through its pinning energy 

barrier. These phenomena have been studied both theoretically [Chudnowsky and 

Gunther (1988), Gunther et al. (1990,1994), Legget (1986), Klik and Gunther (1990), 

Barbara et al. (1995 a, b), Tatara and Fukuyama(1994)] and experimentally [Awschalom 

et al. (1990,1992), Paulsen et al. (1992) , 
Arnaudas et al. (1993), Tejada et al. (1993 a, 

b), Barbara et al. (1995)]. 
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The possibility of quantum tunnelling in fine particles was first suggested by Bean and 

Livingston [1959], as an explanation of Weil's [1954] experimental data, which showed 

that in single-domain Ni particles the transition between different orientations of the 

magnetic moments did not disappear completely when decreasing the temperature close 

to absolute zero. Nowadays, many data, for ferro and antiferromagnetic particles, have 

been reported [Arnaudas et al. (1993), Paulsen et al. (1992), Awschalom et al. (1990, 

1992), Barbara et al. (1995)] which seem to support the existence of MQT of the 

magnetisation. Chudnowsky and Gunther [1988 a, b] have calculated the probability of 

tunneling of the magnetisation of a single-domain particle, through an energy barrier 

between easy directions, for several forms of magnetic anisotropy. 

It has been proposed that there is a characteristic crossover temperature, T*, below 

which the escape of the magnetisation from the metastable states is dominated by 

quantum barrier transitions rather by thermal activation. To make easier the experimental 

observation of MQT (high T* and high probability of quantum transition) particles with 

low magnetisation, small size (radius < 50A) and no interactions are needed. For 

example, for CoFe2O4 ferrofluid particles, with K=2.10' erg / cc and a radius of 50A, 

T* 3K [Tejada et al. (1993 a)]. For more information refer to the book by Dormann et 

al. [1997, +G]. Wernsdorfer et al. [1995 a, b], making use of a micro-bridge dc-SQUID 

with a resolution of -104 µB, measured single particles of Co (-P 200 x 100 x 30 nm), Ni, 

CoZrMoNi and TbFe and obtained apparent MQT with T* -ý 0.5 -1.3K .A scaling plot of 

HC(T, v) vs T. ln(105. T/v), where v is the sweep-rate, shows deviation at temperatures 

lower than 1.5 K from a model based on thermal activation. This new regime was 

interpreted by the authors [Wernsdorfer et al. (1995 a, b)] in terms of macroscopic 

quantum tunnelling of magnetisation. 
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"Allow ourselves to transcend 

that which we 
have been taught" 

(Gregg Marsden, in Awakening to Zero Point). 

3. Instrumentation 

3.1. Vibrating Sample Magnetometer (VSM) 

The majority of magnetic measurements included in this thesis were obtained using a 

Princeton Applied Research (PAR) 455 vibrating sample magnetometer (VSM). In the 

following section a brief revision of its principle of operation, as well as the noise base 

characterisation, resolution, the apparatus used for low temperature measurements and 

screening effects is presented. 

3.1.1. Principle of operation 

In the VSM, the magnetic sample is centred in a region of uniform magnetic field, 

supplied by an electromagnet. The maximum field attainable with this electromagnet, in 

the VSM at Bangor, is 12 kOe. This uniform magnetic field induces a magnetic moment in 

the sample along the field direction. The sample is mounted at the end of a rod whose 

other end is connected to a transducer assembly (vibrating head), located above the 

magnet. The principle of operation is simple: the vibrating head generates a sinusoidal 

wave which makes the rod vibrate in the vertical direction. This means that the sample will 

vibrate in a direction perpendicular to that of the field (Happ); then, according to Faraday's 

law, an ac signal (e. m. f. ), proportional to the magnitude of the magnetic moment in the 
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material, will be produced in the detection coils due to the variation of magnetic flux. The 
pick-up coils are mounted on the inner faces of the electromagnet pole pieces. The induced 

e. m. f produced by the rate of change of magnetic flux, is given by, 

-dýdM Voc a dt dt (Eq. 3.1) 

where t is the magnetic flux and M is the magnetisation of the sample. The sample has a 
typical amplitude of vibration of I mm and is moved at frequency of 82 Hz, so that, 

V= C(MV) f sin(2)zft) (Eq. 3.2) 

where C is a calibration constant and f is the frequency of the oscillator. The system thus 
lends itself to phase-sensitive detection (PSD) to improve signal to noise ratio. 

Transducer 
Assembly (Dri, 

L 

C 

Sample 
Rod 

Sample 

Magnet Pole 
Pieces 

Figure 3-1 

Simplified block diagram of the PAR 455 VSM. 

Finally, as already outlined in Eq. 3.2, the induced e. m. f is compared to that of a reference 

sample (calibration), with a similar shape and size to the one that is being measured, and 

the magnetic moment of the sample obtained. 
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3.1.2. Low temperature measurements 

For the variation of the sample temperature, the PAR 455 VSM was fitted with an Oxford 
Instruments CF 1200 continuous flow gas cryostat with a transfer gas in the sample space. 
The coolant is introduced into the cryostat by a vacuum-insulated transfer tube, using a gas 
flow pump. 

An Oxford Instruments 3120 digital controller was used to both measure and control the 
temperature. The controller uses an AuFe-chromel thermocouple sensor. The base 

temperature is about 1.8 K and is continuously variable up to 300 K with a temperature 

stability better than ± 0.1 K. 

The cryostat has a cylindrical sample space which is 7mm in diameter, and the temperature 

controlled region extends to roughly 10 cm above the bottom of the vacuum space. The 

cryostat is integrated fundamentally by three layered spaces: inner sample space, coolant 
(intermediate) space and outer vacuum insulated jacket. When low temperature 

measurements are required, the cryostat's sample space is filled with gas, normally He, 

which acts as heat exchanger. The coolant, liquid Nitrogen or Helium, flows around the 

sample space in an outer jacket surrounding it; this outer jacket is itself vacuum isolated 

from room temperature radiation by means of an outer case evacuated using a diffusion 

pump backed up by a rotary pump. 

3.1.3. Noise base 

The noise base is one of the primary measures of the performance of the system. In 

engineering terms, the noise base is calculated as the standard deviation of the magnitude 

being measured. In the PAR 455 VSM, the magnetisation has been measured versus both 

field and time and the noise base determined for a time constant T =1 sec. Also, the 

standard error has been obtained. For this purpose, the sample rod plus the empty sample 

holder have been measured at both room and cryogenic temperatures. At room 

temperatures, in the absence of the cryostat, the noise base is < 2.5.10-'emu, while the 

standard error is <_ 4.5.10' emu. With the cryostat on, at room and at low temperatures 

(e. g. T=32 K), the noise base is < 6.10-'emu, while the standard error is 
_< 

8.10-6 emu. 

As it is clearly observed in the previous quantities, the noise base increases with the fitting 

of the cryostat. 
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The PAR 455 VSM has an offset in the magnetisation axis, which varies slightly with 
temperature and the sensitivity the VSM is set at. The magnetic field is stable to ± 0.1 Oe. 

3.1.4. Screening effect in the 1200 CF static cryostat 

As observed in Fig. 3-2, the magnetisation signal falls off at low temperatures. The signal 

screening occurs between the vibrating sample inside the cryostat and the pick up coils. 
This effect has its origin in the variation of the electrical conductivity with temperature 

presumably (see +3.2.3) of the copper [Blakemore (1985) p. 152] that acts as heat 

exchanger in the cryostat, around the sample. In this situation the alternating field induced 

in the vibrating sample generates eddy currents in the Cu plate, which will reduce or 

screen the signal (voltage) generated by the sample. This effect could be reduced using a 

slotted radiation shield outside the exchanger. Even though the CF 1200 has this kind of 

shield, signal screening still takes place. 
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Figure 3-2 

Screening effects with temperature observed on the Ni calibration sample when the PAR 455 VSM 

is fitted with the 1200 static cryostat. 

To correct the effect of screening a computer program originally written by El-Hilo [Ph. D. 

thesis (1990)] and modified for the different measurements performed in this thesis, has 

been used. The main code of this program is shown in Appendix V. 
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3.2. Superconducting magnet VSM 

The high field magnetic measurements (see +5.7.1.2) have been performed in the VSM at 
Liverpool University, formerly at Bangor University. This VSM, originally developed by 
Ferguson [1990] at U. C. N. W., is based in the same principle of operation than the PAR 
455, with the only difference being that it incorporates an 8 Tesla superconducting magnet. 
The superconducting magnet generates a magnetic field along the axis of vibration of the 

sample; hence, in practice, the sample size does not have to be reduced for its insertion in 

the cryostat as is the case in the PAR 455 VSM. Thus, a larger quantity of sample can be 

introduced with the consequent improvement of the signal to noise ratio. 

3.2.1. Noise base 

The noise base measurements were performed measuring the empty holder, with a 15 sec 

time constant during 10 times this time constant, i. e. 150 sec. The noise base obtained is 

<_ 2.1.10-5 emu. Measurements on a thin film sample [Ferguson, Ph. D. thesis, p. 92 (1990)] 

show that the noise in the signal (magnetisation) is less than S 3.10-5 emu over the full 

field range. 

3.2.2. Low temperature measurements 

The superconducting VSM is permanently fitted with a dynamic Oxford Instruments 

CF1200 cryostat, where the coolant is in direct contact with the sample. This dynamic 

model provides maximum cooling power and reduces the heat leak to the sample via the 

sample holder. However, the temperature stability is inferior to that achieved in the static 

version. 

The temperature control unit is an Oxford Instruments ITC4 temperature controller. It is 

interesting to notice [Ferguson, Ph. D. thesis, p. 80 (1990)] that the error in the temperature 

is not negligible for high applied fields (H >6 Tesla). For example at 4.2 K and 12 T, the 

temperature reading was 3.6 K, which yields an absolute error of AT=±0.6K, the relative 

error being OT/T-14%. At 77 K, AT=±0.9K and AT/T-11%; and for room temperature 

measurements, A T=± 1.7K and AT/T-0.06%. 

3.2.3. Screening effects 

Although not as pronounced as in the static model, this cryostat also presents some 

screening effects that need to be corrected for (see Fig. 3-3). This screening effect seems to 
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have the same origin as the one observed in the static cryostat, namely the eddy currents 
induced by the vibrating sample, presumably on the copper radiation shield inside the 
cryostat, which experiences an increase in conductivity as the temperature is lowered. To 
minimise this screening effect slots were machined in the Cu radiation shield to break the 
path of the eddy currents [Ferguson, Ph. D. thesis, p. 83 (1990)]. The effects of screening in 
this high field VSM are shown in Fig. 3-3, where the `screened' magnetisation of a Ni 
calibration sample is compared to the expected values as obtained by Pauthenet [1982]. 
The correction factors are given in Appendix V. 
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Screening effects with temperature observed on the Ni calibration sample in the high field IVSM. 

In order to pinpoint the exact source of the screening, tests were conducted on a dynamic 

system modified to operate without the radiation shield and with a fibre-glass OVC (Outer 

Vacuum Can). Again screening was observed suggesting that the source of the eddy 

currents must be in the remaining Cu components or perhaps in the stainless-steel sample 

tube of the cryostat. In fact, there are many metals (not only Cu) such as Zn, Al, Fe, Pb that 

could be components of the cryostat and which may also experience a considerable 

increase in the conductivity for T<100K [Blakemore (1985) p. 152]. 

3.3. Transmission Electron Microscopy (TEM) 

Electron micrographs were taken in a HITACHI S-520 Transmission Electron Microscope 

(TEM), with a 100 keV electron beam. In TEM, the specimen is illuminated by a broad 

beam of electrons, in this case, of 100 keV, and the image is formed directly by focusing 

those electrons which pass more or less unscattered through the specimen, i. e., the 
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transmitted e', on a fluorescence screen for direct viewing or on a photographic film for 

recording. With this technique the morphology and physical size of the particles in 
ferrofluids can be studied (see +5.3). A TEM photograph of sample F024 is shown in Fig. 

5-6. To measure the physical size from the micrographs, a Zeiss Analyser, described in 

+3.5, was used. 

3.4. X-Ray diffraction 

Crystals contain planes separated by a distance d (lattice spacing), each plane defined by 

its Miller indices (hkl). When there is constructive interference from the X-rays scattered 

by the atomic planes in a crystal, a diffraction peak is observed. The condition of 

constructive interference from planes with spacing d, is given by Bragg's law, 

nA = n2d, k, sin 9M, (Eq. 3.3) 

where O, is the angle between the atomic planes and the incident X-ray beam, k is the 

wavelength of the X-rays, and n is a natural number. 

The diffractometer used for the analysis of the samples in this thesis is a Philips 1710 

model with a graphite monochromator. The diffractograms were taken by Dr. Puerto 

Morales at the Materials Institute, CSIC, Madrid. 

For the analysis of the mean crystallite size of the particles in the samples, 0/20 (or 

Bragg-Brentano configuration) scans have been performed. In the 0/ 20 configuration the 

detector is positioned so that the diffraction angle is 28M,, and the crystal is oriented so 

that the normal to the diffraction plane is coplanar with the incident and the diffracted X- 

rays. All the measurements were taken with an angular precision of 0.050. The radiation 

employed in this work is the CuKa (E = 8.04keV, A=1.5418A). Once the peak (311) has 

been fitted to a Lorentzian function, the full width at half maximum (FWHM) is directly 

related to the structural coherence length, i. e., the size of the crystalline part of the 

particles (assuming they are spherical, this length would be the sphere's diameter), using 

the Scherrer's formula (Eq. 5.6, in +5.3.2). 

3.5. Zeiss particle size analyser 

This analyser was constructed in Germany by F. Endter and H. Gebauer, and was marketed 

in the United States by Carl Zeiss Inc., as the "ZEISS Particle Size Analyser TGZ 3". This 
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is an extremely valuable piece of equipment capable of generating accurate particle size 
distributions quickly and at low cost. It was initially design to get information about 
particle size and particle size distributions in rubber or resin latex. For these materials, as 
well as for the ones used in this thesis, and many other systems in nature, an accurate 
description of particle sizes and distributions is of fundamental importance. 

For the particle size, analysis a photomicrograph from TEM was used. The image of the 

particle is compared directly with a circular spot of light, the area of which can be varied 
by an iris diaphragm, as shown in Fig. 3-4. In this way, the diameter of the particle can be 

measured and recorded. 
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Figure 3-4 

Schematic of the Zeiss particle size analyser. 

Although the use of the Zeiss Analyser implies a sacrifice in speed due to the rather 

laborious counting and measuring with respect to the automated techniques, the outcome 

from this semi-automatic apparatus is highly reliable, since it is the human operator who 

judges which are individual particles, which are agglomerates (if any) and where the edges 

of different particles lie. To obtain a realistic distribution with a minimum error, a large 

number of particles need to be counted. In the case of the ferrofluids in this thesis, 800, 

1200 and 1700 particles have been counted for samples F024, F026 and F028, respectively. 

To conclude, the Zeiss Particle Size Analyser gives a highly reliable particle size 

distribution due mainly to the following facts: 
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1. The analyser marks each particle image as it is measured, so improving the 
reproducibility of the particle size distribution data. 

2. The relatively large number of particle size diameter classes improves the accuracy of 
the data by giving more detailed histograms. 

3. The circular image of the iris diaphragm permits the estimation of the diameter of 

particles partially obscured by overlapping or agglomeration by the simply matching the 

curvature of the diaphragm image edge to that of the particle image edge. 

3.6. High Gradient Magnetic Separation (HGMS) 

The high gradient separation apparatus has been used to filter large particles and 

aggregates from the ferrofluid samples. For the ferrofluids used in this thesis, the HGMS 

was performed by the manufacturers, after the production of the samples, at Liquids 

Research Ltd., Bangor. The process essentially involves generating large magnetic field 

gradients on the surface of ferromagnetic fibres, which are immersed in a sample of 

ferrofluid subjected to a large background field. This high magnetic field will produce a 

high gradient near the fibre's surface, which will result in a strong magnetic attractive force 

that would attract the largest particles or agglomerates within the ferrofluid system 

[Oberteuffer (1973)]. 

Glass Tube containing 
Ferrofluid and Filter web 

Magnet Magnet 

Collection 
Vessel 

Figure 3-5 

Diagram showing the High Gradient Magnetic Separation (HGMS) apparatus. 

The design of the HGMS apparatus is relatively simple (see Fig. 3-5); approximately 3cc 

of the ferrofluid sample are placed in a cylindrical glass column with diameter 0.8 cm. 

Later, 8µm Nickel fibres are immersed and distributed as uniformly as possible throughout 
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the liquid. The apparatus is then placed between the pole pieces of an electromagnet, 
which applies a2 kOe magnetic field to the system. 

The field gradient, VH, at the surface of the Ni fibres is approximately equal to, 

OH= Mf /rf ; -- 10'Oe/cm (Eq. 3.4) 

where Mf and rf are the saturation magnetisation and the radius of the fibre, 

respectively. Thus the efficiency of the filter is improved as the field gradient is increased. 
This can be achieved by reducing the radius of the fibres, as shown by Williams [Ph. D. 

thesis, +5.5.4 (1993 a]. 

When the filtering process is complete (around 10 minutes), the tap at the bottom of the 

column is opened and the `refined' ferrofluid is recovered by blowing gas under a slight 

pressure through the open end of the container. In general, the magnetic field is not 

reduced until the tap has been closed. The effect of reducing the field to increase the 

ferrofluid yield was revised by Williams [Ph. D. thesis, +5.5 (1993 a)]. Although the yield 

of the fluid increases as the applied field is reduced, care must be taken because if the field 

gradient is reduced too much, the agglomerates and single particles initially captured in the 

filter will return to the 'filtered' fluid. In his thesis, Williams also studied the influence of 

the carrier viscosity in the efficiency of the filtering process. As it would be expected, the 

filtration takes longer the more viscous the carrier liquid. More information about the 

effect of HGMS on the magnetic and physical properties of ferrofluids is given in +4.1.2. 

3.7. Mössbauer spectroscopy 

The Mössbauer spectroscopy measurements (see +5.10.1) where carried out by Gaby 

Milford and Dominic Dickson at Liverpool University, in a conventional constant velocity 

spectrometer and a 100 mCi 57CoRh source. The radioactive 57Co undergoes spontaneous 

electron capture transition to give a metastable state of 57Fe. This in turn decays to the 

ground state via a gamma ray cascade which includes the 14.4 keY Mössbauer gamma ray 

(see diagram in Fig. 3-6 (a)). This gives rise to resonant absorption of the 57Fe atoms in the 

sample to be measured, as shown in Fig. 3-7(b). The effect just described is the so-called 

Mössbauer effect [Mössbauer (1958)]. This effect can only be used for the study of specific 

materials containing a Mössbauer isotope, in this case Fe, which is very useful for the 

study of the magnetite particles in the ferrofluid samples of this thesis. 
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The source of gamma radiation is vibrated to produce a moderate spread in the frequency 

of the emitted radiation, controlled by the Doppler effect. Mössbauer spectroscopy uses the 
Doppler-effect-shifted-energy gamma-rays to probe the nuclear energy levels that arise 
from the interactions between the nucleus and its electronic environment (hyperfine 

interactions), so as to gain information about the solid state of the sample. In this way, it is 

possible to probe all the nuclear energy levels of the stationary absorber or sample under 
inspection. In the case of a Co source, the probe to be studied has to be Fe so as to be able 

to provide this absorber with a range of frequencies (energies) adequate to excite its 

different energy levels in order to study its absorption spectra, which would provide 
information about its magnetic state. The radioactive source is embedded in a solid matrix 

(Rhodium -Rh-) which provides a recoil-free environment [Mössbauer (1958)] as well as 

unsplit ground and excited energy levels to simplify the spectrum. Recoilless 

emission/absorption occurs when the excitation/relaxation between energy levels occurs 

without the creation of a crystal lattice phonon. 
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Figure 3-6 
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Schematic diagram showing a typical Mössbauer set up 

Detector 

The linewidth of the absorption line, Lorentzian in shape, is due to the uncertainty in the 

energy of the excited state, AE, and it is very narrow (-10-8eV for 57Fe) compared with a g- 

ray (_104 eV). The velocity (in mm / s) axis, x, is the energy scale (see Fig. 3-6 (b)), and is 

the change in energy due to the Doppler motion of the source (1 mm /s=4.8.10-'e V for 

57Fe). In the y axis, the absorption is expressed in counts. The variable temperatures in the 
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Mössbauer experiments were obtained with an Oxford Instruments CFSO0 continuous flow 
cryostat, with a carbon-glass resistance thermometer for the measurement of the 
temperature of the sample. 

In this thesis Mössbauer spectroscopy has been used to extract very precise information. 
The spectra is studied to obtain the transition from the (super)paramagnetic to the blocked 

state. From this transition, it is possible to extract the median blocking temperature of the 

samples, which is the temperature for which, in the measuring time for the observation of 

magnetic splitting in the Mössbauer spectra (typically, t=5x 10-'s), half of the magnetic 
moments of the sample have relaxed.. From the blocking temperatures via both Mössbauer 

spectroscopy and TDR (see +5.4.1) the attempt frequency of the system, fo, can be 

obtained [Dickson et al. (1993 a)] (see +5.10.1). 

An extensive review of the principles of Mössbauer spectroscopy and its applications to 

the study of magnetic materials was given by Dickson and Berry [1986]. 

3.8. Magnetron cluster source 

Sputtering involves the collisions of ions (usually of an inert gas such as Ar or He) with the 

surface of a target material, which leads to the ejection of target atoms that are collected in 

thin-film form onto a stationary substrate. The Co/Cu clusters studied in chapter 6 have 

been grown on a polyamide substrate, by the technique of magnetron sputtering [Eastham 

et al. (1997)]. Magnetron sputtering or magnetically assisted sputtering [Wagendisrtel and 

Wang (1994)] is an enhanced technique with respect to the normal sputtering. 

In a simple sputtering arrangement, two electrodes are separated in a vacuum chamber. 

This chamber is subsequently filled with an inert gas known as the sputter gas (in the case 

of the clusters of this thesis, He). The substrate is placed at the anode, and the target, i. e. 

the material being used to form the sputtered layer, is placed at the cathode. Applying a 

potential difference between the electrodes leads to the ionisation of the inert sputter gas 

atoms. The resulting ionised gas is known as plasma. In this situation, the positively 

charged sputter gas atoms are accelerated by the electric field into the target at the cathode, 

where they liberate (or sputter) the target atoms. A proportion of the liberated atoms 

subsequently condense on the substrate. 

Magnetron sputtering (see Fig. 3-7) increases the efficiency of a conventional sputtering 

system by confining the plasma at the target by means of a magnetic field, normally from 
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permanent magnets, located near the electrodes. Having the plasma in close proximity to 
the target causes preferential sputtering of the target which results in an increase in the 
sputtering rate. Magnetron sputtering has important advantages over conventional 
sputtering, 

a) As the plasma is confined over the target, the ion current density increases, which 
means that the sputtering can take place at a lower sputtering gas pressure, resulting in a 
lower contamination of the growing film. 

b) The electrons produced in the ionisation of the sputter gas (He) are also confined by the 
magnetic fields at the target. Hence, substrate heating due to bombardment by electrons 
is also reduced. This fact together with the fact that the Co and the Cu clusters land at 

very low speeds in the substrate ensures low coalescence and particle growth due to 
heating of the substrate. 

TO MASS- 
SEPARATOR 

Figure 3-7 

HELIUM 
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Magnetron cluster source and incorporated sputtering device. 

The system used for the Co/Cu nanoclusters studied in Chapter 6 uses SmCo5 rare earth 

permanent magnets and 2 magnetron sputtering heads to produce multilayer films. The 

base pressure of the system is 1.10-7 mbar and sputtering takes place under a pressure of 

3mbar of He. After the Co and Cu clusters had been produced, they were deposited at the 

same time at very low speeds, to avoid diffusion of atoms or formation of agglomerates. 
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" Sed espectadores atentos aili donde no podais ser actores " 
(Be eager spectators, there where you cannot be actors) 

J. E. Rodö 

4. Sample Description 

4.1. Ferrofluids 

The production of the ferrofluids is a multi-stage process; once the particles have been 

synthesised, they are coated with a surfactant. Then, the particles are dispersed in a 

compatible carrier liquid. Ferrofluids are suitable systems for the study of interactions 

because the particle size distribution in the samples remains constant upon dilution, being 

interparticle separation the only variable that may account for the different observations. 

Also, the control of particle size and stabilisation of small magnetic particles in a 

ferrofluid are well known processes that facilitates the manufacture and understanding of 

the samples. 

4.1.1. Manufacture of the ferrofluid 

The colloidal particles studied in this thesis were prepared by Liquid Research Ltd. via co- 

precipitation of two metallic salts from aqueous solution. For the manufacture of magnetite 

(Fe3 04) two aqueous solutions of ferrous (Fe II) and ferric (Fe III) salts are added to an 

excess of alkali. The reaction is described by, 

8 [M]OH+ Fe3+ +Fe2+ --ý Fe304 +8 [M]+ +4H20 (Eq. 4.1) 
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where [M]+ is the metallic ion, which can be K+, Na' or (NH4) + -non metallic-, 
depending on the desired size of the particles. The reaction described by Eq. 4.1 has been 

extensively investigated by several workers e. g. Khallafalla and Reimers [1980], Gribanov 

et al. [1990] and Williams [1990]. The production of ultrafine particles in this way 
depends not only upon the chemical composition of the salts but also on the conditions that 

exist at the time of the formation of the precipitate; for example, the particle size is 

influenced by different experimental variables such as the solubility of the precipitate in 

the medium in which is being formed, the nature of the alkali, the precipitating 
temperature, the concentration of the reactants and the rate at which they are mixed. 

Experimental variables that minimise the particle size include low temperature, which 

decreases the solubility of the precipitate in the solution. Also, the size of the particle 

varies depending on the alkali used for the reaction; in this way, increasing particle sizes 

are obtained following the series KOH, NaOH and (NH4 )OH 
. 

This was the method 

used to obtain the three different particle sizes of the ferrofluids in this thesis. For more 

details see Gribanov et al. [1980]. Williams [1993 a] studied the effect of adding different 

concentrations of the Fe (II and III) salts, at different rates and precipitation temperatures, 

and the effect of stirring them vigorously or stirring slowly or not at all. Although a 

systematic study into the experimental control of particle size was not undertaken, it was 

observed that the higher the precipitating temperature, the larger the particles; equally, a 

slow addition of the salts leads to larger particles when compared to those obtained by a 

fast addition of these salts. 

Once the magnetic particles are synthesised, the surfactant is added. After the addition of 

the surfactant, which ultimately stabilises the particles in the carrier liquid by an entropic 

mechanism (see +4.1.4.3), the particles are separated from solution, filtered and washed in 

water to remove all salts. Then they are washed in acetone to remove any unbound or 

physisorbed surfactant. A hydrocarbon carrier liquid (isopar-M) is then added, in which the 

particles are dispersed. The solution is gently heated to evaporate residual acetone. Finally, 

the sample is centrifuged to remove any large aggregates (> l wn) [Kaiser and Miskolczy 

(1970)]. Any aggregates that may have remained are removed by the more fine filtering 

technique called HGMS (further details about this technique are given in the next section, 

+4.1.2). 
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There are many other methods to obtain fine magnetic particles. For example, Bandow et 

al. [1987] reported the preparation of ultrafine colloidal magnetite particles in water pools 
in water/oil microemulsions. In this case the size of the particles is controlled by the size of 
the pools. Other techniques are grinding [Papell (1965), Kaiser and Milkolczy (1970), 

Khalafalla and Reimers (1973)], evaporation [Granqvist and Buhrman (1976), Nakatani et 

al. (1987)], electrodeposition [Luborsky and Paine (1960), Hoon (1980)] and precipitation 
from non-aqueous solution [Smith (1981), O'Grady (1982), Nakatani et al. (1993), 

Lambrick et al. (1987)]. Fine particles can also be prepared by the sol-gel technique, 

sputtering, thermal evaporation, laser ablation, etc. A very comprehensive revision of the 

different techniques available for obtaining nanoparticles is found in Hadjipanayis and 

Siegel [1993] and Edelstein and Cammarata [1996]. 

4.1.2. Ferrofluid refinement by High Gradient Magnetic Separation (HGMS) 

As prepared, ferrofluids invariably contain a degree of aggregation: the particles in these 

`primary' aggregates are irreversibly bonded together, either before the surfactant coating 

is applied or when the surfactant coating is complete. Thus these aggregates behave as 

single particles with relatively high magnetic moments in the presence of an applied field. 

In order to increase the long-term stability of ferrofluids and minimise the interactions 

within the system, as well as obtaining narrow distribution of particles sizes, these 

aggregates need to be removed. 

One of the methods employed to eliminate large aggregates from the ferrofluids is the so- 

called High Gradient Magnetic Separation (HGMS) (see +3.6). This technique was 

initially developed in mineral processing, making it possible to efficiently separate weakly 

(para)magnetic particles for which conventional magnetic devices, such as belt and drum 

separators, were ineffective [Gerber (1982)]. HGMS has been used in other industrial 

applications such as desulphurisation of coal, the removal of corrosion products from 

water in thermal power plants and kaolin purification for paper manufacture. Effluent 

water may be treated by `seeded' HGMS, whereby non-magnetic pollutants are bonded to 

magnetic particles and removed by magnetic filtration. HGMS has also been applied in the 

isolation of red blood cells (containing paramagnetic haemoglobin) from whole blood 

[Roath et al. (1990)] and in the purification of high-Tc superconducting materials [Labroo 

et al. (1992)]. An extensive revision of the early theory and applications of HGMS is given 
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by Gerber and Birss [1983]. O'Grady et al. [1986] adapted the technique for ferrofluid 
refinement. 

The principle of the HGMS was explained in +3.6. It is interesting to show the studies of 
Parker et al. [1982] who considered the contribution of particle interactions to the force 

acting on a particle when it is subjected to HGMS. The authors concluded that for very 
small values of the particle radii (r <I OA ), the build-up of particles on the magnetised 
fibre (stainless steel fillings) is negligible due to thermal diffusion. Thus particles smaller 
than this size cannot be filtered. The repulsive interactions (see +4.1.4) between particles 
dominate for WA <r< 50A, tending to reduce the amount of build-up that is predicted in 

the absence of particle interactions. For large particles, r> 50A, the interparticle dipolar 

attraction forces tend to increase the build-up. 

Williams [Ph. D. thesis, +5.5 (1993)] arrived at very interesting results with respect to 

magnetic filtering of ferrofluids. The variation of the field gradient has a strong bearing on 

the final particle size distribution. According to Williams, large aggregates are removed in 

relatively small applied fields (H N 2000e) which is reflected in the initial reduction of 

the mean particle size of the system. However, as the field gradient is increased, due to a 

higher applied field (H < 18000e) it seems as though even single particles are removed, 

with the corresponding fall in the width of the particle size distribution, while the mean 

particle size remains constant. The removal of single particles seems to be also more 

efficient the larger the particles in the system, as observed by Williams when comparing 

TEM images of three ferrofluids with different particle sizes (D,, 
m = 51,78 and 101 A), 

before and after HGMS. 

According to O'Grady et al. [1986], although the magnetic and physical sizes do not seem 

notably altered after HGMS, the stability of the ferrofluid to field gradients is greatly 

enhanced due to the reduction of agglomerates in the fluid. Similar results have been 

obtained by Buzmakov [1995], who studied the microstructure and sedimentation stability 

of kerosene-based magnetite colloids exposed to a magnetic field with a homogeneous 

vertical gradient of the magnetic field strength. The concentration distribution was studied 

photometrically, measuring the attenuation of the light beam passing through the layer of 

liquid. For the non-filtered sample, after removal from the magnetic field, there appear 

spherical drop aggregates with radii of several microns. The dissolution of the aggregates 

and the restoration of the equilibrium concentration was accomplished in one to two days. 

63 



Chapter 4. Sample Description 

Unlike the non-HGMS samples, the filtered ferrofluids exhibited no drop aggregates. In 

this case, the switching off of the field was followed by a rapid dissolution of the deposit, 

which was composed by colloidal particles undetectable in the optical microscope. In the 

light of these results, the authors concluded that magnetic separation, which removes 

coarse particles with large magnetic moments from the liquid is an efficient method of 
increasing the stability of ferrocolloids with respect to aggregation. Also, filtered 

ferrocolloids present higher sedimentation stability, i. e., less amount of sediments upon 

removal of the field gradient. Further dilution of the filtered sample with pure kerosene 

produced no decrease in the sedimentation stability, only modifying the microstructure of 

the sediment, in which some drop aggregates could be seen. 

O'Grady et al. [1986] also studied the variation of the normalised susceptibility, X, 
, with 

filtering time, tf. The authors obtained some interesting results. After a certain filtering 

time, the saturation magnetisation diminishes with time, while the x; remains constant. 

This is a clear evidence that for a long enough filtering time, it is not only the big particles 

which are being removed but a uniform part of the distribution of particles sizes. Thus, the 

size distribution remains constant (xt - constant) and it is only the number of particles 

present in solution which diminishes. Also, the more diluted samples take less time to be 

filtered. 

Other interesting studies of the effect of HGMS on the particle size, magnetic properties, 

and fluid stability have been performed by several authors [e. g. Watson (1973), Blums and 

Chukhrov (1993)]. 

4.1.3. Chemical composition 

4.1.3.1. Properties of the non-magnetic components 

4.1.3.1. a. The surfactant 

Once the magnetic particles have been synthesised [Khalafalla and Reimers (1980)], the 

particles surface needs to be treated in order to prevent aggregation. The surfactant is a 

species that adsorbs at the interface between the solute (or magnetic precipitate) and 

solvent (or carrier liquid) phases. 

All surfactant molecules have two very well defined regions: 
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1. Lyophobic region, which has very little attraction for the solvent, and 

2. Lyophilic region, which has a strong attraction for the solvent. 

When a surfactant molecule is dissolved in a solvent, the presence of the lyophobic group 
causes a distortion of the solvent liquid structure, increasing the free energy of the system. 
It then involves less work to bring a surfactant to an interface (particle surface) than it is to 
bring it to a solvent molecule. Thus the surfactant concentrates naturally at this interface. 
Also, the lyophilic group prevents the surfactant from being expelled out of the carrier 
liquid as a separate phase. This would produce the disolvatation(*) of the lyophilic groups 
from the magnetite particles and the coating would be destroyed. 

Consequently, the molecules of surfactant orientate themselves with the lyophobic portion 

of the molecule out of the solvent, congregating at the interface. The surface tension 
between the two media (solvent or carrier liquid and solute or magnetite particles) is then 

determined by the surfactant molecules rather than by the solvent molecules. The 

surfactant decreases the work needed to create a unit area of interface, which results in a 

reduction of the interfacial (or surface) tension [Gibbs (1929)]. 

The Iyophobic group is a long-chain hydrocarbon and the lyophilic group is an ionic or 

highly polar group. Depending on the distribution of electric charge of the constituent 

molecules, there are four kinds of surfactants: anionic, cationic, amphoteric or non-ionic; 

thus, depending on the polar-head group, the hydrocarbon chains carry, in a polar solution 

(e. g. aqueous solution), a negative, a positive, both positive and negative, or no charge at 

all, respectively. Anionic and cationic surfactants are totally incompatible with each other, 

while amphoteric and non-ionic are compatible with all others [Rosen (1978)]. For the 

ferrofluids utilised in this thesis an anionic surfactant has been used, namely, oleic acid, 

CH3(CH2)7CH= CH(CH2)7000-H+. 

Colloidal particles dispersed in polar solutions have a net electric charge concentrated at 

the surface, and these charged units attract oppositely-charged ionic particles. The inner 

shell of charge and the outer atmosphere is called the electric double layer, which will be 

studied in +4.1.4.2. Khalafalla and Reimers [1984] investigated the relative stability of 

water-based ferrofluids containing magnetite particles coated with anionic and cationic 

surfactants. These workers concluded that the former were more effective stabilisers: 

Solvation is a process which involves the attachment of molecules of solvent to ions. 
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adsorption of anionic surfactants onto the particle surface occurs by chemical bonding to 
the tightly-held negatively charged inner portion of the electric double layer, whereas 
cationic surfactants can only bond to the positive diffuse layer; expansion of the double 
layer by dilution can then detach the cationic surfactants from the particles 

The surfactant has also an important role in preventing the oxidation of the magnetite 
cores of the particles in the fluid, providing a chemical barrier to oxidation as a 
consequence of the nature of its bonding to the particle surface [Rocchiccioli-Deltcheff et 
al. (1987)]. 

4.1.3.1. b. The carrier liquid 

The main property of the carrier liquid is its chemical compatibility with the surfactant 

molecules coating the magnetic particles. Assuming this compatibility, the desirable 

properties for the carrier liquid are: low evaporation, low viscosity and chemical inertness. 

In the case of the ferrofluids in this work the carrier liquid chosen was ISOPAR V, which 

meets all the requirements. 

4.1.3.2. Magnetic particles 

As already commented, the particles utilised for the magnetic studies in this thesis are 

magnetite, Fe3O4. Ferrimagnetic in nature, they have an inverse spinel structure as is the 

case of many other ferrites [Cullity, p. 184 (1972)]. Each particle has a net magnetic 

moment and due to the small sizes present, they will exhibit superparamagnetic behaviour 

(see +2.4 and +5.2) at room temperatures. 

The bulk material presents a saturation magnetisation of 480 emu/cc. However, during the 

precipitation reaction it was observed that the saturation magnetisation was reduced to 335 

emu/cc (reported by the manufactures, Liquids Research Ltd. ). This is the value that has 

been used in this thesis wherever necessary. 

4.1.4. Non-magnetic interactions 

4.1.4.1. Van der Waals attraction 

Van der Waals (or London) forces are weak attractive forces between atoms or molecules 

which vary inversely as the sixth power of the interatomic or intermolecular distance. They 
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are due to momentary(*) dipoles of opposite sign caused by fluctuations in the electronic 
configuration of the atoms or molecules when they approach each other; i. e., they are 
forces arising from the mutual perturbations of the electron clouds of two atoms or 
molecules. 
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Figure 4-1 Figure 4-2 

Van der Waals energy between two spheres with Electric potential vs distance from the surface of 
the same radius, in units of kT. the particle [Jirgensons et al (1954)]. 

For the case of two interacting spherical particles with radii rl and r2, and surface 

separation S, the attraction energy between them is given by Hamaker [1936], 

Evw -A 
rl * r2 

- 
vw 6S(rl + r2 } 

E= -16A 
rl'r2 

9S6 

for r1, r2 »s 

for rl, r2 «S 

where Avw is the so-called Hamaker constant defined by, 

Avw = iz2PIP2C12 

(Eq. 4.2) 

(Eq. 4.3) 

where p,, p2 is the number density of atoms/molecules in particle 1 and 2, respectively, 

and C12 is a constant that incorporates a characteristic ionisation energy and the 

polarisability of the material. Rosensweig [1979] assigns a value of A, w ~ 10-12 erg for iron 

particles dispersed in a hydrocarbon. 

(*) The time averaged dipole moment is zero but it always has an instantaneous value. 
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For particles with D< 100 A, the Van der Waals attraction becomes less important, as it 
can be seen in Fig. 4-1. For an interparticle distance of 20A (length of surfactant tail) it is 
of the order of 1- 2 kT 

, i. e. easily overcome by thermal effects. 

4.1.4.2. Electrostatic repulsion 

Colloidal particles dispersed in a polar medium can acquire electric charge by (i) surface 
dissociation, where ions leave dissociable groups on the particle surface, (ii) adsorption of 
ions from polar solutions, e. g., H3O+ and OH- from water, (iii) adsorption of ions from 

substances dissolved in the solution, e. g. an ionic surfactant such as sodium oleate, or (iv) 
from crystal lattice defects. 

The net charge on colloidal particles gives rise to an electric double layer. The first layer, 

close to the particles, contains the tightly bonded species, which may include ions; then, 
there is a diffuse outer layer integrated by oppositely charged material, which maintains 
the charge neutrality. The variation of the electrostatic potential within the electric double 

layer is shown schematically in Fig. 4-2. The C potential is the potential measured from the 

surface of the tightly bound layer. It is this potential which gives rise to particle transport 

phenomena in an applied electric field. This behaviour was observed by Bibik et al. [1973] 

in a ferrofluid. Thus, electrostatic repulsion is very common between particles dispersed in 

polar liquids and is caused by the Coulombic repulsion of the immobile layers of ions 

stuck tightly to the surfaces of the particles. The radius of the `sphere' that captures this 

rigid layer is called radius of shear. 

Apart from playing an important role in several preparative methods, the electrostatic 

repulsion mechanism has been used to disperse ferrofluid particles [e. g. Massart (1981)]. 

In some cases, the presence of the electric double layer enables ferrofluids and other 

colloids to be stabilised without the addition of surfactants [Jackson (1965)]. In the 

majority of cases, however, a surfactant is added to the system which can adhere to parts of 

the double layer, and although the addition of these ionised molecules reduces the net 

charge of the particle, it provides additional stability via entropic and enthalpic repulsion 

as shown in the following sections, 4.1.4.3 and 4.1.4.4. 

4.1.4.3. Entropic repulsion 

The entropic, or steric repulsion, arises between the 'tails' of the long hydrocarbon 

molecules adsorbed onto the particles surface. The effect of these molecules is to prevent 
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the cores of two colloidal particles from coming into contact when they approach each 
other. This process is known as steric hindrance. The polar groups of the adsorbed species 
associate with the particle surface either physically or chemically, whilst the tails are 
chosen with properties similar to those of the surrounding liquid. These surfactant 
molecules can be simply linear groups with an anchor group at one end (e. g. oleic acid) or 
long polymers with many anchor groups along the chain, so that they can adsorb at more 
than one site (multiple anchoring). When two particles approach each other closely they 

will tend to compress the surface-adsorbed layers surrounding each particle, which act as 

elastic bumpers. Thermodynamically, the repulsion is due to the decrease in the number of 

possible configurations of the adsorbed chains when the two particles approach one 

another, which results in a reduction in entropy and the corresponding increase in the free 

energy; hence at short range, an effective repulsive force between the particles is produced, 

which prevents the cores of the particles from coming together. 

The calculation of the entropic repulsion is not simple and differs for each surfactant and 

carrier. Mackor [1951] considered the steric repulsion in terms of a rigid tail-rod attached 

to a universal head-hinge, this attached itself to a flat surface. He used a statistical analysis, 

treating the surfactant molecules as rigid rods with a universal coupling constant. A more 

rigorous treatment by Scholten [1978] provides an order of magnitude for the entropic 

repulsion energy, U. (the sub-index S stands for entropy), 

US=? 7rnsk S-S 1.5D+2ö+s 
1 

ifS<2ö 
3222S (Eq. 4.4) 

Us =0, ifS _ 
28 

where ns is the number of adsorbed molecules per unit area (ns 1014 molecules / cm2 ), S 

is the length of the surfactant molecule, S is the particle separation, and D the particle 

diameter. For S8 and D= 50A, the entropic energy has a value of US 15kT, which 

is more than adequate for the stabilisation of the particles against aggregation, due to 

magnetic and Van der Waals forces (see +4.1.6). 

Steric stabilisation is widely exploited in ferrofluid manufacture because it offers several 

distinct advantages over electrostatic repulsion, namely, it is equally effective in polar and 

non-polar dispersion media, at high and low volume fraction of particles, and is practically 

insensitive to the presence of electrolytes. 
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4.1.4.4. Enthalpic repulsion 

When the surfactant molecules have a strong affinity for their binding molecules, the 
approach of two coated particles also involves the distortion of these surfactant-solvent 
bonds. This process is energetically endothermic and therefore constitutes a repulsive 
force. The analysis of this enthalpic repulsion is specific to each system but a generalised 
analysis by Bagchi [1972] on non-aqueous systems implies that it is at least an order of 
magnitude less than the entropic term. 

4.1.4.5. Born repulsion 

Born repulsion is a Coulombic interaction which arises when the electron clouds of 

particles or atoms are very close, repelling each other. The force is negligible at large 

distances but increases very rapidly as the atoms approach one another closely. Born 

suggested that this repulsive energy could be expressed by, 

EB = k/r m (Eq. 4.5) 

where k is a constant and the power m, obtained from compressibility data, increases with 
increasing atomic size (m 5 for He, m~ 12 for Xe). The value of m in colloidal systems 

is very difficult to estimate because it is much more sensitive to surface structural details 

than the double layer repulsion and the Van der Waals attraction [Overbeek (1952)]. 

Although this is a very short range repulsion, it also helps to prevent irreversible 

coagulation of particles brought together by Van der Waals or magnetic forces. 

4.1.4.6. Hydrodynamic interactions 

According to the well-known formula of Stokes, the resistance experienced by a spherical 

particle with radius r moving in a non-flowing liquid of viscosity rho is given by, 

FH = 67rrfl0v (Eq. 4.6) 

where vp is the velocity of the particle. The velocity of the liquid in the neighbourhood of 

the particle decreases very slowly with increasing distance from the particle and, at 

distance R from its centre, the velocity is of the order of yr / 2R [Hermans (1949)]. Thus, 

if a second particle is moving at a distance R from the first particle, its velocity will be 

increased by an amount of this order. 
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Although these type of interactions do not play an important role in the stability of the 
ferrofluid (as is the case of the other interactions), they need to be considered when 
studying the dynamic behaviour of particles in the fluid, for example in the presence of an 
applied magnetic or electric field, or under the effect of gravity. 

4.1.5. Magnetic interactions 

The magnetic interactions present in the ferrofluid sample are the dipolar interactions, 

extensively described in +2.5.1.1. a. They seem to be the dominant interactions, as 
calculated by Jund et al. [1995 b]. These authors gave an order of magnitude of the dipole- 

dipole energy for a particle with a mean diameter of 100 A: it is approximately 10 times 
larger than the maximum well depth of the non-magnetic energy. 

4.1.6. The balance of forces 
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Figure 4-3 

Potential energy plotted as a function ofsurface-to-surface separation (in units of the particle 

radii) for surfactant-coated Fe304 particles, with a mean diameter An = 100.4, and n3=1014 
molecules/cm2 (after Rosensweig [1985]). 

Whether surfactant-coated ferrofluid particles remain monodispersed or not is determined 

by the sum of the Van der Waals energy, the magnetic attractive energy and the steric 

repulsion. In Fig. 4-3 below the net interaction is shown for a fluid containing 100 A 

magnetite particles with a surface coverage of ns = 1014 molecules/cm2 (approximately, 
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50% coverage of oleic acid molecules). As it can be observed from the figure, an adsorbed 
layer with a typical length S= 20A produces a net potential curve representing an energy 
barrier of more than 20kBT; because this barrier exceeds the average thermal energy by an 
order of magnitude, statistically only a few particles will cross the barrier and the rate of 
particle aggregation is negligible. On the contrary, if the adsorbed layer has a length 
8=5A, it cannot prevent aggregation. Scholten [1978] calculated that whilst thermal 

motion keeps ferrite particles with D =100 A and S= 10 A evenly distributed in the 

absence of a magnetic field, the net curve, in the presence of an aligning field, displays a 
minimum at about D= 40 A, which is expected to lead to particle aggregation. 

4.1.7. Properties of ferrofluids 

The systems under study in Chapter 5 are colloidal suspensions of magnetic particles in a 

carrier liquid. Colloidal solutions differ from substances that form true solutions in that 

they do not obey the solution laws: the alterations of the boiling and freezing points are 
inappreciable, and the osmotic pressures very small. 

Another characteristic of ferrofluids is the change in their rheological properties with the 

magnetic field; in this sense, an applied magnetic field will induce an anisotropic viscosity 

in a ferrofluid, where the viscosity parallel to the applied field is significantly greater than 

that perpendicular to the field [Rosensweig et al. (1969), Schliomis (1972)]. 

In some cases, due to the electric double layer on the particles surface in a ferrofluid, the 

particles can move in the presence of an applied electric field. This phenomena is known 

as electrophoresis. Electrophoretic techniques are used mainly to study the electric double 

layer. Bibik et al. [1973] observed electrophoretic behaviour in a water-base ferrofluid; 

however, for the case of the particles used in this work, which are dispersed in a non-polar 

medium, there will be no net charge on the particle surface and electrophoretic effects will 

not be observed. A good review of electric effects in colloids is given in Smith [1969]. 

As is the case for electrophoresis, depending on the carrier, the ferrofluid will present high 

conductivities (like in water-base colloids) or very low or no electrical conductivity (for a 

non-polar medium) due to the insulating nature of the carrier liquid. The conductivity of a 

ferrofluid with a non-polar carrier liquid can be increased by including a highly conductive 

compound as a surfactant [Chagnon (1990)]. Ferrofluids also present magnetodielectric 

effect, which is a field-induced anisotropy in the relative dielectric constant of the fluid 
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[Colteu (1983)]. The thermal conductivity of a ferrofluid, however, is not affected by the 
presence of an applied field [Popplewell et al. (1982)]. 

It is well known [Neuringer and Rosensweig (1964)] that a body immersed in a ferrofluid 
is subjected to a magnetic pressure gradient when the fluid is under the effect of an applied 
field. In the parts of the fluid where the field is stronger, there will be an increase in the 

magnetic pressure; hence, a non-magnetic body immersed in a ferrofluid experiences a 
force along the direction of decreasing field intensity, and in extreme cases the pressure 

gradient can be sufficiently large so as to expel the body from the ferrofluid. This property 
is known as magnetic buoyancy or self-levitation. 

Under the influence of a magnetic field gradient the surface of a ferrofluid can be observed 
to display a number of well defined liquid spikes. This unusual phenomena is known as 
surface instability [Cowley et al. (1967)]. 

Depending on the rotation mechanism (Neel or Brown) of the ferrofluid particles, they can 

remain stationary under the presence of an applied field (Neel rotation) or they can 

physically rotate (in the case of Brownian rotation) moving with them the surfactant 

molecules together with the entrained molecules of the carrier liquid. This effect was first 

observed by Moskowitz and Rosensweig [1967]. 

Brown and Hosnell [1969] studied a suspension of micron-sized magnetic particles in the 

presence of a rotating field and observed that the particles rotated in the direction opposite 

to the rotating field. Although the phenomenon has not yet been satisfactorily explained, 

Rosensweig et at. [1990] concluded that it is associated with the non-equilibrium states of 

the magnetic torque and viscous stress arising due to the particles having insufficient time 

to respond to a continually changing orientation of the applied field. It was observed by 

Popplewell et al. [1990] that when non-magnetic particles are included in a ferrofluid, the 

initial low-frequency rotation is in the same sense as the field, whilst at higher frequencies 

the rotation is in the opposite sense. In this case the torque, Td, on the non-magnetic 

particles arising from the applied field and the induced diamagnetic moment opposes the 

torque due to the viscous stress, T, at the fluid/particle interface. Hence the particles rotate 

counter to the applied field direction when T>Td or in the same direction when T, <Td. 

When ferrofluids are subjected to a magnetic field they become optically anisotropic, i. e., 

light with its electric vector parallel to the magnetic field is found to be absorbed more 

than light with its electric vector perpendicular to the field. This effect is known as positive 
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dichroism and has been observed by many workers (e. g. Martinet [1974]). Ferrofluids also 
present (positive) birefringence. In this effect the light with its electric vector parallel to 
the field experiences a higher refractive index than light perpendicular to the field. For 
more information on this effect, see Scholten [1980], Hartmann and Mende [1984], 
Popplewell et al. [1987] and Sakhnini and Popplewell [1993]. 

4.1.8. Applications of ferrofluids 

Ferrofluids are widely used in many applications. Some of the applications utilise the 

property that a ferrofluid is attracted and positioned using magnetic fields. The ferrofluid 

seal is the most developed application of ferrofluids. In seal applications [Rosensweig 

(1982)], the ferrofluid is attracted to the gap between a toroidal permanent magnet and a 
rotating shaft, forming a liquid O-ring; that is, the ferrofluid creates an impermeable ring 

around the shaft while allowing it to rotate with negligible friction. Also, any heat 

generated is dissipated through the liquid so that high rotation rates are possible (up to 

5.104 rpm in a high vacuum of 10-' Torr). 

Magnetic inks are another less widespread application of magnetic liquids. Two different 

technologies have been developed in ink jet printers: the electrostatic and the magnetic ink 

methods. In the former, the fluid is ejected from a nozzle in the form of charged droplets 

and deflected using an electric field. The interaction of the charged droplets and the use of 

high voltage electronics, however, pose considerable technological problems. In the 

magnetic ink systems, a uniform stream of ferrofluid droplets is formed by introducing 

periodic disturbances along a flowing fluid jet; these are then deflected on passing through 

the magnetic field gradient of a transducer coil [Fan and Toupin (1975), Sambuceti (1980), 

Maruno et al. (1983)]. The fluid inks based on ferrofluids contain particles that are 

predominantly superparamagnetic in the dried-ink state. Chandrasekhar et al. [1987] and 

Charles et al. [1988] studied magnetic inks containing Co ferrite particles for their use in 

character recognition work. 

There are also several applications based on the magnetic buoyancy or levitation force 

induced on bodies immersed in a ferrofluid. One of these applications is 

magnetohydrostatic separation (MHS), which is based on the variable density of a 

ferrofluid when subjected to an applied field, which is used on an industrial scale to sort 

materials, such as waste metals and precious stones, that differ in density [Kaiser and 

Kurtiss (1976)]. The passive levitation of a non-magnetic body is also applied in the 
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grinding and polishing processes for metals, ceramics and plastics [Umehara and Kato 
(1987)], where they observed a removal rate three times larger than that in traditional 

mechanical surface-finishing methods. 

The ferrofluids are also very often used as dampers; in this case they have a dual function: 
firstly, the buoyancy force on the magnetic or non-magnetic body enables the moving mass 
to be positioned without any solid contact; secondly, the colloid is able to dissipate the 
kinetic energy of unwanted motion or oscillations. Furthermore, a ferrofluid offers the 

advantage over conventional viscous media that it can be held in position by a magnetic 
field and does not need a closed vessel with its consequent sealing problems to contain the 

liquid. The most common damping application of ferrofluids is in the moving-coil or 

conventional loudspeaker. 

Another group of applications is based on the thermomagnetic convection properties of 

ferrofluids and the magnetic buoyant force exerted on the bubbles that are formed on 

boiling. One of these applications is the magnetocaloric pump; since the temperature is a 

measure of the disorder in a system, a sample of material that is thermally insulated from 

its surroundings must become cooler when it is magnetised (ordered). Shustrov [1992] has 

monitored this temperature change on application of a field as a function of the initial fluid 

temperature. Resler and Rosensweig [1964] proposed a device for the direct conversion of 

thermal energy to energy of fluid motion based on the change of magnetisation with 

temperature in a ferrofluid. Many industrial devices rely on thermal convection for the 

transfer of heat. Convection takes place whenever a fluid is heated non-uniformly; this is 

usually the case when the fluid is heated at the bottom and cooled at the top. The heated 

lower layers become less dense than the cooler upper layers, which is an unstable 

configuration; when the temperature difference between the bottom and the top exceeds a 

critical value, an organised pattern of fluid circulation develops as the heavier and lighter 

regions of the fluid respond to gravity. When the working fluid is replaced by a ferrofluid 

and a magnetic field applied at the bottom of the heating section, the circulation is driven 

by changes in the magnetisation of the ferrofluid with temperature rather than by changes 

in density. Furthermore, any bubbles formed are quickly removed from the fluid pool by 

magnetic levitation effect, resulting in an increase of latent heat transfer. This effect could 

be applied in the cooling of motors, loudspeaker and other equipment where a magnetic 

field is already present [Takahashi et al. (1992)]. 
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One of the possible applications of ferrofluids is to use it to probe the local environments 
of other materials; for example, ferrofluid particles may be incorporated into biological 
cells, and the response of the sample to an alternating magnetic field can provide 
information about the local viscosity. Investigators at Perth University are currently 
developing a technique by which very small magnetite particles in a ferrofluid are 
introduced in a cancerous liver. By applying high frequency magnetic fields, heat is 
generated which will act locally, killing only the cancerous cells. A temperature increase 
of 5-6 °C is sufficient to eliminate the cells. Many other bio-medical applications of 
magnetic nanoparticles in different carriers were the object of the Second International 
Conference on the Scientific and Clinical Applications of Magnetic Carriers 
(http: //www. ccf. org/cc. radonc/conferences, Cleveland, Ohio, U. S. A., May 28-30,1998) 

Recently, Tomänek et al. [1997] suggested the use of ferrofluids in high density memory 
system. According to their calculations, small (D. 100 A) particles in a ferrofluid form 

aggregates of a few particles (N --- 4- 15 particles), which can change from a chain to a 

ring structure, under the influence of a very small and localized field. In this memory 

systems, the field would be produced by a sharp tip of soft magnetic material, like the ones 

used in the Atomic Force Microscope (AFM). The tip can both modify the equilibrium 

structure (ring-chain or chain-ring) of the system by changing the field and temperature 

('assembly of nanostructures'), as well as being able to distinguish magnetically between 

the different isomers ('detection of nanostructures'). The detection or reading of 
information is made, as in the AFM, by the different attraction that different isomers exert 

on the probe. In this manner memory units can be stored in the form of small chains and/or 

rings, detected and deleted, by the application different applied fields and/or temperatures. 

4.2. Nanoclusters (Co/Cu) 

The manufacture of the Co/Cu nanoclusters studied in Chapter 6 was reviewed in +3.8. In 

the following sections, the different possibilities for cluster deposition are shortly revised. 

Some physical and chemical properties, as well as some of the magnetic characteristics of 

magnetic nanoclusters are discussed. Finally, a review of the applications and possible 

future applications of these nanostructured materials is presented. 

As well as ferrofluids, cluster systems represent ideal media for the study of interactions 

with concentration and particle size. While the particles in a ferrofluid would present 
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solely weak dipolar interactions, the nanocluster systems are expected to present more 
complex interactions, dipolar as well as exchange, which are intended to be explained. 

4.2.1. Cluster assemblage 

In general, cluster beams can be used to deposit material on substrates. Once the clusters 
have been produced in a magnetron cluster source (see +3.8), the deposition falls into two 

classes: 

a) deposition in which the clusters are ionised and accelerated so that they have energies 
of the order of keV before they reach the substrate, and 

b) deposition of low-energy neutral clusters. 

If high energy cluster beams are used, the clusters fragment on the substrate, thus creating 

additional nucleation sites and enhancing diffusion. Using high-energy cluster beams, 

Yamada et al. [1984] were able to obtain an epitaxial coating of Al on Si (111) surfaces. If 

low-energy cluster beams are used, then the clusters do not fragment on striking the 

substrate and nanostructured thin films are produced. This is the case of the nanoclusters in 

this thesis (see chapter 6). 

Although with the low-energy beams the clusters do not fragment, they can diffuse on the 

surface. If two clusters meet by diffusion, they can 'touch' but still remain separate entities. 

The other possibility is that they fuse into a larger cluster. By fusing they decrease their 

surface free energy. There appears to be an energy for coalescence which increases with 

cluster size. Thus, if both clusters are large, no coalescence will occur. 

Metallic clusters containing approximately 1000 atoms seem to present reduced melting 

temperatures [Edelstein and Cammarata (1997)]. If the reduced melting temperature is 

comparable to the substrate temperature, then the clusters are liquid-like and there is no 

barrier to fusion. In this case, coalescence will be unhindered until the melting temperature 

of the fused clusters is larger than the substrate temperature. Fusion of clusters of 

refractory and covalently bonded materials is sufficiently hindered so that the average 

cluster size in these materials on the substrate is likely to be similar to the average cluster 

size of the incident cluster beam. The subject of cluster assembled materials has been 

reviewed by Melinon et al. [ 1995]. 
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The clusters used in this work were prepared by Derek Eastham at Daresbury Laboratories 
by low energy co-deposition of Co clusters with an atomic beam of Cu from a magnetron 
cluster source, in a high vacuum deposition chamber. From room temperature 
magnetisation curves, it can be observed that the nanoclusters have a magnetic size similar 
to the physical size expected for clusters with their number of atoms, i. e., 1000 and 8000 

atoms, respectively (see +6.2). 

4.2.2. Physical and chemical properties of clusters 

The study of the physical and chemical properties of clusters is an area of great interest 

since it provides new ways to explore the gradual transition from atomic or molecular to 

condensed matter systems. Clusters provide unique systems for understanding certain 

complicated condensed phase phenomena such as nucleation, solvation, adsorption and 

phase transitions. It is not unusual for the properties of clusters to be different from those 

of the bulk material with the same composition. This is not too surprising in small clusters 

in which the atomic structure is different from that of the bulk material; however, even 

clusters large enough that their atomic structure is the same as the bulk structure can have 

these modified properties. Several books as well as review articles have been devoted to 

detailed investigations of cluster properties [Sugano et al. (1987), Jena et al. (1987), 

Moskovitz (1986), Johnson (1980), Russell (1989), Jena et al. (1992), and the entire issues 

of J. Phys. Chem. 91,10 (1987,1986), Chem. Rev. 86,3 (1986,1987), Z. Phys. D. 3,2-3 

(1986,1988), Z. Phys. D. 26,1-4 (1993,1991)]. In this section, some important properties 

of clusters are briefly described, with an emphasis on metal clusters. 

An interesting property of small clusters is the presence of 'magic numbers'. Similar to the 

stability of atoms with full atomic shells, clusters whose total number of valence electrons 

fill an electronic shell are specially stable. For example, for Na,, clusters the magic 

numbers are observed as peaks in the abundance spectra where n=8,20,40,58,92) which 

correspond to major electronic shell closings. The abundance spectra drops sharply above 

these magic numbers. 

For clusters of noble gas atoms and generally for large clusters (n > 100), the magic 

numbers are determined by geometric considerations and not by the filling of electronic 

shells. As suggested by Mackay [1962], the magic numbers of inert gas clusters containing 

from 13 to 923 atoms arise from the closing of shells and sub-shells of icosahedral 

structures [Echt et al. (1981), Farges et al. (1986), Northby (1987), Lethbrigde and Stace 
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(1989), Schriver et al. (1989)]. For example, Martin et al. [1990] explained the magic 
numbers observed in the mass spectra of Na, with 1500 <n< 22000 by the completion of 
icosahedral or cuboctahedral shells of atoms. In some other metal clusters, such as Pb,,, the 
stability is also dominated by geometric considerations [LaiHing et al. (1987), Farley et al. 
(1989)] and the strong magic numbers observed correlate with the icosahedral structures. 
The subject of icosahedral shells of atoms in inert gas clusters has a long and interesting 

story. For a review, see Proc. Faraday Symp. on Large Gas Phase Clusters [1990]. 

Another interesting feature of clusters is the surface to volume ratio. Using a liquid drop 

model [Jortner (1992)], the volume V and surface area S of a cluster containing n atoms 

can be expressed as, 

V=4 nRo3n and S= 4irRo2n2/3 
3 

(Eq. 4.7) 

where Ro is the radius of a single atom. The fraction of the atoms that are surface atoms, 

F=ns/n is given by, 

F=4/n1/3 (Eq. 4.8) 

In clusters a large fraction of atoms occupy surface states. For example, F=0.4 for 

n =103 , 
F=0.2 for n= 104 and F=0.04 for n= 106. The large surface/volume ratio 

for clusters is responsible for a variety of electronic and vibrational surface excitations 

[Jortner (1992)]. Jortner has discussed the physical and chemical consequences of the large 

surface/volume ratio of clusters and has proposed cluster size equations (CSEs) which 

describe the gradual transition from the large finite cluster to the infinite bulk system, with 

increasing cluster size. 

Because of the large surface to volume ratio of small clusters, the surface energy plays an 

important role in determining their properties and even their structure. For example, very 

small clusters containing fewer than approximately 20 atoms can have structures which are 

unique to them. Somewhat larger particles have structures which are characteristic of the 

bulk but with reduced lattice parameters and reduced melting temperatures. The lattice 

constant decrease has been observed in Al nanoparticles [Woltersdorf et al. (1981)]. It 

seems to be the case, however, that when the cluster size exceeds approximately 1 nm, the 

particles usually have either the structure of the bulk materials or metastable structures 

with bulk values for the lattice constants and melting temperatures. 
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There are many more interesting properties associated with nanoclusters; unfortunately, 
their study is out of the scope of this thesis. In this paragraph some references are given for 

the reader interested in further investigation. For example, ionisation potentials and 
electron affinities of different metal nanoclusters have been studied by several authors (Al,, 
[Pellarin et al. (1992)], Fen [Yang and Knickelbein (1990)], Lin [Gohlich et al. (1992), 

Dugourd et al. (1986)], Au,, [Cheshnovsky et al. (1990), Taylor et al. (1992)] in order to 

test the electronic shell model. Also the chemical reactivity of clusters has been tested for 

their application in catalysis and materials processing [Morse et al. (1985)]. Another 

interesting property of clusters are phase transitions. The most studied phase transition is 

melting. Studies show that the melting temperature of nanomaterials decreases for clusters 

smaller than a few hundred angstroms (Goldstein (1992) - Aun clusters, Peppiatt (1975) - 
Pb,, clusters]. 

4.2.3. Magnetic characteristics 

The magnetic properties of clusters can, like many other properties, differ from those of 

corresponding bulk material. For example, clusters of Rh [Reddy et al. (1993), Cox et al. 

(1993)], Pd, Na, and K [Edelstein and Cammarata(1996)] are ferromagnetic whereas the 

bulk forms are paramagnetic. Other differences, such as the superparamagnetism of Fe, Co 

and Ni clusters, are just a consequence of the small size of the clusters. Relatively few 

investigations have been performed on ferromagnetic clusters [Cox et al. (1985), de Heer 

et al. (1990)]. The earliest results came from the Exxon group [Cox et al. (1985)] who tried 

to use depletion in cluster beams to determine magnetic moments. The actual depletion 

profiles, however, were first observed by de Heer et al. [1990] on Fen clusters containing 

56-256 atoms. Bucher et at. [1991] performed similar experiments in Co� clusters. Further 

experiments on Fe, Co and Ni clusters containing up to 700 atoms at temperatures between 

80K and 1000 K have been reported [Billas et at. (1993,1994)]. Ferromagnetism was 

observed even in the smaller clusters. 

For clusters with fewer than 100-200 atoms the magnetic moments are enhanced and atom- 

like [Billas et al. (1993,1994)]. As the size is increased up to 700 atoms, the magnetic 

moment decreases and approaches the bulk limit, with oscillations possibly caused by the 

surface induced spin-density waves or structural changes. The magnetism of Ni clusters 

converges to the bulk limit more rapidly than Co and Fe clusters. In particular, the moment 

of a Ni cluster with about three layers of atoms (Niiso) is bulk-like, whereas for Co and Fe 
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about four or five layers are required (C0450, Fe5, o) before the same bulk-like behaviour is 
observed. 

4.2.4. Present and future applications of nanoclusters 

Magnetic properties of nanostructures provide a fertile ground for new discoveries. Thin 
layers of magnetic materials such as Fe, in conjunction with chalcogenides (group VI B, 

e. g. S, Se, Te) in intervening layers show evidence of high anisotropies and internal fields 

perpendicular to the plane instead of the parallel internal fields that usually occur. These 

materials show a large change in their resistance as the magnetic field is changed 
(magnetoresistive effect) and appear to be promising for read heads. They also exhibit 
important properties needed for non-volatile memory devices. 

For both particulate and thin film media, the magnetic single domain particles that 

constitute these systems must become smaller to achieve higher densities with satisfactory 

signal-to-noise ratios [White (1990)]. However, as particle size decreases, so does the 

energy barrier to reversal, in such a manner that the magnetisation can be reversed by 

thermal activation and stable magnetic storage ceases to exist. Higher energy barriers can 

be achieved by utilising magnetocrystalline anisotropy energy. However, this anisotropy 

energy often has an unacceptable temperature dependence. One solution may be surface- 

treated particles and films. In the tape industry, Co has been chemisorbed onto the surface 

of y-Fe2O3 particles, with a high increase in coercivity (more stable bits). Other surface 

treatments have also proven effective [Spada et al. (1993)], and it seems appropriate to 

explore this approach for high densities in both films and particles [Berkowitz and White 

(1989)]. Write heads can also be considered to fall into the nanostructured category, since 

the trend is toward utilising thin magnetic films of high-permeability metallic alloys for 

high recording density [Mee and Daniel (1990)]. The most probable route by which 

nanostructure research could lead to a successful memory technology would be via 

nanoelectronics research resulting in the development of an ultrahigh-density very-large- 

scale-integration (VLSI) integrated circuit (IC) technology. In fact, memory would be an 

indispensable ingredient in such nanoelectronic technology. 

Normal magnetoresistance (MR) heads utilise permalloy (Ni81Fe19) films whose resistance 

changes by about 2% as the recorded bit passes by. Some truly nanocrystalline materials 

have demonstrated resistance changes more than an order of magnitude larger [Chien et al. 

(1993), Berkowitz et al. (1993)]. These films consist of magnetic particles less than 10 nm 
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in diameter dispersed in a non-magnetic matrix. At the moment these materials looked 

very promising as potential read heads but they were soon discarded due to their wide 
switching region (distribution of particle sizes) and the large field required to saturate 
them, due to the presence of such small particles. At present (February 2000) the majority 
of read heads in the market are made of Giant Magnetoresistance (GMR) materials, in 

which the signal to noise ratio is superior to that of inductive heads at high data rates 
[White (1990)]. These GMR heads have a multilayer structure: permalloy (soft or pinned 
layer), ferromagnet (pinning layer) and antiferromagnet [Nogues and Schuller (1999)]. 

These materials present a very high change in resistance at very low fields, ideal properties 
for a good read head. 

Magnetotactic bacteria use the earth's magnetic field lines to enable themselves to 

orientate and move in the direction of nutritional or chemical ingredients. This ability 

suggests interesting possibilities in order to exploit these properties to develop magnetic 

sensors and transducer systems. However this is very much for the future as currently it is 

only in bacteria that the mechanism is fully understood [Dickson et al. (1993 b)]. 

Catalysts have been used for the production of industrially important materials for decades. 

The importance of small structures in promoting catalytic reaction is well documented 

[Knözinger (1991)]. Heterogeneous catalysis is highly dependent on two-phase reactions, 

and is enhanced by increasing the surface area exposed to a chemical reaction. As 

nanostructures together with the ability to make catalytically active surfaces and the 

mechanisms involved in catalytic action are understood in greater detail, enhanced 

capabilities for the production of important and less costly materials should be developed. 

This field and the related literature are however far too large to address here. Suffice it to 

say that both the electronic structure and the surface topology are known to be important 

for catalytic applications. 

The generation of the 21s' century electronic devices and computers will almost certainly 

depend on nanometer structures. However, the strongest economic driver is likely to be 

biomaterials and medicine where the confluence of chemistry, physics, and materials 

science at the nanometer scale may provide the understanding necessary to start to unravel 

the processes of life itself. 
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"If you want to understand the Creator, 

you need first to understand its creation" 
(Columbanus) 

5. Results I. Ferrofluids 
Introduction 

The basic characterisation of the ferrofluid systems as well as a whole range of magnetic 

and non-magnetic measurements are presented in this chapter. The effects of the different 

particle sizes, interparticle interactions and surface anisotropy have been studied. The 

chapter is divided in three sections, 5. A, 5. B, and 5. C. The basic sample characterisation 
(magnetic and physical) is done in part A; the study of interactions via different magnetic 

measurements is the object of part B; and the study of time dependence, attempt 

frequency, fo 
, and surface effects, also with some insight into the influence of interactions 

and particles sizes in such effects, is treated in part C. 

The idea of this experimental chapter is to study size, interaction and surface effects using 

a whole range of magnetic and non-magnetic techniques. In part 5. A, the samples' particle 

size (physical and magnetic) and energy barrier distributions are determined. In this way, 

the systems are well characterised enabling the further study of the properties of the 

materials. For the majority of magnetic measurements, the samples have been frozen 

initially in a zero magnetic field (ZFC), so that, in all cases, the samples are systems of 

randomly distributed magnetic moments. Thus given the initial configuration of the 

systems is the same, the effect of concentration and particle size on remanence to 

saturation ratio, coercivity, remanence (DCD, IRM) curves, delta M curves and relaxation 

of magnetisation gives an insight into the way interactions, size and surface effects affect 

the behaviour of the systems. Interesting is the calculation of the attempt frequency, fo, 

using different experimental techniques, for the three particle sizes. 
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if Only looking 
at the sky can you find 

answers to your longings. 

Looking at the sky, because looking 
at it liberates 

your mind, 

not because the answers come from the sky, 
but because 

contemplating infinity we are able to become aware 

of the role we play in the Cosmos, that we are connected to it all " 
(Translated from 'Inductions. Tie Geenom Manuscripts) 

5. A. Basic characterisation 
5.1. The samples 

The materials under study are magnetite (FeeO4) particles, in the form of a ferrofluid 

(+4.1). The samples have been supplied (Liquid Research Ltd) with three different particle 

sizes, 77A (F024), 66A (F026) and 59A (F028). The volume concentration is 10% 

approximately (see Table 5-1 below). All the samples have been prepared with a surfactant 

(oleic acid) chemisorbed onto the surface, that coats the particles, preventing 

agglomeration and reducing dipolar interactions (+4.1.3). The carrier liquid is a 

commercial hydrocarbon, called isopar-M. Measurements have been performed in the 

samples as-prepared, and also in diluted form. The dilutions have been obtained by adding 

different amounts of isopar-M to the original samples. In this manner, Dl is the sample as 

given by the manufacturer; D3 contains one part of DI and three parts of isopar; D4 one 

part of D1 and four parts of isopar, etc (see Table 5-1). 
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r1oo) D1 D3 D4 D5 D6 D12 D24 

F024 

F028 

7.1 

10.3 

2.2 

3.8 

1.9 

-- 

1.4 

2.4 

1.3 

1.7 

0.8 

0.8 

0.4 

0.5 

Table 5-1 

Volumetric concentration, s= 
(M8 / MB) x 100, of magnetic material for the differently diluted 

samples. MS and MSB are the saturation magnetisation of the ferrofluid and of the bulk material, 
respectively. 

5.2. Magnetic particle size 

The magnetic particle size has been determined using the method by Chantrell et al. [1978] 

described in Appendix I. According to this analysis, the magnetic particle size is obtained 
from the initial susceptibility of the sample, X,, and the approach of the magnetisation to 

saturation, characterised via 1/ Ho (see Appendix I), at room temperature. In +5.2.1, three 

magnetite samples with different particle sizes have been studied. The basic magnetic 

characterisation is presented in +5.2.1.1, and the deviation of the magnetisation curve 
from a sum of Langevin functions is explained in +5.2.1.2. In +5.2.2, the effect that 

particle size bears on the curves is considered. In +5.2.3, the influence of the sample 

concentration on the measurements is discussed. 

5.2.1. Magnetisation curves at room temperature 

5.2.1.1. Magnetic size parameters 

Assuming a lognormal distribution of particle volumes, the magnetisation curves at room 

temperature (T = 297K) are used [Chantrell et al. (1978)] (see Appendix I) to calculate 

the median diameter, D,,,,, and standard deviation, a, of the distribution (see Table 5-2). 

The parameter 1/ Ho has been obtained considering fields H>8.5 kOe. The saturation 

magnetisation of the coated powder was given by the manufacturers as M. = 335 

(emu/cc) at room temperature. This value is consistent with the studies by Kaiser et al. 

[1970] and Berkowitz et al. [1980], who predicted that the saturation magnetisation, MSB , 

for coated particles is lower than that for the bulk. They found that the average MB for 

coated magnetite particles is 68% of the bulk value (485 emu/cc, at room temperature), in 

close agreement with the value of 335 emu/cc supplied by the manufacturers. The decrease 
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in the value of MSB was attributed to the adsorption of the surfactant molecules on the 

particle surface, which causes the moments of the iron atoms close to the surface to be 

quenched. A reduction in the value of M,, has also been observed more recently by other 

authors [Tang et al. (1991), Kodama et al. (1996)]. In these studies, the authors attributed 
this reduction to finite size effects, i. e. the spins in the surface being canted and with 

reduced exchange coupling. 

Using the calculated parameters of the lognormal distribution of sizes (Dvm and o, ) 

(Table 5-2), theoretical magnetisation curves have been produced (Fig. 5-1, a and b), 

assuming a Langevin function for every particle size. 

F024 F026 F028 

D,,, 
n 
(A) ±2 77 66 59 

o ±0.02 0.42 0.41 0.38 

MS (emu/g) ±0.5 20.6 21.7 21.9 

Table 5-2 

Median diameter and standard deviation of the lognormal distribution of magnetic particle sizes, 
via the method of Chantrell et al. [1978] 

F024 at T 
room 

M(emu/sr) 

10 

0 -5 51 

D1, Th 
D1, Exp 

Applied Field (kOe) 
(a) 

Figure 5-1 

F028 at T 
room 

M (emu/ar) 

10 

i 

0 -5 5 

Z-1 
1 D1, Th 

D 1, Exp 

Applied Field (kOe) 
(b) 

Room temperature magnetisation curves (Exp) of samples F024 (a) and F028 (b) fitted to a sum of 
Langevin functions (Th), using the method of Chantrell et al. [1978] 

The results reveal the existence of 3 different particle sizes, which are consistent with the 

values obtained from the physical analysis via TEM images (+5.3.1) and the X-ray 

diffraction data (+5.3.2). As the particle size decreases, so does the standard deviation of 
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the correspondent lognormal distribution, probably an artefact due to the definitions of 
Dvm and cr in the method of Chantrell et al. rather than to a real narrower spread of 
particle sizes when the size is diminished. In fact, this trend is not observed in the size 
characterisation via TEM (Table 5-6). 

5.2.1.2. Deviation from the Langevin behaviour 

Assuming a sum of Langevin functions (one for each particle size in the distribution), 

theoretical (Th, in Fig. 5-1) magnetisation curves were generated using the parameters 

obtained by the method of Chantrell et al., displayed in Table 5-2. These curves seem to 
deviate from the experimental data, the effect being more important as the particle size 
decreases. The experimental magnetisation curves lie below the theoretical predictions for 

intermediate and high fields for all samples, and above them for small fields (only visible 
in F024, see +5.2.3). This phenomena may have different origins. One possibility is that 

the parameters obtained via the method of Chantrell at al. are not realistic; for this purpose 

a `best fit' routine has been written, which calculates D,, 
n and o so that the best fit of the 

experimental data to a sum of Langevin functions is obtained. This approach will also test 

the validity of Chantrell's method. The characterising parameters calculated for all the 

materials are presented in Table 5-3. In Fig. 5-2, the best fit and the experimental curves 

are plotted for samples F024 and F028. 

F024 F026 F028 

Dvm (A) ±2 78 66 58 

6,, ±0.01 0.41 0.41 0.38 

Table 5-3 

Parameters obtained by the bestfit method for all samples, F024, F026 and F028 (see Fig. 5-2) 

The agreement between the values of Dvm and or, calculated by the Langevin best fit (Fig. 

5-2) and the method of Chantrell et al. (Fig. 5-1) give a good indication of the applicability 

of this latter method. The best fit method slightly improves the fit for the F024 sample. 

However, for sample F028, there is still some deviation of the experimental data with 

respect to the fitted curve (see Fig. 5-2). A possible reason for the misfit observed in Fig. 5- 

1 and Fig. 5-2 for F028 is the presence of interactions. However this effect is only 
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significant for low fields (H<_ 500 Oe) [Bradbury et al. (1985)], and cannot account for 
the stronger deviations observed at intermediate and high fields. The influence of the 
interactions on the magnetisation curve will be studied in more detail in +5.2.3. 

Langevin Best Fit 
M/M 

QýpppO 

a¢ýý9 

0.5 

ß 

6° 
u° 

° 

0 -5 51 

F028, BEST FIT 

° yry r F028, EXP 
ý Dýý F024, BEST FIT 

Q°ýoooö°ý F024, EXP 

Applied Field (kOe) 

Figure 5-2 

) 

Experimental magnetisation curves of samples F024 and F028 fitted to a sum ofLangevin 
functions 

The more plausible (or at least predominant) explanation for the deviation of the 

experimental magnetisation curves from the ideal Langevin behaviour at high field is the 

influence of an anisotropic term in the system, as reported by several authors [Hanson et 

al. (1993), Williams et al. (1993 b), Chantrell (1977)]. This anisotropy, in the case of the 

samples of this thesis, and for room temperature, can only have its origin on the surface of 

the particles, as the particles are free to rotate in the fluid, and no other anisotropic 

contribution affects the magnetisation of the systems. As shown in Fig. 5-1, the Langevin 

fit is poorer for sample F028. Because F028 has a small particle size, and the surface layer 

is approximately the same for all samples (around 10 A) (see +5.11), the surface to 

volume ratio is much higher in this last sample. F028 will have a higher proportion of non- 

aligned (not-so-strongly exchanged coupled) spins, which will be more difficult to `pin' 

than the single magnetic cores (exchanged coupled). This would lead to some kind of 

surface anisotropy. Hence, an extra term (+2.2.3) that accounts for this effect should be 

introduced to describe the behaviour of the system. The structure of the magnetic moment 

in the surface is not completely known, but many authors [e. g. Coey (1971), Morrish et al. 
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(1976,1983)] have referred to it, indicating canting of the spins due to the lower 

coordination number and the geometry of this surface. 

Although Hanson et al. [1993] and Chantrell [1977] did their studies to account for an 
increase of the contribution of the anisotropic terms (shape, stress and/or crystalline) as the 

temperature was lowered (T<_ 200K) in the system, the same idea can be used for the case 

of any other anisotropy, at any temperature, although some care must be taken in the 

choice of the analytical form of this term (+2.2.3). Under the influence of this anisotropy, 

the experimental data lie below the theoretical Langevin predictions, as observed by 

Hanson et al. [1993] and in this thesis (Fig. 5-1). In Hanson et al. a treatment for a single 

particle size is presented. In this thesis(*) the method has been extended to account for the 

distribution of particle sizes (see Appendix II). For this purpose, a best fit subroutine has 

been written. The form of the anisotropic term that has been included is of the form, 

Ea, =K'V+K2cos28 (Eq. 5.1) 

where 0 is the angle between the easy axis (supposing uniaxial anisotropy) and the 

direction of the magnetic moment, and KO' and K2' are anisotropy constants that depend on 

the material. A complete description of the method is given in Appendix II. 

Preliminary results do not give a satisfactory fit to the experimental magnetisation curves. 

However, the method is still under development and it will be the object of future work. 

Special care must be taken in the selection of the mathematical description of this surface 

anisotropy and in this sense different expressions from K2' cos' 0 are also being 

investigated. 

This technique is of prime interest as it would provide with a method to obtain a numerical 

value for the surface anisotropy of small magnetic particles, which has been a very 

difficult task to date. 

(') During the writing of this thesis, it was observed that in the work by Hanson et al. [1993] there was a 

double misprint in Eqs. 8 and 9 (see Hanson [1993]). The argument of the bar-modified Bessel functions (Eq. 

6) is not (A sin A) but (A sin. sin ß) 
. 
Also, there is a sing missing in the integrand of both equations (8 and 

9). The results, however, are calculated with the correct argument [Hanson (1999), private communication]. 
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5.2.2. Effects of particle size on the magnetisation curve 

M(emu/cc) 

10 

5 

0 -5 5 

F024, D1 
F026, D1 

-10 F028, D1 

Applied Field (kOe) 

Figure 5-3 
Influence of the particle size on the shape of the magnetisation curves. 

As particle size decreases, the saturation is much more difficult to approach. This is 

expected as the randomising effects of temperature will be much more effective for the 

smaller particles, at a constant temperature. Also, as observed in +5.2.1, the smaller 

particles seem to present a stronger influence of a surface effect, manifest as a steeper 

slope at high fields in the experimental magnetisation curves, compared to the expected 

theoretical curves. However, with only the comparison of the magnetisation curves for 

different particle sizes, nothing can be said about this effect. 

5.2.3. Effects of interactions on the magnetisation curve 

It has been predicted theoretically and observed experimentally [Bradbury et al. (1985)] for 

weakly interacting (s < 10%) systems that the presence of interactions will deviate the 

magnetisation of a superparamagnetic sample from its Langevin behaviour. This effect will 

only be apparent at low fields and in the systems used in this chapter it is only obvious for 

F024; for the other two samples (F026 and F028), the effect of a strong anisotropy seems 

to be dominant in all field ranges. Also, as reported by Menear et al. [1983,1984] and 

Bradbury et al. [1985], the effects of interactions decrease as particle size is reduced. 

According to Bradbury et al. [1985], who studied the effect of interactions in weakly 

interacting systems (E < 10%) using a 2D Montecarlo model, dipolar interactions will 
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make the experimental data (interacting system) lie above the theoretical predictions for 
relatively low fields (H<_ 500 Oe), which is the case for sample F024 (Fig. 5-4). In a 
weakly interacting system the long-range order disappears for particle diameters smaller 
than 100A (the case of all the samples in this thesis); thus, the enhancement in the 
magnetisation of the fluid is due to the relatively short range character of the dipolar 
interaction. 

F024 

0.35 

0.30 

0.25 

0.20 

M/M 

/% 

7, 

D 1, Th (Chantrell) 
D6, Exp 
D3, Exp 
D1, Exp 

0.15 ' 
150 250 350 450 

Applied Field (Oe) 

Figure 5-4 

Theoretical Langevin curve compared to the experimental data obtained for different dilutions, D1, 
D3 and D6, of sample F024. 

Menear et al. [1983,1984] investigated the degree of spatial ordering within a system of 

small magnetic particles in the form of a colloidal suspension via a spatial distribution 

function (SDF) [Chantrell et al. (1980)] and by evaluating the mean nearest neighbour 

distances. They concluded that in zero applied field, only dimers and trimers are present in 

the system, and chains of five or more particles are not. When a field is applied to the 

system, it aligns the magnetic moments (dimers and trimers) thereby increasing the 

attractive interaction energy between particles, as shown in +2.5.1.1. a. These authors 

[Menear et al. (1984)] also found evidence of a limited increase in average interaction 

energy with applied field, the effect being more pronounced for the larger particle sizes 

(D,,, 
n = 75 A). Although large scale field-induced agglomeration has been observed by 

some authors [Peterson and Krueger (1977), Krueger (1979), Hayes et al. (1975,1977)] it 

was not evident in these Montecarlo results, possibly because of the small particle sizes 
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involved. For higher fields (H > 500 Oe), the effects of interactions are overcome by the 
effect of the applied field, as observed in these ferrofluids. 

Although the enhancement of magnetisation has been observed and explained, the only 
theoretical model that seems to predict and explain this effect is the one by Bradbury et al. 
[1985]. The results given by this 2D model were confirmed by Martin [1992] using a 3D 
replica of the previous model. In any case, these corrections would only account for the 
low field effect, which for these samples seems less significant than the effect at medium 
and high fields. 

It is also interesting to analyse the effect of concentration on the determination of the 

magnetic particle size and standard deviation obtained by the method of Chantrell et al., 

especially, on the standard deviation, which has been said [Menear et al. (1984)] to be 

particularly affected by interactions. In Tables 5-4 and 5-5, the median diameters, standard 
deviations and reduced susceptibilities, xl 

, 
for different concentrations of samples F024 

and F028, respectively, are shown. 

DI D3 D4 D5 D6 D12 D24 

D,,,,, (A) ±2 77 77 77 78 76 77 80 

o ±0.02 0.42 0.41 0.39 0.38 0.41 0.40 0.39 

( x; ±0.03)10-3 Oe-' 1.42 1.38 1.30 1.30 1.28 1.35 1.42 

Table 5-4 

Parameters obtained using the method of Chantrell et al. for different dilutions of sample F024. 

DI D3 D4 D6 D12 D24 

Dvm(A) ±2 59 58 58 57 58 59 

6v ±0.02 0.38 0.36 0.35 0.35 0.35 0.36 

( x; ±0.1)10-40e"' 5.4 5.0 4.8 4.5 4.5 5.0 

Table 5-5 

Parameters obtained using the method of Chantrell et al. for different dilutions of sample F028. 

Although the parameters obtained by the method of Chantrell et al. are somehow modified 

depending on the concentration of the samples, no definitive conclusions can be drawn 

about the influence of interactions on these calculations. However, there seems to be an 

increase of particle diameter for the more diluted samples (D12 and D24 in F24, and D24 

92 



Chapter 5. Results I. Ferrofluids 

in F028). Although it is not significant, it could indicate some agglomeration of the 
particles caused by a partial loss of surfactant due to the extreme dilution. This seems to be 
confirmed by the increased values of reduced initial susceptibility, for D12 and D24(*), 

as is dominated by the largest particle sizes [O'Grady et al. (1986), Holmes et 
al. (1990)]. 

The initial susceptibility, x, , seems to decrease as the concentration is lowered (up to D6), 

which leads to a similar variation in a, (see Appendix I). This behaviour is consistent with 

the local order effects existing in weakly dipolar interacting systems, explained in the 

previous paragraph. Similar results were predicted by Martin [1992] using a 3D 

Montecarlo model for a ferrofluid of Co particles, in the weakly interacting regime. In his 

work, Martin finds a decrease in with decreasing concentration; also, he suggests that 

there is no evidence of a reduced xj due to the formation of flux closure rings. 

At lower temperatures, the shape of the magnetisation curve is indeed affected by 

interactions as is the coercivity and the remanence to saturation ratio, as shown in +5.7; 

however, at these low temperatures, the systems are far from the superparamagnetic state, 

which is the subject of this section. 

5.3. Physical particle size 

Samples F024 (Dl)'> F026 (DI) and F028 (DI) have been subjected to physical size 

analysis. In +5.3.1, electron microscope micrographs are presented, which give the 

physical size of the particles. In +5.3.2, X-ray diffraction bears information about the 

mean crystallite sizes. 

5.3.1. Transmission Electron Microscopy (TEM) 

The study of the physical particle size has been done analysing TEM images (Fig. 5-6) 

using a Zeiss analyser, as described in +3.5. The particles, in the 3 ferrofluids used for the 

work, have decreasing particle sizes which follow a lognormal distribution function 

[O'Grady and Bradbury (1983)], i. e., the logarithm of the diameter follows a normal 

distribution function, 

(*)Sedimentometer measurements do not seem to indicate any agglomeration upon dilution; although the 

agglomerates may well be small enough so as not to sediment in a gravitational field, inducing no change in the 

sedimentation data. 
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I-e- 
( ln(D) )2 

f (D)d (D) 
2ic6D 

ZýZ dD (Eq. 5.2) 

where D is the diameter of the particle, a the standard deviation of the logarithm of the 
diameters and ,u is defined as ,u =1n(D) . 

The values used to obtain the fit described by Eq. 5.2, are not comparable with those 

obtained from magnetic data, since the parameters ln(D) and 6 characterise the 
distribution of the logarithms of diameters and not the diameters. In this manner, 

Dp = eµ (Eq. 5.3) 

where DP is the median diameter of the distribution of particle sizes. 

If a volume distribution is required, as is the case for the interpretation of magnetic data, 

then it can be shown that,. 

z 
6v =6, Dvp = Dpe3a 

where D, is the diameter associated with the median volume. 

0.045 
fýDý 
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Figure 5-5 

(Eq. 5.4) 
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Particle size analysis frý om TEM micrographs for the 3 samples, as a function of the diameter (a). 

Fig. 5-5 (b) shows the bimodal behaviour in sample F028. 
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SAMPLE Dp (A), a 
Dp1 (A), a (A), 62 Percentage (°/a) Log) ( g) 

Dp1 = 75 ±1 
F024 Dp=63±1 a1=0.20±0.01 40% 

6=0.26±0.01 Dp2=55±1 
a2 = 0.21 ±0.04 

60% 

Dp1 = 42 ±4 

F026 Dp = 49 ±1 a1= 0.32 ±0.02 47 % 

a=0.30±0.02 Dp2 =54±1 
62 = 0.15 ±0.02 

53% 

Dp1=25±1 

F028 Dp=34±1 ß1=0.19±0.04 36% 

a=0.29±0.02 D2=40±3 74% 
02 = 0.24 ±0.05 

(a) 

Magnetic size Physical size 

D, � (A) ±2, a, ±0.02 D, p (A) +1, ß� ±0.02 

F024 77,0.42 77,0.26 

F026 66,0.41 64,0.30 

F028 59,0.38 48,0.29 

(b) 

Table 5-6 

(a) Median diameter and standard deviation of the lognormal distribution ofphysical particle 
sizes, as obtained by TEM. Values for single and bimodal distributions are shown. (b) Magnetic 

and physical diameters corresponding to the median volumes as calculated in Eq. 5.4. 

The results show the existence of a bimodality in the size distribution, which becomes 

more evident for smaller particle sizes (Fig. 5-5, b). Although errors in the determination 

of particle sizes are difficult to assess (see +3.5), evidence for bimodality in the 

distribution of particle sizes arises from the very poor fit to a single function, specially for 

F026 and F028, as shown in Fig. 5-5. Further evidence for this bimodality seems to arise 

from the temperature decay of remanence (see +5.4.6) studies where a bimodal 

distribution of energy barriers is observed, presumably due to the bimodality in the 

physical particle sizes. This effect is particularly evident in sample F028. The data 

obtained from the particle size analysis are displayed in Table 5-6, with values for a single 

and a bimodal lognormal distribution functions, for the 3 samples. The reason for the 

bimodal behaviour is thought to lie in the preparation process of these particles. While the 
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TEM micrograph of sample F024 
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co-precipitation (+4.1.1) of the two iron salts for the formation of the magnetite particles 
is taking place, a nucleation process occurs, followed by a growth process possibly 
including Ostwald ripening, by which the particles grow bigger. While this is happening, 

surfactant is added to coat the particles, that inhibits the growth process. For the large 

particle systems (F024), the particles grow to their final sizes almost instantaneously 

[Davies et al. (1993)], so the addition of the surfactant will not interrupt the growth 

process, leading to a more uniform single-lognormal distribution of particle sizes, as 

observed. On the other hand, the smaller particles have a longer growth process, which 

may have been partially stopped by the introduction of the surfactant. Thus some initial 

seeds still remain that have not had time to grow, giving way to the bimodality observed. 

Big agglomerates, which are quite often found in this kind of dispersions, are discarded as 

having any contribution to the bimodality, as the samples have been filtered using High 

Gradient Magnetic Separation (HGMS, +3.6); in any case the aggregates would have been 

given a strongest contribution of the larger particles sizes, still not accounting for the 

`extra' distribution of smaller sizes. 

Particularly for the smaller particles (F026, F028), the bimodal behaviour can be seen quite 

clearly. In Fig. 5-5, it is shown how 2 lognormal distributions fit the data quite closely, 

while a single lognormal does not. Following results in other particle systems, different 

distribution functions (sum of gaussians, lorentzians, gamma... ) have also been tried. 

However the best fit was obtained in all cases with a lognormal or a sum of 2 lognormal 

distribution functions. 

The difference in the magnetic and physical particle sizes (see Table 5-6 b), especially for 

sample F028, is possibly due to an overestimation of the magnetic diameter. This has its 

origin in the dependency of the magnetic diameter (see Eq. App. 1 in Appendix 1) on two 

parameters, namely the saturation magnetisation of the sample, MS, and especially on the 

parameter 1/H0. The fact that due to the small particle size the particles cannot be saturated 

in a field of IT gives rise to a erroneously large values 1/H0, compared to the values that 

would be obtained if the systems were near saturation. In the non-saturated system (see 

Fig. 5-1 b and 5-7) the value of 1/H0 increases by approximately a factor of 5 compared to 

the value at saturation, while the value of Ms, in the denominator, increases by 

approximately a factor of 1.6. Taking both effects into account, and calculating the 6th root 

(see Eq. App. 1) a value of D,, m 
is obtained which is approximately 1.2 times of the value 
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expected if the system were be perfectly saturated. This is what is observed for sample 
F028. 
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IN (10-3Oe-) 

(b) 

(a) Schematic showing the values of the saturation magnetisation, M, and M12 (far from 
saturation). Diagram (b) shows how non-saturation (M12) has a strong effect in the determination 

of the parameter 1/Ho (Eq. App. 1). 

It is interesting to note the presence of some rod-like particles in the F024 samples. These 

particles are a-FeOOH (goethite) as identified by Sugimoto and Matijevic [1990]. The 

goethite particles have very little influence on the magnetic measurements performed in 

this thesis. 

5.3.2. X-ray Diffraction 

The radiation employed in this work was the CuKcc (E = 8.04keV, A=1.5418A). Once 

the peak (311) has been fitted to a Lorentzian function, the full width at half maximum 

(FWHM) is directly related to the structural coherence length, i. e., the size of the 

crystalline part of the particles (assuming them spherical, this length would be the sphere's 

diameter). The crystal size is obtained from the Scherrer's formula, 

D=0.94 
FWHM ý2B1 

ýo2ý 

(Eq. 5.5) 

where A=1.5418Ä is the incident beam wavelength and 28 is the angle at the Bragg 

peak (see +3.4). The values for the mean crystallite size in each of the magnetite samples 

are displayed in Table 5-7 below, which are consistent with the values obtained by TEM 

98 

1 
1 /H0(Ms) 1 /H0(MS/2) 



Chapter 5. Results I. Ferrofluids 

and magnetic size analysis. The X-ray spectra for the different samples are shown in Fig. 
5-8. 

Table 5-6 
Crystallite sizes measured by X-ray diffraction 
Intensity (arb. units) 

F028 (311) 
F026 
F024 

0 20 40 60 80 

26 (degrees) 

Figure 5-8 

X-ray diffraction spectra for samples F024, F026, and F028 

There appears to be less crystalline material than TEM and magnetic measurements seem 
to indicate. This may imply that the surface of these particles is not crystalline, due to the 

discontinuity that a surface constitutes. Atoms are expected to lie on the surface with no 

nearest neighbours, giving no contribution to the X-ray diffraction. 

A very interesting comparison between the sizes obtained by X-ray diffraction and TEM 

microscopy is given in the original work by Duvigneaud and Derie [1980] who states that: 

`In order to compare the "microscopic" (TEM) and "X-ray" mean particle sizes, one has to 

keep in mind that the X-rays see the particles as multiple unit cells so that the mean 

crystallite size of a perfect homogeneous sphere is less than its true diameter. It is well 

known [Guinier (1964)] that M=0.67D, where M is the mean value calculated by X-rays 

and D is the diameter of the particle observed by TEM. The agreement between the X-ray 

and microscopic sizes (M /D close to 0.75) confirms that the particles of a sample can be 

considered as isotropic single crystallites'. This is the case, for example of sample F024, 
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where M/D= 57 / 77 = 0.74. Thus for this sample it can be said that it is constituted by a 
single crystal of magnetite, and has a surface of around l0A thick, which is approximately 
the lattice parameter, 8.39A, for magnetite. The same conclusions can be drawn for 

sample F026, where M/D= 46 / 64 = 0.72. For sample F028, M/D= 40 / 48 = 0.83. 

From these measurements the lattice parameter of the crystals can also be estimated. The 

value obtained is 8.35Ä which lies between 8.33A for bulk maghemite (y - Fee 03) and 

8.39Ä for bulk magnetite (Fe304). This value seems reasonable for two reasons; firstly, 

some oxidation from magnetite to maghemite is expected with time, especially because the 

samples for the X-ray measurements had to be left to dry in an open atmosphere for more 

than two weeks. Also, due to the small sizes of the particles, some stresses might have 

been introduced, thus reducing the lattice spacing, effect that would be especially 

noticeable near the particle surfaces. 

5.4. Temperature Decay of Remanence (TDR) 

5.4.1. TDR and the distribution of energy barriers 

The Temperature Decay of Remanence (TDR) measures the ratio of remanence to 

saturation at every temperature (see Fig. 5-9). At each temperature the system is saturated 

( Hsi =10kOe ), i. e., all the particle moments are aligned in the direction of the field. Once 

this field is removed, and depending on the time and temperature of the measurement, 

some magnetic moments will reverse back to their original easy axis positions (random, in 

our case) and others will not (blocked). The blocked particles are those which contribute to 

the remanence. Blocked particles have not been able to overcome their energy barriers to 

reversal ; thus TDR becomes a direct measurement of the energy barriers in the system 

[Tan et al. (1979)]. From the Arrhenius-Neel law (+2.7.1.1), 

AE 

M(t) = M(t = 0) " e-`/s, where r= fo-lekBT (Eq. 5.6) 

where DE is the energy barrier for reversal). Remembering the definition for the blocking 

temperature (+2.4.1), 

LE K. V (Eq. 5.7) 
TB == (H = 0, for TDR) = kB In(z. fo ) kB. ln(z. fo) 
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it becomes clear that a measurement of the distribution of blocking temperatures, f (TB) 
, 

gives a direct measure of the distribution energy barriers, f (AE), in a system [Tar, et al. 
(1979)]. Thus, differentiating the TDR with respect to the temperature (Fig. 5-10), 

d 
MR 

s 
dT of (&E) of Ta (Eq. 5.8) 

The TDR and its derivative are presented in Fig. 5-9 and Fig. 5-10, for all sizes, 
respectively. The fits and derivatives have been obtained using a FORTRAN program that 
includes NAG subroutines E02BAF, E02BBF, E02BCF and E02BEF. The program 

computes a weighted least-squares approximation to the experimental data points by a 

cubic spline. The cubic spline is calculated from its B-spline representation. The first three 
derivatives are finally evaluated from this B-spline representation. 
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Figure 5-9 

TDR for the 3 ferrofluid samples 

If the applied field for saturation (here, HSai = 10kOe) is not high enough, some of the 

existing energy barriers of the system (Fig. 5-10) will not be `seen', because they have not 

been overcome by the saturating field in the first place (see following section 5.4.2). 

However, in the particles used for this thesis, 10 kOe is believed to be a high enough field 

to saturate the spins in the core of the particles (HK < 5kOe, see +5.4.5 and + 5.7.3 ), 

while the surfaces will remain canted [Hendriksen et al. (1994 a)] (see +5.11) 

Magnetisation curves taken with applied fields up to 8T (+5.11) show that the slope of 
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these curves at high fields decreases for very low temperatures (T- 4K), which indicates 

that saturating the surface spins is more difficult at low temperatures; it seems that the 
diminished thermal effects do not aid the applied field in aligning the surface spins, 
contrary to what would be expected for the core of the particle. These results are 
confirmed by Mössbauer data, in which the canting effect was found to decrease with 
increasing temperature for both small and large applied fields [Hendriksen et al. (1994 b), 

Parker et al. (1993), Morrish et al. (1976)]. 

For the same saturating field and the same measurement time, the remanence decreases as 
the temperature rises (see Fig. 5-9), due to the increasing contribution of thermal effects. 
Similarly, for the same temperature, the particles with smaller size (F026 and F028) will 
have a lower remanence to saturation ratio compared to the larger particle system (F024) 

as smaller particles are more susceptible to thermal effects, thus relaxing at lower 

temperatures, as expected from the simple Arrhenius-Neel law for relaxation (+2.7.1.1). 

This can be observed clearly in Fig. 5-9. 
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Figure 5-10 

Distribution of energy barriers or blocking temperatures, f (TB) for the 3 samples. 

From Fig. 5-10, the distribution of blocking temperatures has been obtained by 

differentiation of the TDR curve, as indicated in Eq. 5.8. This distribution has been fitted 

to a lognormal distribution of blocking temperatures and the median and standard 

deviation of the distributions, for the different particles sizes, are displayed in Table 5-8. 
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As expected, the systems with smaller particle size present the lower blocking 
temperatures. 

SAMPLE F024 F026 F028 

TBm (K) +1 17 16 14 

ß ±0.01 1.02 1.08 0.91 

Table 5-7 
Median blocking temperatures, TBm, and standard deviation, a, of the lognormal distribution of 

blocking temperatures (Fig. 5-10) for the 3 ferrofluid samples. 

5.4.2. Non-ideal behaviour of TDR 

It is important to emphasise the fact that the results presented in Fig. 5-9 indicate a 
remanence to saturation ratio of less than 0.5 (Stoner-Wohlfarth value for T= OK) [Stoner 

and Wohlfarth (1948)]. At T= 4K, the values of M, IMS are 0.38,0.30 and 0.27 for 

samples F024, F026 and F028, respectively; extrapolating to T= OK, Mr / M, becomes 

0.43,0.35 and 0.33, respectively. This decrease of Mr/Ms with respect to the `ideal' 

value has also been observed by other authors [El-Hilo et al. (1990 a, 1992 b), Luo et al. 

(1991), Battle et al. (1993), Hendriksen et al. (1994 a), Morup et al. (1995)]. In the work 

by Morup et al. the authors studied maghemite particles (Fe203) with D,, 
n, = 75A and 

6=0.43 A. The value obtained to fit the TDR was M, / MS = 0.37 at T= OK, for a 

saturation field (Hsat) of 1 Tesla, and TB,. = 17K, 6=1.15, values very similar to those of 

system F024 in this thesis (see Tables 5-8 and 5-9). The authors do not offer any 

explanation for this behaviour, but they acknowledge it. Luo et al. [1991] obtained a value 

of M, /MS = 0.21 (calculated from the hysteresis loop) at T=4.5K and for a saturating 

field Hsat = 5kOe, in a in a ferrofluid sample containing Fe304 particles (D, 
m, = 50A, 

a= ±16A). 

Obviously, the difference must lie on the fact that the S-W calculations were made for 

ellipsoidal (uniaxial anisotropy) single-domain particles of the same size, with no surface 

anisotropy and no interactions, and completely saturated before the remanence is recorded. 

Thus, there can be several reasons for the deviation from an ideal system, 

1. Effects of dipolar interactions, 
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2. The presence of a microstructure, possibly small aggregates, in the system, 

3. Not having a large enough saturating field, 

4. The presence of a strong surface anisotropy. 

Recent theoretical results by El-Hilo et al. [1998] and Kechrakos et al. [1998] predict a 
lowering in the remanence to saturation ratio due to the presence of dipolar interactions, 

overall demagnetising in nature. Hadjipanayis and co-workers [1981 a, b] pointed. out that 

when there are magnetising interactions in the system, Mr > 0.5M5, but if there are 

demagnetising interactions, M, < 0.5Ms 
. 

The reduced M,, is thus evidence for 

interactions which lead to demagnetising effects. 

Chantrell and Coverdale [1996] showed theoretically, for a suspension of magnetic 

particles, how the presence of a microstructure reduces the magnetisation of the system. 

Calculations were performed on a distributed system of 60 A median diameter and 

6=0.15 , with 1% packing fraction (see Appendix IV). It is shown that the reduced 

magnetisation in zero field, Mr / Ms 
, of the system with a realistic random initial 

configuration, i. e. with the presence of some microaggregates (see Fig. App-3, a) is 53% 

the value expected for an ideal random system (MIM,, MS = 0.5), i. e. 0.265. 

An important fact that may have a strong bearing in the diminished value of M, / MS is 

the lack of a large enough saturating field. Measurements of initial magnetisation curves 

up to 8T show that for T= 8K, MS(1T) = pMs(8T), where p= 88%, 80% and 77% for 

F024, F026 and F028, respectively. For magnetite particles in a ferrofluid, with higher 

energy barriers (TB,,, = 32 and TB, 
n = 20) than those studied in this thesis, El-Hilo et al. 

[ 1992 b] attributes the `missing' contribution in the TDR at low temperatures to the lack of 

a sufficiently large field to saturate the particles with larger energy barriers (see +5.4.3). 

Another possible reason for the low values of TDR at low temperature is the presence of a 

surface anisotropy. The influence of such an anisotropy may cause a lowering of M,,. As 

suggested by Aharoni [1987,1997], the reversal mechanisms of particles with a non- 

negligible surface anisotropy, may go from coherent to non-coherent (curling or buckling 

mode) rotation, which lowers the energy barrier; in other words, the reversal from the 

saturation direction requires less energy in the presence of surface anisotropy, which 

would reduce Mr from its expected value, at each temperature. Also, the presence of a 
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strong surface anisotropy at low temperatures, as suggested by several authors [Hendriksen 

et al. (1994 a, b), Parker et al. (1993)], will make it difficult for the applied field to 
overcome the energy barriers presented by the system. 

As presented here, all dipolar interactions, magnetic microstructure, the insufficiency of 
the saturating field and surface anisotropy, seem to lead to a reduction in the remanence to 
saturation ratio. It is difficult to analyse quantitatively how much each mechanism 

contributes (if anything) to this reduction. A theoretical model including all these effects 

could help in its quantitative evaluation. In this thesis, the Montecarlo model by El-Hilo et 

al. [1998] has been utilised (+5.4.7) in an attempt to draw some light in the physical 

processes occurring in these systems 

5.4.3. Theoretical predictions [Tari et al., 19791 

Following from Eq. 5.8, the TDR can be `recovered' from the distribution of blocking 

temperatures [Tari et al. (1979), El-Hilo et al. (1992 b)] as, 

Go 
M,, (T) 

=05 where T =T/T MT 

Jf(TR>iTR 
R Bm 

(Eq. 5.9) 

s() T/TBm 

is the reduced blocking temperature and f (TR) the distribution of reduced blocking 

temperatures. This technique has also been used by other authors [e. g. Mrrup et al. (1995)] 

to obtain TBm and 6 in maghemite particles. In Fig. 5-11 a, b, c, Mr / MS is calculated 

from the f(TB) (Fig. 5-10) as obtained from the differentiation of the TDR measurements 

(Fig. 5-9), using Eq. 5.9. In Fig. 5-11 a', b' and c', the values of f (TB) used were obtained 

from the experimental TDR corrected so that Mr / MS (T =0 K) = 0.5. The parameters 

obtained are displayed in Table 5-9, below. 

For T> 70K both the theoretical and experimental TDR are very close (both in a, b, c and 

a', b', c'). For T< 70K, the values of the experimental Mr / MS (a, b, c) lie below those 

calculated from Eq. 5.9. For T> 70K the temperature is rather high and all the energy 

barriers present in the system are easily overcome with the saturating field available 

(lOkOe ), thus all the particles in the system contribute to the remanence. Also, at these 

higher temperatures the thermal effects possibly dominate any other effects, such as the 

effect of dipolar interactions or surface anisotropy, described in +5.4.2. As the 

temperature 
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Figures 5-11 

Theoretical(Th) curves (TDR and f(Tb)) for the 3 particle sizes, using Eq. 5.9 are obtained. In a, b 

and c the "Exp " curves are the experimental TDR curves, as measured. In a', b 'and c', "Exp " 

represents the experimental TDR corrected so that M,. / MS (T =0 K) = 0.5. 
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decreases the effects described in +5.4.2 become more significant and it is reasonable that 
the experimental TDR (a, b, c) will lie below the theoretical values predicted, for which 
M, / MS(T = OK) = 0.5. When the corrected TDR is used (a', b', c'), Eq. 5.9 gives a much 
better fit to the experimental data, as it would be expected. Thus the decrease of TDR with 
respect to the Stoner-Wohlfarth values for low temperatures may be due to the fact that the 

energy barriers of some of the particles have not been overcome by the saturating field, or 
if they have, the magnetisation has relaxed faster than 100 sec (TDR measurement time), 

thus resulting `invisible' to the measurements. This effect is more obvious for F028 (c), as 

expected from its higher anisotropy, calculated in the section +5.4.5. 

TBm (K), ß TBm (K), 6 TBm (K), 6 
SAMPLE 

(as measured) (Eq. 5.9)) (exp. Corrected to 0.5) 

TBm= 17±1 TBm= 18±2 TBm = 18 ±1 
F024 

a=1.02 ±0.01 a=1.2 ±0.02 a= 1.3 ±0.01 

TBm= 16±1 TBm= 16±2 TBm= 16±1 
F026 

a= 1.08±0.01 a= 1.1 ±0.02 a= 1.2±0.01 

TBm = 14 ±1 TBm = 15 ±3 TBm = 13 ±1 
F028 

a=0.91±0.01 a=0.9 ±0.02 a=1.0±0.01 

Table 5-8 

Median blocking temperatures and standard deviations for the 3 particle sizes, obtained frý om the 

experimental TDR as measured (2"d column, Fig. 5-10), from the data as measured via Eq. 5.9 (3ra 

column, Fig. 5-11 a, b, c) and from the data corrected to Mr / MS (T =0 K) = 0.5 (3 column, 
Fig. 5-11 a', b, c) also via Eq. 5.9. 

It interesting to notice (Table 5-9) that the values of TBm and 6 do not vary significantly 

from the experimental fit (2d column, Table 5-9) and the theoretical calculations via Eq. 

5.9 obtained from fitting the experimental TDR (3rd column, Table 5-9) or the corrected 

experimental TDR (4th column, Table 5-9). 

5.4.4. Influence of interactions on TDR 

To study the effect of interactions, TDR curves need to be measured for different 

concentrations. According to El-Hilo et al. [1990,1992 b] the TDR measurements are not 

susceptible to interactions. The same results are obtained by Morup et al. [1995] for coated 

particles in a ferrofluid, while a different behaviour is observed in uncoated particles. 
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Morup et al. [1995] studied maghemite particles with a magnetic particle size of 75 A and 
standard deviation a=0.43. Measurements were performed on coated and uncoated 
particles, exerting pressure on the dry powders to study the effect of the interparticle 
interactions. For the coated particles (Fig. 5-12 a), the effect of increasing interparticle 
distance seems to have no effect on the value of the TDR. However, the uncoated systems 
show an increase of the remanence as the particles lie closer to each other (Fig. 5-12 b). 
They attribute this behaviour to the effect of strong magnetic interactions that result in the 
formation of an ordered state with a spin-glass-like structure, a'super-spin-glass' [Ms rup et 
al. (1983 b)]. 
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5U 

Variation of the remanence to saturation ratio with temperature (TDR) for (a) coated and 
(b) uncoated maghemite particles. The solid lines represent the best fit of the data with a standard 

decay of remanence model (data extracted from Morup et al., 1995) 

It is interesting to note the results of MT / MS obtained for the magnetisation curves at low 

temperatures (see +5.7), which indicate a reduction of the remanence to saturation ratio 

with increasing concentration. These latter results agree with the theoretical predictions by 

El-Hilo et al. [ 1998]. 

5.4.5. Determination of the effective anisotropy constant, K. 

Following the definition of the blocking temperature given in +2.4.1, an effective 

anisotropy constant of the systems can be calculated using, 
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ln(t " . 
fo)kB TBm 

Kell 
VM (Eq. 5.10) 

In Table 5-10 below, values for the effective anisotropy constants are calculated, using the 
median magnetic volume (Table 5-2) and a measurement time r= 100 sec. The value of 
the attempt frequency, fo, has been determined in +5.10 for the 3 samples, via the method 
of Dickson et al. [1993 a]. The values of the blocking temperatures are given in column 4 

of Table 5-9. 

F024 F026 F028 

Kell (105erg/cc) 3.3 ±0.2 4.0 ±0.4 4.6±0.5 

HKeff (0e) 1650 ±130 2370 X20 2730 ±280 

AEeff (10-'4 erg) 6.6±0.1 5.0±0.1 5.0±0.1 

Table 5-9 

Effective anisotropy constant, anisotropy field and energy barrier, as extracted from the TDR data. 

The anisotropy constant of the smallest particle size is the largest of the three, decreasing 

as the particles size increases. The origin of this higher anisotropy for smaller particle 

systems could possible lie in the larger surface/volume ratio of the smaller particle systems 

(see +5.11), as it has also been proposed by Chen and co-workers [1995] and Respaud et 

al. [1998] to explain the increase in the anisotropy constant as particle size decreases, for 

coated spherical Co particles with D. in the range 18 to 40A. The higher surface 

anisotropy of the smaller particles is also supported by the deviation from the Langevin 

behaviour of the room temperature magnetisation curves, especially important for these 

smaller sizes, as observed in +5.2.1.2. 

There is no reason to think why the smaller particle systems would have a higher 

interaction-induced anisotropy, as suggested by some authors [Dormann et al. (1997) p. 

322]. Precisely, the contrary is expected from Montecarlo calculations [Menear et al. 

(1984)] at high temperatures. 
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5.4.6. Bimodal behaviour 

Assuming that the energy barriers are lognormally distributed (based on the lognormal 
distribution of particle sizes), it has been observed that these samples present a bimodality 
in the distribution of energy barriers (see Fig. 5-13) [Blanco-Mantecön and O'Grady 
(1999)]. In Table 5-11, the parameters for the lognormal distributions are displayed, noting 
the percentage of each distribution for the case of bimodal behaviour. 
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Figure 5-13 

Bimodal behaviour of the distribution of energy barriers for sample F028 (59 A) 

SAMPLE 
TBm(K), 6 Tsmi, a, , TB'a, G2 Percentage (%) 

(1 Log) (2 Log) 

TBml= 4.7 ±0.1 
TBm= 17 ±1 61 = 0.40 ±0.03 

7% 
F024 

6=1.02 ±0.01 TBm2= 18.9 ±0.2 93% 
62 = 0.91 ±0.01 

TBml= 3.9 ±0.1 
3% 

TBm= 16 ±1 Cr1=0.33±0.03 
F026 

a=1.08 ±0.01 TB = 16.93 ±0.14 97% 
62 = 0.99 ±0.01 

TI Bm1= 4.8 ±0.1 18% 
TBm 14 ±1 61 = 0.45 ±0.02 

F028 
ß=0.91 ±0.01 TB2= 17.8 ±0.2 82% 

I 62=0.70±0.01 

Table 5-10 

Median blocking temperatures and standard deviations assuming a single and a bimodal 

distribution (lognormal) of energy barriers. 
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The obvious explanation for this bimodality would be the presence of a bimodal 
distribution in the sizes of the particles, as it has been observed in +5.3. Considering the 
bimodal distribution of physical particle sizes (Table 5-6), the corresponding blocking 

temperatures have been calculated for each of the median diameters of this bimodal 
distribution, obtaining blocking temperatures in close agreement with those obtained in the 

analysis of the f (TB). For example, in sample F028, Dvii1 = 28 A (36%) and 

D,, 
ii: 2 = 47 A (74%); for these values the calculated blocking temperatures are 3.2 and 

15.5, respectively, in close agreement with the values 4.8K (18%) and 17.8K (82%) 

obtained from the fitting of the distribution of energy barriers. 

For the fitting to a single or a bimodal distribution, a Levenberg-Marquardt algorithm 
[Press et al. (1988)] has been used, which is a common method for non-linear fitting. It 

finds the solution iteratively, varying smoothly between the inverse of the Hessian method 

and steepest-descent method. The value chi-square is used to control the goodness of the 

fit. 

5.4.7. Model predictions [El-Hilo et al., 1998] 

The model by El-Hilo et al. [1998] (see Appendix III) has been used in this section to try 

and reproduce the TDR curves obtained experimentally. Different variables such as 

anisotropy constant, K. concentration, s, and the range of the dipolar interaction, R, affect 

the behaviour of the remanence to saturation ratio, and have been adjusted to fit the 

experimental results. Fig. 5-14 a, b and c show different results for sample F028, and the 

best fits for F024 and F028 are presented in Fig. 5-14 (d). Firstly, the qualitative results 

obtained from the model are going to be revised. Afterwards, a comparison of the 

theoretical and experimental results is presented. 

The effect of concentration is reflected in Fig. 5-14 a: the lower the concentration, the 

lower the values of MJM9, given all the other parameters remain constant. This reduction 

in the remanence to saturation ratio is stronger for the systems with lower anisotropy, i. e., 

K=4-6.104 erg/cc (see Fig. 5-14 a). Also, for the lower anisotropy values, higher 

concentrations (10%) give a flatter TDR, while lower concentrations (1%, 3%) give 

steeper curves, closer to the experimental curves. Similar behaviour with anisotropy 

constant is observed in Fig. 5-14 b. Thus, smaller anisotropy constants (_104 erg/cc) give 

steeper curves, closer to the experimental results, for the same interaction range and 
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concentration. It can also be observed in Fig. 5-14 b, that the lower the anisotropy constant 
the lower the values of MIMS, as would be expected. In Fig. 5-14 c it is interesting to note 
that for ranges up to R=1, the curves are fairly similar, although flatter the larger the range; 
for R>1 a noticeable difference is observed in the curves, which become much flatter for 

the higher values of R, also presenting lower values of the remanence to saturation ratio. 
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Figures 5-14 

TDR curves as obtained using the model by El-Hilo et al. [1998], for different values of the 

concentration e (a), the anisotropy constant K (erg%cc) (b), and range of the interaction, R. (c) for 

sample F028 (59A); in (d), the best fits to the experimental data, obtained for F024 and F028, are 

presented. 
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As mentioned above and according to the model of El-Hilo et al., it seems that the 
concentration of the particles that best reproduces the experimental data is -1%, which is 
much smaller than the actual concentration of the samples, -10%. It is not clear why this is 
so. With regard to R, the range of the interaction that seems to provide the better results is 
R=0.5. According to the model, this means that only particles within half a diameter of a 
particle contribute to the dipolar interactions. Although the results for R=2.0 seem to lie 

closer to the experimental values of the remanence to saturation ratio for very low 

temperatures (see Fig. 5-14 c), the curve is much flatter for this value of R than the 

experimental TDR. Thus, according to the model, only really close particles contribute to 
the interactions. The anisotropy constants that seem to reproduce the experimental results 

more closely are almost an order of magnitude smaller (Fig. 5-14 d) than the calculated 

anisotropy constants (see Table 5-10). For example, the mean anisotropy constant that best 

fits the experimental TDR curve for F028 lies between K=8.104 and K=1.105 erg/cc (Fig. 5- 

14 d) while the experimental value was 4.5.10' erg/cc (see +5.4.5). 

It is interesting to note that some of the values of Mr / MS at OK are larger than 0.5, the 

expected value [Stoner and Wolfarth (1948)] for a purely non-interacting system of single 

domain particles at zero Kelvin. This is attributed to the fact that when the anisotropy 

constant of the system is relatively low (4.104 erg/cc) so is the anisotropy field, HK, which 

has a value of 115 Oe. As studied by Zhu and Bertram [1988] the dipolar interaction can 

be tensioned against the anisotropy field to see the effects that both contributions have on 

the system. If this anisotropy field is particularly small, then the dipolar interactions can 

overcome the anisotropy effects and increase the remanence to saturation ratio from the 

expected value of 0.5. An estimate of the coupling constant [Zhu and Bertram (1988)], 

Hdip/Hk, for sample F028 (59 A), with an interparticle separation of 100 A (E-5%), gives a 

value of 0.24, which according to the authors would lead to a value MIM, MS of 0.76. This 

seems to be the case for the systems with low anisotropies (-104 erg/cc) and higher 

concentrations (3.8%, 5%, 10.3%) while for the systems with the lowest concentration 

(1%) the dipolar interactions are too weak to overcome the effects of the anisotropy field. 

As the interparticle separation increases, i. e., the systems have lower concentration, the 

effect of the dipolar interactions becomes weaker and the anisotropic effects dominate the 

magnetic behaviour of the system. 
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It has also been predicted by other authors [Walsmley et al. (2000)] that dipolar 
interactions can be magnetising in weakly dipolar interacting systems, in the absence of 
anisotropic effects. Magnetising interactions have been predicted [Hadjipanayis et al. 
(1981 a, b)] to increase the value of 0.5, as seems to be the case of the calculations in this 
section for low anisotropies and concentrations from 3.8% to 10%. In the case of the 
systems in this thesis, the anisotropy fields oscillate between 1000 and 3000 Oe for the 
different particle size systems, which dominate the magnetisation processes and thus a 
value for M, / MS of 0.5 or less is expected for these systems as found. 

It appears to be the case that this theoretical model produces TDR curves which have 

higher energy barriers than those present in real systems; this is manifest in the larger 

values of MAL for the theoretical curves, with respect to the experimental curves, when 

using the anisotropy constants and concentrations calculated experimentally (Table 5-10). 

This is possibly one of the reasons why to reproduce the experimental curves, the 

theoretical anisotropy constants are much smaller than the experimental values. This could 

also be due to the lack, in the model, of a good account of thermal activation, which for 

real systems, and in these small size ranges, (D-50-80A) seems to have a strong effect in 

the magnetic relaxation of the particles, as it shows the rather steep slope in the relaxation 

data. The possible effect of the initial microstructure of the sample may hold the 

explanation for the value of the range, R, being so small (best fits with R=0.5). In this 

sense, if the particles form small aggregates of a few particles, it is only the particles 

within these aggregates, very close to each other, that contribute to remanence in the TDR 

curves. It is not clear, however, why the values of the concentration that best reproduce the 

experimental values are so small, -I%, compared to the experimental values, -10%. 

5.4.8. Summary 

There are several important results obtained in this section 5.4. Firstly, the distribution of 

blocking temperatures (and/or energy barriers) of the systems, as well as the standard 

deviations of these distributions, have been obtained. Secondly, a deviation of the TDR 

value from the expected value predicted by Stoner and Wohlfarth [1948] has been 

observed. An effective anisotropy constant has been calculated from the TDR data, the 

smallest particle systems presenting the highest anisotropy, probably due to the surface 

contribution as already predicted from the magnetisation curves at room temperature. 
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Also, a bimodal distribution of energy barriers has been detected in agreement with the 

bimodality obtained from the physical particle analysis. The model of El-Hilo et al. [1998] 

has been used to obtain some preliminary results, and at the moment it can only reproduce 

some of the experimental results qualitatively. 
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'Know ye, 0 man, that all that exists, is 

only an aspect of greater things yet to come. 
Matter is a fluid and flows like a stream, 

constantly changing from one thing to another. 
The key to worlds within thee, 

is found only within, 

for 
man is the gateway of mystery, 

and the key is that One is within One'. 

(Adapted from Tie Emerald TaLlets of T otL) 

5. B. 
effects 

5.5. 

Interactions and particle size 

Geometry of small aggregates in zero and non-zero applied fields 

Previous to the presentation of the main results on the interactions in the different 

magnetic systems, it is necessary to revise (partially treated in +2.5.1.2. a) in some detail 

what sort of geometries small agglomerates of a few magnetic particles can present. We 

refer here to Appendix N where results showing the expected stable configurations of 

these small aggregates of particles, as a function of temperature and applied field, are 

presented. This is relevant for the interpretation of the results at low and high 

temperatures, as different configurations of the particles can give different 

(magnetising/demagnetising) interactions as was discussed in +2.5.1.2. a. 
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5.6. dc initial susceptibility (ZFC curves) 

The measurement of the initial susceptibility with temperature is frequently called Zero 
Field Cooled (ZFC) measurement. Here the sample is frozen in a zero applied field, 

previous to the measurement of the susceptibility of the sample as a function of 
temperature. The susceptibility is measured in the presence of small applied field. 

For a single particle which has been frozen in a zero applied field, its magnetic moment 
lies along its easy axis of magnetisation, which is oriented at random; then, there will exist 

an energy barrier if the particle's magnetic moment is to follow the field. As the 

temperature is raised, the probability for the moment to overcome its energy barrier will 

increase, and eventually it will align. When this happens the ZFC curve will have an abrupt 

peak. If the temperature is increased further, the magnetisation will gradually decrease due 

to randomising thermal effects. 

In real systems the presence of a distribution of particle sizes determines a distribution of 

energy barriers, and consequently a distribution of blocking temperatures, TB (defined in 

+2.4.1 and +5.4.1). Hence the susceptibility curves will not follow a step function but 

they will have a smooth increase followed by a smooth decrease. As the temperature rises 

and it approaches the blocking temperature of each particle, the `unblocking' of the 

magnetic moments increases the magnetisation (susceptibility)(*%, and eventually will 

manifest as a peak, Tm 
, 

in the ZFC. But soon after the particles have overcome their 

energy barriers, the temperature becomes high enough to make the moments quasi- 

paramagnetic; in this situation, the susceptibility will decrease again. 

Initial susceptibility measurements have been used to study magnetic interactions since 

Weiss [1907] postulated the existence of a `molecular field', or mean interaction field, 

which would account for the deviation of the susceptibility from the paramagnetic case. 

Many attempts have been done in the past [Söffge and Schmidbauer (1981), Fiorani et al. 

(1986 a, b and c), El-Hilo et al. (1988). Chantrell et al. (1991), Dormann et al. (1997)] to 

study the effects of particle size, interactions and applied field on the initial susceptibility 

or ZFC curves of different fine particle systems. For this purpose, ferrofluids F024 and 

F028, with different concentrations of magnetic material, have been used. 
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5.6.1. Effects of concentration and particle size on the ZFC curves 
According to Weiss [19071, x; = C(T - 9)-' (Eq. 2.34), where C is a constant and 0 is the 
Curie-Weiss temperature, which gives the strength of interactions in the systems. For the 

study of this Curie-Weiss temperature, xi-' is plotted against temperature, and the 

intersection of this curve with the temperature axis obtained (see Fig. 5-17). This value is 

the so-called total ordering temperature, Tot 
. 

Thus the susceptibility can be rewritten in 

terms of To, [El-Hilo et al. (1992 b)], X, a c(T + Tot)-1, where Tor = -0, and 

Tot = TOB - To; (see +2.5.2.3). Once Tot is corrected from the effects of blocking, ToB, (see 

+2.5.2.3), considering the distribution of particle volumes (+5.2) for the corrections 
[Chantrell (1998), private communication], the interaction temperature, To; 

, 
is obtained. 

Due to the narrow distribution of particle sizes (6 < 0.5), the correction factors due to 

blocking effects are very small and the total ordering temperatures, Toi 
, are almost genuine 

interaction temperatures, Toi 
, 

due solely to interaction effects or better, due to the 

deviation of the systems from the pure paramagnetic behaviour. In fact, as already noted in 

+2.4.1, at lOOK (To; has been calculated at 100<T<180 K (see Fig. 5-17)) the contribution 

to the total susceptibility due to blocked particles is only 1% of the total susceptibility, 

which is negligible. At higher temperatures, this contribution will be zero. 

Fig. 5-15 and 5-16 show the ZFC curves obtained for different concentrations of samples 

F024 and F028, respectively. The temperature of the maximum, Tm 
, and the interaction 

temperature Tal , corrected for the blocking contribution, TOB, are shown in Table 5-12, A 

and B, for the different particle sizes and dilutions. 

('ýn the case that no energy barrier is present, the effect of temperature will also facilitate the alignment of the 

spins in the field direction, leading to an increase of the susceptibility, as in the case of the presence of an 

energy barrier. 
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Linear fit of , ý1-1 vs T in the temperature range 100<T<180 K for sample F028. 

From Fig. 5-15 and 5-16 and Tables 5-12, A and B, it can be observed that for 

concentrations D1, D3 and D6, T. decreases with decreasing concentration as has been 

observed in many systems [El-Hilo et al. (1992 b); Tronc et al. (1995); Dormann et al. 

(1996,1998 c)]. For systems D12 and D24, T. seems to remain constant, indicating no 

further effect with dilution. It is also evident that Tm depends on particle size, being lower 

for the smaller particle sizes, as would be expected from the lower energy barriers present 

in these systems. 
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F024 Dl D4 D6 D12 D24 

T. (K) ±2 53 47 46 40 41 

Tot (K) -81 ±3 -66 ±3 -71 ±4 -98 ±4 -103 ±5 

TOB (K) ± 0.1 8.4 6.9 6.7 5.9 5.9 

(A) 

F028 D1 D3 D6 D12 D24 

T, 
n(K)±2 41' 39 33 32 32 

To, (K) -17 ±5 -34 ±7 -54 ±5 -126±8 -132 ±4 

TOB (K) ± 0.2 3.6 3.5 2.9 2.8 2.8 

(B) 

Table 5-11 

Values for the maximum of ZFC curves, Tm 
, the interaction temperature, Toi, and the contribution 

from blocking, TOB, for (A) F024 and (B) F028. 

Another interesting quantity is To f, the interaction temperature. Toi is negative in all cases 

indicating overall demagnetising interactions, as expected for purely dipolar interacting 

systems. This behaviour has also been observed by Godinho et al. [1995] in maghemite 

particles dispersed in a polymer, Söffge et al. [1981] in magnetite ferrofluids, and El-Hilo 

[1990] in ferrofluid systems similar to the ones measured in this thesis. Also, negative 
interactions temperatures have been predicted by Chantrell et al. [ 1999 a]. 

With respect to particle size, the values of ITo; I are larger for F024 (D%,,,, = 77 Ä) than for 

F028 (D,,,,, = 59 A), which could be interpreted as stronger interactions or more stable 

magnetic configurations, possibly initiated by small aggregates [Buzmakov et al. (1995)], 

in these larger particle systems. In this sense, the higher stability of the magnetic 

configurations of F024 would be manifest as a less magnetising effect giving rise to a more 

negative T., . 

The variation of To; with concentration is another important source of information; for the 

smaller particle size sample, F028, ITOII decreases with increasing concentration. This 
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means that the interactions are more magnetising as the concentration grows. Similar 

effects have been observed in previous works [e. g. Godinho et al. (1995)]. El-Hilo et al. 
[1992 d] performed similar studies on frozen ferrofluids of magnetite particles with a mean 
diameter, D,,,,, = 50 A. Although El-Hilo et al. obtained positive ordering temperatures, in 

the temperature range where the particles are superparamagnetic, they also observed the 

same trend, i. e., more magnetising effects as the concentration increased. For sample F024, 

the trend is not clear, although it seems opposite to that observed in F028, i. e., the 
interactions are more demagnetising with concentration. This latter behaviour was 

observed in previous measurements for different dilutions of F024. However these early 
data had to be repeated, because only values up to 160 K had been recorded. There exists a 

possibility that sample D6 has agglomerated with time. An extensive study on the effect of 

concentration on the value of Toj is to be carried out in the future. 

This difference in the value of To; with particle size and its evolution with concentration, 

seems to indicate that although all interactions are globally demagnetising, the sample with 

the largest particle size (F024) has stronger dipolar interactions (higher ITJJ which may 

dominate other local effects, compared to the samples with the smaller particle sizes. The 

larger the dipoles (for F024), the stronger the dipolar interactions, thus being more difficult 

for the system to move out of this energetically stable configuration, which manifests in 

more demagnetising effects as the concentration increases. The local effects in F028 seem 

to lead to more magnetising interactions as the concentration grows. This may be due to 

the weaker interactions (smaller dipoles) present in these systems, which makes the 

magnetising effect of the surrounding media to be noticeable, decreasing the 

demagnetising effect of the dipolar interaction, as suggested by Kechrakos and Trohidou 

[1998]. Also, it may be the case that smaller particles take on totally different 

microstructures than larger particles, thus leading to different local microscopic 

interactions. In this sense To; could give information of local differences in the samples. It 

is difficult, however, to extract any valuable information unless more simulations and/or 

new measurement techniques are developed to predict the configurations for systems with 

different sizes and their influence, if any, on the value of Toi . 

Rather higher values of To; for dilutions D12 and D24 (see Table 5-12), in both F024 and 

F028, with respect to the other dilutions, seem to indicate the presence of agglomerates, or 
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bigger agglomerates, in these samples. Larger agglomerates would have larger effective 
moments and stronger dipolar interactions. This effect is particularly noticeable in F028 
(see Table 5-12). Also, possible agglomeration was suggested in +5.2.3, due to the 
increase of initial susceptibility of samples D12 and D24 with respect to the values of the 
previous dilutions, as obtained from the room temperature magnetisation curves. The 

constancy of T. for the very diluted samples D12 and D24 could also be an indication of 

agglomeration in these systems. 

As already stated T. decreases as concentration decreases for all particle sizes, as 

expected, but in apparent contradiction with the trend observed in the value of Toi where 

more magnetising effects with higher concentration are observed for F028. For this sample, 

interactions seem to be more magnetising, as demonstrated by lower values of IT", j as 

concentration is increased, which is not expected. The reason for this behaviour probably 

lies in the fact that the dependence of the peak in the x vs T curve on concentration is 

determined when the system presents a mixture of superparamagnetic and blocked 

particles, and both systems (F024 and F028) seem to have the same behaviour in this 

temperature range. However, Toi is measured in a temperature range where all the 

particles are superparamagnetic, and at these temperatures local effects seem to dominate, 

which may strongly depend on the particle size of the systems. 

The fact that I To; I increases with increasing dilution, for F028, could suggest the presence 

of agglomerates as samples are diluted; agglomerates would produce effectively bigger 

particles with increased magnetic moments and enhanced demagnetising effects. This 

seems possible in the case of the samples with greater dilution (D12, D24), where the 

values of Toi become much higher than the values for the rest of the dilutions, as shown in 

previous paragraphs. However, for concentrations DI, D3 and D6 of F028 the decrease of 

ITo; I 
as concentration seems a genuine effect. The same evolution of 

'TOI I with 

concentration (IT., I decreases as the concentration is increased) has also been observed by 

Godinho and co-workers [1995] in systems of y- Fe203 nanoparticles dispersed in a 

polymer. 

At room temperature, dipolar interactions in a ferrofluid system can lead to very specific 

microstructures [Menear et al. (1983,1984), Martin et al. (1987,1992), Buzmakov (1995), 
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Chantrell et al. (1996), Trohidou and Blackman (1995), Jund et al. (1995)], due to cluster 
or micro-aggregate formation (see +2.5.1.2. a and Appendix IV). Whatever these 
microstructures may be, they are `frozen' as the ferrofluid is cooled down (in H= 0) to 
perform the susceptibility measurements. The presence of these microstructures would 
support the argument of local effects affecting the evolution of T,,,. Luo et al. [1991] 

calculated the Arrot plot(*) for a ferrofluid sample of magnetite, obtaining a change of 
curvature near the maximum of the ZFC curves, Tm , thus indicating that there may be local 

random uniaxial anisotropy that will destroy the long-range order [Aharony and Pytte 
(1980)]. This seems reasonable for the very diluted (E < 10%) systems that ferrofluids 

constitute. 

An intuitive explanation in terms of `magnetic stability' can also be given to explain the 

evolution of T. with concentration, as suggested by Chantrell et al. [1999 a]. Local effects 

make the more concentrated systems more `stable' in their initial configurations, the effect 

manifesting itself as a higher energy barrier to be overcome; in other words, in these 

systems higher temperatures are needed for them to become superparamagnetic, because 

of the `local coupling'. The contrary will occur for the more diluted systems: not so much 

cohesion or coupling requires lower temperature for the particles to overcome their energy 

barriers and become superparamagnetic. This can be called the `local trapping net' effect 

or `local coupling', and can be seen as an stability effect. 

5.6.2. Normalised susceptibility 

The curves in Fig. 5-18 show two interesting effects, due to different concentrations and 

particle sizes; firstly, the effects of dilution are an enhancement in the value of the 

normalised susceptibility, X,, and a reduction of T,,,, for decreasing concentrations. Less 

concentrated samples have a smaller interaction contribution, i. e., are less stable in their 

interacting positions, thus making it easier for the individual particles to rotate towards the 

field, showing a smaller value of T. and higher values of x; 
. 

This is the case for all 

particle sizes. The same results were obtained by El-Hilo et al. [1992 c] and predicted by 

(") In an Arrot plot, M2 is plotted versus HJM. They were used by Aharoni and Pytte [1980] to develop a 

theory for random uniaxial anisotropy systems. In 1982 [1982 a], von Molnar, Barbara and co-workers used 

the Arrot plots to distinguish between alloys with random anisotropy and normal spin-glasses. Also, the 

systems with random anisotropy, presented no spontaneous magnetisation at any temperature. 
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the same authors [El-Hilo et al. (1998)] with a Montecarlo model developed to explain the 
behaviour of small magnetic particle systems. 
It is interesting to note that the evolution of x; with concentration at these low 

temperatures is opposite to that observed at room temperature. While at room temperatures 
x; is a good indicator of the agglomeration in the system (see +5.2.3) [O'Grady et al. 
(1986), Holmes (1990)], at lower temperatures it is the interaction effects and the 

unblocking of the particles which seem to dominate the evolution of x, 
, the aggregation 

state having possibly remained the same upon freezing the samples. 
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Figure 5-18 

Normalised (to M, s) ZFC curves for F024 (Dvm = 77 A) and F028 (Dvm = 59 Ä). 

Secondly, the samples with the bigger particle sizes seem to have a higher susceptibility, in 

agreement with the results obtained from the room temperature magnetisation curves 

(+5.2.3), in the superparamagnetic state, in which the enhancement of the magnetisation 

was more obvious in the bigger particle sizes, as predicted and observed by Bradbury et al. 

[1985,1986]. This is because the initial susceptibility is dominated by the largest particle 

in a system [O'Grady et al. (1986), Holmes et al. (1990)]. Similar behaviour has also been 

observed in many other systems, e. g. , 
in Fe-Cr-B nanoparticles embedded in an alumina 

matrix by Dormann and co-workers [1998 a]. 
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5.6.3. Effects of an applied field 

In this thesis the effect of an applied field has been investigated in sample F024, for 
H, & 25 Oe and H- 45 Oe 

. 
For this purpose, the reduced susceptibilities for both fields 

have been compared (see Fig. 5-19). The effect that the applied field has on the energy 
barrier is clearly seen in Fig. 2-7 (b), for a uniaxial particle where the field is applied in the 
direction of the easy axis. Basically, the higher the field the lower is the energy barrier that 
the particle needs to overcome to align into the field direction. In this sense, it is 
reasonable to observe a lower T,, for larger values of the applied field (see Fig. 5-19 and 
Table 5-13), for the same sample dilutions. 
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Effect of different applied fields on the ZFC curves, for different dilutions of sample F024 

H=25 Oe 
1 1 

H=45 Oe 

F024 D1 D4 D12 D1 D3 D12 

T, 
n 

(K) ± 2K 53 47 40 41 35 34 

To1(K) -81±3 -66±3 -98±4 -89±3 -82±2 -138±2 

Table 5-12 

Parameters obtained from the ZFC curves of sample F024, for 2 magnetic fields, 25 and 45 Oe. 

Another observation is the increase in the normalised susceptibility (Fig. 5-19) with 

applied field. This behaviour would not be expected if the low field approximation, 

xl µ/ 3kT (µ = VMS is the magnetic moment for a single particle), is considered. 
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However, this approximation arises from considering the first term in the Taylor expansion 
of the Langevin function. It is possibly the case that this is not a valid approximation for 45 
Oe, and that higher terms of the expansion may be necessary to explain the behaviour of 

X,. This being the case, x; p/ 3kT - (1 / 45) x (pH / kT)2 + (1 / 945) x (pH / kT)4, which 

would account for the increase in susceptibility with applied field. 

Additionally, the interaction temperature, Toi 
, shown in Table 5-13, seems to increase in 

absolute value for the 45 Oe field compared with the corresponding values obtained for 

H 25 Oe. This implies that the interactions are more magnetising for the lower field 

(H = 25 Oe) or the magnetising part of the dipolar interaction is more effective for these 

field. At the present moment, however, no appropriate explanation has been found to 

describe the evolution of Tot with applied field, but similar behaviour has been observed 

by Godinho et al. [1995] for maghemite particles dispersed in a polymer. 

5.6.4. Theoretical predictions [El-Hilo et al., 1998] 

It must be born in mind that at the peak of the ZFC curves, T -- T,,,, a mixture of blocked- 

blocked and blocked-superparamagnetic interactions exist; on the other hand the ordering 

temperature, To; 
, 

is studied for T»T. 
, temperatures in which superparamagnetic- 

superparamagnetic interactions dominate. Thus only a theoretical model, that accounts for 

all these effects, will be able to give a prediction of the experimental results as well as 

provide an interpretation for them. 
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Figure 5-20 
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With this in mind, a Montecarlo model by El-Hilo and co-workers [1998] has been utilised 
(more details in Appendix III). Fig. 5-20 (a) shows susceptibility curves using a direct 

calculation of the particle's susceptibility due to non-interacting superparamagnetic 

particles, which are assumed to have Langevin behaviour. In Fig. 5-20 (b), the results from 

the Montecarlo model are presented. In both cases, the parameters used in the calculation 
have been obtained from the basic magnetic analysis performed in +5.2. 

In Fig. 5-20 (a) and (b) it can be seen how the main characteristics are reproduced, i. e., the 

more concentrated samples have a higher T. (see Fig. 5-20 (a)), and the absolute value of 

x; is higher for the larger particles, F024 (see Fig. 5-20 (a)), as observed in experiment. 

However the exact numerical values are not reproduced. In fact the model predicts the 

`trends' observed in experiments, but much more information about the microscopic 

configuration of the systems and the influence of anisotropy is required for an exact 

analysis. This will be object of future work. 

5.6.5. Discussion 

It has been shown that Toi and T,, 
n enable us to understand the behaviour of a system 

qualitatively. Although some conclusions about how interactions behave in weakly 

interacting systems are drawn from the study of the ZFC or susceptibility curves, an exact 

determination of the type and intensity of interactions cannot be obtained from these 

studies. For example, a zero ordering temperature cannot be used as evidence of a non- 

interacting system [El-Hilo (1990)], as some authors have considered [Linderoth et al. 

(1993)]. 

In particular it has been shown that To, depends strongly on the applied field employed to 

obtain the ZFC curves: the larger this field, the higher the value of To; . Also, it must be 

born in mind that when evaluating To; the analysis must be made in the temperature region 

where the system is superparamagnetic, so that the effects of blocking are minimised or 

corrected for, at the lower temperatures. In fact the value of To, cannot be taken as an 

absolute measure of interactions. In this sense, many of the studies published and the 

conclusions reached in the literature require carefully reconsideration. 

The interaction temperature, Toi, and the maximum of the ZFC curves, Tm , 
depend 

strongly on the magnetic state of the system, whether this is induced by an external applied 
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field, internal field (due to interactions) and/or the physical microstructure of the particles 
in the system. So, although both temperatures give some idea of the interactions, when 
compared for differently diluted samples, particle sizes and applied fields, it should only 
be considered as a trend, the absolute value being influenced by so many microscopic 

parameters that are difficult to identify and even more difficult to control. 

The only feasible solution seems to be the use of computer model that takes all 

considerations into account: applied field, microstructure, interparticle distance, surface 

effects, local interaction effects, etc. Using the Montecarlo model by El-Hilo et al. [1998] 

it has been shown that the qualitative behaviour of the systems can be reproduced. 
However, no quantitative agreement has been reached. The main problem lies in the fact 

that microscopic behaviour is intended to be understood via macroscopic-type 

measurements. In this sense, the recent development of micro-squid susceptometers 

[Wernsdorfer et al. (1995 a, b)] which measure the magnetisation of isolated particles, is 

expected to play an essential role in the understanding of the interactions and other effects 

such as magnetisation reversal mechanisms, surface properties, etc. of small particle 

systems [Dormann et al. (1997)]. 

5.6.6. Effects of texture induced by a small field on the ZFC curves 

During the measurement of the ZFC curves it was observed that all the characteristic 

parameters vary if the samples are frozen in a field not exactly equal to zero. To show this 

effect, sample F028 was used. Studies were performed on sample DI (10%). 
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ZFC curves, measured in a H=15 Oe, for sample F028 (D1), frozen in different small fields. 
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In a ZFC measurement the samples are frozen in a zero applied field, and then the 
susceptibility is measured, x= M/ H, by recording the magnetisation in a small applied 
magnetic field. To be able to see any texture effects induced by very small applied fields, 
the samples have been frozen in 3 different very low fields of -0.5,0 and 3±0.1 Oe, and 
the initial susceptibility measured. 

HaPP (Oe) ±0.1 
I 

T. TOB (K) ±0.2 7'0; (K) 

-0.5 54 0.9 -6 ±3 

0 53 1.0 -4 ±4 
3 48 0.9 3 ±2 

Table 5-13 
Textured effects induced in sample F024, studied for different dilutions. 

Value of Tm for different textures 

If the sample is frozen in a positive field (3 Oe) the easy axis of some of the particles 

would already lie in a direction 9 close to 00 (0 being the angle between the easy axis 

and the Hap, ), because the field is applied from room temperature, where the particles are 

able to physically rotate. When the susceptibility is measured in a positive field (15 Oe, in 

this case) in that same direction, the overall energy barrier for reversal of the system will 

have diminished, as some of the particle magnetic moments have already rotated, 

presenting no energy barriers; thus Tm will be lower for the sample frozen in the 3 Oe 

field, and higher for the sample frozen in the negative field, as observed in Fig. 5-21 and 

Table 5-14. 

This effect on the value of T. can be strengthened by the fact that the applied field, small 

as it is, may induce some chaining in the samples (maybe 2 or 3 particle-chains) or 

reorientate some of the existing aggregates. If this is the case, when the sample is frozen in 

aH -0.5 Oe field, small chains will orientate in the opposite direction of the applied 

field. They will try to keep their orientation (along - 0.5 Oe) against the measuring field 

(+ 15 Oe), thus a higher temperature should be needed to drive the moments out of their 

easy directions into the direction of the measuring field. 

Hence both effects, texture and possible chaining or alignment of existing micro- 

aggregates, would contribute (affecting the overall energy barriers) in the same direction, 
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and it may be the addition of both effects that explains the fact that such small fields 

produce measurable effects. 

Value of To, for different textures 

The same arguments given to explain the evolution of T. with the freezing field, are valid 

to explain the evolution of Ta, 
, 

in particular, the microstructure present in the system. 

When the freezing field is - 0.5 Oe, chain formation or reorientation would imply 

magnetising interactions in this direction, i. e., in the opposite direction to the measuring 

field (+ 15 Oe ); thus, overall, more demagnetising interactions are expected in this latter 

case than when a zero or a+3 Oe freezing field is applied (see values of Toi in Table 5- 

12). Alternatively, it can be argued that even for individual particles, some of the particles' 

easy axis will lie close to the direction of the - 0.5 Oe freezing field, due to particle 

rotation and it will be more difficult for these moments to rotate out of their now stable 

configurations, into the + 15 Oe field. This stability manifests itself in the value of T,,;: 

more negative (demagnetising interactions) for the - 0.5 Oe freezing field. 

Other effects due to texture 

The effect of different freezing fields is also manifested in the absolute values of the 

normalised susceptibility, X, (Fig. 5-21). As expected, xi is higher for the 3 Oe freezing 

field, as it is in this field when the value of the magnetisation in the direction of the field is 

higher. Also, magnetisation curves were taken at T= 77 K of the sample frozen in a -0.5 

Oe applied field to see if any texture was being induced. The value of MT / MS in the 

direction where the field had been applied was higher (0.027 ±0.002) than the value 

obtained in the perpendicular direction (0.012 ±0.002) indicating the presence of some 

texture in the sample. 

+ SUp 

to date no other studies have been carried out which show any texture with such small 

fields. Curie-Weiss behaviour was studied by Ayoub et al. [1989] in magnetite ferrofluids, 

for different positive (0 <H< 210 Oe) freezing fields, and the opposite behaviour (i. e. 

more demagnetising interactions the higher the field) to the systems in this thesis was 

observed. Also, induced texture, by freezing the sample in rather high fields (H _- 2.5 T) 
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has been studied via Mössbauer spectroscopy by Hendriksen and co-workers [ 1994 a]. 
Although the fields used in that work were too high to draw any similarities between the 
data, they arrive at an interesting result which is worth commenting: the degree of 
alignment of the easy axis in the direction of the field is higher when the anisotropy of the 

system is also higher. 

At present the results in this thesis are the only evidence of very small magnetic fields 

inducing a real texture or at least some special microstructure in the samples. More 

measurements with different fields and particle sizes are needed to draw definite 

conclusions. This section is dedicated to draw attention to the important effect that the 

freezing field may have on the ZFC curves measured. 

5.6.7. Spin-glass behaviour 

A spin-glass is a magnetic material in which the spins are frozen in random orientations. 

Originally, the term spin-glass was applied to dilute metallic alloys such as Cu(Mn), 

Ag(Mn) and Au(Fe) [Canella et al. (1971), Zibold (1979), Tholence (1980)]. In these 

systems, random interactions arise due to the dominant Ruderman-Kittel-Kasuya-Yosida 

(RKKY) interaction, where the magnetic moments are coupled via the induced polarisation 

in the conduction electrons of the host. In the case of the particles in this thesis, it is 

obvious that if the systems have been frozen in a zero applied field, their magnetic 

moments will lie at random, along the directions of the easy axis of the particles. Thus a 

system of magnetic nanoparticles could be considered a spin-glass where the interactions 

are now dipolar and the moments are those on particles rather than on atoms. 

Spin-glass systems present a sharp peak in the temperature variation of the low field 

susceptibility (ac and dc), a similar characteristic to the peak presented in susceptibility 

curves of magnetic nanoparticles. For this reason, many studies have been dedicated to the 

study of spin-glass properties of nanoparticle systems. Although some properties of spin- 

glasses such as the dependence of Tom, with concentration have been analysed in our 

systems, such an approach was undertaken by El-Hilo et al. [1990,1992 a, b], who 

concluded that the spin-glass behaviour observed in fine particle systems could be 

explained in terms of the blocking model of Neel [1949 a] modified to take into account 

the effect of dipolar interactions. Similar conclusions were obtained earlier by Wohlfarth 

[1980] and Wenger and Mydosh [1984]. 

131 



Chapter 5. Results I. Ferrofluids 

More recently Jonsson dedicated his Ph. D. thesis [1998 a] and many of his papers to the 
investigation of the spin glass behaviour in `typical' spin-glass systems [Mattsson et al. 
(1995), Anderson et al. (1996)] and in magnetic nanoparticles [Jonsson et al. (1995,1998 

a, b)]. One of their results is that the more concentrated (17%) systems, FeO, 2ferrofluids 
with D. = 70 A, show typical spin-glass dynamics at low temperatures, e. g., the time 
dependent relaxation depends on the time spent at constant temperature before applying 
the magnetic field - the system `ages' [Jonsson et al. (1995)]; while diluted (0.03%, 0.3%) 

systems show isolated particle dynamics, with no ageing. The spin-glass-like behaviour is 

attributed to the influence of the dipolar interactions. Unfortunately, no results are 
presented of samples with concentrations in between these low and high extremes. 

Merup [1994] revised magnetic data taken of different ferrofluid systems obtained by 

different authors [Luo et al. (1991), Prene et al. (1993), Hendriksen et al. (1993)] 

concluding that when the interactions are weak in a magnetic nanocomposite, both 

Mössbauer spectra and ZFC magnetisation measurement can be explained by 

superparamagnetic blocking while for the case of strong interactions they can only be 

explained by ordering of the magnetic moments. Unfortunately again, the author did not 

give any quantitative estimation of the concentration required in a system for it to be 

`weak' or `strongly' interacting. In the same work, Morup presents a phase diagram which 

illustrates the behaviour (or phase) of magnetic nanoparticles as a function of temperature 

and interaction strength. 

From the work in this thesis it appears that for weakly interacting systems (E < 10%) there 

is no such a thing as a transition to an ordered state below a certain temperature, as 

suggested for a spin glass. All the properties observed in the systems can be explained in 

terms of the superparamagnetic model. 

5.7. Effects of interactions and particle size on the shape, remanence and 

coercivity of the low temperature magnetisation curves 

Magnetisation curves at low temperatures give information of the influence of interactions 

when thermal effects are diminished. A study of the magnetisation curves up to 10 kOe on 

the ZFC ferrofluids for different temperatures is presented in this section. This study gives 

a good insight into how coercivity and remanence to saturation ratio are influenced by 

concentration and particle size. 
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5.7.1. Effects of interactions 

5.7.1.1. Basic results 

Data of coercivity and remanence to saturation ratio are presented in Table 5-15 for 

samples D1 and D3 diluted from F028, for 12,20 and 30 K, respectively. From Table 5-15 
it seems clear that the coercivity is higher if the system is more concentrated. On the 

contrary, Mr / MS seems to be within error lower for the samples with higher 

concentration. 

T=12K T=20K T=30K 

Sample DI D3 DI D3 DI D3 

Ms(emu/g) 27.2±0.5 12.1±0.2 27.4±0.6 11.9±0.3 26.2±0.7 12.0±0.3 

M, /M� 0.162 ±1.10'3 0.165 ±2.10"3 0.109 ± 2.10'3 0.104 ±2.10"3 0.069 ±3.10'3 0.067 ±4.10'3 

H� (Oe) 188 ±4 177 ±2 90 ±3 75±3 44 ±2 40±1 

Table 5-14 

Coercivity and remanence to saturation ratio obtained from the magnetisation curves, at 12,20 

and 30 K, for different dilutions (Dl and D3) of sample F028 (59 A). 

As discussed in +2.5.1.2. a, when dipolar interactions are dominant in a system, a decrease 

of coercivity with dipolar interactions is predicted [NMel (1947 b), Wohlfarth (1955)]. This 

may well be the case for a strongly interacting system. However, for the ferrofluids in this 

work, which are weakly interacting (E < 10%) the opposite behaviour is observed. 

It is difficulty to calculate the coercivity of a system of small particles when dipolar 

interactions are present, as pointed out by some authors [e. g. Wohlfarth (1955)]. Dipolar 

interactions depend on the shape or arrangement of the particle moments, determined by 

the actual physical geometry of the particles and/or the magnetic microstructure in the 

system. When a saturating field (HS =1 OkOe) is applied, all the moments are assumed to 

align in that direction. Then, slowly, this field is progressively increased in the opposite 

direction, until it comes a point (coercivity) that the total magnetisation of the system is 

zero. For the more concentrated sample, it is harder for the particles to rotate out of their 

local stable magnetic configurations. They have more interactions, which keep the system 

more `fixed' thus needing a higher field to reach zero magnetisation. This effect is 

manifested in the higher coercivity of the more concentrated samples. 
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A similar explanation can be provided for the evolution of MT / MS with concentration. In 
the presence of a zero applied field (MT / MS ), the particles magnetic moments go back to 
their more stable configurations of lower magnetisation, being this effect stronger for the 
more concentrated samples. A reduction of the remanence to saturation ratio as 
concentration increases, has also been predicted recently by Chantrell et al. [1999 a] and 
Kechrakos and co-workers [1998] for weakly dipolar interacting systems. In the words of 
Chantrell et al. [1999 a], `the decrease in remanence with increasing concentration can be 

associated with an increased tendency of the system to form flux closure structures in zero 
applied field". 

The absolute values of the M, / MS obtained via TDR and the hysteresis loops differ due 

to the differences in the measurements. In the TDR the sample is saturated, the field 

reduced to zero and the remanence to saturation ratio measured. In the magnetisation 

curves the field is progressively diminished to zero. Thus the value of M, / MS is 

expected (and observed) to be smaller for the hysteresis curves than from the TDR, 

because in the former the particles have more time to relax out of the saturation direction. 

+ Discussion: 

According to the results presented above, it is clear that interactions affect the magnetic 

response of the system. It also seems obvious that the applied field has a strong bearing on 

the type, strength, and behaviour of the interactions, as observed in the ZFC curves. In the 

presence of an applied field the interactions make the magnetic system more stable, i. e., 

higher H, while for a zero applied field, interactions reduce the remanence to saturation 

ratio. This apparently contradictory behaviour has been justified in the previous 

paragraphs. 

It must also be born in mind that all these results are for a temperature range where there is 

mixture of blocked and superparamagnetic particles. To be able to study interactions 

between purely superparamagnetic particles arranged at random, the only macroscopic 

magnetic measurements available are the ZFC curves (+5.6) and the magnetisation curves 

at room temperature (+5.2.1). In any case, to thoroughly quantify the effect of interactions 

and temperature on HH and MT / MS more measurements need to be taken, which will be 

the object of future work. 
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5.7.1.2. Behaviour at high fields 

Another interesting feature that is observed from the magnetisation curves occurs at 
intermediate and high fields. It so happens that the diluted sample (D3) appears to saturate 
more easily (Fig. 5-22, inset) than sample D1. For the higher concentration sample (DI), 
the magnetic microstructure is possibly more stable and it is more difficult for the spins to 
rotate into the direction of the applied field. On the contrary the particles in the diluted 

sample (D3) follow the applied field easier, which can be seen in the high field region of 
the hysteresis loop. 
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Figure 5-22 
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Magnetisation curves for dilutions DI and D3 of sample F028. Detail shows the effect of sample 
dilution for high fields at 11 K. 

However there is another possible or perhaps parallel or complementary explanation for 

this behaviour: the fact that the particle's surface may affect the interactions [Dormann et 

al. (1996)]. The results in Fig. 5-22 suggest that the interactions between particles may be 

enhanced or mediated by the surface of the particles. Thus the closer the particles the 

closer their surfaces are and the stronger this `surface-channelled-coupling' effect 

[Dormann et al. (1996)] is, thus resulting in samples more difficult to saturate when the 

concentration is higher. This is supported by some experimental evidence by Dormann and 

co-workers [1996], in which they observed that the saturation magnetisation at zero Kelvin 

is reduced by 30% in the low concentration samples, while it only reduces by 10% in the 

high concentration samples. According to the authors, 'the reduction can be due to 

magnetic disorder occurring at the particle surface, which seems to be lower in the 

presence of interactions. In this case we can assume that the surface energy varies with the 
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interactions, owing to the modifications of the magnetic state at the particle surface. 
Besides, superexchange interactions could also occur via the water molecules that may 
have remained trapped between the particle surface and the polymer'. 

The fact that this effect is stronger at high fields seems to support the `surface-channelling' 

argument, because it is at high fields when the effects of the particle surface becomes more 

obvious (see +5.11). At 20K, the effect observed in Fig. 5-22 is not so obvious, and at 
30K it cannot be observed. This evolution with temperature may also support the surface 

argument. Chen et al. [1995] suggest that in a small particle there is a very well defined 

shell-core structure, with a surface of paramagnetic spins, and a magnetic core which 

exhibits superparamagnetism; the surface spins are a smaller portion and are less coupled 

than the spins in the core, thus being much more sensitive to thermal effects and remain 

paramagnetic at much lower temperatures (presumably, T >_ 30K, as observed by Kodama 

et al. [1996]). On the contrary the spins in the core become superparamagnetic at rather 

higher temperatures (T > 100 K). 

5.7.2. Effects of particle size 

It is also interesting to note the evolution of the coercivity and remanence to saturation 

ratio with particle size, at different temperatures (see Table 5-16). The values of the 

coercivities are, for the same temperatures, higher for the larger particles; however, when 

the temperature reaches T= 4K this trend is inverted. The same occurs for the predicted 

values of HH (OK) (+5.7.3). 

Temp (K) 4K JOK 15K 20K 

F024 
(77 A) 

Mr I ms ± 6.10-3 

H, (0e) ±4 Oe 

0.370 

380 

0.362 

262 

0.230 

139 

0.180 

91 

F026 
(66 A) 

Mr / Ms ± 5.10-3 

H, (0e) ±4 Oe 

0.296 

406 

0.225 

245 

0.182 

172 (14K) 

0.118 

109(19.5K) 

F028 
(59 Ä) 

Mr GMs ± 4.10-3 

H, (0e) ±4 Oe 

0.261 

450 

0.186 

230 

0.136 

140 

0.098 

78 

Table 5-15 

Coercivity and remanence to saturation ratio for the three particle sizes (DI) and different 

temperatures 
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It seems to be the case that while at temperature T> 4K, the particle size (core) regulates 
the behaviour of the coercivity, when the temperature becomes low enough (T: 5 4K) the 
surface has an important contribution to the reversal mechanism of the particles and 
dominates the coercivity of the system, acting as a hindrance for spin rotation, in the 
surface as well as in the core. This effect will be stronger for the particles with a higher 

surface area/volume ratio, i. e., the smaller particles (F028). Systematic studies of the 

coercivity at very low temperatures (OK- 4K) would be very interesting and clarifying. 
Unfortunately these measurements are not possible in our laboratories. 

The evolution of M, / MS with temperature and particle size can be seen in Table 5-16. 

As expected the remanence to saturation ratio diminishes with temperature for all particle 
sizes. Also, this ratio is higher for the largest particles diminishing with decreasing particle 

size, for all temperatures. This behaviour seems to indicate that Mr / MS is regulated by 

the spin at the core of the particle and is not susceptible to surface effects, as it seem to be 

the case for the coercivity. In this latter case, the surface seems to affect the reversal 

processes, thus influencing the value of the coercivity. 

5.7.3. Determination of the anisotropy constant 

For a group of non-interacting ferromagnetic particles, with uniaxial anisotropy, it has 

been predicted that the evolution of the coercivity with temperature can be expressed as, 

Va 

HH (T) = H, (0) -1 V> VP 
(Eq. 5.11) 

HS(T)=0 V <Vp 

where H, (0) is the coercivity of the system at absolute zero, V is the critical volume for 

superparamagnetic behaviour at each temperature, and a takes the value of 0.5 in the case 

of aligned particles [Bean and Livingston (1959)] and 0.77 for a random assembly of small 

particles [Pfeiffer (1990 a)]. The uniaxial character can be assumed from two reasons; 

firstly, due to shape and/or interaction (dipolar) effects; secondly, magnetite experiences 

the so-called Verwey transition which induces a change from a cubic to a monoclinic 

crystalline structure, at the Verwey temperature, T. This temperature decreases with 

decreasing particle size, going from 119 K for bulk magnetite to about 100K for 100 A 

particles [Morup et al. (1983 a)]. 
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Expressing the value of Vp as a function of temperature, and using the value of a for a 

random assembly of magnetic moments, Eq. 5.11 can be written as (see +2.5.3.2), 

0.77 

" H(T)= H, (O)1_ 
ln t 

. 
fo)kB 

ro. 77 (Eq. 5.12) Keif 
mV 

where Keff and V�, are the effective anisotropy constant, and median volume of the 

particles, respectively. The values used for fo have been calculated in +5.10. 

Eq. 5-12 is only applicable for V >_ VP 
, since no coercivity would be present otherwise. 

Linearity of H, (T) with T 0.7 takes place at low temperatures, as shown Batlle et al. 

[1993] who observed linearity for T<_ 28K in nanoparticles of barium hexaferrite 

(BaFelo. 4Coo. 8Tio. 8019). Although in our systems complete linearity has not been observed, 

Eq. 5-12 is going to be used to draw a comparison between the values obtained with this 

technique and those calculated in +5.4.5. 

In Fig. 5-23 the coercivity is plotted against T0.7 for the three particle sizes, F024, F026 

and F028. The value of the coercivity at zero Kelvin as well as the effective anisotropy 

constant, Keff, and the effective energy barrier, AEe ff (= Keff " V. ), are obtained. The 

results are displayed in Table 5-17. 
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Coercivity vs temperature (Eq. 5-12) as calculated by Pfeiffer [1990 a], for all particle sizes 
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The anisotropy constant (column 2, Table 5-17) increases as particle size decreases, in 

agreement with the results obtained from the TDR measurements (+5.4.5, and column 3 

of Table 5-17). The anisotropy constants are, for all particle sizes, higher than the value for 

bulk magnetite, 1.1.105 (erg / cc) [Morrish (1965) p. 507]. An enhancement of Kell with 

decreasing particle size was also observed by Chen et al. [1995] in Co particles with sizes 
18 < Dm < 44 A, where a core-shell structure was inferred as the reason for this behaviour 

(see +5.11.1). A similar increase in the anisotropy constant was observed by Batlle and co- 

workers [1993] in doped nanocrystalline barium ferrite particles. 

k=0.77 
Ke, 

105er cc) ( 

Ke 
f TDR 

(105er cc) 

DEe 
f 

10-14 erg) ( g) 

AEe 
ff TDR 

(10- erg) 

He (OK) 

(Oe) 

HKef 

(Oe) 

HKeff 
TDR 

(Oe) 

F024 3.4 ±0.5 3.3 ±0.2 8.1 ±1.2 6.6±0.1 439±38 2022 ±293 1647 ±129 

F026 4.8±0.5 4.0 ±0.4 7.3 ±0.8 5.0 ±0.1 517±23 2861 ±317 2370 ±217 

F028 6.4 ±1.1 4.6 ±0.5 6.9 ±1.1 5.0±0.1 549 ±68 3825 ±631 2728 ±279 

Table 5-16 

Effective anisotropy constant, K, 
, ff , and energy barrier, AEe f, coercivity at zero K, and effective 

anisotropy field, HKeff = 2Keff / Ms, as calculated from Eq. 5-12, for all particle sizes. The results 

are compared with those obtained from the TDR analysis 

An interesting result is that the values of Kef 
, 

DEeff and HKD are higher using Eq. 5.12 

than via the TDR (see Table 5-17). This is possibly because the `coercivity method' studies 

values of the coercivity at low temperatures ff<_ 20K), where surface effects seem to 

become more significant [Kodama et al. (1996)]. On the other hand TDR gives a value for 

the anisotropy constant over a wider range of temperatures where surface may not be so 

significant or at least not predominant. 

Stoner and Wohlfarth [1948] calculated the coercivity for a system of randomly oriented 

non-interacting magnetic moments with uniaxial anisotropy that had coherent reversal, 

obtaining: H, = 0.479 " Hk (A). If the values for Hk (TDR) obtained in column 8 of Table 

5.17 are substituted in (A) the coercivities obtained are 1207,1115 and 1307 for samples 

F024, F026 and F028, respectively, which are much higher than the experimental values 

(439,517 and 549, respectively) for the coercivity at 0 Kelvin (Table 5-17, col. 6). Similar 

results are obtained if the column 7 is used. This seems to indicate that the reversal 
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mechanism, at least at these low temperatures, is not coherent rotation of particles but a 
mechanism that takes the system through a less energetic path, such as curling or buckling 

as suggested by Aharoni [1988], possibly due to the presence of the surface which 
introduces irregularities and defects that may act as nucleation sites, lowering the 

coercivity. 

5.7.4. Theoretical predictions [El-Hilo et al., 1998] 

The main predictions of El-Hilo et al. model are given in the paper by the authors [1998]. 

The effect of particle size is shown in Fig. 5-24 (a). As expected, smaller particles give 
lower coercivities and remanence to saturation ratios. Fig. 5-24 (b) shows the 

magnetisation curves obtained at 4K using the mean anisotropy constants calculated in 

+5.4.5, showing, in all cases, higher values of coercivities and remanence to saturation 

ratio, compared to the experimental values. These results, together with the data obtained 

at higher temperatures (see Fig. 5-24 (c)), indicate, as suggested in +5.4.7 for the 

theoretical TDR, that for T>4K the anisotropy constants required to reproduced the 

experimental results are smaller than the calculated in +5.4.5, except at 4K (see Fig. 5-24 

(a)), when higher values of Kell are required for the theoretical model to reproduce the 

experimental results. It is interesting to note, that although the numerical values of the 

coercivities at 4K are not the same as the experimental values, at this temperature the 

model seems to predict a higher coercivity for F028 (59A) compared to F024 (77A), as 

observed in the experiments. The value of H for F026 (66A), i. e., I-H=439 Oe, is lower 

than the values for both F024 or F028, giving evidence of the complicated interplay among 

particle size, width of the distribution, anisotropy, concentration and thermal effects. 

Also, it is clear from the shape of the loops in Fig. 5-24 (c) that the thermal effects for 

T=12 K are much stronger in the experimental results. The same has been observed for 

T> 12K, when comparing theoretical and experimental results. At 4K (Fig. 5-24 (b)), 

however, both the theoretical and experimental magnetisation curves are very similar. 

Thus, at this very low temperature, where thermal effects are very small, the theoretical 

model predicts curves very close to the experimental data. 
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(a) Effect of particle size according to the model of El-Hilo et al. [1998]; (b) Comparison 

experiment-theory at 4K, for the 3 particle sizes; (c) Experimental and theoretical results for 

sample F028 (59 A) at 12K, for different concentration and anisotropy constant. 

ºo 

In general, and as already stated in +5.4.7, this model seems to predict higher energy 

barriers than the real barriers existing in the systems, which is manifested in the higher H, 

and Mr/M, calculated from the theoretical magnetisation curves with respect to the 

experimental values, when using anisotropies and concentrations calculated 

experimentally. It is a possibility that these higher energy barriers calculated by the model 

may be due either to an overestimated anisotropy constant or volume of the particles in the 
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systems. Also, an insufficient account of thermal effects can be the cause of the lack of 
correspondence between theory and experiment. 

Note: A latest version of the program initially developed by El-Hilo et al. [1998] has been 

used to calculate magnetisation curves, for 60 A diameter particles, with K=5.1.105 erg/cc 
at IOK. Preliminary results [Claudio Verdes, February 2000, private communication] show 
that coercivity increases for increasing concentrations, for low concentrations, while the 
trend is inverted when the concentration in increased further. For a plot of R. vs 

concentration, c, see Fig. 5-24 (d). Although the values obtained for the coercivity are still 
higher than those observed in the experimental results, the trend of coercivity with sample 
dilution observed in the experiments (Table 5-15) seems to be reproduced in this new 

version of the Montecarlo model. 

1350 
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1250 
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1150 

1100 

H. (Oe) 

\ 

DM =60A, K=5.1 x 10 5erg/cc, MSB=335 emu/cc, T=1 OK 

0 10 20 30 40 

Concentration, s (%) 

Fig. 5-23 (d) 

Coercivity vs concentration of magnetic material, for a 60 A sample, with K=5.1.105 erg/cc at IOK, 

as obtained from the latest version of El-Hilo et al. [1998] model [Claudio Verdes, private 
communication]. 

5.8. IRM, DCD and AM curves at different temperatures 

In this section the remanence curves have been utilised to extract information about 

interactions and particle size effects. The well-known AM plot [Kelly et al. (1989)] (see 

also +2.5.3.1) has been studied and its applicability for fine particle systems evaluated. It 

seems to be the case that the irreversible susceptibility curves, x1 ., which are the 

derivatives of the remanence curves with respect to the field, give very valuable and easy 
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to interpret information about the influence of interactions and particle size in these 
systems. 

5.8.1. Effects of particle size 

It has been observed that the v,, r curves are very informative. In fact, the effect of particle 

size on the remanence curves is best studied by means of these curves. The irreversible 

susceptibility has been calculated for all particles sizes at 4K. The results are shown in Fig. 
5-25 and 5-26. The values of the remanence coercivity, Hr 

, 
for which V, is maximum, 

are shown in Table 5-18. 
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Xj,,, obtained from the differential of the DCD 
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From Figs. 5-25,5-26, it can be seen that H, increases as particle size diminishes, as 

observed in the evolution of coercivity with particle size at 4K (Table 5-16) and OK (Table 

5-17). Thus these results are consistent with those obtained from the hysteresis loops at the 

same temperature. The reason for this increase in Hr with decreasing particle size, 

contrary to what is expected and unlike the observed results at other temperatures, must lie 

in the manifestation of a strong anisotropy that seems to become more obvious for lower 

temperatures [Kodama et al. (1996)], presumably due to the spins in the surface of the 

particles as suggested in other sections. 
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T= 4K F024 F026 

Hr(DCD) (Oe) 458 ±4 565 ±4 

Hr(J 
) 
(Oe) 469 ±4 886 ±4 

Table 5-17 

F028 

633±3 

1085 ±3 

Remanence coercivity, Hr 
, 
for the IRM and DCD curves for all particle sizes, at 4K. 

Another interesting result is the fact that the xis. curves become wider with decreasing 

particle sizes. This fact may be a further evidence of the bimodal behaviour, observed 

particularly in the smaller particle samples (see +5.3.1). 

AM curves are presented for the 3 particle size samples, at 4 Kelvin in Fig. 5-27. 

According to the usual interpretation of these plots, the interactions are predominantly 
demagnetising in all cases, at that temperature. 
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Figure 5-27 
zMfor the 3 particle sized samples, measured at T=4 K. 

5.8.1.1. Distribution of anisotropy fields 

Neglecting the contribution from superparamagnetic particles, the distribution of 

anisotropy fields, g(H), can be determined from the switching field distribution (SFD) 

as obtained from the differential of the IRM curve [Pfeiffer (1990 a)], as the remanence 

curves represent the irreversible changes in magnetisation. According to Pfeiffer, for a 

system with particles oriented at random, 
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HK I dMIR,, 1 g(HK)=2"SFD 2 =2 dH (Eq. 5.13) 
H=Hx /2 

An order of magnitude of the effective anisotropy field, HKD 
, 

is twice the remanent 

coercivity obtained from the IRM curve, i. e., HKef =2" Hr(, Rm). According to this, the 

effective anisotropy fields corresponding to the 3 particle sizes are 958,1772 and 2170 Oe, 
for F024, F026 and F028. These values are for 4 K. where the thermal effects are small. In 
the same paper, Pfeiffer gave an expression that corrected the anisotropy field for thermal 

effects present, so that the intrinsic anisotropy field, HKi, 
eff , 

is given solving the following 

equation, 

BT 
a7 

HKD' = HKD, of - HKi, 
eff 

0.3 
2' In(t ' . 

fo)k 

VmMsB 
(Eq. 5.14) 

Correcting from thermal effects, the values of HK, 
eff obtained for the 3 particle sizes are 

1537,2486 and 3463, for F024, F026 and F028, respectively. Although, in general, Kell 

and HKD. are higher the smaller the particle size, regardless of the measurement technique 

used, the anisotropy calculated from TDR curves (+5.4) gives lower values than those 

obtained via the coercivity (+5.7.3, Table 5-17) and remanent coercivity data. 

It seems to be the case, as discussed in +5.7.3, that while the TDR gives an effective 

anisotropy constant at the blocking temperature (TB 15K), the intrinsic anisotropy field, 

HK;, a obtained via Eq. 5.14 is calculated at 4K, temperature at which the surface effects 

are presumed (+5.7.2) to be much stronger [Kodama et al. (1996)]. Consequently, it seems 

logical that this latter measurement technique gives higher values of anisotropy constants, 

as at low temperatures the measurements are dominated by these effects. According to this 

reasoning it could be possible to extract a surface anisotropy constant from the anisotropy 

constants obtained from TDR and HH (T) (or Hk, 
eff 

). This will be the object of +5.11.1. 

5.8.2. Effects of interactions 

The effect of interactions on the remanence curves and LAM plots has been studied at 

T=11.5 K for samples D1 and D4 of F024 (see Figs. 5-28 and 5-29). 
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It can be observed that both the DCD and IRM curves for sample D4 lie `on top' of the 

corresponding curves for Dl (Fig. 5-28). This is consistent with the remanence to 

saturation ratio values obtained in 45.7.1. The results are also consistent with the AM 

plots obtained in Fig. 5-29, where the more concentrated sample (DI) seems to have more 
demagnetising interactions than the more diluted D4, for all the applied fields. 
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IRM and DCD curves for DI and D4 of F024 
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Figure 5-29 

at dM curves for DI and D4 of F024 at 11.5 K 
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obtained from the DCD curves of samples 

DI and D4 of F024, , at T=11.5 K. 

As it was shown in the previous section, the derivatives of the remanence curves, X,,, give 

valuable information. From the Fig. 5-30 and 5-31 it is clear that the remanence coercivity, 

H, 
, 

from both the TRIM and the DCD curves is higher for Dl than for D4, mirroring the 

s 
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behaviour of coercivity with dilution as observed in the hysteresis loops (+5.7.1), for the 

same temperature. This is another manifestation of higher anisotropy or more stable 

microstructures of the more concentrated sample. 

It is significant that both X,, T curves are ̀ cut' at the lower fields; this indicates that at the 

temperature of the measurement (11.5K) a considerable proportion of the particles are 

superparamagnetic, not contributing to the remanence, even at these relatively low 

temperatures. 
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" It is utterly beyond 
our power 

to measure changes of things by time. 

Quite the contrary, time is an abstraction 

at which we arrive by 
means of the changes of things ". 

(Ernst Macli, Austrian physicist, 18 72) 

C. Time dependence, attempt frequency 
and surface effects 

5.9. Viscosity measurements 

For the time dependence measurements, all the samples have been frozen in a zero 

magnetic field. In each case, a saturating field of - IOkOe has initially been applied. Then 

different positive fields are applied in the opposite direction and the magnetisation 

measured during 900 seconds. The magnetisation relaxes linearly with the logarithm of the 

measurement time. 

5.9.1. Relaxation of magnetisation 

In this section the relaxation of the magnetisation is going to be studied assuming a 

logarithmic law (see +2.7). In Fig. 5-32 below, it is clear that the magnetisation relaxes 

linearly with the logarithm of the measurement time, over the time-scale of the 

measurement (15min). This is the case for all the samples studied. 
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0.3 
M/M F028 (DO, T=10 K S 
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0 

-0.1 

In (t) 

Figure 5-32 
Normalised magnetisation plotted versus the logarithm of time. Linear behaviour is clearly 

observed. 

In this section the relaxation of the systems is studied via S, the coefficient of magnetic 
viscosity, which is the slope of the relaxation curves (see +2.7.3) vs the logarithm of time, 

i. e., 

S- 
d(M(T) / M, (T)) 

d In(t) (Eq. 5.15) 

At each temperature, the magnetisation is normalised to the saturation value so it is 

possible to compare relaxation measurements for different particle sizes and dilutions. 

Data over longer times (t > 900 sec) have not been recorded, but linear behaviour has been 

observed in similar systems by other authors [O'Grady et al. (1981), El-Hilo (1990)] for 

times up to 1200 sec. In fact, unless a really long observational time window is available, a 
linear behaviour with ln(t) is expected for these fine particles systems. In this sense, a 

simpler way of mapping the distribution of energy barriers is to study the relaxation at 

different temperatures, as shown in Fig. 5-33,5-34 and 5-35. 
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Figure 5-35 

Coefficient of magnetic viscosity vs applied field for sample F028 
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Coefficient of magnetic viscosity vs applied field for Coefficient of magnetic viscosity vs applied 

sample F024 field for sample F026 

There are two main conclusions to be drawn from the data. Firstly, the dependence of the 

coefficient of viscosity, S, with applied field; secondly, the evolution of S with 

temperature. It has been traditionally accepted [O'Grady et al. (1981)] that the maximum 

value of S will happen around the coercivity value. This is not the case for these samples, 

where the maximum is found near the remanence coercivity, Hr 
, as obtained from the 

maximum of the 
'' of the DCD curve (see +5.8), as it would be expected. This is the 

case for all particle sizes. This has also been observed by other authors [e. g. Uren et al. 

(1988), Garcia del Muro et al. (1997)]. Although treating a different problem, Street and 

t- UZ4 

"T= 20 K, H= 91 Oe 
"T 15 K, H`=140Oe 

T= 10 K, HC=262 Oe 
T= 4K, Hc=320Oe 
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Woolley [ 1949] insinuated a direct relationship between the Lrr and the dependence of S 

with the applied field. According to these authors, S(H) =X trr 
(H) Hf (H), where Hf (H) 

is the 'fluctuation field' [Neel (1950,1951)], which represents the effects of thermal 
activation and gives rise to the concept of activation volume of reversal, defined by 
Wohlfarth [1984] as vast =Ul Ms Hf. 

0.7 
f(Y) 

f.. 

0.6 1 

0.5 

0.4 

0.3 

0.2 

0.1 

Y (y=T/TB) 

Figure 5-36 

Distribution of (reduced) blocking temperature as obtained from +5.4.1 (a---1.02) and +5.4.3 
(cs=1.2) for sample F024. 

With respect to the apparent slowing down of the relaxation as temperature is raised (T 

>10K), it can be understood if a clear picture of the blocking temperatures or diameters of 

the systems is kept in mind (see diagram of Fig. 5-36). At higher temperatures the small 

particles, that would contribute with a fast relaxation. i. e., higher S, relax almost 

instantaneously, i. e., they are superparamagnetic, as observed in the x curves at 10K in 

the previous section (+5.8.2). At this and higher temperatures, the particles that contribute 

to the relaxation are the largest ones (see Fig. 5-36), with higher blocking temperatures, at 

the tail of the distribution. These larger particles will relax slower than the smaller ones 

(see curves for 15 and 20K, in Fig. 5-33,5-34 and 5-35). Alternatively the relaxation 

behaviour can be explained using the expression, S=2 M's kTf (AE) [Gaunt (1986)] 

where f (AE) is the value of the distribution of energy barriers of the active regions of the 

sample (regions which are changing their magnetisation in the field and at the time of the 

measurement), and M, is the spontaneous magnetisation. Thus S is proportional to the 
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value of the energy barrier that is being overcome and it will increase if the value of this 
value increases, and decrease if f (AE) decreases (see Fig. 5-36 and +2.7.3). 

5.9.1.1. Influence of particle size 

The effect of particle size on the relaxation data is shown for temperatures 4 and 10 K (see 
Fig. 5-37 and 5-38), where the thermal effects are small. At these temperatures, it is the 

particles at the low end of the distribution of blocking temperatures which are relaxing. 
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The effect of the particle size is clearly seen in the figures. The fastest (higher S) sample to 

relax is F028, as expected from its smaller energy barrier (Table 5-17). The effect is not so 

obvious for F024 and F026 whose values of S seem to be fairly close. However, S of F026 

lies clearly `on top' of the values of F024 for higher fields. This can also be an effect due 

to the larger Hr of F026 (+5.8.1) compared to that of F024, so that the particles in F026 

relax faster at higher fields because these are closer to their remanent coercivity, H,. 

An interesting result, that can be observed especially at the lowest temperatures 

(T< IOK), is the fact that S vs H becomes broader and the peak appears at higher fields, 

for the smaller particle sizes, following the same trend observed in the derivatives of the 

IRM and DCD curves. This is possibly due to anisotropic effects, dominant at these low 

temperatures, as observed from the behaviour of both Hr (+5.8.1) and H, (+5.7.2) with 

particle size at low temperatures. 
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At higher temperatures, 10,15 and 20 K, the curves of all samples intermix, and it is not 
clear which one lies over or underneath. At these temperatures all the energy barrier 
distributions and sizes are quite complex. For example, at higher temperatures, in F028 
may be only the larger volume particles are relaxing and these are similar to the ones in 
F026 and F024 (Fig. 5-36, distribution of blocking temperatures). It is not clear why having 

practically no error in the M vs In(t) plots (Fig. 5-32), the S vs H curves present so much 
scatter. 

5.9.1.2. Influence of interactions 
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600 

Coefficient of magnetic viscosity, S, obtained from the slope of the normalised magnetisation 
against In(t), plotted vs the applied field for dilutions D1 and D3 ofF028. 

For the study of the influence of interactions in the time dependence, dilutions D1 and D3 

of sample F028 have been used. From Fig. 5-39, it can be seen that at 12K the diluted 

samples seem to relax faster than the concentrated ones, for applied fields between zero 

and the maximum of the curves. For fields above the maximum, the noise in the curve for 

sample D3 is too high to draw any reliable conclusions. For T= 20K, although D3 seems 

to relax slower, again the data are too noisy. The noise in these curves seems surprising 

due to the very clear linearity and absence of noise in the M vs lnt curves (Fig. 5-32). 

Hr(D1,12K)=188 Oe 
He (D3,12K)=177 Oe 
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5.9.2. Discussion 

Neel-Brown relaxation (+2.7.1) has been assumed as the relaxation mechanism for a 
single particle. Due to the presence of a distribution of particle sizes, in practice, a linear 
dependence of the magnetisation with logarithm of time has been observed. 

To test the validity of the exponential behaviour as well as other laws of relaxation, it is 

useful to use the T. ln(t /t 0) scaling (see +5.10.3), in which the relaxation data at 
different temperatures are plotted in a master curve, essentially mirroring relaxation 

processes over a large time window (see Fig. 5-41). Using the T. ln(t / io) Labarta et al. 

[1993] showed that the Neel-Brown relaxation is indeed realistic for a distributed systems 

of hexaferrite nanoparticles. 

Making used of a planar Nb micro-bridge-dc SQUID, Wernsdorfer and co-workers [1995 

(a, b, c), 1996 (a, b) and 1997], studied relaxation processes in individual single domain 

particles. Applying a magnetic field close to the value of the switching field of the 

particles, the time elapsed until the magnetisation switches is recorded. This measurement, 

called by the authors waiting time experiment, is repeated several hundred times, so that a 

waiting time histogram is obtained. Integrating this histogram, the switching probability 

can be obtained. For single ferromagnetic particles, Wernsdorfer et al. found that the 

exponential relaxation given by the Neel-Brown expression is valid. This doesn't seem to 

be the case, however, for antiferro and ferrimagnetic particles [Wernsdorfer et al. (1995 a, 

b, 1996 a), Lederman et al. (1993)], where the probability of not-switching is flatter than 

exponential at low temperatures (typically T<1K) and steeper at higher temperatures 

(1K<T<6K). Similar behaviour has been predicted by Chantrell et al. [1997] (see +2.7.3). 

For very low temperatures (2K<T<4K) the system seems to relax faster than the expected 

from an exponential decay, i. e. the relaxation curve is steeper than exponential. 

5.10. Determination of fo 

Although the attempt frequency, fo, depends on different parameters (see +2.7.1.2 and 

Klik et al. (1990), Jones et al. (1989)] such as temperature, gyromagnetic ratio or 

anisotropy constant, in the majority of experimental studies it is considered as a constant, 

an assumption that has become known as the Neel-Brown model. The exact analytical 

expression of fo remains an unresolved problem. 
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Experimentalists have developed different methods to calculate fo in magnetic materials. 
In the following sections three methods have been used and discussed. 

5.10.1. fo using magnetic and Mössbauer studies 

Assuming Neel relaxation (see +2.7.1.1) of the magnetisation, Dickson and co-workers 
[1993 a, b] developed a technique by which fo can be calculated knowing the blocking 

temperatures of a system via two different magnetic measurements, namely Mössbauer 

spectroscopy and TDR (see +5.4) measurements. In the present section, this technique is 

used in order to calculate the attempt frequency of the magnetite particles in the ferrofluid. 

According to Dickson et al., 

[()ß 
tl 

ýIla-ýl 

_ 

/(t2)a 
(Eq. 5.16) 

where ß is the ratio of the median blocking temperatures, ß= TB1. / TB2m, and a is the 

ratio of the median anisotropy energy barriers of the system, a= AE, / AE2 , 
for both 

measurement techniques with corresponding measuring times t, and t2 , respectively. For 

Mössbauer spectroscopy, tl =5x 10-9 s, while the typical measuring time for the TDR is 

t2 =100s . 
The value of a is taken as 1 if there is a linear relation between the magnetic 

moment of each particle and the number of atoms in such particle [Dickson et al. (1993 

a)]. 

The Mössbauer relaxation spectra (see Fig. 5-40) were taken at Liverpool University by G. 

H. Milford and D. P. E. Dickson. 
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Figure 5-40 
Mössbauer spectra for samples F024 (a) and F028 (b), for temperatures such that all the moments 

are blocked (lower temperature), 50% are relaxed and all of them are superparamagnetic. 

T (K) F024 F026 F028 

TB. (ThR) 18 16 13 

TBm (Mössb. ) 170.2 ±0.5 130.1 ±0.5 97.4 ±0.5 

fox 109 (Hz) 3.31 ±0.74 5.56±1.27 7.72±1.7 

Table 5-18 

Values of fo (Hz) calculated with the method of Dickson et al. [1993]. 

Mössbauer data were taken at different temperatures, and the area under the 

superparamagnetic and blocked (six-line spectra) spectra measured, to obtain the 

temperature for which half of the sample is superparamagnetic, i. e., the median blocking 

temperature, TB. (see Fig. 5-40). Values of the median blocking temperatures, both from 

TDR (+5.4) and Mössbauer spectroscopy, are shown in Table 5-19, as well as the values 

of fo obtained for the different particle sizes. 
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It seems clear that the value of fo increases with decreasing particle size. According to 
Brown's expression [1959] for the attempt frequency, 

fo = yo Hk (KV/7t kB T) 1/2 
(Eq. 5.17) 

where Hk =2K/ MS and y0 is the gyromagnetic ratio, it is clear that f0 a (KD) 3"2 
. Thus 

the ratio fo (F028)/ fo (F024), as given by Eq. 5.17, would be 1.1, while this ratio is 2.3 
from the values obtained in Table 5.19. Although both values are not equal, possibly due to 
the non-constancy of K in these small particles, it is clear that the higher values of fo for 
the smaller particles seem reasonable, due to the higher anisotropy observed (see +5.4.5) 
in these systems. 

For a brief overview of the values obtained for other magnetic systems, using this and 
other techniques see +5.10.4. 

5.10.2. fo via Brown's (1959,1963) formula 

Brown [1959] derived an expression for fo at zero applied field (Eq. 5.17), in which it 

depends on the volume, anisotropy and temperature of the particle. In Table 5-20, the 

values of fo for 4K and room temperature have been calculated using Eq. 5.17. 

f0 x 1010 (Hz) F024 F026 
-- -- - --------- ------ TBm (TDR) 18 16 

fÖ (T=4K) 8.9 ±1.1 11.2±1.8 

F028 

13 

12.8 ±2.1 

fo (T=297K) 1.0±0.1 1.4 ±0.2 1.5±0.2 

Table 5-19 

Values of fo (Hz) for 4 and 297K, as calculated making use of Eq. 5.17 [Brown (1959)]. 

According to Brown's formula, the value of fo depends on the temperature considered. It 

can be observed in Table 5-20 that the values calculated using the method of Dickson et al. 

seem to be approximately intermediate values of the attempt frequencies calculated for 4 

and 297 K via Brown's formula. Thus it seems that Brown's formula is possibly close, if 

not the actual formula, of the analytical expression of fo . However, the dependence of fo 

on other parameters, such as K and Ms is difficult to evaluate, as these parameters also 
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change with temperature. The effect of interactions on the value of fo also needs to be 

studied if the attempt frequency in real systems is to be understood. Experiments like the 

ones performed by Wernsdorfer et al. [1995,1996,1997] on single particles, where fo can 
be calculated at different temperatures and applied fields, seem to provide interesting data 

for Eq. 5.17 to be tested. 

5.10.3. fo using T. ln (TITO) scaling 

This technique, briefly introduced in +2.7.4, was initially developed to study magnetic 

relaxation in spin-glasses [Prejean and Souletie (1980)]. Using this scaling the relaxation 

data obtained at different temperatures lie in a master curve, M/M, vs T. ln(t / To), 

which is equivalent to study the data over a very long time window (see Fig. 5-41), not 

available in experimental set-ups. This technique was adopted by Labarta et al. [1993] to 

study the relaxation mechanisms in small magnetic particle systems. The attempt 

frequency, fo, is obtained as a fitting parameter of the scaling, i. e., there is a value of 

t0( _ . 
fo-1) 

, 
for which the relaxation data taken at different temperatures fall in the same 

master curve. 

In the present section, sample F028 has been studied using the T. ln(t / 'r0) scaling. The 

system was cooled down in a zero field (ZFC) and the relaxation of the magnetisation at 

zero field, after previous saturation (Hsat = -1 T), has been recorded for different 

temperatures during 900 sec. Then, all the curves recorded for the different temperatures 

have been fitted to a master curve. From the scaling, a value for the inverse of the attempt 

frequency, 'co = (fo-1) 
, 

is obtained as a fitting parameter. The results from the scaling are 

shown in Fig. 5-41. For the fitting, 40sec were added to the measuring time, which means 

that the relaxation started 40 sec before the time started to be counted, which is possibly 

due to the time it takes for the field to achieve saturation and return to zero again. 

To = 3.0.10-10 sec has been obtained as the fitting parameter. Thus the attempt frequency 

is given by fo = 3.3.10-9 Hz which is close to the values obtained by the method of 

Dickson et al. in +5.10.1. 
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Figure 5-41 
T. ln(t / t0) scaling for sample F028, where relaxation data for temperatures 8K<T<80K have 

been plotted in the some master curves 

It necessary to note that although the value of fo obtained using the T. ln(t / t0) scaling is 

close to the value calculated using other methods the scaling does not seem as good as that 

obtained by other authors [Labarta et al. (1993), Bathe et al. (1997 b)]. Perhaps, this is not 

the most appropriate technique for the study of the small magnetite particles in this thesis. 

5.10.4. Values of fo using different techniques for different materials 

Using the same technique of +5.10.1, Moskowitz et al. [1997 a] obtained a value of 

fo 109 Hz for maghemite cores in magnetoferritin, which agrees with the value 

fo =1.1.109 Hz obtained by McNab et al. [1968] for IOOA magnetite particles, which they 

calculated by fitting Mössbauer data at 4.2 K. Kneller [1964] reported a value of 

fo = 2.8.109 Hz for a-Fe particles. These values of fo are almost three orders of 

magnitude lower than the value determined by Dickson et al. [1993 a], where 

fo = 5.4 - 9.5.1011 Hz for the iron oxyhydroxide particles in the protein ferritin. According 

to Moskowitz et al. [ 1997] the difference may be related to the different types of magnetic 

spin ordering and anisotropy of the core of the materials in the two varieties of ferritin: 

ferrimagnetic (maghemite) in magnetoferritin and antiferromagnetic (ferrihydrite cores) 

with uncompensated spins in native ferritin. In the same work [Moskowitz et al. (1997)] it 

is also suggested that higher values of , 
fo (- 1011 Hz) are more appropriate for 
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antiferromagnetic materials like hematite [Hansen et al. (1997)], goethite or ferrihydrite 
particles, while for ferrimagnetic materials like maghemite and magnetite, lower values of 
fo (-109 Hz) are encountered. Different values for fo depending on the type of magnetic 
ordering was also suggested by Jones et al. [1989]. Jones and co-workers also predict a 
reduction in the relaxation rate due to interactions, as it would have an effect similar to 
that produced by a direct magnetic coupling. 

Lower values of the attempt frequency, fo = 2.5.108 Hz, have been obtained for 

ferromagnetic Co clusters with Dm = 300 [Wernsdorfer et al. (1997)]. However, in this 

case, the method used to obtained the attempt frequency was different to the method of 
Dickson et al. and it is not known if both results can be fully compared. Using the same 

technique as Dickson et al., Linderoth and co-workers [1993] studied ultrafine 

(Dm (TEM) = 31 A) amorphous Fe-C particles, obtaining a value fo =1.1012 s for these 

systems. 

The influence of interactions, particle size, temperature and applied field on the value of 

the attempt frequency is of vital importance. Although the majority of the methods 

calculate a mean value of fo for the whole assembly of particles [Dickson et al. (1993), 

Labarta et al. (1993)], there have been some recent attempts [Wernsdorfer et al. (1995, 

1996,1997)] to study the relaxation processes in individual particles. A comparison among 

the results obtained via the different methods available as well as the validity of each 

method are fundamental to understand the behaviour of fo, and check the validity of the 

analytical expressions derived for this constant [Neel (1949 a), Brown (1959,1963), Jones 

et al. (1989)]. 

5.11. Surface properties 

Although it is well known that the surface of small particles has a strong bearing on their 

properties, it is difficult to characterise these effects or derive an expression for the surface 

anisotropy. 

Some authors [Aharoni (1987)] have included surface anisotropy in their calculations of 

reversal mechanisms, predicting buckling instead of the expected coherent rotation for 

spherical particles (see + 2.3.1). The presence of a non-coherent reversal mode seems 

clear in +5.7.3 where the experimental coercivity at 0K in a system of random distributed 
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easy axis is much smaller than that predicted by coherent rotation. Thus, it may be the case 
that the surface anisotropy, high at low temperatures (+5.7.3), does influence the rotation 
mechanisms in these small particle systems. Also, some authors [e. g. Wernsdorfer et al. 
(1995 b, 1997), Schabes and Bertram (1988)] have attributed the non-coherent reversal of 
individual single-domain particles to different effects arising from the presence of a 
surface in the particles. 

From the measurements of the crystalline and the magnetic particle size, a rough estimate 
of the thickness of the non-crystalline or not perfectly crystalline surface layer can be 

made, as shown in Table 5-21 below. As it was commented in +5.3.2, the surface 
thickness is within the error, one unit cell, considering the lattice constant for magnetite is 

8.39 A, which is reasonable. 

SAMPLE Mag. size X-ray size Estimated 
(A) (A) thickness (A) 

F024 77 ±2 57±2 10 ±4 

F026 66±2 46 ±1 10 ±3 

F028 59±2 40 ±1 9.5±3 

Table 5-20 

Estimate of the surface thickness for the different particle sizes 

It was shown in +5.7.2, that below 20K the coercivity of the smaller particles is higher 

than that of the bigger particles. This was attributed to the surface effects, that seem to 

become more obvious for T<20K, also suggested by other authors [Kodama et al. (1996)]. 

Morrish et al. [1976] observed increased canting as the temperature was lowered. Initial 

magnetisation curves taken at high fields (H<_ 8T), in the superconducting VSM at 

Liverpool University (see +3.2), show, as observed in +5.2.2, that the smaller particles are 

more difficult to saturate (see Fig. 5-42). Although this effect can be attributed to higher 

influence of thermal activation on the smaller particles, it is possibly an intrinsic property 

of small particles due their strong surface anisotropy. 

The slope, s',, of the magnetisation curves for H> 5T has been recorded for several 

temperatures. It has been observed that this slope increases, and then decreases for the 

lower temperatures (T=4K). The initial trend in s' seems logical because as the thermal 

effects diminish it is easier for the particles to align in the magnetic field. However, the 

evolution of s' for very low temperatures does not seem logical, unless, as suggested by 
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Kodama and Berkowitz [1996], the surface spins undertake a transition into a glassy type 
state, in which the lower the temperature the more difficult it is for those spins to align in 
the field direction, which become locked in their structures as the temperature is lowered. 
This argument seems to be supported by the results obtained in +5.7.1.2, i. e., the fact that 
the particle surface anisotropy becomes more significant for T< 30K, which is also 
manifested in the higher coercivities of the smaller particle sizes with respect to the larger 

particles, for these low temperatures. 
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68 

High field magnetisation curves of the 3 particles size ferrofluid samples, at room temperature. 

In any case, more detailed measurements need to be recorded to draw any definite 

conclusions about the real presence of this effect in the particles in this thesis. 

5.11.1. An estimate of the surface anisotropy constant, Ks 

Assuming the simplest case where the effective anisotropy constant, Kell , 
is the sum of the 

volume (or crystalline), shape and surface uniaxial anisotropies in the particles, 

Keff = KV +- Kshape + Ksurj 
1, 

1 
Kshape =2 (Na -Nc )M 

S2 

(Eq. 5.18) 

(Eq. 5.19) 

where N, and Na = Nb are the demagnetising factor of a prolate spheroid, along the 

major and minor axis [Cullity (1972) p. 56], an approximate surface anisotropy constant 
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can be calculated. Considering that the volume anisotropy is the crystalline anisotropy of 
the bulk, 1.1.105 erg/cc for magnetite, and considering the shape anisotropy as defined in 
Eq. 5.19, an estimate of the effective surface anisotropy can be derived (see Table 5-22). 
Although the surface anisotropy is generated mainly by the spins near the surface, it has 
indeed a volume effect, i. e. is not merely a surface effect. As such, the surface anisotropy 

constant would be given by direct subtraction of the effective and the crystalline and shape 

anisotropy constants, as shown in Table 5-22, and measured in erg/cc. For this purpose, the 

values for the effective anisotropy constants obtained in +5.7.3 have been used. The mean 

axial ratio for systems F024, F026 and F028 has been measured from the TEM 

photographs and are also shown in Table 5-22. The values used for the demagnetising 

factors are those calculated by Bozorth [p. 846 (1951)] for cylinders with permeability 

µ -, 5, which is the case for the samples in this thesis. 

SAMPLE Mean axial Kell Kshve Ks, 
ratio (105. erg/cc) (105. erg/cc) (105. erg/cc) 

(long/short) 

F024 (77A) 1.2 3.3 ±0.2 1.9 0.3 ±0.2 

F026 (66A) 1.3 4.0±0.4 2.0 0.9±0.4 

F028 (59A) 1.2 4.6 ±0.5 1.9 1.6±0.5 

Table 5-21 

Estimated value of the surface anisotropy for F024, F026 and F028. 

From Table 5-22 it can be observed that the surface anisotropy is higher as the particle size 

decreases, as expected from the increase in surface to volume ratio as the particle size 

diminishes. Thus, while for both F026 and F028 the surface anisotropy is significant, this 

does not seem to be the case for F024. These observations seem to support the results 

obtained in the previous sections at room (45.2.1.2) and low temperatures (+5.7.1.2, 

5.7.2,5.8.1). 

5.11.2. Discussion 

Hendriksen et al. [1994 b], studying ? -Fe203 particles in a frozen ferrofluid, observed that 

the degree of spin alignment is independent of the orientations of the different easy axis 

directions of the samples. The authors field cooled the sample and measured the 

Mössbauer spectra in different applied fields, parallel and perpendicular to the sample, 

observing that above 7.5kOe, the degree of alignment is always the same. This observation 
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is consistent with the concept of spin-canting suggested by Coey [ 1971,1972] (see 5.4.1) 
and in agreement with many experimental observations [Coey (1971), Morrish et al. 
(1976), Parker et al. (1993), Prene et al. (1994), Linderoth et al. (1994), Respaud et al. 
(1998), Dorman et al. (1998 a, b)]. The origin of the canting of the magnetic moments has 
been attributed to the reduced coordination and broken exchange bonds between surface 
spins [Kodama et al. (1996)]. This spin canting effect has been more frequently observed 
in ferrimagnetic oxide particles, rather than in metallic particles although some non- 
collinearity effects have been reported in this latter systems [Dormann et al. (1997) p. 406] 

In recent experiments, Wernsdorfer and co-worker [1997] explained why the relaxation of 
antiferro/ferrimagnetic particles is flatter than exponential at low temperatures (-0.2K) and 

steeper at higher temperatures (T-4.5K) in the following terms: 'We believe that the 

magnetisation reversal of these particles is influenced by spin frustration of non- 

compensated spins at the interface between the ferromagnetic core and the 

antiferromagnetic surface layers or at the surface of a ferrimagnetic particle. This 

frustration could differ slightly from one hysteresis loop to another, thus producing slightly 

different energy barriers. This effect is less important at higher temperatures when the 

thermal energy is much larger than the energy barrier variations, whereas at low 

temperatures this effect may flatten the probability of not switching and increase the width 

of the switching field distribution'. The same workers [Wernsdorfer et al. (1995 b)] 

explained the increasing width, 6, in the distribution of switching fields, for decreasing 

temperatures as 'induced by topological fluctuations of the magnetisation state, due to 

sample imperfections, which become energetically distinct at very low temperatures. This 

separation of states can sometimes be very pronounced and a splitting of the switching 

field in two or more switching field distributions is observed'. 

According to Kodama et al. [1996] the canted spins on the particle surface of Ni ferrites 

(NiFe2O4) nanoparticles undergo a glass-type transition below 50K, at which point they 

present multiple stable configurations. This is manifested in the open hysteresis loops 

observed even for fields up to 16 T, time-dependent magnetisation in a7T applied field 

and shifted hysteresis loops after field cooling the samples. These observations are 

attributed to the transitions between surface spins rather than magnetisation reversals of 

whole particles. Similar results have been reported by Garcia del Muro et al. [1999] in 

barium hexaferrite nanoparticles. 
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" If you could ask a gift for your children, 

you should ask for curiosity " 

(Inductions, TLe Geenom Manuscripts). 

6. Results II. Co-Cu Nanoclusters 
Introduction 

The materials under study in this chapter are clusters of magnetic atoms (Co) in a non- 
magnetic matrix (Cu). Because the clusters are in the nanometer range they are called 

nanoclusters. Using mainly magnetic measurements, the effects of the different particle 

sizes and concentrations have been studied. 

6.1. The samples 

The nanoclusters were made in a magnetron cluster source at Daresbury Laboratory (for 

more details about the manufacture process see +3.8). The approximate number of atoms 

per cluster, as well as the concentration of the different samples, are given in table 6-1. 

Samples SI -5 SI -10 SI -50 S8-5 S8-10 S8-50 

No. Atoms 

F, (%) 

1000 

5 

1000 

10 

1000 

50 

8000 

5 

8000 

10 

8000 

50 

Table 6-1 
Number of atoms per cluster and concentration of magnetic material (Co) in the nanoclusters, as 

facilitated by the manufacturers. 
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6.2. Magnetic Particle Size 

6.2.1. Magnetisation curves at room temperature. Superparamagnetism in 

nanoclusters 

6.2.1.1. Magnetic size parameters 

Assuming a lognormal distribution of particle volumes, and a sum of Langevin functions 

the magnetisation curves at room temperature (T = 297K) are used to calculate the median 

magnetic diameter, Dvrn 
, and standard deviation, c, , of the distribution. Only the samples 

which are superparamagnetic at room temperature can be described by a sum of Langevin 

functions. For the particles to be truly superparamagnetic not only must they have no 

coercivity or remanence but also present H/T superposition (see +6.2.1.2). This is the case 

for samples S1-5, S1-10, S8-5. Although sample S8-10 is not truly superparamagnetic, 

there being some coercivity in the system, (HJS8 -10) 37 Oe), a sum of Langevin 

functions has been assumed to fit the magnetisation curves of this sample, as the system 

follows very closely Langevin behaviour. In this way, it is possible to get an idea of the 

magnetic particle size, and compare it with that of S8-5, which has the same number of 

atoms per cluster but lower concentration (5%). 

Due to the low signal of some of the samples, some noise is appreciable in the 

magnetisation curves. For this reason, and the absence of detailed susceptibility data at low 

fields, the `best fit' method (+5.2.1.2) was considered more appropriate for the 

determination of the magnetic size in the systems. For the sake of comparison, the method 

of Chantrell et al. [1978] has also been used in order to test the validity of the method for 

the determination of the particle size distribution, even with the very few data points 

available at low fields. 

As described in +5.2.1.2, the `best fit' method fits the magnetisation curves to a sum of 

Langevin functions, from which the median magnetic diameter and the standard deviation 

of In D are obtained. In the absence of any data for small particles, the Co clusters are 

assumed to have the same saturation magnetisation of bulk Co, i. e., MB= 1400 (emu/cc). 

The parameters obtained for the different samples, as well as the best fit magnetisation 

curves for all the nanocluster samples, are given in Table 6-2 and Fig. 6-1 (a, b, c and d), 
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respectively. The theoretical curves obtained by the method of Chantrell et al. and the 
corresponding parameters obtained are shown in Fig. 6-2 and Table 6-3, respectively. 
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Figure 6-1 

Experimental magnetisation curves (Exp) for Sl -5 (a), SI -10 (b), S8-5 (c), S8-10 (d) fitted to a sum 

of Langevin functions (Fit). 
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Figure 6-2 

Experimental magnetisation curves (Exp) for SI -5 (a), Sl -10 (b), S8-5 (c), S8-10 (d) and 
theoretical (Th) Langevin (sum) curves generated using the parameters obtained via the method of 

Chantrell et al. 

As it is observed from Fig. 6-1 and Fig. 6-2 the best fit method follows the experimental 

data more accurately. The method of Chantrell et al. does not achieve very good fits due, as 

already commented, to the lack of detailed data in the low field part of the magnetisation 

curves. The parameters obtained using both methods are shown in Tables 6-2 and 6-3 

below. 
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S1-5 Sl -10 S8-5 S8-10 
Dim (A) ±2 31 36 53 51(*) 

U±0.01 0.44 0.32 0.28 0.36(*) 

SI-5 

Table 6-2 

SI -10 

38 ±3 

0.35 

S8-5 S8-10 
D,. (A) 37 ±3 

a±0.02 0.30 

x; (1/Oe) (4.6±0.2). 10-4 

51 ±2 

0.28 

(5.6±0.3). 10-4 (1.1±0.6). 10-4 

46±2(*) 

0.38(*) 

(1.1-+0.6). 10- 
4(*) 

Table 6-3 
Median diameter and standard deviation of the lognormal distribution of magnetic particle sizes, for different dilutions of the 1000 and 8000 atom nanoclusters, via the bestfit method (Table 6-2) 

and using the method of Chantrell et al. (Table 6-3). 

Thus the systems with 1000 atom clusters (Sl -5, Sl -10) have both approximately the same 

size, which is smaller than the samples with the larger clusters of 8000 atoms (S8-5, S8-10), 

as expected. These results are consistent with the values for the physical particle size 

obtained from the mass spectrometer data and the number of atoms per cluster (see +6.3). 

The initial susceptibility data in Table 6-3 also supports the evolution of particle diameters, 

i. e., the smaller the particle the lower its susceptibility. 

6.2.1.2. Langevin behaviour 

In general, it can be affirmed that the cluster samples with the lower concentrations (5% 

and 10%) have approximately Langevin behaviour. This is to be expected because these 

cluster samples are well below the superparamagnetic limit which for small fcc Co 

particles, and assuming K=5.105 erg / cc [Rodbell (1962)] is 150 A. Later calculations of 

the anisotropy constant in fine Co fcc particles gave a value of 2.106 erg / cc [O'Grady et 

al. (1980)], which the authors attributed to shape effects. This latter value may be in fact 

It is convenient to remember at this point that the values obtained for the median particle size and the 

standard deviation of S8-10 are smaller than those obtained for S8-5. These results can be somewhat fictitious 

due to the fact that this sample is not truly superparamagnetic, as it shows the presence of some coercivity (37 

Oe). Thus complete Langevin behaviour cannot be expected, and the size distribution characterisation obtained 
from this assumption may not be totally accurate. 
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the anisotropy constant of small Co particles, as from the TDR results obtained in this 
thesis (see +6.4) the value of the anisotropy constant does oscillate between 1 and 
3.106 erg / cc (see Table 6-5). These anisotropies would lead to values for the 

superparamagnetic diameter of 90A and 130A for the 1000 and 8000 atom clusters, 
respectively. According to the values obtained for the superparamagnetic limit the sizes of 
the clusters studied in this chapter lie below this limit. However, there is a distribution of 
particle sizes, and in the case of the 8000 atoms clusters it is possible that there exist some 
blocked particles (see Fig. 6-3) which would account for the observed coercivity in the S8- 
10 sample. 
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Figure 6-3 

4 

Lognormal distribution, f(y), of the reduced (magnetic) diameters, y=D/Dm, for the cluster samples. 

Samples S I-5 and S I-10 (Fig. 6-1, a and b) seem to deviate slightly from the Langevin 

behaviour as it was observed in Fig. 5-2 for the ferrofluid samples. The reason for this 

deviation is most certainly due to the contribution of a strong anisotropy, either due to 

surface or strain effects and/or perhaps due to the crystalline anisotropy in the Co particles. 

Crystalline anisotropy, however, would not be expected to be higher in the smaller particles 

systems. In fact, if anything, it would be expected to be smaller due to the unpaired spins 

on the surface. In these very small systems a non-crystalline icosahedral structure has been 

found theoretically [Leary (1997)], as previously observed in other metallic and non- 

metallic nanocluster systems [Mackay (1962), Farley et al. (1989), Schriver et al. (1989)]. 

The study of Shapiro et al. show that the icosahedral structure minimises the surface 

energy, although the inner energy of the cluster is higher than in the case of the fcc Co, 
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which increases as the particle size is reduced and more atoms are on the surface. The 
larger clusters have the expected fcc structure. Experimental evidence suggests that the 
critical size is in the range of 1500-3000 atoms, which is supported by recent theoretical 
calculations [Leary and Shapiro (1999)] which found the crossover between thefcc and the 
icosahedral structures at 2869 atoms. Leary and Shapiro found a new fcc minimum-energy 

structure for a 2869-atom cluster. By modifying the exterior cuboctahedral fcc crystal 
geometry, an optimised 26-polyhedral configuration was obtained that minimised the 

surface/volume ratio of the crystal. With the information supplied, however, it is not 

possible to pinpoint the exact reason for the slight deviation of S I-5 and S I-10 from 

Langevin behaviour. 

Except for the presence of some coercivity (HH = 370e) in S8-10, possibly due to some 

blocked particles in this system, the magnetisation curves of both S8-5 and S8-10 follow 

the Langevin curve closely, and the surface anisotropy does not seem to make an important 

contribution. This seems reasonable as the Co lattice parameter (a = 3.55 A, assuming fcc 

Co) is much smaller than that for magnetite (a = 8.39 A) and thus the size for the Co 

clusters to present comparable surface anisotropic effects is smaller than that of magnetite. 

Using the liquid drop model [Jortner (1992), +4.2.2], the fraction F of surface to volume 

atoms can be calculated by F=4/ n1/3 , where n is the number of atoms in the cluster. Thus 

F=0.47 and 0.28, for a 30 and 50 A cluster, respectively, and F=0.57,0.51 and 0.44, for 

the F028 (59A), F026 (66A) and F024 (77A) ferrofluids, respectively. This means that 

although the samples with 8000 atoms have a size (Dvm 50 A) comparable to that of the 

ferrofluid F028 (Dym 59 A), no deviation from the Langevin behaviour is observed in 

these clusters. Only for the smaller particle sizes (Dv�t -- 30 A) do the anisotropic effects 

become more obvious, as the surface to volume ratio becomes significant, and comparable 

to that of the smaller ferrofluid systems. 

The observation of H/T superposition in samples Sl-5, S1-10 and S8-5 also supports the 

existence of superparamagnetism in these samples. Fig. 6-4 shows HIT curves obtained for 

sample S1-10 at 300 K and 270K. At 250 K, the magnetisation curve does not superimpose 

in the M vs H/T graphs, indicating that some blocking may be happening already at this 

rather high temperature. In fact, for this temperature the superparamagnetic limit for the 
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small nanoclusters is DP 80A and it is very probable that some of the particles in sample 
S 1-10 are in this size range. 

M (emu) 1000 atoms, 10% 

H/T (250) 
ý-- H/T (270) 

pw 

f ., 
H/T (300) 

0.0025 

0 -20 20 4 

-0.0 5 

H/T (Oe/K) 

Figure 6-4 
H/T superposition in sample SI-10 

6.2.2. Effects of particle size on the magnetisation curve 
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Figure 6-5 

Influence of the particle size on the shape of the magnetisation curves, for different concentrations: 
(a) 5% and (b) 10% 

The effect of particle size on the magnetisation curves is clearly seen in Fig. 6-5. As 

explained in +5.2.2, as particle size decreases, the saturation is more difficult to approach. 
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This is expected as the randomising effects of temperature will be more effective the 
smaller the particles, at a constant temperature. 

6.2.3. Effects of interactions on the magnetisation curve 

In +5.2.3 it was observed that dipolar interactions at room temperature produce an 
enhancement of the magnetisation at low fields (H<_ 500 Oe ), so that the more 
concentrated samples lie on top of the more diluted ones (see Fig. 5-4). This enhancement 

was attributed, in the ferrofluid samples, to the alignment of small chains (dimers and 
trimers) of particles in the presence of the applied field, which will display the magnetising 

aspect of the dipolar interactions and thus enhance the magnetisation. In the previous 

chapter this effect was only obvious for sample F024, which was the sample with the 

largest particles. With the results obtained from the different concentration nanocluster 

samples this phenomena is revised in the present section. 
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oý oooya_; 
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Figure 6-6 
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Experimental magnetisation curves obtained for different dilutions (5% and 10%) of the samples 

with 1000 (a) and 8000 (b) atom clusters. 

The same behaviour of F024 is observed in the 1000 atoms clusters (Fig. 6-6, a), where the 

magnetisation curves of the more concentrated samples (10%) lie on top of those of the 

diluted (5%) samples. This is observed up to larger fields (H<_ 5 kOe) than for the case of 

ferrofluids. At the moment it is not clear why such an enhancement would take place in 

these systems. One possible explanation is the fact that sample S1-10 has a larger size, as 

obtained by the magnetic size characterisation (see Table 6-2), contributing with higher 

magnetisation, especially at the lower fields, as observed in Fig. 6-6 a. Another possibility 
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is the existence of a genuine interaction effect in these samples. The opposite behaviour to 
that of samples S 1-5 and S 1-10 is observed for the 8000 atom clusters, S8-5 and S8-10 (Fig. 
6-6, b). This is the expected behaviour of dipolar interacting systems [El-Hilo et al. (1998)]. 
However, according to Table 6-2, sample S8-10 seems to have smaller particle size or more 
coupled particles, possibly behaving effectively as a smaller particle system, which would 
account for the lower magnetisation values of S8-10 with respect to S8-5. 

At the present moment no conclusive explanation has been found for either type of 
behaviour observed in Fig. 6-6. Localised microscopic magnetic measurements as well as 
precise information of the film structure will be the key to understand interaction processes 
in these small particle systems, as well as the influence of size and concentration on such 

processes. 

It is also interesting to analyse the magnetisation curves of the 50% samples. Comparing 

the coercivities of S 1-50 and S8-50, it was observed that: HH (Sl - 50) = 89 Oe and 

H, (S8 - 50) = 184 Oe. This is typical behaviour of single domain particles, i. e., the bigger 

particles present higher coercivity [Cullity (1972) p. 387]. However, at 50% concentration 

the system is very close to percolation and massive clustering would occur, making it 

difficult to interpret the data. It has been observed that the 50% samples have higher 

coercivities than the corresponding 10% ones. This behaviour can be due to the presence of 

larger particles in the 50% samples, which would lead to a higher percentage of blocked 

particles in these systems, and the corresponding increase in coercivity. The higher 

concentration will also lead to particle agglomeration, with the particles being possibly 

connected by exchange interactions [Walmsley et al. (1999)]. The presence of aggregates 

would lead to higher effective magnetic moments, and thus higher coercivities, as far as the 

particles still remain in the single-domain regime. However, in a system with a 50% 

concentration of magnetic material the interactions can be complicated and their impact on 

the magnetic characteristics of these systems difficult to evaluate. 

6.3. Physical particle size 

The particle sizes were measured using a time of flight mass spectrometer, during the 

manufacture of the samples. After being produced in a magnetron cluster source (see 

+3.8), the clusters of Co are co-deposited with an atomic beam of copper, in a high 
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vacuum deposition chamber. In this process, the pulsed beam of clusters travels a distance 
d in a time t, with a velocity v; using the equation for the kinetic energy, 

E=1 mass x velocity', where (Eq. 6.1) 

velocity = distance / time of fl fight (Eq. 6.2) 

the mass of the particles can be calculated. A counter records the number of clusters 

arriving at different times. As the distance between the cluster source and the counter is 

constant, different times of arrival will mean different masses, and the mass spectrum can 
be worked out by changing the pulse time or the distance source-detector. This will give a 
distribution of the masses, or number of atoms in the cluster, for every sample. 
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Figure 6-7 

Distribution of number of atoms per Co cluster in the Sl -5 nanocluster film, fitted to the 
distribution described in Eq. 6.3 (courtesy of Derek Estham, at Daresbury Laboratory). 

The cluster size distributions were fitted (see Fig. 6-7) by the manufacturers to a 

distribution of the form, 

- (ln(n I no) 2 
f (n)dn =n" exp 2" (ln(ß))2 

Jdn 
(Eq. 6.3) 

where n and no are the number of atoms and the mean number of atoms per cluster, 

respectively, and 6 is the standard deviation of the distribution. In Fig. 6-7, no = xo and 

cT = s. According to this, the values given by the manufacturers are, 
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S8-50 S1-5 

xo 1 713 

sI1.70 

SI -10 SI -50 S8-5 

708 750 6794 

1.69 1.80 1.38 

Table 6-4 

S8-10 

6382 

1.48 

5726 

1.68 

Mean number of atoms per cluster and standard deviation, for the different nanocluster systems, as defined in Eq. 6.3. 

If a spherical shape is assumed for every cluster, and considering that the Co clusters have 

anfcc structure (lattice constant a=3.55 A) a distribution of the cluster diameters, f (D) 
, 

can be obtained based on the distributions of the number of atoms per cluster obtained in 

the time-of-flight spectrometer. Following the same procedure described in +5.3.1, the 

median diameters and the standard deviations of the lognormal distribution of particle 
diameters can be calculated, as shown in Table 6-5. 

SI -5 Sl -10 Sl -50 S8-5 S8-10 S8-50 

Dvm (A) 

6v 

42 

0.18 

42 

0.17 

46 

0.20 

91 

0.17 

94 

0.15 

96 

0.14 

Table 6-5 

Median cluster diameter and standard deviation for the different nanocluster systems, as defined in 
Eq. 5.2. 

As it can be observed from the results in Table 6-5, the physical size of the nanoclusters is 

larger than the magnetic size (Table 6-2) as observed by other authors [Chantrell et al. 

(1978)]. This would be expected if there exists a surface in the clusters with no magnetic 

behaviour, which could be the case for these samples [Chen et al. (1995)]. 

For the clusters that contain 8000 atoms the data obtained for the physical diameters (table 

6-5) seem too large to be realistic. If a spherical shape is assumed, and an fcc lattice is 

considered, the diameter of a 1000 atom cluster would be 38 A, while it would take the 

value of 76 A for an 8000 atom cluster. Thus, while the values obtained in Table 6-5 for the 

1000 atom clusters seem reasonable, the same cannot be said of the 8000 atom clusters. It 

is not clear why such a difference is obtained. It may be due to the fact that while for the 

1000 atoms clusters the assumption of a spherical shape is probably reasonable this is not 
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the case for the larger clusters; or perhaps the lattice constant in small clusters is different 
from that assumed for bulkfcc Co. 

6.4. Temperature Decay of Remanence (TDR) 

6.4.1. Experimental data 

From the data presented in this section some interesting conclusions can be drawn. Firstly, 

it can be seen from Fig. 6-8 that the smaller nanocluster sample (S I -10) presents a lower 

value of the remanence to saturation ratio, as expected and also observed in +5.4 in the 
ferrofluid samples. This, as already commented in the relevant section, may be partly due 

to the fact that smaller particles are affected more strongly by thermal effects, the 

remanence being lower for the same temperature; also, the lack of a high enough saturating 
field and/or the presence of a strong anisotropy (surface and/or strain) due to the reduced 

size of these particles could be the cause of the low values of Mr / M, 
, as discussed in 

+5.4. From Fig. 6-8, it can be observed that this does not seem to be the case for the 8000 

atom clusters whose Mr / MS(T = 4.5K) 
, 

for both concentrations, presents almost the 

same value very close to 0.5. 
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Figure 6-8 

250 

Temperature Decay of Remanence (TDR) for samples S8-5, S8- 10 and Sl -10. 

The TDR have been differentiated to obtain the distribution of blocking temperatures or 

energy barriers (+5.4.1), and fitted to a lognormal distribution function of reduced 

temperatures. The median blocking temperatures and standard deviations are obtained, as 
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well as the corresponding anisotropy constants (+1+5.4.5), which are shown in Table 6-6. 
Sample S8-10 has not been used due to the lack of data. 

An interesting observation is that for both samples, S1-10 and S8-5, some bimodality (see 
Fig. 6-9 and Table 6-6) is present, as it was the case for the ferrofluid samples. An initial 

steep slope of f (TB) followed by a smoother slope leads to two different energy barriers. 

This bimodality may be due to the presence of very small particles and larger ones, and/or 

to the presence of two sources of anisotropy. However, more measurements need to be 

taken to be able to draw any real conclusions. With the only data taken in this section any 

conclusion seems speculative. 
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Distribution of blocking temperatures, f (TB) 
, 
fitted to a single and a bimodal lognormal 

distribution, for sample S8-5. 

With respect to the effect of interactions on the TDR it is difficult to evaluate. Firstly 

because the data available for S8-10 (10%) are insufficient; secondly, because the values of 

Mr / MS for the two samples, S8-5 and S8-10, lie very close to each other. Thus, although 

it seems that the 5% sample lies on top of the 10% one for low temperatures, this is not the 

case anymore for T> 10K. This could be a real effect or equally a result of the noise in the 

measurements. To discern the behaviour of the systems, experimental devices with more 

resolution would be required. 
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SAMPLE 
TB`° (K)' a 

(1 Log) 
Kell (106 erg/cc) 

TBm1' 6'' TBm2' 62 
(2 Log) Percentage (%) 

Ke , Kn2 
(106 erg/cc) 

2.4 (fo=109 Hz) TBml= 13.7 1.9 (fo=109 Hz) 

TBm = 17.0 a1 = 0.3 38% 2.5 (fo=10" Hz) 
S1-10 

0.6 
3.1 (fo=10,2 Hz) TB1= 27.1 62/0 62% 3.8 0=109 Hz) ) 

ß2=0.6 4.9(fo=10'2 Hz) 

1.2 (fo=109 Hz) TBml= 13.4 0.6 (fo=109 Hz) 

TBm=27.4 61=0.9 53% 0.8(fo=1011 Hz) 
S8-5 

ß=1.8 1.6 (fv=10'2 Hz) TB,,, z= 140.9 47% 7.7 (f=109 Hz) 

02 = 0.4 8.1 (fo=1012 Hz) 

Table 6-6 

Median blocking temperatures and standard deviations assuming a single and a bimodal 
lognormal distribution of blocking temperatures. The effective anisotropy constants are calculated 

assuming Neel's relaxation law, as shown in +5.4.5 (x100 sec, fo=109 and 1012 Hz). 

At present the most interesting information to draw from this section is the value of the 

effective anisotropy constant for different Co nanocluster systems, due to the lack of such 

information in the literature. Sample S8-5 (8000 atoms) presents lower anisotropy than S1- 

10 (1000 atoms), i. e., the smaller particle size samples have larger anisotropy compared to 

the values for the larger particles. This may be due to the presence of stronger surface 

effects in the smaller particles, as argued in the previous chapter. 

6.5. Low temperature magnetisation curves 

The main results of this section are presented in Table 6-7, below. It can be seen how, for 

the low temperatures studied (T =10K) the coercivity of samples S 1-5 and S 1-10, with the 

1000 atom clusters, decreases as dilution increases, as observed in +5.7 (Table 5-16) in the 

ferrofluid systems. Also, for these two samples the evolution of the remanence to saturation 

ratio seems to follow the same behaviour with concentration as in the ferrofluids, i. e. 

higher remanence to saturation ratio the more diluted the sample is, which also agrees with 

predictions by El-Hilo et al. [1998]. This is so for the lower concentration samples, S1-5 

and S 1-10 which lie within the weakly interacting regime, i. e., &<_ 10% [Martin et al. 

. (1986), El-Hilo et al. (1992 b)]. S l-50 is probably a totally different sample, possibly with a 

higher particle size and complicated interactions, which make it difficult to interpret the 

coercivity and remanence to saturation ratio. It is possibly the case that S1-50 presents a 

larger particle size, as shown by the higher coercivity of this sample. 
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In the case of the 8000 atom clusters (T = 4.5K ), however, the coercivity follows exactly 
the opposite behaviour, i. e., it diminishes with particle concentration, in this case for all 
particle concentrations. This is expected from systems with strong dipolar interactions [El- 

Hilo et al. (1998), Wohlfarth (1955)]. For S8-50 it is difficult to ascertain if the decrease in 

coercivity and remanence to saturation ratio is due to increasing dipolar interactions and/or 

to the presence of significant exchange interactions, which would not be surprising with 

such a concentration (50%). 

Sample S8-5 S8-10 S8-50 

H, (T = 4.5K) (0e) 

Mr/ MS (T = 4.5K) 

690 ±5 

0.21 ±0.02 

653 ±5 

0.18 ±0.02 

554 ±4 

0.15 ±0.01 

Sample S1-5 Sl -10 Sl -50 

HC (T = 10K) (0e) 

Mr/MS(T =10K) 

80 ±7 

0.25 ±0.03 

117±6 

0.18 ±0.02 

299 ±4 

0.278 ±0.02 

Table 6-7 

Coercivity and remanence to saturation ratio at low temperatures for different concentrations of the 
8000 and 1000 atom nanoclusters 

Although the 8000 atoms clusters (S8-5, S8-10, S8-50) are smaller (Dm = 50 A) than the 

F028 ferrofluid particles (Dm = 59 A) they have coercivities (compare Tables 6-7 and 5-16) 

which are higher than those of magnetite particles in F028. This is probably due to rather 

higher anisotropy of the Co clusters (see +6.4), as compared to the anisotropy of the 

magnetite particles. 

Unfortunately, the effect of particle size on the loop characteristics cannot be studied 

properly, because the magnetisation curves have been taken at different temperatures (4 

and 10 K, for samples S8 and S 1, respectively). Still it can be observed that the 8000 atoms 

(S8) clusters have a much higher coercivity than the 1000 (S 1) clusters, given the 

difference in temperature, as expected for single domain particles, where at a constant 

temperature, the larger the size, the higher the coercivity. 
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IT As the sky touches land, 

the sea touches the shore, 
so heaven touches the earth and time touches eternity " 

(Celtic Reflections) 

7. Conclusions and future work 

Conclusions 
In this work a basic understanding of the mechanisms that drive the magnetic behaviour of 

small magnetic particle systems with weak interactions has been developed. Such 

processes include time dependence of the magnetisation, temperature decay of remanence 
(TDR), magnetisation curves at different temperatures, initial susceptibility (ZFC), 

remanence curves, etc. In all cases, the influence of particle concentration, size, 

measurement time and temperature has been studied, using the whole range of magnetic 

and non-magnetic experimental techniques. 

Superparamagnetic behaviour has been observed in both ferrofluid and nanocluster 

systems at room temperatures. From the magnetisation curves at room temperature, the 

median and standard deviation of the lognormal distribution of particle sizes have been 

calculated. The median diameters of the three ferrofluid samples are 77,66, and 59 A, 

respectively. The size distributions have been found to be very narrow, with standard 

deviations of ln(D) of 0.42,0.41 and 0.38, respectively. In the magnetisation curves 

interactions has been found to enhance the magnetisation of the system only for the larger 
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particle systems (77 A) and for low magnetic fields (H < 500 Oe). The median diameter of 
the Co/Cu clusters are 31,36,53 and 51 A, with standard deviations of 0.44,0.32,0.28, 

0.36, for the S I-5 (1000 atoms, 5%), S I-10 (1000 atoms, 10%), S8-5 (8000 atoms, 5%) 

and S8-10 (8000 atoms, 10%), respectively. In the nanoclusters some effects of 

concentration on the room temperature magnetisation curves have also been observed, 

although at the moment it is not clear if such effects are only due to dipolar interactions or 
there are other variables involved in this behaviour, such as different particle sizes (for the 

different concentration clusters) or the presence of some exchange in the clusters. 

In the ferrofluid samples, the particle size distributions do not seem appreciably changed 

by dilution, as it had been suggested by some authors [Menear et al. (1984)]. The presence 

of some aggregation in the more diluted samples, D12 and D24, has been detected both in 

the 77 and 59 A ferrofluid samples, via the initial susceptibility values, which are strongly 

influenced by the bigger particles [O'Grady et al. (1986)]. 

A best fit routine has been written to test the validity of the method of Chantrell et al. 

[1978], which has also been used as an alternative method for the determination of 

magnetic particle size distributions. The method of Chantrell et al. has been found to be 

very reliable in giving the particle size distribution of the samples. However, in both cases 

the best fit method seems to provide theoretical magnetisation curves that lie closer to the 

experimental data. 

Some deviation from the purely Langevin behaviour has been observed at room 

temperatures at intermediate and high applied fields, specially in the lower particle size 

samples. This has been attributed to the presence of surface anisotropy, which makes it 

hard for the field to completely saturate the sample. Following theoretical studies by 

Hanson et al. [1993] and Chantrell [1977] the energy term that describes the magnetic 

system has been modified to include an anisotropic contribution, K cost 0, in an attempt to 

account for the deviation from the Langevin behaviour. The subroutine is still under 

testing, and its optimisation as well as the use of different anisotropy terms, will be the 

object of future work. 

In the ferrofluid systems, the particles physical and crystalline sizes have been calculated 

via TEM and X-ray diffraction, respectively. For the nanocluster samples a time of flight 

spectrometry has been used to measure the number of atoms per cluster. The TEM 

micrographs were studied with a Zeiss analyser and the median diameters and standard 
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deviations obtained [O'Grady et al. (1983)], which are very close to those acquired from 
the magnetic characterisation, namely, 77,64 and 46 A, with 0.26,0.30 and 0.39 standard 
deviations, respectively. The crystalline sizes are 57,46 and 40 A. From the relation 
between the sizes found by TEM and X-ray diffraction, it can be said [Duvigneaud and 
Dene (1980)] that the crystalline part is a single crystal. The presence of bimodality has 
been detected in the particle size distribution, that has been attributed to the preparation 
process of the samples. An estimate of the surface thickness has been given, by direct 

subtraction of the magnetic and the crystalline diameters, and a value of approximately 10 
A has been obtained. This is roughly the lattice constant for magnetite particles, 8.39 A. 

The temperature decay of remanence has been used to calculate the distribution of 
blocking temperatures or energy barriers in the system [Tan et al. (1979)]. The median 
blocking temperatures, TBm, and standard deviations of these distributions have been 

obtained. The TBm are 13,16 and 18 for the 59,66 and 77 A particle systems, respectively. 

From the median blocking temperatures, effective values of the anisotropy constants, Kell 
, 

have been obtained for the different systems, which are 3.3,4.0 and 4.6x 105 erg/cc, for 

decreasing particle sizes. The values obtained indicate the presence of a higher anisotropy 

in the smaller particle systems, which has been attributed to surface effects, as expected 

from the higher surface to volume ratio as particle size decreases. In the nanocluster 

samples, K, 
, ff 

has been calculated via the TDR, and higher values of the anisotropy 

constant have been found for the smaller cluster systems. Bimodality has been observed in 

the distribution of energy barriers of the systems, both in the ferrofluids and the 

nanoclusters. While for the ferrofluids the bimodality seems to stem from the bimodality 

observed in the particle size distribution, it is not clear why there should be any bimodality 

in the nanocluster samples. 

Another interesting result is the low value of Mr / MS obtained from the TDR at low 

temperatures. The reason for this low value of the remanence to saturation ratio 

( MT / Ms < 0.5) is not clear at the present moment. As discussed in +5.4 there are several 

reasons, such as the lack of a high enough saturating field, the presence of dipolar 

interactions, the existence of a certain microstructure in the system or surface effects, that 

could account for the deviation of Mr / MS from the Stoner-Wohlfarth prediction for a 

random distribution of easy axis. 
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Low temperature magnetisation curves have been taken for all the samples. The coercivity 
at low temperatures has been measured for F028 (59 A) and has been found to decrease 

with increasing dilution. This behaviour has been attributed to the presence of more stable 

microstructures in the more concentrated samples compared to those of the diluted 

materials. The same evolution with concentration has been found in the smaller 

nanoclusters (30A). In the case of the larger nanocluster samples (50Ä), even for the lower 

concentrations (5% and 10%) the evolution of coercivity with concentration follows the 

opposite trend, i. e., decreases with increasing concentration. In the case of the 

nanoclusters, the variation of coercivity with concentration is difficult to interpret, as there 

might be a combination of dipolar and exchange interactions, and possibly some other 

effects due to the specific microstructure of the systems. 

In the ferrofluid systems, the remanence to saturation ratio, M, / M, as obtained from the 

low temperature magnetisation curves seem to follow the expected behaviour for a purely 

dipolar interacting system, i. e. it decreases with higher concentrations. This has also been 

explained as a consequence of the more stable local microstructures for the higher 

concentration samples, to which the moments will return once the applied field is zero, 

when the remanence to saturation is recorded. 

It has been observed at low temperatures that the coercive field of the smaller particle 

ferrofluid sample (59Ä) is higher than the value recorded for the largest particle size 

sample (77A). This is only observed for temperatures lower than 10K. For temperatures 

above this value, the trend is as expected for single domain systems: larger particles have 

higher coercivities. This behaviour at the lower temperatures seems to indicate the 

manifestation of a strong anisotropy in the smaller particles when they are cooled down. 

This anisotropy has been attributed to surface effects and the lower the temperature, the 

harder it is to bring the surface moments out of their stable positions, as it has been 

reported by several authors [Morrish et al. (1976), Kodama et al. (1996)]. 

The initial susceptibility x; or ZFC curves have also been studied for the ferrofluid 

systems. Several features have been observed. The evolution of the maximum of these 

curves, Tm, with applied field and concentration has been described. T. decreases with 

decreasing concentration as, in this case, the local interactions will be weaker than in the 

more concentrated samples, making it easier for the moments to rotate over the energy 
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barriers. Tm also decreases as the field is increased, as the applied field lowers the energy 
barrier for reversal. 

From the ZFC curves, Curie-Weiss behaviour has also been studied. The value of the 
interaction temperature, To;, has been obtained by plotting X, -' vs T, once the effects from 

blocking have been corrected. To; has been found to be negative for all particle sizes, 
indicating overall demagnetising interactions. This is supported by the negative AM plots 
obtained at 4K, for all samples. However, unexpected results for To; have been obtained 
depending on the particle size of the sample under study. For F028 (59A) interactions 

have been found to be more magnetising as concentration is increased, while the contrary 
is observed for the larger particles (77A). Although it is still not clear why this behaviour is 

observed, it may be due to the different microstructures present in the system, induced by 

the different sizes in the systems. In this situation it may be the case that for the smaller 

particle sizes (F028), the antiferromagnetic part of the dipolar interaction is decreased, 

causing the interactions to be more magnetising for more concentrated samples 

[Kechrakos et al. (1998)]. The larger particle systems present the expected more 

demagnetising interactions as concentration increases. 

The normalised susceptibility, X, 
, 
has been compared for the different systems. It has been 

found that the values of x, i increase for larger particle sizes, as expected if Langevin 

behaviour is assumed, i. e. x; = p. / kT, where µ= VMS , which seems to be the case for 

the low fields (H = 25 Oe) used in these measurements. Higher applied fields (H = 45 Oe) 

have been used to study their influence in xt 
, which is enhanced for the larger fields. This 

can only be explained if more terms of the Taylor expansion of the Langevin function are 

considered, i. e. if x; =µ/ 3kT - (1 / 45) x (pH / kT)2 + (1 / 945) x (pH / kT)4. In this 

situation, which may be the case for the H= 45 Oe susceptibility curves, the value of x; is 

expected to increase for higher fields. 

Texture effects induced by small applied fields when freezing the samples, is reflected in 

different Tm, To;, and values of x; . The presence of texture effects when a 0.5 Oe field is 

used has been seen in the remanence to saturation ratio of magnetisation curves at 77K. 

Thus care must be taken when measuring the ZFC curves. 

Remanence curves have been measured for the three ferrofluid samples, at 4K. It has been 

found that the remanence coercivity, H,. , 
both from the DCD and IRM curves, follows the 
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same trend with particle size and concentration, as that observed in the coercivity of the 

magnetisation curves at 4K, i. e., Hr is higher the smaller the particle size, and the larger 

the concentration. The size effect is attributed to the presence of stronger surface 

anisotropy in the smaller particles, while the effect of concentration is due to the more 

stable, and thus more difficult to reverse, configurations of the more concentrated sample 
(Dl) compared to those in the more diluted sample (D4), for F024 (77A). 

Time dependence of magnetisation in the ferrofluid systems show linear behaviour with 
In(t) for all particle sizes. The maximum decay or time dependence is observed near the 

remanent coercivity, Hr 
, as obtained from the DCD remanence curve. This is reasonable 

as the measuring technique for the time dependence mimics that used to record the DCD 

curve. The time dependence has been studied for two different concentrations of the 

ferrofluid samples. Unfortunately, the noise in the data is too high to draw any firm 

conclusions. 

The value of the attempt frequency, fo, has been calculated for the Fe3O4 particles, using 

the method of Dickson et al. [1993 a, b]. Although it is known [Brown (1959)] that the 

attempt frequency varies with temperature and particle volume, an effective value of fo 

has been obtained. It has been found that for the magnetite particles studied in this thesis, 

the attempt frequencies are 3.31,5.6 and 7.7x 109 Hz, for the 77,66 and 59 A systems, 

respectively. The higher values of fo for the smaller systems have been attributed to the 

higher anisotropy presented by these systems. Comparing values of fo for different 

magnetic systems, it seems to be the case that while ferrimagnetic particles have a value 

fo of the order of - 109, this is not the case for systems with antiferromagnetic order, like 

hematite, goethite or ferrihydrite particles [Hansen et al. (1997), Moskowitz et al. (1997)], 

which present higher attempt frequencies, fo - 1011 Hz. T. ln(ti/io) scaling has been used as 

an alternative method to calculate the attempt frequency, and although the value of fo 

obtained is close to that calculated using the method of Dickson et al. [1993 a, b], the 

scaling does not seem to fit our relaxation data closely. 

From the work in this thesis, it appears that for weakly interacting systems (s < 10% ) 

there is no such a thing as a transition to an ordered state below a certain temperature, as it 

has been suggested for a spin glass. All properties in the systems can be explained in terms 
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of the blocking model [Neel (1949 a)], as suggested by several authors [Wohlfarth (1980), 
Mydosh et al. (1984), EI-Hilo et al. (1992 a, b)]. 

A Montecarlo model by El-Hilo et al. [1998] has been used to try and reproduce the 
experimental data. The model has been used to calculate TDR, susceptibility and 
magnetisation curves. Using the basic parameters obtained from the characterisation of the 
ferrofluid systems, it has been observed that the model predicts higher energy barriers than 
those presented in the real systems. Thus the results closest to the experimental data are 
obtained for anisotropy constants which are lower than the experimental values and for 

systems with very weak interactions, which does not seem to be realistic. Also, it is a 
possibility that the model does not account efficiently for thermal effects. It will be the 

object of future work to refine this model in order to be able to use it as an interpretation 

tool of the experimental data. 

Future work 
As outlined briefly in the conclusions there is some experimental work that follows 

naturally from the work in this thesis. The method of Hanson et al. (see+5.2.1.2 and 

Appendix II) needs to be implemented in an attempt to obtain the right expression and 

value for the surface anisotropy constant that accounts for the deviation at high fields from 

pure Langevin behaviour, in the room temperature magnetisation curves. Measurements of 

the TDR at very high magnetic fields (H» IT) and very low temperatures (T<4K) are vital 

to investigate the deviation of the remanence to saturation ratio from the value predicted 

by Stoner and Wohlfarth [1948], Mr / MS (T = OK) = 0.5. 

A systematic study of susceptibility curves for the whole range of concentrations and 

applied fields is required to understand the distinct evolution of the interaction 

temperature, To, 
, 

for different particle sizes, and to finally assess its validity as a measure 

of the strength and type of interactions. The effects of induced texture on the susceptibility 

curves needs to be further investigated by studying these curves for the different freezing 

magnetic fields. Measurements of the low temperature magnetisation curves for different 

concentrations and particle sizes are necessary in order to study the evolution of both 

coercivity and remanence to saturation ratio with particle size and interactions. It is also of 

prime interest to study the magnetic behaviour of the systems in the strong interacting 

regime, for which samples with higher concentrations than those used in this thesis need to 
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be manufactured. Also, magnetisation curves at very high fields (H»1T) and very low 
temperatures (T<4K) are required to further investigate the behaviour of the surface in the 

systems, and the influence, if any, of interactions in such effects (see +5.7.1.2). More data 

are required of the coercivity at low temperatures, for the different particle size samples, to 

prove the validity of equation 5.13 (H, vs T0.7) for the systems in this work. 

The study of Mössbauer spectra at very low temperatures (T<4K) and high applied 

magnetic fields can give a clearer insight of how the spins in the surface behave, especially 

at these low temperatures, as well as give a precise estimate of the surface thickness and 

the magnetic order that the surface spins present. 

The nanocluster systems need to be subjected to some kind of microstructural analysis, so 

the aggregation state and precise microstructure of these materials can be known. Also the 

production of the whole range of different concentrations of magnetic clusters is required 

in order to study in depth interaction effects in these systems. Due to the low amount of 

magnetic material, as the nanoclusters are in the form of thin films, an instrument with 

higher resolution than the VSM is required to study the remanence and delta-M curves and 

the time dependence of magnetisation. A comprehensive study of the coercivity and 

remanence to saturation ratio, for different particle sizes, concentrations and temperatures 

would be very interesting to assess the effects of such variables in this type of systems. 

Finally the Montecarlo model developed by El-Hilo et al. [1998] needs to be tested further 

in order not only to explain the trends observed in the experimental data, but also to 

actually predict the experimental results as closely as possible. This will help to understand 

which are the processes that regulate the magnetic behaviour in these very small particle 

systems. 
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Appendix I. The method of Chantrell et al. [19781 

Assuming that the particles follow a Langevin behaviour and present a lognormal 
distribution of particle sizes, Chantrell et al. [1978] obtained two expressions for the 
median diameter and standard deviation of the logarithm of the diameters of this 
distribution of particle sizes. These expressions are the following, 
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(Eq. App. 1) 

(Eq. App. 2) 

where y, is the initial susceptibility (see Fig. App-1), T absolute temperature, k Boltzman 

constant, and Ms and MSB the saturation magnetisation of the ferrofluid and the bulk, 

respectively, so that, MS = CMSB .1/ 
Ho is defined as the value for which the curve M vs 

1/H, plotted for high fields (H > 7kOe) crosses the x-axis (1 / H) (see Fig. App-1). 
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Figure App-1 

Schematic of how to calculate the initial susceptibility, xnt, and the parameter 1/ Ho 
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The method of Chantrell et al. has been used in +5.2.1.1 and +6.2.1.1 to calculate the 
magnetic median diameter and standard deviation of the distribution of particle volumes in 
the ferrofluid and nanocluster systems, respectively. 

Appendix II. Deviation from Langevin behaviour [Hanson et at. (1993)] 

Hanson et al. [1993], measuring static magnetisation curves in fields up to 12 T. of 

magnetic particles in a frozen magnetic liquid, found that the data cannot be fully 

described by the Langevin behaviour, even when the size distribution is taken into account. 

Thus they were motivated to investigate if this deviation might be explained by the 

presence of some magnetic anisotropy. Hanson et al. [1993] used an energy term that 

included the energy of the magnetic moment in the presence of the field, as well as zero, 

second and fourth order anisotropy (uniaxial) terms. They found, with this approach, a 

better agreement between the experimental and theoretical field dependence of the 

magnetisation at low temperatures. In the present appendix we are going to briefly 

describe how the anisotropy energy modifies the field dependence of the magnetisation of 

an assembly of monodispersed non-interacting magnetic particles. Similar theoretical 

approach was developed by Chantrell in his Ph. D. thesis [1977], which was later applied 

by Williams et al. [1993 b] to explain the deviation of the magnetisation curves from the 

Langevin behaviour. 

The energy of the system is given by the sum of the energy of the dipole in the presence of 

an applied field, EH, and the anisotropy energy, E,.,, given by 

EH = -m "H=- MSVH cos o c, and (Eq. App. 3) 

Eani _ (Ko - K2 cos2 13- K4 cos4 ß) V (Eq. App. 4) 

where 9 is the angle between the easy axis (see Fig. App-2) and the direction of the 

magnetic moment, and K0, K2 and K4 are anisotropy constants that depend on the 

material. Thus the total energy of the system is given by, 

E=EH+Ean; 
(Eq. App. 5) 

In thermal equilibrium and for a fixed orientation of the easy axis (X), the probability of 

finding the magnetisation in the direction of u (see Fig. App-2) is proportional to the 

Boltzmann factor, 
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f () 
= e-FlkT 

(Eq. App. 6) 

where a is the angle between the magnetic moment and the applied field (see Fig. App-2). 
The expectation value of the z component of the magnetic moment will then be, 

cosccf (u)du 
(mz (e)} =MV cos (x) = my units phere 

f(u)du 

units phere 

X3 

X2 

I u= (sinß. coscp, sinß. sincp, cosß) 

Figure App-2 

(Eq. App. 7) 

Cartesian coordinate system, x,, x2, x3i showing the unit vectors e, u and z, in the directions of the 
easy axis, particle's magnetic moment, m, and magnetic field, H, respectively. 

Thus, substituting in Eq. App. 7, 

2n it 

ýmZ (e)} = MV 
Jcoscxexp(Acosa 

+ Bl cos2 ß+ B2 cos4 ß) sin (3dj3dcp x 

00 
27c 

(Eq. App. 8) 
[JfexP(A 

cos cc + Bl cos2 ß+ B2 cos4 ß) sinßdßd(p 

where A= MSVB / kT 
, Bl = VKZ / kT , B2 = VK4 / kT. The factor cos (x is given by 

cos a=z. u= sin X sin 0 sin cp + cos ) cos 0 (see Fig. App-2). Using the transformation, 

lo (x) = exp(-)xl)lo (x), and 1, (x) = exp(-lxl)II (x) (Eq. App. 9) 
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where lo and I1 are the modified Bessel functions of order 0 and 1, respectively, and 
integrating over cp in the numerator and the denominator of Eq. App. 8, the following 
expression is obtained, 

m= (? ý. ) =T (X)I N(x) 
, where 

R 

T(X)= 
J[cosx 

cos ßl0 (A sin , ̂k sin ß) + sin X sin ß1l (A sin X sin ß)) x 
0 

exp(A cos(?, - ß) + Bl cos' ß+ B2 cos' ß) sin ß dß 

a 

N(k) = 
fIo(AsinAsin) 

x 
0 

exp(A cos(2, - ß) + Bl cos2 ß+ B2 cos4 ß) sin ß dß 

(Eq. App. 10) 

(Eq. App. 11) 

(Eq. App. 12) 

For a random distribution of easy axis directions, the z component of m is finally obtained 
from the statistical average, 

n 

mZ =1 mZ (e)de =1 
Jm(X)sinX 

dX (Eq. App. 13) 471 2 
unit sphere 0 

In this thesis the method of Hanson et al. has been extended, so that it accounts for a 

lognormal distribution of particle sizes. 

Note: During the writing of this thesis, it was observed that in the original paper by 

Hanson et al. [1993] there was a misprint in Eqs. 8 and 9 (see original paper). The 

argument of the bar-modified Bessel functions (Eq. 6) is not (A. sin 'k) but (A. sin ? 'sin ß) 

(see Eqs. App. 11 and 12). Also, there was a sin ß missing in the integrand of both 

equations (8 and 9). The results, however, are calculated with the correct argument 

[Hanson (1999), private communication]. In this appendix, the right equations are 

reproduced (Eqs. App. 11,12). 

Appendix III. El-Hilo-Chantrell Montecarlo model [1998] 

The study of interactions in a two particle system is a relatively simple problem and it can 

be solved. In real systems, however, there are many particles involved and their initial 

microstructures are not totally known (+2.5.1.1. a). The exact analytical solution of the 
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many-body problem is virtually impossible to obtain. Hence, the use of the theoretical 
model seems indispensable to obtain the evolution of the system when interactions and 
particle size distributions are considered. 
In a recent paper, `A model of interaction effects in granular magnetic solids', El-Hilo et 
al. [1998] proposed a model for interacting single-domain particles considering thermal 
effects, based on the Montecarlo method to simulate the dynamic behaviour of a granular 
material. In the model the particles are assume polydispersed, with a lognormal 
distribution of particle sizes. The initial configuration of the system, calculated by the 
model, consists of a random distribution of easy axis. This model is capable of calculating 
the magnetisation of the system for different temperatures, sizes, concentrations, 
anisotropy constants and measurement times. The model includes the effect of thermal 

activation, assuming Neel-Brown relaxation law (see +2.7). 

The model calculates the contribution of blocked and superparamagnetic particles to the 

magnetisation of the system. In this fashion, starting with an initial random configuration 

of magnetic moments (lognormally distributed), different versions of the program have 

been used to calculate TDR curves, ZFC curves and hysteresis loops. Interaction effects 

are taken into account via a total interaction field, which can include both dipolar and 

exchange contributions. The interaction strength is controlled by two parameters, that the 

user chooses, namely the concentration of magnetic material in the sample and the range 

of the interaction, which is given in units of particle diameter. The first qualitative results 

of the model were obtained in the same paper [El-Hilo (1998)]. Magnetostatic interactions 

are found to decrease both remanence and coercivity and the latter is predicted to decrease 

linearly with concentration. The model has also been design to calculate giant 

magnetoresistance (GMR). 

Appendix IV. Review of the geometry of small aggregates in zero and non-zero 

applied fields 

In this appendix, results by several authors, who calculate the stable configurations of 

small aggregates of particles as a function of temperature and applied field, are presented. 

As suggested in +2.5.1.1. a and +5.5, the knowledge of these microstructures is important 

for the interpretation of experimental data. 

Hess and Parker [1966] were the first workers to detect the presence of aggregates in 

colloidal magnetic suspensions. Early studies by Menear et al. [1983,1984] investigated 
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the degree of spatial ordering within a 2D system of small magnetic in the particles form 
of a colloidal suspension concluding that, in zero applied field, only dimers and trimers are 
present in the system. Using a 3D Montecarlo model, Martin [1987,1992] confirmed 
Menear results, also showing the presence of some closed loop structures and larger 
aggregates as the temperature of the system was lowered. 
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Figure App-3 

Equilibrium configurations at room temperature for a magnetic dispersion containing particles 
with a D�=60 Ä and 6.15. The microstructures have been calculated for (a) H=0 Oe and (b) H 

= H, sat , as obtained by Chantrell and Coverdale [1996] 

More realistic is the microstructure of a ferrofluid as calculated by Chantrell and co- 

workers [1996] (see Fig. App-3). The authors used a 3D simulation for small (;: t' 60A) 

particles based on a Montecarlo model previously developed by Menear et al. [1984]. The 

energy of a given particle is due to the sum of all the dipolar fields within a cut-off radius 

and also a hard-sphere repulsion term preventing overlap of neighbouring particles. The 

predicted microstructures at T= 297K 
, 
for zero and a high applied field, are shown in Fig. 

App-3 (a) and (b), respectively. These microstructures are assumed to be preserved as the 

fluids solidifies (low temperature or polymerisation of the fluid matrix), giving a defined 

initial configuration which will be relevant for the further study of the magnetic behaviour 

in the systems. 

In a series of papers Jund et al. [1995 a and b] and Tomänek and co-workers [1997] 

studied systems of small magnetic particles (Dv, 
� =100A) suspended in a fluid. They 

found [Jund (1995 b)] that the equilibrium configuration for agglomerates of 4<N< 15 

(N = number of particles in the agglomerate) are planar and isotropic rings; for N<4, the 
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system prefers to form linear chains and for N> 15, the fundamental state is structurally 

more complex than a single ring. 
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Figure App-4 
Simulations for the activated transition from a N=10 Figure App-5 
ring to a chain, as a function of applied field. 0 Simulation results for the lower, HI (O), and the 
minimum total energy increase; i lowest potential upper, H. (k), critical fields as a function of the 
energy barrier along a trajectory connecting a ring aggregate size, N. The lines are the analytical 
and a chain; " activation barrier for the spiral results for Hl and H.. 
opening mechanism of the ring. 

Jund et al. [1995 a] also presented studies of how the small aggregates change as a 
function of applied field, temperature and number of particles in the aggregate (see Fig. 

App-4 and App-5). For an applied field Happ < H,, where H, is the lower critical field, the 

stable configuration are rings. For Hl < Happ < Hu (H� upper critical field), the dipoles in 

the rings start to rotate towards the direction of the field leading to a metastable state; 
however, for the ring to break up into chains(`, an extra activation energy is needed. Thus, 

only when H,, 
pp > H. will the rings brake up into chains, aligned in the field direction 

With respect to the influence of the temperature in the process, the lower the temperature 

the highest the applied field required for the break up of the rings into stable chain 

configurations, as would be expected. The influence of the number of particles is best seen 
in Fig. App-5. 

(* For this to happen the particles in the magnetic suspension need to be able to rotate, i. e., need to 
be in the liquid state, which is not the case of ferrofluids are the low temperatures (T=OK) used for 
the work in this thesis. 
(**) The property of inter-conversion (loop-chain and vice versa) of microstructures, due to the 
presence of an applied field and/or temperature has suggested several possible applications such as 
a high density memory [Tomänek (1997)] (see Chapter 4 for more details). 
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To give an idea of the quantities involved, at sufficiently `high' temperatures of typically a 
few tens of degree Kelvin, and activated transition to the more favourable chain structure 
can occur above a lower critical field of H1 50 Oe 

. These predictions are for relatively 
low temperatures (a few degrees Kelvin) and more extensive studies at room temperatures 

are necessary if realistic results are to be obtained. 
Using a Montecarlo simulation Trohidou et al. [1995] studied cluster formation in systems 

with magnetic, non-magnetic and a mixture of both types of particles at zero temperature 
(see Fig. App-6). This study was performed to simulate cluster formation in the 

evaporation deposition technique. In this way, the particles were deposited on a substrate 

and allowed to move until they reached the equilibrium configuration. They found fractal 

structures in all cases. This means that the clusters are neither 2D, nor 3D, because they 

cannot fill the whole space, but they have a fractal dimension. The non-magnetic particles 

diffuse by a random walk (slow), while the magnetic particles move due to the dipolar 

interactions (faster). In Fig. App-6 (a and b) clusters are presented for systems with 

magnetic and non-magnetic components, for two different concentrations. 

(a) 
Figure App-6 

(b) 

Clusters resulting from the zero temperature di diffusion of 30 magnetic (filled circles) and 30 non- 

magnetic particles (open circles) for (a) a L=50 lattice (more concentration) and (b) a L=400 

lattice (less concentration), as obtained by Trohidou et al. [1995] 

Illuminating as the results by Trohidou et al. results might be, more calculations are 

required to know the exact cluster configuration of these systems at room temperature, and 

for different particle sizes with distributed properties. Especially interesting would be the 

simulation of the particles in a ferrofluid: a system filled with non-magnetic particles 

except for a few (-10%) that would be magnetic. For this calculation, the ratio of 30 (non- 
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magnetic particles)/30 (magnetic particles) utilised to obtain the cluster configurations 
shown in Fig. App-6, should change to, say, 30/3. 
Although all these results give an idea of the microscopic structures that may be formed in 
colloidal systems, they only give a first approximation with regard to the actual 
microstructures present in these systems. In the ferrofluids used in these thesis, more 
precisely in sample F024 (see Fig. 5-6), different microstructures have been observed. In 
some areas of the fluid TEM has detected star-shaped agglomerates, similar to the fractal 

structures calculated by Trohidou et al. [1995]. In other photographs more `bulky' 

aggregates can be seen, closer in structure to those obtained by Chantrell and Coverdale 
[1996]. In the photographs small chains of a few particles (two, three or four) can also be 

observed. 

The presence of small aggregates has been measured in magnetite ferrofluids stabilised 

with oleic acid by Buzmakov and Pshenichnikov [1995]. These workers, making use of 

rheological and magnetic measurements were able to measure the mean number of 

particles in each aggregate. Measuring the complex component of the susceptibility, x2 , 
the authors could detect the presence of single particles and small aggregates, presumably 

chains, with only 2 to 4 particles. These aggregates align via Brownian rotation, and thus 

can be detected from the peak in x2 at a certain frequency. Larger aggregates were also 

detected. From the measurement of the diffusion coefficient, sensitive to particle size, the 

mean diameter and the number of individual particles contained in these larger aggregates 

was measured. For a ferrofluid with particles of 100 A, the number of particles contained 

in these aggregates would oscillate between 6.6-7.5 for a 4% concentration sample to 23 

particles for a 10% concentration sample. These aggregates are thought to be spherical, to 

minimise the surface tension. According to Buzmakov and Pshenichnikov the aggregates 

are formed at the stage of preparation of the ferrocolloid, and are due to molecular forces, 

and not to dipolar forces, as suggests the fact that the aggregates are stable against 

temperature increases. In the opinion of the authors, the attraction between the colloidal 

particles within the aggregate is due to defects or dislocations in their protective layer. The 

surface of magnetite particles is not totally smooth and the adsorption of surfactant 

molecules cannot be equally dense throughout the surface. The occurrence of a defect in 

the protective layer results in a local decrease of the repelling forces and in predominant 

short-range molecular attractive forces. Mutual attraction of defects in different particles 

lead to the formation of aggregates. It is logical to think that smaller particles would 
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aggregate to a lesser degree due to the fact that molecular forces are weaker the smaller the 

particles [Hess and Parker (1966)] (see Eq. 4.2 in +4.1.4.1). 

In general, although the theoretical studies presented in the previous paragraphs differ 

from each other, there seems to be a tendency in all the results, which agrees with the 

experimental observations: the absence of long-range order, and the predominant short- 

range (local) interaction effects, which lead to structures not totally 3 dimensional (fractal 

structures or 2D rings or chains), in the sense that they do not fill totally the whole space. 
This is probably a consequence of the nature of diluted systems with very small particles 
Dm < 100A, which are weakly interacting, with only a small number of particles within 

the clusters or micro-aggregates (+2.5.1. l. a). 

Appendix V. Computer code (Fortran program) 

As explained in +3.1.4, the low temperature measurements are subjected to screening 

effects. A FORTRAN program was originally developed by El-Hilo [1990 a] to correct 

susceptibility curves from this effect. For the work in this thesis, the original code has been 

modified and adapted to the different measurements performed. 

A) Screening in the static cryostat (in the 455 PAR VSM) 

This program corrects the magnetisation values from the screening effects in the 455 PAR 

VSM. There are two versions of the program. The one given below, 'screening_demag' 

corrects the screening and demagnetising effects in susceptibility measurements (x,,,; vs 

T). There is another version which corrects magnetisation data at a constant temperature. 

This code is based on the program written originally by M. El-Hilo to correct the measured magnetic 

moment for screening and then the susceptibility from the demagnetising (shape) effects. 

It gives x in EMU/(GR. OE) because in the small samples it is more reliable the measure of the mass than the 

measure of the volume, with the syringe. 

? Ref used: Pauthenet, J. Appl. Phys. 53 ))1982(( 

Program screening_demag 

integer, parameter:: long=selected real_kind(14,30), n=500 

character*20 file input, file_output, ans 1, ans2 

REAL (kind=long) H, DMfact, Msat, VOL, pi, DM, mass, mass_gr, dens 

real(kind=long) F(500), FACT(500), GV(500), GM(500), Xt(500), RXt(500) 

real (kind=long) Ht(500), Mcorr(500), M_gr(500), Mmeas(500), T(500) 

integer ndata 

real(kind=long) input(500,2), output(500,2) 
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write(6, *)'This program corrects Magnetisation measurements' 
write(6, *) '(M in zfc, fc) from the screening in the cryostat' 
write(6, *) '1 

400 write(6, *) 'Please input the parameters for this sample' 
write(6, *) 'Input DMfact (in S. I. units), Msat (emu/gr)' 

read(5, *) DMfact, Msat 

write(6, *) 'Input Mass( mgr !! ) and Density(emuJcc) of your sample' 
read(5, *) mass, dens 

500 write(6, *) Please, enter the name of the INPUT file (M in emu)' 
read(5, *) file_input 

write(6, *) 'Input the field Happ(Oe) of this measurement' 
read(5, *) H 

write(6, *) Please, enter the name (10 letters) of the OUTPUT files' 

read(5, *) file 
- 

output 

write(6, *)'You have the following files: ' 

write(6, *)' *. sus = Reduced X (1/Oe)' 

write(6, *)' *. cor = Normal X (emu/gr. Oe)' 

write(6, *) ' *. gr = Magnetisation (emu/gr)' 

write(6, *)' *. fac = Correction Factor (/100) with Temp' 

!2 FORMAT (2F 10.5,2F 12.8) 

OPEN (17, FILE=file input, STATUS='old') 

OPEN (16, FILE=file_output//'. sus', STATUS='unknown') 

! This file 16 gives the REDUCED Corrected X 

OPEN (18, FILE=file output/1'. cor', STATUS='unknown') 

! This file 18 gives Corrected (Demag. Effects) X 

OPEN (19, FILE=file output//'. fac', STATUS='unknown') 

! This file gives the CORRECTION-FACTORS divided by 100 

OPEN (20, FILE=file_output/1. gr', STATUS='unknown') 

! This gives the X in emu/cc 

OPEN (21, FILE=file output//'. oe', STATUS='unknown') 

! Which gives us Hreal applied on the sample 

OPEN (22, FILE=file output//'. emu', STATUS='unknown') 

! Which gives the M in emu, i. e. only the correction from screening 

ndata=l 

3 continue 

read(17, *, end=4) input(ndata, 1: ) 

ndata=ndata+l 

goto 3 

4 continue 

write (6, *) 'The number of rows is', ndata-1 
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do 60 i=l, ndata-1 

T(i)=input(i, 1) 

Mmeas(i)=input(i, 2) 

pi=3.1415927 

DM=4.0*pi*DMfact 

! Because input is M (emu) 

write(6, *) 'The Demagnetising Factor *4 pi is =', DM 
IF(T(i) > 20.0. AND. T(i) < 60.0) GOTO 10 
IF(T(i) >= 60.0. AND. T(i) <= 120.0) GOTO 15 
IF(T(i) > 120.0) GOTO 20 

5 F(i)=. 00047*(T(i)**3)-0.01324*(T(i)**2)+0.11601*T(i)+91.39153 

GOTO 50 

10 F(i)=-0.00368*(T(i)* *2)+0.4489*T(i)+84.66196 

GOTO 50 

15 F(i)= -0.00013 *(T(i)* *2)+0.03677*T(i)+96.65267 

GOTO 50 

20 F(i)= 0.00577*T(i)+98.59483 

CONTINUE 

50 FACT(i)=F(i)/100.0 ! FACT= Correction Factor for Signal Screening 

write(6, *) 'The correction factor is', FACT(i) 

mass_gr=mass/1000 

dens=mass_gr/vol 

Mcorr(i)=Mmeas(i)/FACT(i) ! Scorr= Corrected Sample Moment (emu) 

GV(i)=(Mcorr(i)/mass_gr)*dens ! GV= "" Magnetisation(emu/cc) 

write(6, *) 'Magnetisation (emu/gr)', GV(i) 

GM(i)=Mcorr(i)/mass_gr ! GM= Corrected " (emu/gr) 

Ht(i)=H-DMfact*GV(i) ! Ht = True Field acting on the sample (Oe) 

Xt(i)=GM(i)/Ht(i) ! True = True Susceptibility (emu/gr. Oe) 

RXt(i)=GM(i)/(Msat*Ht(i)) ! RXt= Reduced True Susceptibility (1/Oe) 

write(6, *)'Xreduced (1/Oe) _', RXt(i) 

write (6, *) GM(i) 

write (6, *) input(i, 1) 

100 format(F 10. X, F 10.8) 

write(16,100) input(i, 1), RXt(i) 

write(18,100) input(i, 1), Xt(i) 

write(20, *) input(i, 1), GM(i) 

write(2 1, *) input(i, 1), Ht(i) 

write(22, *) input(i, 1), Mcorr(i) 

write(19,100) input(i, 1), FACT(i) 

60 continue 

write(6, *)' 
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write(6, *)Do you want to use the same sample again' 
write(6, *)'but with another field, i. e., another file? (y/n)' 

read(5, '(a)') ansI 
if (ans 1= 'y') then 

goto 500 

else 

goto 600 

endif 

600 write(6, *)Do you want to work with a different sample? (y/n)' 

read(5, '(a)') ans2 
if (ans2 = 'y') then 

goto 400 

else 

goto 300 

endif 

close(UNIT=16) 

close(UNIT= 18) 

close(UNIT=20) 

close(UNIT=21) 

close(UNIT=22) 

300 end program screening demag 

B) Screening in the dynamic cryostat (superconducting VSM) 

The program is the same as the one used for the screening in the 455 PAR VSM, but in this 

case, the correction factor is given by, 

F(i)=. -6.74E-5*(T(i)**2)+0.0126*T(i)+57.1 
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The eagle builds her nest in steep cliffs where neither birds of prey or 
the inclemency of the elements can reach. 
It is an inaccessible place except for her. 

There her 
chicks are 

born, 

she takes care of them, feeds them, teaches them to fly. 

She also teaches them, day by clay, which is their role. 
In her teachings, 

the eagle tells her chicks when is the right moment for the first flight, 

and the chicks understand; 
and one day, they start flying and honour their role in life" 

(from Bringers of the Dawn) 


