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Summary

This work has involved the study of the magnetic behaviour of small magnetic
nanoparticle systems. Due to the reduced size of magnetic nanoparticles they present
distinctive properties, such as size and surface effects, that have been analysed in this
work, as well as the effect of interactions in such systems. The samples chosen for the
study were magnetite particles in the form of a ferrofluid and Co nanoclusters in a non-
magnetic matrix of Cu. Both systems present very narrow particle size distributions, which
facilitates the interpretation of the data.

The samples have been subjected to basic characterisation, which includes the
determination of the distribution of magnetic particle sizes using the magnetisation curves
at room temperatures, TEM microscopy and X-ray diffraction, in the case of the ferrofluid
samples. For the nanoclusters, a time of flight spectrometer has been used to obtain the
number of atoms per cluster. Many of the measurements have been performed at low
temperatures, where thermal effects are minimised. For such measurements the samples
have been frozen in a zero applied field, so that they have a random distribution of
magnetic moments prior to the measurement. The energy barrier distributions have been
calculated via the temperature decay of remanence (TDR). From this study, an eftective
anisotropy constant has been calculated. For the study of the interactions, surface and size
effects, magnetisation, susceptibility (ZFC), remanence and delta-M curves, as well as the
time dependence of magnetisation have been studied. The attempt frequency of the
different particle size systems has been calculated using different techniques.

The basic magnetic behaviour can be explained on the basis of the Neel blocking model. It
has been found that the systems with the smaller particles have significant surtace etfects,
which are enhanced at lower temperatures. Interactions, which are weak due to the low
concentration of magnetic material in the samples (<10%), have been found to be overall
demagnetising and the evolution of the magnetic properties with dilution has been
explained. As is the case for the surface effects, interaction effects are stronger at low
temperatures due the reduction of thermal effects. The experimental results have been
compared with calculations from a Montecarlo model for fine particles, which includes the

effects of concentration, anisotropy, particle size and temperature.



" By mind I understand
that power ot the soul

which thinks and develops concepts .

Aristotle, 384-322 B.C.



Chapter 1. Introduction

When darkness surrounds you, say:
"This darkness is the dawn that hasn't yet been })orn,

and alt}lough the action of the night feels heavy On 1me,

dawn will be born in me again, as it is born on the mountains".

Khalil Gibran, The Garden of the Prophet

1. Introduction

Present day recording technology demands smaller sizes for each generation of products as
miniaturisation is becoming of prime importance. In fact it is not only the recording
industry which demands systems with increasing higher densities and more sensitive
recording and reading heads, many other devices require miniaturisation, for example in
applications for the aerospace and telecommunications industry, and thus smaller and
smaller systems are designed, produced and studied. Also, exciting new physics and
applications stem from small particle systems. In particular, the understanding of the
transition from atomic to bulk behaviour is of fundamental importance 1n solid state
physics. Thus, a good understanding of these small particle systems 1s vital. Such systems
are normally referred to as nanoparticles, or more generally, nanostructures, as the particle
sizes involved lie in the nanometer range. The work presented in this thesis has been
developed to study the magnetic properties of magnetic nanoparticle systems, an area of

study which has traditionally been known as fine particle magnetism.

The systems under study in this thesis are magnetite (Fe;O,) particles in the form of a
ferrofluid and Co/Cu nanoclusters. Both systems were supplied with different particle
sizes. The advantage of the ferrofluid system is that it is possible to change the
concentration of the samples without varying the particle size distribution, which

facilitates the study of interactions. Furthermore, the control of the particle size in

1




Chapter 1. Introduction

ferrofluids has been extensively documented, and it is relatively easy to synthesise
particles with very small particle sizes (<100A) and narrow distributions. Similarly, for the
nanocluster systems, the size of the clusters (number of atoms per cluster) is controlled by
a magnetron cluster source, which produces atomic clusters. These systems, as well as the
ferrofluids, have very narrow size distributions. Due to the weak interactions (€ < 10%
where € 1s the concentration of magnetic material) and the narrow distribution of particle
sizes, ferrofluid and nanocluster systems are very close to idealised systems of

monodispersed particles. These idealised systems are fundamental to test theoretical

models and to study properties of nanostructured systems.

The experimental data has been compared with the results from a theoretical Montecarlo
model developed by El-Hilo et al. [1998] for fine particles. In this model the effect of
thermal fluctuations, interactions, applied magnetic field and size effects are included. The
relaxation of the magnetic moment caused by thermal activation over the energy barrier
[Néel (1949 a)] can be studied. The parameters obtained from the basic characterisation of
the samples, such as particle size, concentration, anisotropy constant, etc. have been used
to generate the theoretical curves. Besides the testing of the Montecarlo model just
described, the main aim of this work is the study of particle size, interactions and surface

ettects on the behaviour of magnetic nanoparticles.

The basic theoretical concepts of small magnetic particle systems are associated with
thermal activation over anisotropy energy barriers. Such systems, composed by single
domain (SD) particles with sizes smaller than 100A, are superparamagnetic at room

temperatures although the distribution of sizes gives rise to mixed complex behaviour.

The systems that have been studied in more depth are the magnetite particles. Samples

with three different particle sizes, were diluted to different degrees for the study of
interactions. Magnetisation curves at room temperatures have been measured, 1n order to
calculate the magnetic size distribution of the systems. Assuming a lognormal distribution
of particle sizes, and a Langevin behaviour of the systems, a median magnetic diameter
and standard deviation of the distribution of magnetic sizes are calculated using the
method of Chantrell et al. [1978] and a best fit subroutine. Also, from the room
temperature measurements some interaction and surface effects have been observed. The
samples have been subjected to transmission electron microscopy (TEM) and X-ray
diffraction in order to characterise the physical and crystalline particle size, respectively.

The use of the lognormal distribution function of particle sizes is justified at the light of
2
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the TEM results, as is the case for the majority of fine particle systems [Granqgvist and
Buhrman (1976)].

The temperature decay of remanence (TDR), which is the relaxation of the remanent
magnetisation with temperature, has been used to calculate the distribution of energy
barriers in the systems as well as an effective anisotropy constant. Particle concentration

has been found not to affect the values of the remanence to saturation ratio.

Once the distribution of particle sizes and energy barriers is known for the different
systems, various magnetic studies are performed at low temperatures, so as to minimise
thermal effects and be able to study interaction and size effects more clearly. For all the
low temperature measurements, the ferrofluid has been frozen in a zero applied field, so
that a random configuration of magnetic moments can be achieved. Initial susceptibility
measurements have been widely used to characterise interactions in fine particle
magnetism [O'Grady et al. (1983), Dormann et al. (1988, 1996, 1998 a, b), El-Hilo et al
(1988, 1992 b, c¢), Marup et al. (1995)]. The peak of the susceptibility curves has been
found to depend on particle size and concentration, so that it appears at higher
temperatures for larger particles and more concentrated systems. This is because in both
cases, higher particle volumes or stronger interactions, the energy barrier for reversal is
increased. The effect of the applied field on the susceptibility curves for different dilutions,
has also been assessed. The presence of a small applied field when the samples are being
frozen, previous to the measurement of the susceptibility curves, induces a small texture in

the systems which affects the main characteristics of the curves. Thus care must be taken

to freeze the samples in an absolute zero field.

Traditionally it has been accepted [Néel (1947 b), Wohlfarth (1955)] that dipolar
interactions lower the coercivity of the systems. To test this prediction, the magnetisation
curves at low temperatures have been measured and the coercivity recorded, for different
concentrations. The opposite behaviour to that predicted has been observed for the
ferrofluid systems, possibly due to the weak dipolar interactions present in these systems.
The remanence to saturation ratio has also been calculated from the magnetisation curves
and it has been found to decrease for higher concentrations, as predicted by different

theoretical models [El-Hilo et al. (1998), Kechrakos and Trohidou (1998)].

The study of the remanence curves versus applied field 1s also an interesting method to

study the energy barriers of the system. In this case, unlike in the case of the magnetisation
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curves, the component of the magnetisation that is recorded is due to irreversible changes
of magnetisation. The moments that contribute to the remanence curves are those which
have not been able to overcome the energy barrier for reversal. Thus the study of these
curves will give an insight of how the energy barriers are affected by concentration, and
possibly by particle size, as it has been observed. The derivative of the remanence curves

gives the distribution of anisotropy fields of the system [O'Grady and Chantrell (1992)]

which is also affected by interactions.

Delta-M (AM) plots are widely used in the characterisation of interactions in magnetic
media [Kelly et al. (1989)], and they have been used in this work to assess the type of

interactions in the systems, which have been found to be predominantly demagnetising for

all the ferrofluid samples.

Time dependence relaxation of the magnetisation has been studied at low temperatures. A
linear dependence of the relaxation of magnetisation with In(t) has been found. The results
show clearly the effects of particle size, where the smaller particle size systems relax faster
than the larger particle sizes, as it would be expected from the smaller energy barriers
present. How interactions affect the relaxation of the magnetisation in the systems,

however, 1s not clear.

With the ever increasing demand in data rates and densities, it is of prime importance to

study the natural attempt frequency, f,, which is the fastest frequency at which a magnetic

moment can switch from one direction of magnetisation to another. Different techniques

that calculate the attempt frequency in a system of small magnetic particles have been used

and compared. The attempt frequency for the different ferrofluid systems is of the order of

~ 10°Hz. Also, as particle size is reduced it is important to consider the effect of the
surface, which becomes fundamental as the surface to volume ratio increases. These
effects can lead to properties which differ from those of the bulk materials. It 1s therefore
fundamental to understand the role that the surface plays in nanostructured systems. For
this purpose, a section has been dedicated to the study of the surface in the magnetite
particles. An estimate of the surface thickness, as well as an approximate value for the
surface anisotropy constant for the three ferrofluid systems have been given. The estimated

surface anisotropy is higher for the smaller particle size samples, as expected from their

larger surface to volume ratio.



Chapter 1. Introduction

In general, 1t has been observed that the effects of interactions, particle size and surface

anisotropy are significantly enhanced at low temperatures, due to the fact that thermal
eftects are diminished. Overall, the interactions have been found to be demagnetising, and

weaker for the smaller particle sizes, which, on the other hand, present much stronger

surface effects.

The Co/Cu nanoclusters were produced at the CLRC Daresbury Laboratory using a
magnetron cluster source. Two samples have been studied with particles of approximately
30 and 50 A in diameter, respectively, and different concentrations of 5, 10% and 50%.
For the characterisation of the samples, some of the experimental techniques used for the
characterisation of the ferrofluid samples have been used, namely magnetisation curves at
room and low temperatures, and temperature decay of remanence. The physical particle
size distribution has been calculated using a time of tlight spectrometer.

Although the lower concentration clusters are superparamagnetic at room temperatures, 1t
is not clear that the differences with concentration observed in the curves are solely due to
the presence of purely dipolar interactions or if some exchange is also present in the
systems. Furthermore, it does not seem to be the case that different concentration samples
have exactly the same particle size distribution, as is the case in ferrofluids, making the
correct interpretation of the data obtained difficult, both at room and at low temperatures.
A clear understanding of the microstructure of these systems 1s required if any further
progress is to be made. Values for the effective anisotropy constants in these materals
have been obtained from the temperature decay of remanence data. The calculation ot

these anisotropy constants is an important result due to the lack in the bibliography of such

data for small Co particles.

In the essence of the darkness is

‘to call into existence from non-existence that we are searching for’ .

Joseph Rael, trom Being and Vibration
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The mistery of the metaphor is the art of listening to life
in the activity of work, of allowing yourself to be 1iving harmony.
Metapllors give a way to become more inside our universe.
If we can name, or identify our world,
we know better to fit in harmony with it.
Harmony is the warmth of the heart slipping t}lrough a slice of light.
By })ecoming more attuned to the vibrations of life,
we come closer to our natural state.
We clear our blocks and our resistances.

We discover the power to be.
(Joseph Rael, from Being and Vibration)

2. Theory of fine particle magnetism

2.1.  Single-Domain particles

To detfine a single-domain particle is fundamental, as all the work in this thesis deals with
this type of particles. As the name indicates, they are not formed by domains, or, in other

words, they only contain one domain. Thus, all the magnetic moments in the particle point

1n the same direction.

2.1.1. Magnetostatic energy

The magnetostatic or self-energy is the driving force that leads to the tormation of domains
in a magnetic system. It is created by the particle’s own magnetic tield. When the magnetic
field lines radiate out from the north to the south pole, due to the Coulomb interaction
between magnetic free poles, they produce a field inside the magnetic sample that tends to

demagnetise (H,) the sample. These magnetic free poles are so called because they are

not compensated by other poles of opposite sign in the immediate neighbourhood. H, 1s

proportional and opposite to the magnetisation, M, that produces it. Hence, it can be

expressed as,

H,=-N, H (Eq. 2.1)
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where N, is the demagnetising factor of the particle which depends on its shape.

When a body is magnetised it stores magnetostatic energy, F

ms 2

(Eq. 2.2)

Thus, the energy of a magnet in its own field is of the same form as the potential energy

per unit volume (erg/cc) of a magnet in an applied field H namely

app ?
EP = Happ -M (Eq 23)

the only difference being the factor 1/2. Substituting the value of H, in Eq. 2.2, the

magnetostatic energy can be expressed by,

ms

1
L ="2‘NdM2 (Eq 24)

Difterent shape objects will have different demagnetising fields along different directions:
thus the magnetisation vector will prefer to lie along the direction where the demagnetising
field 1s smaller. This gives rise to an anisotropy, that due to its origin is called shape
anisotropy (%2.2.2). Also, the dipole-dipole interaction (++2.5.1.1.a) is of magnetostatic
origin. In this case the magnetic field produced by a particle affects not only itself but also

neighbouring particles.

It 1s important to remember that the magnetisation of most magnetised bodies is not
uniform. The field lines diverge towards the ends, so that in this region, the flux density is

less than in the centre. That means that H, is stronger near the poles. This observation

needs to be made when effects of comers, surfaces, contours or any other kind of interface

are evaluated. In these situations, the more intensive demagnetising fields in those specific

areas of the sample are of prime importance.

2.1.2. Formation of Single-Domains (SD)

The formation of domain walls will be promoted to decrease the magnetostatic energy of
the system. As shown in Fig. 2-1, 1f the sample splits into two domains the magnetostatic
energy can be reduced, because the division brings north and south poles closer together,

decreasing the spatial extent of the demagnetising field, H,. If the sample splits into four

domains, the magnetostatic energy will decrease again [Cullity (1972)]. However, the
formation of domain walls 1s a process energetically ‘expensive’. The formation of a wall

7
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Increases the exchange energy (++2.5.1.1.b) between the magnetisation vectors of different

domains.

y '
Easy Fa
,LLY Y A MJM AXISZ
% ' S S |NN|/ *
N/

Figure 2-1

Domain wall formation in a single crystal

A single crystal with uniaxial anisotropy has total energy which can be expressed as,

Eom=E_ . +E, 4, (Eq. 2.5)
For a multi-domain crystal, £ __ per unit area of the top surface is [Chikazumi (1964)],
E_=17M°5, (Eq. 2.6)

where M 1s the saturation magnetisation and 8, the wall thickness (Fig. 2-1). The energy

necessary for the formation of a wall in a crystal of thickness L, £ ,, against the

exchange energy 1s given by,

L
E (Eq. 2.7)

wall — Y g;

where ¥ is the domain wall energy per unit area of wall. The energy of a domain wall

itself is given by minimising the anisotropy (+2.2) and exchange energies (+#2.5.1.1.b) in

the sample. The exchange energy will tend to increase the thickness of the wall so that the
angle between neighbouring spins is the smallest possible, while the anisotropy energy will
tend to make the wall the thinnest possible so that less spins lie in non-easy directions. The

thickness of a domain wall is given by minimising the total energy of the system, which

occurs when the domain wall thickness, &, 1s
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D= |- Y-

Hence, 1f a particle has a diameter of the order of or smaller than D , 1t will certainly be a

single domain. The ratio of the energies before and after the division of the sample into

domains is also an interesting quantity, given by

E(single — domain) Yy M?*L
E£(multi—domain) = /4

(Eq. 2.9)

There 1s a critical size, L_, below which the single-domain structure has lower energy than

a multi-domain configuration. For the Fe,O, samples studied in this thesis, assuming

M, ~ 335 emu/cc as given by the manufacturers, y ~1erg/cm® [Néel (1955)], and

setting Eq. 2.9 equal to 1, a value of L_ ~ 154 A is obtained.

2.2. Magnetic anisotropy

In general, the energy of a system of magnetic particles has different contributions,
Emag — Jield +Emf3 +Edip +Eexch (Eq 210)

Energy of a moment in a magnetic field, £ fera =— m-H

This energy term is the potential energy of a magnetic particle in the presence of an

external magnetic field, H,,. In the presence of zero external field, this contribution will be

ZCTO.

Anisotropy energy, E, ;.

Magnetic anisotropy determines a preferred direction for the magnetic moment of the
particle to lie, 1.e., a direction in which the energy will be minimised. The main
contributions to the anisotropy energy, in nanoparticle systems, are the shape of the
particles, the symmetry of the crystal structure and their surface. In different systems, there
are also other types of anisotropy contributing to the total energy of the system, such as the
anisotropies induced by plastic deformation, magnetic annealing, irradiation, and others.

However, these are not sources of anisotropy in small particle systems and shall not be

included in this thesis.
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Exchange energy, £, , =-2J_§, S,

The exchange energy between magnetic moments will contribute to the total energy,
depending on the system (see +#2.5.1.1.b). For a system like a ferrofluid, where the
particles are coated with a surfactant, the exchange interaction between particles is

negligible, while it will be strong within the particle itself. For a system of nanoclusters of

Co embedded in Cu, the exchange energy can be appreciable.

m, - m,

Dipolar Energy, £, = - [2 cosd, cosd, —sing, sind, ]

r3

(m,,m, =magnetic moment of particles 1 and 2, 6, ,0, =angle between the magnetic moment
and the line joining both particles, r = distance between the particles (see Fig. 2-4)).

The dipole-dipole interaction arises due to the field that a magnetic moment creates around
itself, thus affecting the rest of the surrounding moments (see #2.5.1.1.a.). All the
neighbouring magnetic moments will be subjected to the potential energy of this ‘dipolar
field’. The dipole-dipole is a long-range interaction, which in ferrofluids 1s predominant
and plays a fundamental role in the deviation from i1deal behaviour in systems of small

magnetic particles.

2.2.1. Crystalline anisotropy

The crystalline or magnetocrystalline anisotropy is the only anisotropy which is intrinsic to
the material. It arises due to the spin-orbit interaction within the sample. The electron
orbits are linked to the crystallographic structure, and so are the spins associated with
them, in such a way that they prefer to align along the well defined crystallographic axis of
the crystal. Thus, there are directions in which a given crystal is easier to magnetise than
others. This difference can be expressed as a direction-dependent energy term, which has
different forms, according to the different crystal symmetries of the samples. When a
magnetic field is applied to turn the magnetisation direction away from an easy direction,
work needs to be done against the anisotropy force. Therefore, there is some energy stored

in a crystal whose magnetisation vector points in a non-easy direction, called

magnetocrystalline anisotropy energy.

10
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2.2.1.1. Cubic anisotropy

For a cubic crystal, Akulov showed in 1929 that the energy per unit volume can be

expressed 1n terms of a series expansion of the direction cosines, a,, of M, relative to the

crystal axis,
E=K,+K, (a12a22 +a,’a + a32a12) + K, (a12a22a32)+... (Eq. 2.11)

where K,,X,,K, ... (erg / cc) are constants depending on the matenal.

In general, K, 1s enough to represent the anisotropy of a system and higher powers are not
needed. The first term, K, is independent of the angle and hence, usually ignored,
because the interest lies in the change in £ as M, rotates from one direction to another.

Thus,

o If X, is positive, then E,,, < E,,, < E,,, and (100) is the easy axis. This is the case for

iron and ferrites containing cobalt.

e If K, is negative, E,, <E,,<FE, and (111) is now the easy direction of

magnetisation. This is the case for nickel and ferrites with no cobalt, such as magnetite.

2.2.1.2. Hexagonal anisotropy

For materials with a single easy axis, e.g., Co or Barium ferrite ( Ba-6Fe,0;), which have

a hexagonal close-packed structure (hcp) structure, the easy direction of magnetisation lies

in the ¢ (7) axis, while any direction in the basal plane is equally hard. Therefore the

anisotropy energy depends only on the angle, 6, between the M, vector and the c axis,

E =K, +K,sin’ 8+ K, sin* 6+... (Eq. 2.12)

In general, a crystal with a single easy axis, along which the magnetisation can point either

up or down is referred to as a uniaxial crystal, thus having uniaxial anisotropy.

2.2.2. Shape anisotropy

Any magnetised system is subject to a demagnetising field which is proportional to 1ts

magnetisation (Eq. 2.1). If the particles in the system are spherical and do not have any
other anisotropic contribution, the same applied field will magnetise each of them to the
same extent in any direction, i.e. the moment of every particle has no preferred orentation.

However, if the particle has a non-spherical shape it will be easier to magnetise it along a

11
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long axis rather than along a short axis, because the demagnetising field along the short

axis 1s stronger than along the long axis.

Thus, shape alone can be a source of magnetic anisotropy. Shape anisotropy has been
treated quantitatively for the case of an ellipsoid, which becomes magnetised uniformly
throughout its volume. This uniformity is due to the uniformity of the demagnetising field,

H ,, 1n the ellipsoid. Values of the demagnetising factors for different ellipsoids as well as

tfor different shape samples, have been tabulated [Stoner (1945), Bozorth (1951), Morrish
(1965), Chen et al. (1991)]. In a prolate spheroid, the long axis of the specimen plays the

same role as the easy axis of a uniaxial crystal, with a shape anisotropy constant defined

as,

K, =5 (N, - N )M, (Eq. 2.13)

where N, and N_ are the demagnetising factors along the short and long axis of the

prolate spheroid, respectively. It is interesting to note that a prolate spheroid ot saturated

cobalt with an axial ratio c/a=35 and no crystal anisotropy, would have the same

anisotropy as a spherical cobalt crystal with the usual hexagonal crystal anisotropy. For the

Fe,O. particles studied in this thesis, with mean axial ratios (c¢/a) between 12 and 1.3,

the crystalline anisotropy (KX, =11x 10°erg / cc) is dominated by shape effects (see
+5.11).

2.2.3. Surface anisotropy

The presence of foreign atoms or molecules on a particle’s surface can lead to different
magnetic behaviour of the moments 1n the surface from the moments in the core
[Berkowitz et al. (1975)]. In the case of ferrofluids, the fact that the surfactant molecules
are chemisorbed onto the surface of the particles via weak covalent bonds, leaves the
magnetic ions with a deficit of nearest magnetic neighbours, which will alter the exchange
coupling between surface spins. This effect will cause a very distinct behaviour of the

surface with respect to the core, affecting the reversal mechanism, Langevin behaviour,

Mgssbauer spectra at high fields and many other magnetic properties.

Hendriksen et al. [1994 b] showed that the incomplete alignment of spins in maghemite
(90A) particles in a ferrofluid sample is not caused by a large magnetic volume anisotropy,

as suggested by Pankurst and Pollard [1991]. This explanation is ruled out because the

12
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observed degree of alignment in the surface in large magnetic fields is independent of the
orientations of the easy directions of the samples. The observations by Hendriksen et al.
are compatible with the concept of spin canting [Coey (1971), Berkowitz et al. (1975),
Morrish et al. (1976)]. The majority of spins (core spins) are easily aligned with a

relatively small magnetic field, but a fraction of spins are canted and remain at an angle to
the applied field even in very large fields (H ~4.5 7). The fraction of canted spins
decreases with temperature, in agreement with earlier experimental findings [Morrish et al.
(1976)]. It can be said that the Mdssbauer spectra observed by Hendriksen et al. [1994 5]
in large fields (H > 0.7 T') consists of two components: one component accounting for the

majority of spins that are fully aligned with the applied field, and a component accounting

for the canted spins.

Only a few authors have tried to give an analytical description of this surface effect. Brown

[1963 b] considered a surface anisotropy density of the form,

1

o=2K, (n m)’ (Eq. 2.14)

where K. is a constant, n is the normal to the surface and m is the unit vector parallel to

the magnetisation. This is a surface anisotropy which depends only on the shape of the
surface, and where the energy minimum is attained when the moment at the surface lies

tangential to this surface. However this problem was never solved, because of the lack of a

satisfactory numerical value for K, .

The particular case of a sphere has been studied by Aharoni [1987, 1997], where he

incorporates a non-zero surface anisotropy density,

@, = Ks(l ~ mz)2 (Eq. 2.15)

K. being a constant and m, the component of the umit magnetisation vector along the easy

axis, z , of the particle. He uses this form of surface anisotropy to calculate its effect on the

reversal mechanism of a sphere (see #+2.3.1).

Finally, Dormann et al. [1997] derived another expression for the same problem of the

surface anisotropy, for an ellipsoid of revolution,

E.=K,S B + F(e)cos’ &]sin2 0 (Eq. 2.16)

13




Chapter 2. Theory of fine particle magnetism

where K is the surface anisotropy constant, S the surface area, @is the angle between the

magnetisation vector and the easy axis of the ellipsoid, £ is the angle between the hard

axis 1n the axis system of the surface and the tangent to the ellipse, and F(e) is defined as,

Fley - L83/ & )arcsine +(3/ ¢ ~2)e1- -
2 arcsine + ev1-e” (Eq. 2.17)

where e is the ellipticity of the particle, with e’ =1-56°/a* (2a and 2b the major and

minor axis, respectively), and is approximated by F(e)=4/15¢* +32/315¢" for small

ellipticities. Both terms in Eq. 2.16 have uniaxial symmetry, but while the first one
vanishes for a perfect sphere, the second term does not. In fact the second term occurs in
surfaces of low symmetry and simple imperfections on the particle surface will lead to this

low symmetry.

It is not yet clear which expression is most appropriate to characterise the surface
anisotropy in small particle systems. The surface anisotropy in small particles may be
uniaxial or pseudo-uniaxial, as suggested by Aharoni [1987, 1997] or Dormann et al

[1997] or, alternatively, the moments on the surface may be distributed almost

isotropically around the core of the particle and tangential to the surface as proposed by
Brown [1963 b]. Dormann et al. [1997] added surface anisotropy to other anisotropies

present in particle systems, and showed the expected behaviour of such systems (see

$2.2.4)

2.2.4. Predominant anisotropy in different media

To distinguish among different kinds of anisotropies 1n a sample is difficult, unless one

dominates. In the case of two uniaxial anisotropies of different origin, if both anisotropies

are along the same easy axis, they add. When the anisotropy €asy axes are at right angles to

each other, then A, will lie along the easy axis whose anisotropy constant 1s higher; 1f

both anisotropies have equal strength they cancel each other and the system has no
anisotropy. When the anisotropies are not at right angles, M, will lie along an axis
between the easy axis of the two anisotropies.

In Dormann et al. [1997, p.300] several cases of combined anisotropies are treated, and
results for the total anisotropy energy term are given. Dormann et al. considered the case

of a surface anisotropy with a uniaxial component (Eq. 2.16) together with the effect of

14
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both shape and/or crystalline anisotropies. For the case of surface plus one of the uniaxial
anisotropies, the results indicate that for particles below a critical volume the surface
anisotropy will be dominant and above this value it will be the volume anisotropy which

dominates. When the three types of anisotropy, surface, shape and crystalline, are

included, the situation is more complex.

2.3. Mechanisms of reversal of magnetisation in single-domain particles

2.3.1. Rotation ‘in unison’ or coherent rotation

This mode of reversal was first suggested by Stoner and Wohlfarth [1948] as a model for
single domain, non-interacting particles. They postulated a precise structure in space for
the magnetisation vector, at 7 = 0K . During a coherent rotation, all the spins within the
particle remain strongly exchanged coupled and behave as a single magnetic moment,
rotating at the same time, when a high enough field is applied in the direction opposite to
that of the saturating field. In fact, this reversal mode is a minimum of Brown’s differential
equations, which were derived later [Brown (1957)] to describe the evolution of the
magnetisation when a small deviation from saturation is considered. These equations of
motion are derived from the minimisation of the total energy of the system, which includes
the anisotropy, exchange and magnetostatic energies, as well as the interaction with the
applied magnetic field. The main predictions from the Stoner-Wohlfarth model for a
system of non-interacting particles, with their easy axis randomly oriented, are a

remanence to saturation ratio of 0.5 and a coercivity H, =048H,, where H, is the
anisotropy field (2K / M ).

The coherent rotation mode is the one that takes place for ellipsoids below a certain size
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