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Abstract

Understanding the turnover and storage of C and N in soils is central to the
wider study of biogeochemical cycles. The loss of C and N to the
atmosphere can be monitored using simple analytical techniques both in the
field and under laboratory conditions, with the loss of C (soil respiration)
being one of the most studied components of terrestrial biogeochemistry.
The sensitivity of these processes to climate change, and the general driving
by edaphic, vegetation and climatic conditions are variable and still poorly
understood. This thesis considers three issues in contemporary
biogeochemistry; 1. How do warming and throughfall reduction (i.e. climate
change) alter soil respiration in an upland heathland. 2. What are the drivers
of gaseous losses of C (and N) over spatial scales. 3. What controls the

turnover of long residence-time soil C on a national scale.

Reduction in summer throughfall had a significant effect on soil respiration
when monitored over a three year period. Passive night time warming also
had a significant effect on soil respiration, and both treatments increased the
temperature sensitivity of soil respiration. There was a strong seasonal
element though which suggests a greater temporal resolution is needed to
further understand the nature of these fluxes. Assessment of C fluxes on
across a national scale suggested that the quantity (and possible quality) of
Soil Organic Matter (SOM) was a major factor alongside vegetation type
when explaining large-scale soil respiration rates under controlled conditions.
Using radiocarbon to model the turnover of SOM on a national scale
suggested a fundamental difference between vegetation types with regard to

the storage of SOM on decadal or millennial timescales.

These results reinforce the sensitivity of shorter-term processes, such as soill
respiration, to fluctuations in prevailing climatic conditions, but suggest that
vegetation type (and therefore litter input quantity and quality) may be more
important when considering the longer-residence time SOM stored in GB

soils. Linking concepts across scales is therefore deemed the way forward



in an attempt to integrate model predictions of the resilience of different pools

of SOM to perturbations such as climate and land-use change.



Acknowledgements

It has been a long road. Eventful and varied, but always providing new
routes to explore and new questions to get stuck in to. | have met so many
great people during the course of the PhD, and some friendships have been
formed which | know will last. | would first like to thank Bridget Emmett and
Davey Jones for their supervision of the project. For their enthusiasm,
friendship, support and creative discussion | am indebted. Ed Tipping is also
thanked for inspiration and the positive and productive support during the
radiocarbon chapter. Working alongside Alwyn Sowerby, Chris Hinton and
Dave Williams on the roof projects was always good fun and Alwyn is
thanked especially for the long chats and support on life the universe and
everything! To all my peers and friends made whilst at CEH: Mark, Hilary,
Helen, Kirsten, Imogen, Simon, Miles, Ed, Katie, Steph, Susie, Jackie
Cooper, Jackie Chaplow, Laurence, Jenny, Steve, Gareth, Aarron, Tom,
Bev, David and the rest of CEH staff | thank you for happy times, support
and creating such a great place to work. Also, thanks are extended to NERC

for generous funding of this project.

Finally, to Ingrid, John, Harry, Gemma, Sally and to Katie for continued love
and support over the years and for listening to my endless chat on all things,
| am indebted.



Contents

Chapter 1. INtrodUCTION ......uuiiiiiiiiiiiiiiiiiiei e 1
1.1 Carbon in Soil: INtrOAUCTION ........ieeieieiieiiiiee e 2
1.2 Decomposition and Soil respiration ...........ccooveeeeeeeeeiiiiiiiie e, 3
1.3 Controls on Soil reSPIration .................eeeeeeeeemmmiii s 6

1.3 1 TEMPEIATUIE ... 7
1.3.2 SOIl MOISTUIE ..o 10
1.3.3 Perturbations — freeze-thaw and dry-rewet............cccoeevevvvevinnnnnnn. 14
1.3.4 SOM quality and availability ..., 18
1.4 Soils and trace gas fluX .........ccooiieeeiiiiiiic e, 19
1.4.1 Soil flux of MEthanNe .........ooiiiiiiie e 20
1.4.2 Soil flux of NItrOUS OXIAE ......ccceeeeieeeeiiiiiie e 22
1.5 Climate system and global change...........cccooooeeiiiiiiiiii e, 23
1.5. 1 Recent Change. ... 24
1.5.2 Implications for terrestrial SyStems...........cooovvviiiiiiin 25
1.6 Experimental approaches to measure and model soil C. ................... 26
LB.LFIEld . 26
1.6.2 1aD0ratory ......coooeeeeeeee 28
1.6.3 Modelling turnover of SOC using Radiocarbon.............ccccccuvuuenn. 29
3 R A N 0 PSR 30

Chapter 2. The effect of year-round night time ecosystem warming on

soil respiration in an upland heathland system. ............cccccviiiiicinnneen. 32
2.1 INtrOUCHION. ... 33
2. L MENOAS. ... 37

2.2.1 Site dESCIIPLION ....ceviieiiiiiiiiiiiiiieeeeee et 37
2.2.2 Experimental approach and plot layout.................cccovvviiiiiineeeenn. 37
2.2.2 Plot layout and sampling strategy. .........cooeuvviiiiiiieeeeeeeeee e 38
2.2.3 Data COECHION .....ceeveiiiee e 39
2.2.4 Data analysis and presentation..............ccoouuvviiiiieeeeeeeeiiieee e 39
2.3 RESUILS ... 40
2.3.1 Treatment effect on soil moisture and soil temperature................ 40
2.3.2 Treatment effect on soil respiration.............ccoevviieieieiiiiiieeiiiiieeeees 44
2.3.3 Temperature SENSItIVILY ..........uovieiiiiiiiececii e 46
P2 I 1= o1 1 11 (o] o 53
2.4.1 SEASONANIY ...ceeviiiiiiiiiiiiiiiie 54



2.4.2 Temperature SENSILIVILY ........cooeeuuuiiiiiiei e 58
2.5 CONCIUSION ... 60

Chapter 3. The effect of summer time through-fall exclusion on soil

respiration in an upland heathland system. ..........cccccciiiiiiii e, 62
G700 11 o o [FTox 1o o [ SR 63
B2 MEENOAS ... 67

I R (=0 [T ] 1 0 o 67
3.2.2 Experimental design and plot [ayout .............cccevvvviiiiiiiiiiiiiiinnnn. 67
3.2.3 Data COIECHION.........uuiiieie e 68
3.2.4 HydrophOobIiCity tESIS.....cccceeeiieeeiiiie e e 69
3.2.5 Data analysis and presentation .............cccccvvvvvvieiiiiiiiiieiiieeeeeeeeeeen 69
BB RESUITS ... 70
3.3.1 Treatment effect on soil moisture and soil temperature ............... 70
3.3.2 Treatment effect on soil respiration. ..........cccccceveveeeiiiiiiiiiiieeeeeennn. 75
3.3.3 Temperature response of soil respiration...........ccccceeevevvvviiinneeenn. 78
3.3.4 Seasonal temperature SENSItIVILY ...........ooevvviiiiiiieeeeeeeeecie e, 83
3.3.5 Timing of treatment and flux reSponse .........ccccccvvvvvvviiiiiiiiiiennnnnn. 87
3.3.6 HydrophOobICIty. .......ccoviiiiiiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeee 89
L4 DISCUSSION ... 91
3.4.1 Treatment effect on driving variables ..................cccovviiiicinnne. 91
3.4.2 Drought effect on soil respiration............cccccvvvvviviiiiiiiiiiiiieiiieneeee, 93
3.4.3 Drought effect on temperature Sensitivity ............cccoeevvevvivicineeeenn. 95
3.4.4 Hydrophobicity as a consequence of drought. .................cccoooo. 98
G T o o 113 o] o P 99

Chapter 4. In-situ root exclusion in an upland heath system as method

for compartmentalising soil respiration..........ccccoeeeieeee, 101
g I 1 oo To [§ o 1o ] o PP 102
V1 1 T T 106

A R | (=30 (XY o] 1] o] o] TR 106
4.2.2 Experimental deSigN..........ovuuiiiiieee e 106
4.2.3 Soil respiration MeasUremMeNt..............uuvuuuuueireriiiiiiiiiiiiiieenee. 107
4.2.4 Environmental variables...........ccccovviiiiiii e 107
4.2.5 Root and soil examination .............cooeeiiiiiiiiiine e 107
4.2.6 DAta @N@IYSIS......uuuuuuuiiiiiiiiiiiiiiiiiiiiiiiiieibbeeebie b 108
G B TS U | £ 109

Vi



4.3.1 ReSPIration datal........cooeeeeiiiiiiiiiiiiieee e 109

4.3.2 Difference eXpreSSIONS ..........uuueiiiieieeeiiieiiies e e e 109
4.3.3 Soil temperature, moisture and through-fall.................ccccoooo. 114
4.3.4 State of decomposition in root-free COres ..........cccvvvvevvvvvninennenn. 119
4.4 DISCUSSION ...cceiiiiiiiiiiiiiei ettt e s 123
4.5 CONCIUSION....ciiiiiiiiiiiiiie e 128

Chapter 5. Comparison of trace gas (CHsaand N20) and COz2 flux from

two contrasting upland heathlands...........ccccccoo 129
I8 1 0T (U Tod 1 o] o PR 130
5.2 MEINOAS. ... 133

5.2.1 Site dESCIPLON ...ccevveiiiiiiiiiiiiiiiieeeeeeeeee ettt 133
5.2.2 Experimental deSign ..........ccoovviiiiiiiiiiiiiiiiiieeeeeeeeeee 135
5.2.3 N20 and CHa4 Sampling .......ccoovviiiiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeee 135
5.2.4 CO2 SAMPIING...cciiiiiiiiiiiiiiiiiiiieeeeeeeeee e 136
5.2.5 Temperature and moisture Sampling .........ccccccvvvveviiiiiiiieieeenennnn. 136
5.2.6 Water table .......oooovviiiiiiiiiii 136
5.2.7 Data @nalySIS ........ccoeviiiiiiiiiiiiiiiiiie 137
5. B RESUILS ... 138
5.3.1 N20 and CHa fIUXES ....covvviiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeeeeeeeeee 138
5.3.2 Sensitivity of N2O and CHa fluxes to soil moisture and temperature
............................................................................................................ 142
5.3.3 N20 and CHa flux in response to water table depth ................... 145
5.3.4 Soil respiration (CO2 fluX) .....ccovvviiiiiiiiiiiiiiiiiiiieeeeeee 147
5.3.5 CH4 and COz2 temperature COMPAariSON ..........ccvvvveeeeeeeeeeieeeeeeenen. 149
5.4 DISCUSSION ... 152
5.4 LIN2O e 152
ST O o 155
5.4.3 SOil re@SPIratioN ........uuuuiiei e 158
IR o Tod (1] o o U 160

Chapter 6. Soil respiration across three contrasting ecosystem types:

comparison of two portable IRGA SYSteMS........ccovvvvviiiiiiiieeeeeeeeen, 162
ADSTIACT ... a e eaaee 163
L0 R 0T (U Tod 1 To] o F PSSP 164
6.2 MethodOolOgy ......ccoeeeeeeeeeeee e 166

6.2.1 Sit€ dESCHPLION ...cvviiiiiiii e 166
6.2.2 PlOt Preparation ............ccoveeiiiiiie e 166



6.2.3 Data @NalYSIS.......ccoiiiiiiiiiiie e 167

8.3 RESUILS ..o, 169
5.4 DISCUSSION ...t e e et 171
0.5 CONCIUSION ..o, 173

Chapter 7. Investigating the drivers of basal soil respiration of soils

sampled within National-scale survey of Great Britain............cccc......... 174
7.1 INEFOTUCTION ... 175
47 =1 1o Lo LSS 180

7.2.1 Sample COlleCtiON ........ccooviiiiiiiiiii 180
7.2.2 SOIl PrOCESSING ....cceeiieiiiiiiiie e ee et e e e 180
7.2.3 CO2 fluX eStIMatiON.......uuuiiieeeeiiieeeiie e 181
7.2.4 Gas ANalYSIS.......ccoooiiiiiiii 182
7.2.5 Linearity CheCKiNg ........cceiiiiiiiieieie e 182
7.2.6 FIuX CalCulation ...........uuuiiiiiie i 184
7.2.7 Environmental data ..........cooeeeiiiiiiiiiiiiiiee e 184
7.2.8 Data analysis and presentation ...............cccoeevvvvviiiieeeeeeeeeeiiiinnn. 185
7.3 RESUILS ... 187
7.3.1 Flux estimations for AVC ClaSSeS.........ccevvvveeiiiiiiiiieeeeeeeeeiiiiinnn 187
7.3.2 Multivariate analySiS........cccoeeeiviiiiiiiiiiiie e e 192
7.3.3 Multivariate analysis of soils data within AVC. ...........ccccevvvnnnnnn. 194
7.3.4 SO CIN ... 196
A Yo 11 [ T 199
7.4.1 Bulk density and 10SS-0n-ignitioN............ccoovviiiiiiiiiieee e, 199
T.A.2 SOIPH oo 201
743 S0P anNd N ..o 201
TAA CINTALO ..o 203
7.4.5 ClIMAtiC AIVEIS....cceeeeeiiiiiee et e e 206
7.4.6 AVC CategoriSation.........ccceeeeieeeiiiiiiiieeeeeeeeeeees e e 207
7.4.7 0verall model. ... 210
4T o] o Tod U Lo o A 211

Chapter 8. Radiocarbon estimates of SOM turnover in British top soils
using samples collected during a national-scale survey of Great Britain.

................................................................................................................... 213
S 200 11 o o [ o 1o o 1 214
8.2 MethodolOgy ......uiiiiiiiee e 217

8.2.1 SamPle ChOICE........oiiieiie e 217



8.2.2 Method for comparison with Stamp Maps. ..........cceeevvevvviiineneenn. 218

8.2.3 COlIECHION ...cceeeiiiiiiiiiiiiiiie e 220
8.2.4 Processing for radiocarbon .........ccccooeeeviiiiiiiiiiii e 221
8.2.5 Radiocarbon analysSiS...........coouuiiiiiiiiiiii e 221
8.2.6 Modelling and data proCeSSING. ...cooeeeevvveeeriiiiiiieeeeeeeeeeiee e 221
8.2.7 Data @nalySiS ......ccuuuruiiiieeeieeeeiiee e 223
8.2.8 Driving variables ... 223
8.2.9 Classification effeCtS ..........ccuvvviiiiiiiiiiiiiiieeee 224
B. 3 RESUILS ... 226
8.3.1 AVC Class physico-chemical Summary ........cccccoeeeveeeeiiiiinnneeenn. 226
8.3.2 SOOI PH oo 226
8.3.3 BUIK AENSILY ... 228
8.3 4SO C,NANU P .o 229
B.3.5 OISEN-P ..o 232
8.3.6 AVC class climatiC SUMMANY.......ccccceeeeiiiiiiiiiiiiiee e 233
8.3.6 Specific Leaf Area iNdeX ..........ccoovvvviiiiiiiiiiiiiiiiiiiiiiiiiieieeeeeeeeee 236
8.3.7 Raw “C (% absolute modern) data. ..........c.cooevveeeeiiirveeeeeennee. 238
8.3.8 Mean Residence Time (MRT) data........cccccceeeeveeeeeveeveiiiieeeeee, 239
8.3.9 Reciprocal of MRT .....ccoiiiiiiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeee 242
8.3.10 TWO-Po0l MOAE .....ccevviiiiiiiiiiiiiiiiiiieee 243
8.3.11 Investigating Soil type and texture ...........cccceeeeeeeeeiiieiiiien e, 246
S I 1S o1 1 11 (0] o AU 248
8.4.1 SUMMArY Of OULPUL.....ceeiiiiiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeee e 248
8.4.2 Possible driving factors.............cceeeiiiiciiiiecc e 252
S TR o Tod (1] o o U 256
Chapter 9. Conclusions and outlooK..........cccooeeeeiiiiiiiiiiiie e, 258
9.1 Drivers of Soil respiration and GHG production across a range of
SPALIAl SCAIES......uiie e 259
9.2 C turnover of longer-MRT C and links to respiration. ....................... 262
9.3 OULIOOK ... 263
Appendix 1. Filling technique for Gas Chromatography vials.............. 299

Appendix 2. Model output for MRT and two-pool models used in
(O3 g F=T o] = g F N 306



List of Tables

Table 2.3.1. Regression parameters and calculated Q1o values for temperature

sensitivities shown in Figures 2.3.10 — 2.3.16........ccoovvviiiiiiiiiiiiiiiiiiieieeeeee 52
Table 3.3.2 Model parameters and output for regressions used in Figure 3.3.12. ..80
Table 3.3.3 model parameters and output for regressions in Figure 3.3.13. ........... 80
Table 3.3.4 Regression parameters and model output from exponential temperature
sensitivities in FIgure 3.3.13. ... 81
Table 3.3.5 Regression parameters and output from seasonal temperature
SENSItIVILY ESHMALES....ceiiiiii i e 86
Table 3.3.6 Treatment diary for drought 2007 — 2009...........cooeeiiiiiiiiieeeeeeeeen 88
Table 4.3.1 Output and calculated Q1o values from linear and exponential
regressions shown in Figure 4.3.9. ... 118

Table 5.2.1. Site characteristics for Climoor and Peaknaze. MAT and MAP indicate
mean annual temperature and precipitation respectively. NVC indicates
national vegetation Class. ..........oooiiiiiiiiiiii e 134

Table 5.2.2. Selected soil characteristics of organic and mineral layers from the
Climoor and Peaknaze experimental sites. LOI indicates loss-on-ignition. 134

Table 5.2.3. Wet deposition and soil water content of key reactive N and S species
at the two experimental sites. Values are mean site values for wet
deposition, and mean control plot values for soil water concentration....... 134

Table 5.3.1 Linear regression output for temperature and moisture as variables in

CHas and N2O fIUX FALES. ...ceeiiiiieiiiiieeeeeeeeeeee e 145
Table 5.3.2 Linear regression output for soil respiration responses to temperature
and moisture at the two experimental Sites. ..........cccccccvvvviiiiiiiiiiiiiiiiiieeen, 149

Table 5.3.3 Linear regression parameters and calculated Q10 values for soll
respiration sensitivity to temperature at the two experimental sites........... 149

Table 5.3.4 Linear regression output for the relationships presented in Figures
B5.3.11aNnd 5.3.12. i 151

Table 6.1. Site characteristics of the three ecosystem types. Where applicable, soll
values are expressed on a dry weight basis. Values represent mean + SEM
(N )i 168

Table 7.2.1. Environmental variables used for regression analysis. ..................... 185

Table 7.3.1 P statistics from between-groups analysis of mean flux rates in Figures
7.3.1,4.3.2aNA 7.3.3 oo 191

Table 7.3.2. Components of, and output from soils-data multiple regression models
for flux expressed as a function of ADS (ug C/ g air dry soil/ hr). No

significant model was determined for Tall grass/ herbs...........ccccccvvvvnenn. 195
Table 8.2.1 CS AVC classes and inclusion in C analysis. .........ccccccecveeviveeineens 218
Table 8.2.2 Assigned Stamp classes to AVC ClasSesS.........couvuiiiiiiiiiiiiiiiiiiaaneeeenn. 220
Table 8.2.3. Variables structuring for hierarchical data analysis. ......................... 225
Table 8.3.1 Significant pairwise comparisons of AVC class for soil pH................. 227



Table 8.3.2 Significant pairwise comparisons of AVC class for bulk density......... 229

Table 8.3.3 Pairwise comparisons across AVC classes for C% and N% content.
NS=N0N-SIGNIfICANT.......coiiiiie 230

Table 8.3.4 Significant pair-wise comparisons for 1961-90 MAP by AVC class.... 233

Table 8.3.5 Significant (p=<0.05) comparisons from ANOVA analysis of SLA across
AVC types. Comparisons were made using Tukey’s HSD test. ............... 237

Xi



List of Figures

Figure 1.1 Conceptual View of C cycling within surface soils. From Trumbore

(2009) ... e 4
Figure 1.2 Conceptual view of SOC contained within pools of distinct turnover times.

From AmMuNdSoN (2001).......couuuuiiiiieeeieeiiiiiie s e ee et e e e e e e e aa e e e e e aeaanes 4
Figure 1.3 Conceptual view linking the source, mode and turnover time of

components of SOC. From Kuzyakov & Gavrichkova (2010)...................... 5

Figure 2.2.1 Photograph showing general plot layout with control plot in the
foreground, and an extended roof shown for demonstration over a plot...... 38

Figure 2.3.1 Soil temperature at 5 cm depth for both control and warming plots at
time of soil respiration SaMPliNgG..........cooiiiiiiiiii e 40

Figure 2.3.2 Hourly logged soil temperature at 5 cm depth for control and warming
plots during June 2009. .......coooiieeeeeeeeeee 41

Figure 2.3.3 Difference in hourly soil temperature between control and warming
plots for June 2009. A positive value indicates soil temperature in warming
plots to be greater than control. ..., 41

Figure 2.3.4 air temperature and soil temperature from control (a) and warming (b)
plots. Control linear regression r2 = 0.69, p< 0.001. Warming linear
regression 1> = 0.69, P < 0.00L. ......ccceiiuieiieeiie e 42

Figure 2.3.5 increase in soil temperature under warming plots relative to control.
Values are mean for each hour of each day during the labelled months

AUIING 2009, .eiiiii e e 43
Fig 2.3.6 Volumetric soil moisture in control and warming treatments at 5 cm depth
measured at time of soil respiration sampling. ...........cccceevviiieii e, 44

Fig. 2.3.7 Soil respiration for control and warming treatments October 2006 —
December 2009. ... ..o a e aaane 45

Figure 2.3.8 Percentage difference between control and warming soil respiration for
January 2007 — December 2009. A positive value indicates a greater (in
percentage terms) respiration flux in warming than control. ........................ 45

Figure 2.3.9 Mean soil respiration rates grouped by season for warming and control
treatments. Bars are standard error of the mean. .........ccoooeeveeeiiiiiiiienenn. 46

Figure 2.3.10 Temperature sensitivity of soil respiration in control and warming plots
for October 2006 — December 2009. Linear regression parameters and
output are found in Table 2.3.1. ... 47

Figure 2.3.11 Temperature sensitivity of soil respiration in control and warming plots
for October 2006 — December 2009. Exponential regression parameters
and output are found in Table 2.3.1 ... a7

Figure 2.3.12 Temperature sensitivity of soil respiration in both control and warming
for 2007, 2008 and 2009. Exponential regression parameters and output are
(010 T [o IR T TN 1= 1] (=2 0 48

Figure 2.3.13 Temperature sensitivity of soil respiration in both control and warming
for spring months (Mar - May) 2007, 2008 and 2009. Exponential regression
parameters and output are found in Table 2.3.1. ........ccooviiiiii e, 49

Xii



Figure 2.3.14 Temperature sensitivity of soil respiration in both control and warming
for Summer months (June - Aug) 2007, 2008 and 2009. Exponential
regression parameters and output are found in Table 2.3.1.............cc.ee.e... 49

Figure 2.3.15 Temperature sensitivity of soil respiration in both control and warming
for autumn months (Sep - Nov) 2007, 2008 and 2009. Exponential
regression parameters and output are found in Table 2.3.1.............ccoeeee... 50

Figure 2.3.16 Temperature sensitivity of soil respiration in both control and warming
for winter months (Dec — Feb) 2007, 2008 and 2009. Exponential regression
parameters and output are found in Table 2.3.1.........ccooiiiiiiiieeren, 50

Figure 2.3.17 Q1o of soil respiration from Control and warming plots by season.
Values are taken from the exponential regressions in Table 2.3.1. Error bars
represent 1 — r? value, thus indicating the explanatory power of the fitted
regression such that a shorter bar is equal to a higher r2...............cccoccv..e. 51

Figure 3.2.1 Photograph of a drought plot with roof extended over the plot............ 68

Figure 3.3.1 Monthly cumulative throughfall for drought and control (Oct 2006 — Dec
2008) with percentage change in drought relative to control....................... 72

Figure 3.3.2 Percentage difference between drought and control throughfall with
drought period overlaid..............ccccooeiiiiii 72

Figure 3.3.3 Volumetric soil moisture from control and drought plots measured at
5cm depth at time of sampling for soil respiration (Oct 2006 — Dec 2008).
Bars are standard error of the mean. Solid black lines indicate timing of
Arought treatMENT. .. ..eei e e 73

Figure 3.3.4 Autocorrelation plot for soil moisture in control (left) and drought (right)
plots. Significant lags in cyclical behaviour are shown by the line reaching
beyond the horizontal dash. ............cccoeeiiiiiii s 73

Figure 3.3.5 Soil temperature measured at 5cm depth in both control and drought
plots at time of respiration sampling. Points are treatment means with
standard errors of the MEeaN. ............uuuiuiiiiiiiiiiiiiiiiii e 74

Figure 3.3.6 Autocorrelation plot for soil temperature in control (left) and drought
(right) plots. Significant lags in cyclical behaviour are shown by the line
reaching beyond the horizontal dash............cccccoeeeeiii i, 74

Figure 3.3.7 Soil respiration rates in control and drought plots for the period Oct
2006 — Dec 2009. Data points are treatment means with standard error of
L0 L= 0 0TS o 76

Figure 3.3.8 Mean soil respiration rates grouped by season for drought and control
treatments. Bars are standard error of the mean. ............cccccccveeieii e, 76

Figure 3.3.9 Percentage change in soil respiration from drought plots relative to
control for the period Oct 2006 — DeC 2009........cccoeeeeeiiiiiiiiiiiiie e, 77

Figure 3.3.10 mean values for soil respiration under drought and control. Smooth
lines are fitted to the data using a bisquare weighting with polynomial
(=0 | €211 o] o SRR 77

Figure 3.3.11 Drought period throughfall as % change from control against drought
period respiration as % change from control. Data from 2007-2009 (left) and
2002-2009 (right). Data for 2005 not included due to large amount of
LT ISES] T e = = T 78

Xiii



Figure 3.3.12 Temperature response of soil respiration for control and drought
treatment (Oct 2006 — Dec 2009). Regressions are single exponential, 2
parameter regressions. Parameters and output are found in Table 3.3.2....79

Figure 3.3.13 Temperature response of soil respiration for control and drought
treatment (Oct 2006 — Dec 2009). Regression lines are linear regressions.
Parameters and output can be found in Table 3.3.3 ..., 79

Figure 3.3.14. Temperature response of soil respiration for control and drought
treatments by year 2007, 2008, 2009 (a, b, ¢ respectively). Regression lines
are single exponential, 2 parameter regressions. Model parameters and

output can be found in Table 3.3.4. ... 82
Figure 3.3.15 mean annual soil temperature and Q1o of soil respiration for control
and drought plots for the years 2007, 2008 and 2009.........cccoevveeeveeeeeinnnnnn. 83

Figure 3.3.16 temperature dependence of soil respiration during Spring in control
(black dots, solid lines) and drought (white dots and dashed lines) plots with
linear and exponential regreSSIONS. ......cciieeeiiiieiiiieee e 84

Figure 3.3.17 temperature dependence of soil respiration during Summer in control
(black dots, solid line) and drought (white dots and dashed line) with linear
[T 0 TSI [0] 1 USSP 84

Figure 3.3.18 temperature dependence of soil respiration during Autumn in control
(black dots, solid line) and drought (white dots and dashed line) with linear
(=T o TSI [0] 1 USSP 85

Figure 3.3.19 temperature dependence of soil respiration during Winter in control
(black dots, solid lines) and drought (white dots and dashed lines) plots with
linear and exponential regreSSIONS. ......cciieeeriiiiiiiieie e 85

Figure 3.3.20 Seasonal soil temperature and Q1o of soil respiration for drought and
CONLIOl PIOLS ... 87

Figure 3.3.21 Respiration rates under drought and control around the treatment
activation and cessation (indicated by the star symbol) for years 2007 (a),
2008 (D) @Nd 2009 (€)- +eeesuvrrreeeeeeeeee ettt e e e e e e e st e e e e e e e e e e e e e e e e e aan 88

Figure 3.3.22 Mean time (minutes) for water drop penetration from control and
drought soils for both litter and peat layers. Bars are standard error of the
L T=T= o RSP PTUUP PP TUPPRTT 89

Figure 3.3.23 Mean ethanol concentration of drops penetrating in under a minute in
soil litter and peat layers from control and drought plots. Bars are standard
error Of the MEAN. ... 90

Figure 4.3.2 Difference between rooted and root-free respiration rates under control,
drought and warming treatments. Values are the root-free rates minus the
rooted rate, so a positive value indicates a greater contribution from the root-
LTS oo ] (= 112

Figure 4.3.3 Monthly mean root-free respiration as a percentage difference from
rooted respiration under control, drought and warming treatments. .......... 112

Figure 4.3.4 Mean (x SEM) respiration rate form rooted and root-free cores for 2009
under control, drought and Warming treatments. .............ccccoeeeeeeeeeeeeeeeen, 113

Figure 4.3.5 Mean (x SEM) respiration rate form rooted and root-free cores for the
first two months after root-free core installation (2008) under control, drought
and Warming treatMents. ........coovviiiiiiiiiiiiie e 113

Xiv



Figure 4.3.5 Soil temperature at 5 cm depth under control, drought and warming
TFEALMENLS. ... ettt e e e e e e et e e e e e e et e e e r e e e e aena e ennnaaes 114

Figure 4.3.6 Mean (+ SEM) monthly throughfall for control, drought and warming
treatments April 2008 — DeC 2009. .........ooviiiiiieeiiieeee e 114

Figure 4.3.8 rooted and root-free soil respiration and soil temperature with linear
(left) and exponential (right) regressions under control (a), drought (b) and
warming(c) treatments. Qi estimates of temperature sensitivity are found in

LI 10 L S Tt 117
Figure 4.3.9 Qo values for rooted and non-rooted soil respiration calculated from
linear and exponential regreSSIONS. ........coovvveiieie e 119
Figure 4.3.10 Carbon content (% air dry soil) of root-free plot cores and pristine area
comparison sores. Bar values are means, £ SEM. .........ccccoovviiviiiiiiiinnnnn. 120
Figure 4.3.11 Dry root mass (% of oven dry soil) of root-free plot cores and outside
pristine area cores. Bar values are means, = SEM...........cccccceeeiiieienninn, 121
Figure 4.3.12 Dry wood mass (% of oven dry soil) of root-free plot cores and outside
pristine area cores. Bar values are means, £ SEM. ............cccoeeeieeeenen. 121
Figure 4.3.13 Dry wood : dry root ratio of root-free plot cores and outside pristine
area cores. Bar values are means, + SEM. .....coooviiiiiiiieei 122
Figure 5.2.1 Relative location of the two field sites used in this study. ................. 133

Figure 5.3.1 Mean gas fluxes for CH4 and NO at the Climoor and Peaknaze
experimental sites for the 12-month period Jul 2007 — August 2008. Fluxes
are in pg N2O-N/ m?/ hr and pgCH4+/ m?/ hr. Values represent means + SEM.
................................................................................................................. 138

Figure 5.3.2 N,O and CHj, flux from Climoor control plots. Error bars are standard
error Of the Mean...........co 140

Figure 5.3.3 NoO and CHj flux from the Peaknaze control plots. Error bars are
B E M 140

Figure 5.3.4 Mean monthly flux rates for CH, at both the Peaknaze and Climoor
experimental sites. Values represent means + SEM...........ccccccvvvvivnnnnnnn. 141

Figure 5.3.5 Mean monthly flux rates for N>O at both the Peaknaze and Climoor
experimental sites. Values represent means + SEM...........ccc.ooooiiiiinnnnnnnn. 141

Figure 5.3.6. Soil temperature (a) at Climoor (left) and Peaknaze (right).
Relationship between soil temperature and N»O (b) and CH. (c) at Climoor
(left) and Peaknaze (right). Linear regression output for panels (b) and (c) is
] (oY TN T 1= ][R T 0 143

Figure 5.3.7 Soil moisture (a) at Climoor (left) and Peaknaze (right). Relationship
between soil moisture and N.O (b) and CHj (c) at Climoor (left) and
Peaknaze (right). Linear regression output for (b) and (c) is shown in Table

GG T P 144
Figure 5.3.8 Mean water table depth below surface (cm) at the Peaknaze
experimental site. Error bars = SEM. ... 146

Figure 5.3.9 Relationship between flux of N>O (top) and CH., (bottom) and water
table depth below surface at the Peaknaze experimental site. ................. 146

Figure 5.3.10 Soil respiration flux (a) at Climoor (left) and Peaknaze (right) and
graphs of soil temperature (b) and soil moisture (c) response of soil

XV



respiration at Climoor (left) and Peaknaze (right). Values in the upper panels
represent means £ SEM. ... 148

Figure 5.3.11 Relationship between soil respiration or methane flux and temperature
AL ClIMOOT. . 150

Figure 5.3.12 Relationship between soil respiration or methane flux and temperature
At PEAKNAZE. ... 150

Figure 6.1. Mean (n = 5) soil respiration rates for each site (UH = Upland Heathland,
UG = Upland Grassland, LG = Lowland Grassland) and collar/no-collar
treatment (C = Collar, NC = No Collar) grouped by IRGA type. Vertical bars
show one standard error of the mean. ...........ccccceoii i, 169

Figure 6.2. Respiration rates under the no-collar treatment, expressed as a
percentage difference from collar treatment. Data is labelled by site (UH =
Upland Heathland, UG = Upland Grassland, LG = Lowland Grassland) and
grouped by IRGA type. Vertical bars show one standard error of the mean (n
) TSRS 170

Figure. 7.2.1 CO; headspace accumulation after a multiple test, one hour enclosure.
r2 values for the fitted linear regression lines are 0.85, 0.87 and 0.65 for
samples 68, 72 and 69 respectively..........cvveeeiiiiiiiiiiicce e, 183

Figure 7.3.1 Mean flux rates for each AVC class expressed as pg C/ g air dry soil/
hr. Error bars show SEM. AVC classes with a common letter are not
significantly different (p>0.05), actual p values can be found in Table 7.3.1.
................................................................................................................. 188

Figure 7.3.2 Mean flux rates for each AVC class expressed as pg C/ g Soil Organic
Carbon/ hr. Error bars show SEM. AVC classes with a common letter are
not significantly different (p>0.05), actual p values can be found in Table
7.3 L 189

Figure 7.3.3 Mean flux rates for each AVC class expressed as ug C/ m? hr. Error
bars show SEM. AVC classes with a common letter are not significantly
different (p>0.05), actual p values can be found in Table 7.3.1................. 190

Figure 7.3.4 Loss On Ignition and the log of respiration flux expressed as a function
of Air Dry Soil with linear regression (p< 0.001, 1> = 0.46).....cc.c.cceevvveennn. 193

Figure 7.3.5 N % content and the log of respiration flux expressed as a function of
Air Dry Soil with linear regression (p< 0.001, 12 = 0.29).......cccccccveeivreennnen. 194

Figure 7.3.6 Loss On Ignition and the log of respiration expressed as a function of
ADS for the Upland Woodland class. Linear regression gives p<0.001, r?> =
0.06 L. .o 195

Figure 7.3.7 Loss On Ignition and the log of respiration expressed as a function of
ADS for the Heath/bog class. Linear regression gives p<0.001, r?> = 0.026.
................................................................................................................. 196

Figure. 7.3.8 Histogram of C/N ratio values across all dataset. Threshold lines are
based on the C/N requirements of bacterial and fungal communities
(KINAM,L994) .ttt e e e e e 197

Figure. 7.3.9 Mean C-flux rate according to C/N ratio groupings expressed as /g
ADS (left) and /g SOC (right). Error bars are standard error of the mean. 198

Figure 8.3.1 Histogram of pH in deionised H,O across all AVC classes. .............. 226
Figure 8.3.2 pH in deionised H>O (a) and CaCla (D) .....vvveeveeeiiiiiiiiiiiieeeeeeeeiieee 227
Figure 8.3.3 Bulk density (g/cm?®) across AVC Class. ........cccccevveeiiieeiiieeesiieeeinnes 228



Figure 8.3.4 Percent C and N content and the associated C:N ratio of air dry soil.

................................................................................................................. 230
Figure 8.3.5 Calculated C pool size by AVC CIass ...........uuuummmmmmmiiimiiiiiiiiiiiiiiinnnnns 231
Figure 8.3.6 Bulk density and carbon content. Regression uses a single, 3

parameter exponential decay model and gives r?= 0.88, p<0.001. ........... 231
Figure 8.3.7 P content of soil (Olsen P) by AVC Class ...........cccccviiiiiiiiiiiiiiiiiinnns 232
Figure 8.3.8 Mean annual air temperature and rainfall for the period 1961-1990

ACTOSS AVC CIASSES. ..ceiiiiiiiiiiiiiiiiieeee ettt 234
Figure 8.3.9 GDD and GSL values for AVC CIaSSES. ............uuummvimimmiimiiiiiiiiiiiinnnns 235

Figure 8.3.10 GSL and GDD values across all data. Linear and exponential
regressions are significant (p=<0.001, adj r> = 0.36, p=<0.001, adj r? = 0.48

FESPECHIVEIY) ..o 235
Figure 8.3.11 box plot of SLA values across the six AVC classes............cccceuueee 237
Figure 8.3.12 Histogram of raw “C data across all AVC classes................cc........ 238
Figure 8.3.15 Histogram of MRT data across all samples. ..........cccceeveeeeiiiiiiinnnnnn. 239
Figure 8.3.16 mean MRT value by AVC ClIassS............uuuuimiiiimmiiiiiiiiiiiiiiiiiiiiiiniinnnns 240

Figure 8.3.17 Conditioning plot showing the MRT (years) against bulk density (BD)
under different percent-carbon content groupings (C_content). Lower left
panel corresponds with lowest % C goup, and panels move left to right to
finish with upper right panel corresponding with the highest % C group.
Smooth lines indicate the trend. ... 241

Figure 8.3.18 Box plots of reciprocal of MRT by AVC class (a), and with outlying
data points remMoVed (D). .......eeeueeeiiiiiiiiiiiiiiiii i 242

Figure 8.3.19. Model illustration showing mean pool size and input to the slow and
passive pools for each AVC class. Values are correct to two significant

FIQUIES TOF ClATLY. ... e 244
Figure 8.3.20 Percentage pool allocation between modelled slow and passive pools.

................................................................................................................. 245
Figure 8.3.21 Total C stock and modelled Passive-pool size. Quadratic regression

gives 12 = 0.73, P< 0.00L. ..oveiuiieiiiiciecie et 246
Figure 8.3.22 MRT data for samples allocated to soil textural types..................... 247
Figure 8.3.23 MRT for samples allocated to soil type classification...................... 247

Figure 8.4.1 Decay rate of litter correlated (Pearson) with SLA over 836 days from
the start of litter incubation. Significance levels (p=<0.01, p=<0.05) denoted
by ** and * respectively. Data redrawn from Cortez (2007)...................... 255

XVii



XViii



Chapter 1. Introduction



1.1 Carbon in soil: introduction

Carbon within soils represents the largest terrestrial C store, and is estimated
somewhere in the order of 2500 Pg C (Lal, 2004). This value is
approximately three times that which is found within the atmospheric pool,
and consequently represents a highly valuable resource. Roughly 1550 Pg
of the total soil-C is organic (SOC) (Lal, 2004, Schlesinger & Andrews,
2000), with Soil Inorganic Carbon (SIC) accounting for the remaining 950 Pg
C (Lal, 2004). The use of the word ‘store’ implies this C is stable and will
remain within the soil, especially for SOC this is not the case, and all SOC
exists at a point along a decomposition continuum. This ultimately leads to C
being lost from soil as a gas (principally CO2), as Dissolved Organic Carbon
(DOC), or as Particulate Organic Material (POM) through erosion or leaching
processes. The input and eventual loss of C can be measured as the flux.
The flux of carbon in terrestrial systems can be simplified into two main

processes.

1. The removal of C from the atmosphere by autotrophic fixation
(photosynthesis).
2. The loss of C through mineralization by autotrophs and heterotrophs

(respiration) and loss as dissolved organic carbon in soil water.

The incorporation of CO:2 into sugars via photosynthesis is the primary route
by which carbon enters terrestrial systems. After autotrophic respiration of
fixed C, C contained within plant biomass will invariably enter the soil as
plant litter at some stage in the plants life cycle. The construction of various
materials, such as cellulose, starch, lipids, proteins and lignin within a plant
cause the derived litter to be complex, and have a range of decomposition
pathways within the soil. Plant derived carbon will enter the soil in three
main pathways: directly as dead litter, as partially decomposed material from
animal excrement, or as an exudate from the plant root system either directly

(Kuzyakov, 2006) or via a mycorrhizal association (Johnson et al., 2002).



The state and complexity of the three different input pathways suggest a
hugely variable quality of carbon input to the soil, and subsequently a diverse
flora and fauna thrive on decomposing the residue of plant material
(Bardgett, 2005).

1.2 Decomposition and Soil respiration

All organic carbon input to soil enters a continuum of decomposition which
can be summarised by three main processes:

e mineralisation, whereby SOC is metabolised by the biomass and lost
as gaseous carbon

e assimilation, whereby organic material is incorporated into the
biomass of soil flora/fauna

e Alteration, whereby the original substrate is transformed into a
material with a different chemical structure, often following some form

of chemical action (often a form of metabolism).

Conceptual views of the decomposition and soil respiration of SOC appear in
many reviews within the literature and range in complexity from simple
overview approaches such as that by Trumbore (2009) (Figure 1.1), through
a construction where SOC pool have distinct turnover times (Figure 1.2), to
more complex approaches where turnover is expressed as complicated by
substrate sources and mode of turnover such as that proposed by Kuzyakov
& Gavrichkova (2010) (Figure 1.3). These examples are few among many,
and serve to demonstrate the complexity of studying and conceptualising the

decomposition of SOC.
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Figure 1.3 Conceptual view linking the source, mode and turnover time of
components of SOC. From Kuzyakov & Gavrichkova (2010).

Solil respiration combines the measurement of CO:2 efflux from a number of
components which can be broadly split into autotrophic and heterotrophic
sources (Bond-Lamberty et al, 2004). This approach relies on the
assumption that the total heterotrophic component is physically separate
from, and therefore not reliant upon, the autotrophic component. Of course,
this is not the complete picture, and although there will inevitably be a portion
of the heterotrophic component which relies on bulk SOC for substrate, the
contribution of rhizosphere microbes to total respired-C is great. As
rhizosphere respiration can be considered the combination of microbial and
root respiration, splitting further into source components at the rhizosphere
level is difficult. The components of soil respiration can therefore be

summarised in a simple relationship:

Egn. 1. Soil Respiration (SR) = autotrophic respiration + rhizosphere

respiration + SOM respiration

Given the understanding that rhizosphere respiration is complex, and the

source components are potentially inseparable (i.e. rhizosphere microbes, by



definition, cannot function adequately in the absence of the root), a broad
picture of dependence can be formed, such that total soil respiration will be
root dependent, or root independent. This allows a simplification of equation
1to:

Egn. 2. SR = Root dependent respiration (Rrg) + Root independent

respiration (Ryi)

This approach avoids having to make a differentiation between autotrophic
and heterotrophic contribution, more it recognises the role of roots in both
directly contributing to respiration, but also stimulating a portion of
heterotrophic respiration. To argue that the Ry fraction is completely root
independent would be flawed, as ultimately all soil biology is interdependent
in some extraneous form or another. However, in reasonably short

timescales Ry can probably be seen as independent.

1.3 Controls on Soil respiration

Soil respiration is the benchmark measure of carbon turnover in soil, and as
such, has been employed in the field and in laboratory settings to assess the
impact of soil conditions on microbial and plant root activity. Using this
technique, many authors (Beier et al., 2004, Chapman, 1998, Davidson et
al., 1998a, Kuzyakov, 2002b, Kuzyakov & Cheng, 2001b, Lloyd & Taylor,
1994, Saleska et al.,, 1999, Schlesinger, 1977, Trumbore, 1993) have
reported sensitivity of soil respiration to changes in temperature and soil
moisture, this being the fundamental principal underpinning concern for

upland soils.



1.3.1 Temperature

The temperature sensitivity of organic matter decomposition is the key factor
determining the response of the terrestrial carbon balance to climate change
(Reichstein et al., 2005a). Despite the common acceptance that soil carbon
efflux is highly sensitive to temperature (Davidson et al., 2000, Fang, 2001,
Kirschbaum, 2006, Trumbore, 1993, Trumbore et al., 1996) there is still an
amount of uncertainty, and there certainly can’t currently be a ‘one size fits
all’ attitude to temperature sensitivity across world soils. Because of this
uncertainty, the issue has received a considerable about of interest
(Davidson et al., 1998a, Lloyd & Taylor, 1994, Sanderman et al., 2003).

In principle, the rate of all chemical reactions and enzymatic processes are
linked to temperature, this making them ultimately variable with temperature.
Temperature response of soil respiration is most commonly expressed as
Quo. This value signifies the change in rate of the reaction (in this case CO>
production) with an increase in temperature of 10°C. This figure is especially
useful when used to assess how the rate of respiration may change over
different temperature ranges. This may allow better understanding of the
sensitivity of a system to fluctuations in temperature within certain
parameters. Broad Qo values for whole system response are not sensitive
to the varying contributors to bulk soil respiration. Although metabolic theory
suggests that the rate of a reaction should relate to temperature such that a
Q1o of around two should be found (assumes no other limiting factors), the
varying sensitivities of the components of soil respiration allow for variation
about this value (Davidson, 2006, Flanagan & Johnson, 2005, Janssens &
Pilegaard, 2003, Panagiotis Dalias, 2001, Vanhala et al., 2008, Yuste et al.,
2004)

The link between temperature and cycling of organic material in soils has
been subject to some considerable debate within the literature (Davidson et
al., 2000, Giardina & Ryan, 2000, Knorr et al., 2005). Although the
relationship is based on the enhanced activity of decomposition processes at

elevated temperatures, the application of this is difficult in a system which is
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both highly heterogeneous and subject to temporal and spatial variation in
other factors which affect decomposition and soil respiration. In order to
quantify the sensitivity of soil to temperature change, the different pools of
carbon within soils, both the labile and the stable pools, must be assessed
for their sensitivity (Trumbore et al., 1996). This assessment remains the
major stumbling block in understanding organic matter decomposition, and
remains the key topic of debate within the literature. Some authors suggest
that the more recalcitrant pool of organic matter is much more sensitive to
temperature than more labile fractions (Vanhala et al., 2007, Xu et al., 2010),
whereas it has also been argued that temperature sensitivity is not
dependent upon stability or recalcitrance indices (Fang et al., 2005, Plante et
al., 2009).

Giardina and Ryan (2000) suggest that organic matter decomposition in
some soils are not controlled primarily by temperature. The same authors
also imply that our limited understanding of biophysical factors and
inappropriate application of laboratory and field tests has led to a false
emphasis on temperature sensitivity. This conclusion was drawn from a
study of forest soils which, according to Davidson et al (2000) contained
crucial flaws in application of methods and use of inappropriate field sites
which had undergone significant disturbance. Davidson et al (Davidson et
al., 2000) continue to add that Giardina and Ryan (2000) assume
homogeneity in soil carbon pool response to temperature, instead of
recognising the different pools of labile and stable carbon. Giardina and
Ryan (2000) insist that their methods were robust enough to assume

homogeneity in soils, and that disturbance was relative between soils.

Assumption of homogeneity has been addressed by Trumbore (1993) when
using a compartment model to assess turnover times in soils. Using
radiocarbon methods, Trumbore (1993) was able to differentiate between
compartments which had a range of turnover times between 10-10000 years
within this study, the surface labile pools were shown to respond more
rapidly to changing temperature. The response time of the labile pool would

initially indicate that labile pools are more sensitive to changing temperature,
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but Knorr et al (2005) conclude that the more stable pools of carbon are in
fact more sensitive to long term temperature variation and could exert a
stronger positive feedback to global warming that currently assumed. This
raises the issue of what unlocks the more stable pools? Although Trumbore
(1993) shows that rapid turnover compartments are more sensitive to short
term changes in temperature, these soils are more easily cycled due to the
relatively few chemical and physical constraints operating in the surface and
litter layers. The modified, often deeper stable pools are likely to be
constrained by chemical and physical factors, such as anoxia, extremes of
pH and accumulation of recalcitrant matter as well as consistently low
temperatures. Removal or amelioration of these factors could allow for more

substantial decomposition of ‘stable’ pools.

Reichstein (2005a) argues that the higher sensitivity or stable pools is in fact
false, and that Knorr et al (2005) used an inappropriate data from Katterer et
al (1998) and that short term incubations (as used by Knorr et al (2005)) are
less reliable when turnover is inherently slow. Reichstein (2005a) extends
this point, stating that by allowing for comparison with a two compartment
model, whereby the decomposition rates of the labile and the stable pools
can vary independently, shows that there is a reverse relationship from the
original findings of Knorr et al (2005).

The response of microbial communities to elevated temperature over long
periods of time has been seen to decline in many experimental studies
(Bradford et al., 2008, Hartley et al., 2008, Luo et al., 2001). Two opposing
theories have been suggested for this phenomena, that microbial
communities acclimate to the elevated temperature, or that substrate
depletion occurs, both causing a reduced temperature response. Root
respiration is a major contributor to total soil respiration, acclimation to
elevated soil temperatures for root production needs to considered alongside
that of the microbial community. Burton and Pregitzer (2003) found no
acclimation to temperature when studying the seasonal fluctuations of fine
root respiration in sugar maple (Acer saccharum Marsh.) and red pine (Pinus

resinosa Ait.) forests. Thermal acclimation to experimentally raised
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temperature was found in some Rannunculus species (Cooper, 2003), in
some ectomycorrhizal fungi (Malcolm et al., 2008) and in the roots of citrus
trees (Bryla et al.,, 1997), however many studies observe acclimation over
short periods of time, which may not be true of systems under extended

periods of elevated temperature.

1.3.2 Soil moisture

The presence of water within soil is essential for biological activity, both in
terms of the fundamental role water plays in metabolism, and by providing a
solution within the soil facilitating movement of soil organisms and the
diffusion and availability of nutrients (Killham, 1994). Excessive amounts of
soil moisture, whereby the diffusion of oxygen throughout the soil is inhibited,
can lead to a reduction in metabolic activity, especially the oxidative
processes associated with organic matter decomposition (Orchard and Cook,
1983, Davidson et al 2000). An excess of water can become the dominant
factor controlling biogeochemical cycles, and in many upland systems, it is
the consistent excess of soil moisture which retards decomposition, and
leads to the accumulation of organic material within soil. This excess can be
driven by precipitation, or water table movements. Water limited soils will
also exhibit low metabolic activity, but rather than the biogeochemical cycles
shift from aerobic to anaerobic, oxidative processes will remain dominant, but
at much lower rate, often responding in flushes of activity to precipitation
events. It is therefore important to consider the initial climatic conditions of a
system before attempting to estimate response to climatic change (Falloon et
al, 2001), as sensitivity to fluctuations in moisture will much depend upon the

preceding soil moisture regime.

The idea that systems limited by either the excess of moisture, or the lack of
it will respond to events of precipitation (or the lack of for moist soils) is one
of the key issues when considering the controlling effect soil moisture
regimes have on carbon cycling. In the case of carbon rich soils, the

omnipresence of water may be periodically interrupted by episodic drought,
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thus creating conditions more favourable for aerobic decomposition
pathways. The incidence of summer drought punctuated by more extreme
storm events (IPCC, 2007) may become more prevalent for some northern
latitude systems. These more volatile climatic conditions could have
profound effects on the cycling of carbon within highly organic soils,

previously constrained by a year round excess of soil moisture.

The anoxic conditions within peaty soils caused by excess moisture have
been seen to be lifted by experimentally induced droughts, and the
subsequent onset of oxidative processes noted (Emmett et al., 2004,
Haesebroeck et al., 1997, Hogg et al., 1992, Knorr et al., 2008, Petrone et
al., 2005, Sowerby et al., 2008). In an excessively wet heathland, reducing
the summer rainfall input caused a 22% increase in the production of bulk
CO:2 from soil, (Jensen et al., 2003). Bulk soil respiration does not indicate
the relative contributions from soil microbes and from root respiration, but it is
highly likely that under reduction of excessive moisture conditions, previously
stable organic matter within soil is more easily mineralized, and thus will
contribute a large amount to bulk soil respiration. In an attempt to partition
respiration from a peatland system, Crow and Wieder (2005) found that
vascular plants generally accounted for anything between 35-57% of total
respiration, the majority of this being derived from root respiration and the
microbial turnover of rhizosphere root products. Similar figures were found by
Knorr et al (2008) where 55-65% of total respiration was autotrophic derived.
It would seem reasonable then to assume that a significant portion of the
increased C mineralization observed in Jensen et al (2003) was from
microbial sources. Knorr et al (2008) found that autotrophic respiration to be
less sensitive to drought during a lowering of water table in a temperate fen,
but soil respiration rates near the surface of the droughted soil to increase

notably.

A shift in substrate utilization would suggest a shift in microbial population
structure (diversity, mass), Jensen et al (2003) found a shift to a more fungal-
dominated microbial population structure, but no significant change in total

biomass. Jensen at el (2003) suggest that this shift in population structure is
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a result of greater tolerance of drought stress than bacterium, and also the
more efficient use of poor substrate by fungi. Jaatinen et al (2007) found
nutrient status to be a significant factor in controlling the nature of microbial
diversity change under droughting of peatlands, with a more dominant fungal
population found during drying of a mesotrophic fen and fungal populations
suffering during the drying of an ombrotrophic bog. These data suggest that
the type of peatland/highly organic soil interacts with the hydrology to
potentially favour different microbial groups during drought.

Groundwater level appears to be one of the major controlling factors in
reducing the check placed on C mineralization (Jungkunst et al., 2008).
Natural droughting of a boreal bog system in Finland during the summer of
1994 was reported by Alm et al (1999) as having a significant effect of
carbon efflux. Using static chamber measurements, Alm et al (1999)
reported a shift from net carbon uptake to net carbon efflux via CO:2
production during drought induced water table draw down. This loss of
carbon was deemed a product of both enhanced soil organic matter
decomposition, and reduced photosynthetic capacity due to desiccation of
Sphagnum species.  Water table draw down manipulations to intact bog
monoliths were reported by Updergraff et al (2001) to have no effect upon
CO2 emissions, even though the continuation of water table draw down was
for a much greater period of time than that noted by Alm et al (1999). Glatzel
et al (2006) also noted a significant increase (approx. 33%) in CO:2
production at a restored bog in north west Germany following a drop in the

water table (42cm) caused by a 59% reduction in summer rainfall.

Soil fauna population dynamics have also been shown to be influenced by
drought (Lindberg et al., 2002) both directly and indirectly. Direct response
includes the reduced motility of some soil animals under drought, and
indirect effects include the population response to changes is prey item
distribution. Lindberg et al (2002) showed mycophagous soil animals to
have highly variable response to drought, this perhaps being due to the
relative abundance of drought tolerant fungi as seen in Jensen et al (2003).

Differential response to drought across microbial populations and soill
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macrofauna indicate that a more variable hydrological regime could cause a
significant shift in soil ecology towards favouring more tolerant species,
species capable of multiple substrate utilization, and species capable of
making rapid population recoveries in response to substrate starvation.

Drought induced changes in the water holding and repellence characteristics
of soil has been well documented in the literature (Dekker, 2000, Doerr et al.,
2000, Doerr & Thomas, 2000, Jaramillio, 2000, McHale, 2005). The
occurrence of water repellence in soils can be due to the presence of
hydrophobic substances within the soil matrix, as well as physical
modification of soil components. Even without these additions and changes,
a soil will have an inherent degree of hydrophobicity due to the physical
structure of soil particles and pore spaces (Doerr et al., 2000). The simple
attractive forces which exist between water and solid surfaces cannot be
broadly applied to soils in scales greater than the grain size, due to the highly
heterogeneous nature of soils and the variable content of hydrophilic and
hydrophobic substances and surfaces. The lack of uniformity in repellency
characteristics is pointed out by Ma’'shum et al (1988) when stating that
many layers of a hydrophobic substance are required to render a mineral
grain completely hydrophobic. So even with the presence of a hydrophobic
material, grains will not be entirely covered, and indeed, scaling this idea up

to the catena level is highly complex.

The presence of hydrophobic material in organic matter is stated as being
the main driver behind water repellency in natural soils (Doerr et al., 2000)
and it is the variety of naturally occurring waxes, aliphatic and amphiphillic
compounds within organic matter which hive hydrophobic properties. The
amount of these materials within any given soils is dependent upon the
vegetation type and cover, and the microbial communities within a soil. The
presence of resin-rich plants, such as pines and eucalyptus (Ferreira, 2000)
would increase the hydrophobic quality of litter layer soil, and this will also be
true of stable organic matter in deeper soils originating from resin-rich litter.

Water repellency has also been noted in heathland ecosystems under
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Calluna (Mallik & Rahman, 1985) and Vaccinium (Richardson & Hole, 1978)
species as well as Mediterranean shrubland (Giovannini et al., 1987).

Soil micro organisms have also been noted as significant contributors to soil
hydrophobicity (Doerr et al., 2000). Hallett and Young (1999) describe how
the production of water repellent microbial biomass and exudates which alter
the hydraulic properties of soil are the main factors which determine
microbial input to hydrophobicity. Hallett and Young (1999) go on to state
that this is most sever when soil is under drought, as the exudates become
highly hydrophobic when dry. Feeney ((2004), in Feeney (2006)) showed a
strong relationship between fungal mass and water repellency, and this
correlates with the well-known presence of highly hydrophobic fungi within
soils (Unestam, 1995). Not all fungi are hydrophobic; indeed, many fungi
have highly hydrophilic hyphae and can be found alongside hydrophobic
fungi within soils (Unestam, 1995). Attempting to determine the contribution
of fungi to water repellency, Feeney et al(2006) used biocides to remove
bacterium from the soil, but failed to link individual fungal species biomass
with water repellency. This a likely result of the inability to distinguish

between fungal species, and consequently their hydrophobic nature.

As with data from Jensen at el (2003), fungi were seen to be more dominant
under drier soil conditions. This study also was unable to determine the
actual fungal species present, and perhaps represents a situation whereby
hydrophobic fungi become more successful due to their ability to thrive under
dry conditions. Aspergillus niger was shown to induce water repellency by
Bornemisza (1964) but not by Savage et al, (1972) concluding that even
when the fungi can be isolated and identified, it does not always exhibit the
same repellency characteristics.

1.3.3 Perturbations — freeze-thaw and dry-rewet

Within the controlling factors of temperature and soils moisture, it is the

cyclical nature of seasonal alterations to prevailing conditions and the onset
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of perturbations (freezing events, extreme droughts, storms etc.) which can

cause shifts in the nature of carbon cycling in organic soils.

Carbon cycling and general metabolic activity within frozen soil is reasonably
poorly studied (Schimel, 2005) and requires significant amounts of study to
fully quantify the role many frozen arctic and northern latitude soils play in
global carbon fluxes (Robinson, 2002). The sensitivity of soil respiration in
organic soils under cold conditions is very high, with Q1o values between 60
and 200 (Mikan et al., 2002) reported for conditions below 0°C. This
temperature sensitivity is key to understanding the way in which soil
respiration and substrate use may change in a thawing soil. Upon thawing, a
flush of respiration has been noted, (Schimel & Clein, 1996) this perhaps
being rapid turnover of microbial biomass-derived low molecular weight
carbon after cell lysis (Feng et al., 2007). Studies have suggested that low
molecular weight organic material, such a root exudates and that sourced
from the microbial biomass may be key to maintaining carbon turnover in
arctic systems (Boddy et al., 2008) and indeed regulate microbial activity
through tight substrate supply constraints. The rapid turnover of low
molecular weight material) in some agricultural soils has been shown to be
almost instantaneous after input (Jones & Murphy, 2007), indicating the
substrate induced respiration cause by rhizosphere products. The turnover
of more complex material was shown by Boddy et al (2008) to be much
slower than that of substrates such as glucose and amino acids at low
temperatures, suggesting temperature sensitivity of decomposition for
material more complex than simple sugars and amino acids. The tight
relationship between root- derived-substrate supply and microbial respiration
could suggest that under warmer conditions a substrate-source change
might occur to a more complex material, this was shown by Schimel and
Mikan (2005) when microbial communities switched from within pool cycling
of microbial biomass at .5°C to more plant detritus dominated pool at 2°C.
This is a significant change over such a small temperature range, and at
higher temperatures, greater rates of substrate induced respiration may

OcCcur.
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Reduced snow cover to upland areas of the UK could sensibly be
accompanied by the occurrence of more soil freezing events, as the
insulating properties of snow are lost. This could lead to more substrate-
induced respiration during winter months, as soil respiration is primed by the
lysed products of freeze-thaw events. It is important then to consider that the
turnover of high quality plant detritus during winter months could be
increased under a changing climate, not only by increased temperature, but
potentially by the occurrence of freeze-thaw events priming decomposition.

The nature of precipitation patterns coupled with soil hydrological conditions
mean that soils can be subjected to drying and rewetting cycles on a range
of severities and temporal scales. Similarly to the incidences of prolonged
drought events, the impact of dry-rewet events on soil microbial communities
and carbon turnover are much dependent upon the normal soil conditions.
Fierer et al (2003b) found a grassland soil microbial community to be
relatively unaffected by dry-rewet cycles when compared to an oak soil,
where community composition changed significantly. This is explained by
the inherently different microbial communities seen under the contrasting
vegetation types, and the soil moisture stresses normally placed on the two
communities. Altering the microbial community structure could potentially
affect soil processes (Fierer et al., 2003b) such as carbon turnover, or
leached nutrients (Gordon et al., 2008) and partly explain any change in soil

respiration seen during dry-rewet events.

Gordon et al (2008) found a significant shift in microbial community
composition of two grasslands under dry-rewet treatments, with a shift to a
more bacteria dominated system and the loss of many fungi (as inferred from
PLFA). This suggests that bacteria might be more resistant to dry-rewet
episodes due to the physical stress of desiccation being less marked in the
smaller pore spaces colonised by bacteria, rather than the larger pores
where fungal communities tend to dominate (Gordon et al., 2008). Soils
which are generally subject to a drier climate are less affected by dry-rewet
episodes than soils which are generally moist (Zornoza et al., 2007) and

modifications to microbial biomass carbon and substrate induced respiration
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are most pronounced in soils which are dried down from a typically moist

field state.

The flush effect of rewetting a soil is similar to that of freeze-thaw, in that a
significant proportion of the respired C is derived from turnover of the
microbial biomass (Utomo & Dexter, 1982, Wu & Brookes, 2005) as well as
the enhanced availability and physical release of non-biomass soil organic
matter (Halverson et al., 2000, Wu & Brookes, 2005). The flush of
mineralization after a rewetting event has been noted to be greater than pre
cycle rates (Wu & Brookes, 2005) and it is possible that these events could
make up a substantial part of a systems C flux. Episodic rewetting enhanced
CO: release in soils studied by Miller et al (2005) in the order of 2.2-3.7 times
greater than those incubated at equivalent mean soil moisture, and this was
reported to be equivalent to 12-18% of the total soil C pool. This study
suggests the potential for significant loss of soil C through a series of dry-
rewet events, especially if they occurred in a system limited by water stress.
Reasonably dry forest soils in many temperate and boreal systems
accumulate organic material as a function of litter quality, soil temperature,
soil moisture, soil fertility and soil mineralogy (Borken et al., 2003). Soill
carbon tends to be at or near steady state (Borken et al., 2003) in many
northern latitude forest systems, regulated by the aforementioned factors, so
extreme precipitation events in these systems could induce enhanced
respiration. This is noted by Borken et al (2003) in a study on forest O
horizon response to dry-rewet cycles, and when considered in the light of
potential temperature change, enhanced losses of carbon from boreal
systems could represent a significant efflux of carbon form northern latitude
systems. Soil respiration response to wetting events appears to be as
responsive on larger scales (whole system response to precipitation events)
as to small-scale dry-rewet events (Lee et al., 2004). Indeed, the timing and
guantity of rainfall events appears to have a marked effect on whole system
response (Chou et al., 2008) and should be considered in potential

ecosystem response to a changing climate.
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1.3.4 SOM quality and availability

Storage of carbon within SOM occurs on a variety of timescales, from
minutes, to thousands of years (Sollins et al., 2007, Trumbore, 2000, van
Hees, 2005). The residence time of SOM can be influenced by a range of
intrinsic chemical and physical, properties of the SOM (Marschner et al.,
2008), climate (Cou et al., 1995), but also by the range of stabilisation
mechanisms which operate within soil (Sollins et al., 2007). Generally, the
intrinsic chemical and physical properties of a substrate are highly relevant
for initial litter decomposition (Cou et al., 1995, Hattenschwiler & Jorgensen,
2010). However, the usefulness of these indices seems to decrease over
the duration of decomposition (Cortez et al., 2007). The quality of substrate
input has been shown to stimulate certain components of the decomposer
community (Chigineva et al., 2009, Paterson et al., 2008), and certain litters
are often decomposed more rapidly when familiar to the decomposer
biomass (Ayres et al., 2009).

Light fractions of soil organic matter, such as dissolved organic carbon,
represent a major energy source for soil microbes (Haynes, 2000) and the
rapid response of soil respiration to input of high quality material reflects this
(Jones & Murphy, 2007, Paterson et al., 2008, Roberts et al., 2007, Yuste et
al., 2007). Low molecular weight simple substrate materials such as glucose
are mostly sourced from root exudates and turnover of microbial biomass
(Kuzyakov & Cheng, 2001a). Because of the source of these simple
materials and the rapid rate of their mineralization, low molecular weight
material tends not to accumulate in soil. More complex, less favourable
material will accumulate in soils, and it is the modification and availability of
this material that will influence the rate of mineralization when soil conditions
(moisture, temperature, nutrient supply etc.) change. These factors interact
with each other to create a continuum of partially decomposed material
within a given soil, and the challenge is to find appropriate methods which
can separate SOM into externally distinct fractions with a known chemistry.
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Baring in mind the complex range of substrates within soil, soil organic
matter can be broadly grouped into reasonably distinct fractions (Crow &
Wieder, 2005). The use of these fractions as substrates for carbon
mineralization depends much upon the microbial community and its
requirements to access a given fraction. Paterson et al (2008) used a variety
of 13C labelled plant material added to soil cores and found greater recovery
of labile (lighter fraction/soluble) organic matter in bacteria and more
recalcitrant (less soluble fraction) in fungal biomass. This pattern was not
complicated by the presence or absence of roots and mycorrhizal fungi,
suggesting that root exudates are not necessary to prime respiration when
litter derived substrate is in abundance, and also that different fractions of

soil organic matter are utilised by distinct microbial communities.

The application of fresh litter itself is seen as a primer for respiration
(Paterson et al., 2008). In work carried out by De Nobili et al (2001) trace
concentrations (ug g~' quantities) of ‘trigger solutions’ of glucose, amino
acids and root exudates caused the evolution of about 2 to 5 times more C
as CO:2 than was contained in the original ‘trigger solution’. This priming
effect is likely to have caused the onset of further substrate utilisation from
other soil fractions, as metabolic activity is elevated (Kuzyakov, 2002a)
Priming is not universally observed though, and in some studies, the
increase in respiration was confined to the turnover of N-rich material and the
absence of priming turnover of more recalcitrant SOC (Weintraub et al.,
2007).

1.4 Soils and trace gas flux

Due to a range of biogeochemical cycles within soils, trace gas production
(CH4 and N20) is a notable facet of gaseous carbon and nitrogen loss from
soils. The controls on the production of trace gases are lengthy and
complex, but as both gases are sourced mainly from anaerobic processes in

soils, it is clear that moisture will play a key role in regulating trace gas
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production. A changing climate may alter these processes and lead to large

scale changes in trace gas production.

1.4.1 Soil flux of methane

Methane (CHa4) is produced under anaerobic conditions within soils, and as
such, soils which are generally high in organic material and subject to
excessive moisture will be important sources of CH4 (Flessa et al., 1998,
Maltby & Immirzi, 1993). CHa is a significant greenhouse gas, having 23
times the warming potential than CO2 over a 100 year period (Smith et al.,
2003).

Highly organic soils have been seen in a number of studies to be sources of
CHa4 (Greenup et al., 2000, Hutchin et al., 1996, Maltby & Immirzi, 1993, van
Huissteden, 2004) due to the anaerobic decomposition of organic matter,
leading to CH4 as a terminal electron acceptor (Killham, 1994). The role of
water table depth has been shown to have a major role in the production of
CHa4 in organic soils (Jungkunst et al., 2008), with continuous inundation
(highest water table) favouring CHa production (Altor & Mitsch, 2008), but a
more variable water table favouring CO2 production (Aerts & Ludwig, 1997).
Aerts and Ludwig, (1997) found CH4 emission of intact peat monoliths to be
about one order of magnitude lower at a low static water table compared with
static high water-table, the difference in water table heights being only 10
cm. This suggests that methanogenic metabolism is highly water table
sensitive. Coupled with the evidence that CO2 production increases 15.3
times with the same lowering, carbon turnover overall is water table
sensitive. The relationship between water table and gas production is not
clear cut, indeed Blodau and Moore (2003) found that although water table
draw down resulted in a net reduction in CH4 production and increase in COz2
production, the change was complex and by no means linear. The varying
equilibration times of gas production to moisture regimes (varying from days
to months) would help explain why in-situ measurements of gas fluxes are
not always correlated well to environmental variables (Blodau et al., 2004).

Hughes et al (1999) noticed a downward translocation of methanogenic

20



activity during droughting of a peatland soil, coupled with cyclical trends
(seasonal) of CHas production throughout the year. Low recovery of
emissions of CHa following such droughts were suggested by Dowrick et al
(2006) to be heavily influenced by the increase in sulphate concentration
within soil. This appears to be the case in-situ, and the same authors
suggest that a possible interaction with low productivity following drought
may act to further control methanogenic activity. The link between
productivity and CHa production in bog systems remains uncertain, with
some authors finding no significant correlations (Updegraff et al., 2001)

Climate change has been associated with increases in wetland derived CHa4
during Interstadials during the last glaciation, owing mainly to the likely effect
of stimulated CHa4 production in wetlands due to increased temperature
rather than converse arguments of wetland expansion (van Huissteden,
2004). This is large scale CH4 production from temperature induced rises in
metabolic activity. = Temperature sensitivity of CHa4 production under
anaerobic conditions is well documented in the literature (Hargreaves and
Fowler, 1998), but with variable values, between 1.3 and 28 (van Hulzen et
al., 1999). A significant factor in this variation may be due to the competitive
success of methanogens at varying temperatures. Van Bodegom and Stams
(1999) found that over certain temperature ranges, the Q1o of CH4 production
increased greater than any other reduction process, and this was due to
increased success at competing for acetate as a substrate. Van Hulzen et al
(1999) used a modelling approach to study the dynamic interactions of the
temperature dependent sub-processes and simulated CHas production at
different temperatures, finding that at low temperatures, electron acceptors
and methanogenic biomass limit CH4 production for a longer time leading to
low CHa4 production. Thaw of soil has been seen to be a process linked with
enhanced mineralization of carbon to COz, but the release of CH4 as trapped
bubbles (Tokida et al., 2007) and as a consequence of thawing permafrost
(Turetsky et al., 2002) indicates that episodic release of CH4 associated with
temperature fluctuations and freeze-thaw events may make up significant

parts of carbon budgets for cold environments.
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1.4.2 Soil flux of nitrous oxide

Nitrous oxide (N20) is one of the dominant gaseous forms of nitrogen lost
from soil due to denitrification, the other gas being molecular nitrogen (N2).
Denitrification occurs when oxygen diffusion rates in soil are too low to
satisfy the needs of respiration (Killham, 1994), conditions usually
characterised by excessive moisture or water logging. Of the two gases,
N20 is of major concern due to its role as a greenhouse gas and a potential
ozone depleting gas. Nitrification-mediated release of N20 is found in soils
where the diffusion of oxygen and substrate not inhibited by excess soils
moisture (Bollmann & Conrad, 1998) and below threshold values (~60%
WFPS) N20 loss through nitrification is inhibited. At greater WFPS (~>90%)
denitrification is the major pathway through which N20 is lost from soil
(Bollmann & Conrad, 1998). Davidson (1992) also noted that denitrification
became the dominant process at higher moisture contents, finding that an
initial flush of N2O and NO after re-wetting a dried soil was followed by N20

far exceeding NO production at field capacity.

Emission from soil has achieved attention mainly in agricultural settings
(Freney, 1995) where efflux as a consequence of mineral N fertiliser
application and certain agricultural practices has been noted (Dick et al.,
2008). In semi natural systems such as organic rich soils, N2O production
should be relatively small due to the generally acid conditions that prevail, as
denitrification optima lies towards neutral pH (Killham, 1994). It would
appear from the literature that availability of substrate via nitrification is one
of the key factors in controlling denitrification rates (Wray & Bayley, 2007)
and that potential denitrification often exceeds actual denitrification, even
with a surplus of carbon substrate (van Beek et al., 2004). Koops et al
(1996) after finding significantly higher contribution of surface peat layers to
N20 production than sub surface soils, concluded that easily attainable
carbon substrate was a limiting factor. It is feasible that these two factors
interact, and it is the availability of quality carbon substrate and the
availability of denitrification substrates (nitrates) (Aerts & Ludwig, 1997) that

ultimately limit denitrification in anaerobic systems.
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Weier et al (1993) studied the availability of simple carbon (glucose) and
nitrate substrate addition and its effect on denitrification, looking at re-packed
cores of four different soils. It appeared in the study by Weier et al (1993)
that the availability of carbon substrate increased denitrification rates, even
when soils were at relatively low moisture contents (70% WFPS), and
excessive nitrate addition reduced the conversion of N20 to nitrogen,
suggesting that systems with large amounts of available nitrate coupled with
high quality carbon substrate might emit denitrification products with a high
N20:Nz2 ratio.

Temperature effect on N2O production has been noted (Godde & Conrad,
1999), however, the regulatory role of temperature on N20 production
appears to much less significant than the factors relating to substrate
availability. Indeed, temperature sensitivity was seen by Rosenkranz et al
(2006) to only be correlated with N2O production in a forest soil when high
quality litter was available in soil. Soil moisture and soil nutrient interaction
with temperature were also seen by McHale et al (1998), again suggesting
that temperature only influences N20 production when substrate availability
is high, and soil conditions favour a strong denitrification pathway. This
suggests that there may be a substrate threshold within soils which, when

reached, temperature response begins to influence N20 flux.

1.5 Climate system and global change

Predicting the nature of our future climate is significant issue, and one which
is of exceptional political, social and environmental importance. As well as
using historical records and sophisticated climate models to predict change,
understanding the implications of change and the potential feedbacks that
may arise further complicate the issue. However, significant gains have
been made in recent years to address these issues, as our climate models

become more reliable and the depth of work on ecosystem response grows.
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1.5.1 Recent change

On a global scale, greenhouse gas forcing of climate change has been seen
to increase global mean air temperatures in recent years. Indeed, the most
recent IPCC report (IPCC, 2007) ranks eleven recent years (1995-2006)
among the 12 warmest on instrumental record, with global average
temperature rising by approximately 0.76°C (1850-1899 to 2001-2005).
Parker et al (1994) noted that the most recent warmth previous to their study
(early 1990’s) was most marked over the northern continents in winter and
spring, Shindell et al (Shindell et al., 1999) add that northern latitude winter
warming has been the most notable global trend in climate change. The
forcing of climate by a combination of anthropogenic and natural factors was
addressed by Stott et al (2000) who summarised that more than 80% of
observed multidecadal-scale global mean temperature variations and more
than 60% of 10- to 50-year land temperature variations are due to changes in
external forcing (both anthropogenic and natural). Stott et al (2000) also
assert that under standard emissions scenarios, anthropogenic global
warming is predicted to continue at a rate similar to that observed in recent
decades. Complications arise when trying to ascertain the role of
anthropogenic forcing on climate systems, as the majority of observed
climate change has been through the forcing of natural climatic variables
(Corti et al., 1999). Corti et al (1999) do not attempt to conclude the role of
anthropogenic forcing, as recent climate change can be interpreted in terms
of changes in the frequency of occurrence of natural atmospheric circulation
regimes and as such the definitive role of anthropogenic forcing is difficult to
establish.

Sea level rise of approx. 1.8mm/year (1961-2003) has been observed and is
a product mainly of thermal expansion, melting of glaciers, ice caps, and the
Greenland and Antarctic ice sheets (IPCC, 2007). As a function of global
increase in temperature, it is simple to observe relationships and potential
feedbacks between ice melting, sea level rise, albedo and temperature and

the consequences for precipitation regimes (Houghton, 2004).
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From a UK perspective, specific changes have be noted to the UK climate,
showing that temperatures have increased across the whole of the UK, but
not equally. The central England temperature record has shown an increase
of approximately 1°C since the 1970’s and 0.8°C in Scotland since 1980
(Jenkins et al., 2008). Both of these figures suggest a rapidly changing
climate across the UK, and precipitation data suggests that more winter
precipitation is being received through storm events over the last 45 years, in
combination with a reduction in summer rainfall in all areas except Scotland
and NE England (Jenkins et al., 2008). This is especially relevant for
considering the role of changing precipitation patterns and the potential
interaction with temperature in UK ecosystems.

1.5.2 Implications for terrestrial systems

Baring in mind the modelled predictions of temperature increase in the order
of 1-3.5°C over the course of the 215t century (Shaver et al., 2000), and that
northern latitude systems are likely to see greatest increases (IPCC, 2007), it
is of great importance to quantify the potential response of terrestrial systems
to climate change. The regulation of many biogeochemical cycles (partly) by
temperature indicates that cycling of material and general metabolic activity
within terrestrial systems may become enhanced under increased mean
temperatures. The implications of temperature increase will depend much
upon the initial conditions of a system, and this is nowhere more notable than
in the arctic and boreal systems (Schlesinger & Andrews, 2000) where soil
temperatures are at or below freezing for a considerable portion of the year
(Schimel & Mikan, 2005).

The most notable obstacle when considering climate change implications is
the possible interactive effects (Norby & Luo, 2004, Panikov, 1999) and
feedbacks that may occur (Shaver et al., 2000). These feedbacks may be
positive and act to accelerate climate change (Cox, 2000) especially when

considering the turnover of carbon. Linking in the potential feedbacks
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associated with carbon turnover and climate change, Cox et al (2000)
establish that the terrestrial biosphere will act as a net source of carbon by
2050 (under ‘business as usual’ modelled predictions) and this is a broad
modelled response from a set of highly complex and sensitive processes.
The transformation of carbon in soil via initial increase in ecosystem
productivity followed by increased heterotrophic respiration (and consequent
reduction in net ecosystem productivity) tend to show most models in
agreement that terrestrial systems will be net sources of carbon by the
middle of the 215t century (Cox, 2000, Cramer et al., 2001, Jones, 1998).

Scaling these predictions down to the ecosystem or even the plot scale must
involve the integration of high resolution environmental manipulation
experiments to add clarity and accuracy to any prediction as there are often
high incidences of variability when comparing habitat-scale models (Thuiller,
2004) With this in mind, the sensitivity of ecosystem types and ultimately soil
types, must be studied in detail (Sutherland, 2006) and integrated into
models to provide habitat specific predictions and accurate climate change-

system feedbacks.

1.6 Experimental approaches to measure and model soil C.

1.6.1 Field

Experimental field monitoring is inherently difficult due to the heterogenic
nature of ecological systems. This issue is often overcome by appropriate
levels of replication and resolution of sampling. Within this strategy,
assumptions have to be made about the sensitivity of a system to the
manipulation and the response of the measured environmental processes.
To this end, field manipulations involve fully replicated treatments with

comparison control plots.
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Due to the nature of climate change experiments, any treatment will focus on
modification of prevailing conditions, rather than necessarily adding a novel
variable. This means the regulations of climatic variables such as rainfall,
ambient temperature, periodicity of precipitation, length of seasons etc. In
order to maintain such treatments and ensure accurate and consistent

application, heavily engineered approaches are often required.

One such approach is utilised as part of a European wide project, Vulcan.
Vulcan aims to assess the response of European shrub lands to climate
change by modifying the amount of summer rainfall and the ambient night
time temperature of the ecosystem, in line with climatic predictions of late
218t century conditions. The treatments use retractable roof technology to
draw out a curtain over the manipulation plot. Curtains used to increase
night time warming roll out during the onset of dark conditions and utilising a
highly IR reflective aluminium based material, reflect 96% of direct radiation
and 97% of diffuse radiation (Beier et al, 2004). Curtains used to induce
experimental drought are constructed out of transparent polyethylene plastic
and are capable of fully excluding incoming precipitation, without significantly
interfering with radiative behaviour. The passive approach to warming
ecosystems has been employed under a variety of other methods (such as
open top chambers) with success (Bergner et al., 2004, Godfree et al., 2011,
Munier et al., 2010, Sierra-Almeida & Cavieres, 2010).

Soil heating cables are also regularly employed in a range of ecosystems
(Bergh & Linder, 1999, Bronson & Gower, 2010, Hagedorn et al., 2010,
McHale et al., 1998, Schindlbacher et al., 2009). However, as this approach
focuses warming on the bulk soil and roots, the similarity to actual climate
warming is poor. Using passive warming approaches allows for entire
ecosystem warming to take place which is likely to more closely mimic that of
climate change. Expecting soil warming to occur at specific depths without
seeing a comparative (or greater) degree of warming in above ground
compartments is unlikely. Soil heating techniques offer advantages in that
the in-situ monitoring of specific soil temperature effects can be allowed, and

that the process-based response can be more tightly controlled.
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1.6.2 Laboratory

Manipulation under controlled conditions allows for a precise focus on the
functional process response. In particular, substrate addition experiments
tend to be carried out under laboratory conditions (Boddy et al., 2007, Jones
& Murphy, 2007). Manipulations of temperature and the implications for
temperature sensitivity have also been conducted in the laboratory (Bol et
al., 2003, Feng & Simpson, 2008), as well as moisture status (Catherine
Eimers et al., 2003, Paul et al., 2003). Whilst these practices allow for a tight
control of experimental conditions, the transferability of findings to in-situ
conditions can be problematic due to the inherent disturbance associated
with such approaches. Typical techniques for maintaining environmental
conditions in the laboratory include the use of growth chambers (Loya et al.,
2004), or the manipulation of cores in mesocosm experiments (Blodau et al.,
2004, Briones et al., 2009, Knorr & Blodau, 2009). Laboratory approaches
also take advantage of the potential for using high-end equipment to
interrogate samples during incubations, and therefore make qualitative
inferences about the contribution of certain physical components to the

observed functional response (Andersen & White, 2006, Poirier et al., 2005).

The analysis of soils from national surveys tends to be carried out under
such laboratory conditions, and the link between the capability of large
surveys and the standardisation of methods under laboratory approaches is
potentially powerful. Repeated sampling of soils over time provides a robust
method for the monitoring of change. Soils surveys are rare when
considered on a national scale, and two such recent approaches (Bellamy et
al., 2005, Emmett et al., 2010) have provided major comments on the state
of soils in England, Wales and Scotland, even sparking controversy (Bellamy
et al., 2005, Smith et al., 2007).
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1.6.3 Modelling turnover of SOC using Radiocarbon

In light of climate and land use change, understanding long-turnover SOC is
central to gauging the resilience of terrestrial systems to change. Whilst
most current studies focus on short-term exchanges of C between soils and
the atmosphere, a number of approaches allow for estimation of the
components of SOC that reside in soil for decades and longer. Radiocarbon
(*C) exists naturally in terrestrial systems due to uptake of *CO:2 by plants
and subsequent incorporation into biomass and soil. Natural abundance of
14C is small (~.0000000001% of total C) and due to its radioactive decay
(half life of ~5730 years) can be used as a dating tool on a millennial
timescale. The production of ‘bomb carbon’ due to atmospheric weapons
testing during the late 1950s and early 1960s caused a pulse in atmospheric
14CO2 content which peaked at roughly twice the pre-bomb levels. This
produced a near-conservative tracer within terrestrial systems. Due to the
availability of high-resolution atmospheric data, bomb-“C can be used to
estimate the incorporation and loss of C from soil, and therefore turnover of

Soil Organic Carbon (SOC) can be estimated on a decadal timescale.

This approach has been employed to consider the residence time of C in a
number of studies, but these generally focussed attention on a small number
of locations, or a single site (Bol et al., 1999, Chiti et al., 2009, Evans et al.,
2007, Ladyman & Harkness, 1980, O'Brien, 1984). This has been extended
to consider a comparison across a wider spatial scale, specifically UK
woodlands (Tipping et al., 2010). Generally, these approaches assume soil
to contain C in pools of varying residence times, utilising pools with fixed
turnover times (Amundson, 2001) allows an expression of the relative
dominance of specific pools over another. Linking defined pools with
physical or chemical properties of soil has received some attention, and
there have been significant relationships found between residence times and
recalcitrance indices (Baisden et al., 2002b, Trumbore & Zheng, 1996).
Linking to field measurements of soil respiration, radiocarbon efflux has
given some indication as to the relative contribution of these components to

respired fluxes (Trumbore, 2000).
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1.7 Aims

Using an established climate manipulation field site (Emmett et al., 2004),
the sensitivity of soil respiration to predicted climate change in an upland
heath community was investigated. A year-round ecosystem warming and
summer throughfall exclusion manipulation allowed for an assessment of the
driving factors of temperature and soil moisture, and linked in ecosystem
response to predicted climatic change in UK uplands. It is hypothesised that
summer drought and year-round warming will increase the rate of soil
respiration, with a greater overall impact of drought due to the natural excess

of soil-water.

Trace gas loss from the same site was compared to that of a similar upland
heathland in an area historically more polluted by reactive N and S species
due to acid deposition. The loss of N and feedbacks to climate are of
particular relevance, and understanding some of the spatial variation
between similar ecosystems is key to this. It is hypothesised that a greater
loss of N2O via denitrification will be observed under higher deposition due to
greater input of reactive N.

Up-scaling of C storage and turnover to national scales allows for
estimations to be made of the stock of C and the resilience of said stock.
Using a mineralisation study of a national soil survey (Emmett et al., 2010)
allowed for an assessment of the larger-scale drivers of soil respiration and
the possible influence of broad vegetation types on observed differences. It
is hypothesised that C mineralisation will vary with vegetation as a function of
organic matter, such that a greater flux will be observed under higher SOM.
It is also hypothesised that mineralisation will be constrained by soil pH and

N content.

Using radiocarbon modelling of SOC turnover, an investigation was made
into the national scale drivers of turnover on the decadel-millenial timescale.
Linking observations to vegetation and soil types allows for an assessment of

the likely resilience of C to land use change, and when viewed in the context
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of findings at other scales, can inform the response of SOC to climate
change. It is hypothesised that SOM turnover will be controlled mainly by
edaphic factors that typically constrain soil respiration (pH, BD, SOM content,

N content).

Overall, this project aims to identify links between the drivers of C
mineralisation and storage across a range of spatial scales in an attempt to
provide insight into the similarity of response of short and long term

processes to change.
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Chapter 2. The effect of year-round
night time ecosystem warming on soil
respiration in an upland heathland
system.
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2.1 Introduction

Accumulation of carbon in upland organic soils is a key factor in terrestrial C
turnover and storage. It is well documented that organic soils in northern
latitude regions contain vast quantities of Soil Organic Carbon (SOC)
(Rinnan et al., 2008), brought about by the prevalence of cool, wet
conditions, low pH and low nutrient availability limiting decomposition. UK
upland soils tend to contain an appreciable amount of SOC, found either as
peat or as highly organo-mineral enriched soils. Countryside Survey (CS)
2007 estimated GB topsoil C stocks in organo-mineral soils(LOI 30 — 60%) to
be in the order of 99.7 tC/ha, and peat soils (LOI >60%) 84.9 tC/ha (Emmett
et al., 2010). This carbon is often relatively stable in the soil due a wide
range of protection mechanisms and chemical recalcitrance, but
fundamentally, the decomposition pathways involved in eventual

mineralisation of SOC are limited by prevailing conditions.

Temperature is a universal rate modifier for biochemical processes, and
given this, there will undoubtedly be a fundamental dependence of soil
respiration on temperature.  This subject has been central to the
understanding of soil respiration dynamics for a considerable time (Witkamp,
1969), and basic explanations and mathematical equations for predicting and
explaining the response of soil respiration to temperature have been
thoroughly investigated (Lloyd & Taylor, 1994). Despite this length of
investigation, there remains a considerable amount of uncertainty of the
nature of the respiration-temperature relationship. This is especially evident
when identifying the degree to which temperature modifies respiration in the
presence of confounding factors. Recently, the debate has focussed
primarily on the relative temperature sensitivities of certain components and
substrates within soil (Davidson & Janssens, 2006, Fang, 2001, Giardina &
Ryan, 2000, Trumbore, 2006), and attempts have been made to ascertain
differing temperature sensitivities to substrates with an assigned degree of

recalcitrance.
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The long-term impacts of warming on soil respiration remain relatively
unclear. Some studies have shown that over time, the response to
continued soil warming results in a gradual decrease of extra-respiration
such that efflux may fall to pre-manipulation levels. This was observed by a
number of authors (Bradford et al., 2008, Luo et al., 2001, Melillo et al.,
2002) and resulted in the view that the stimulation of warming might not
produce a significant net elevation of soil respiration. Bradford et al (2008)
described three types of thermal acclimation which can be identified by the
temperature sensitivity of warmed versus control soils. Type one acclimation
suggests a suppression of temperature sensitivity in warmed soils as
temperature increases, despite a common sensitivity at lower temperatures.
Type two sees a generally higher rate under control soils across all
temperature ranges, whilst Q1o could essentially remain similar. Due to an
alteration in thermal optimum of soil respiration, type-three acclimation sees
a reduced respiration rate at intermediate temperatures whilst a common
rate may exist at temperature extremes. Explanations for these observations
have been through hypothesis surrounding either microbial community
change (Zhang et al., 2005) or through the depletion of substrate due to
enhanced decomposition (Luo et al., 2001). The latter however assumes
that enhanced decomposition losses would fail to be met by comparable (or
greater) increases in NPP due to plant stimulation. Most of these studies are
confined to mineral soils, and work on highly organic soils is rare. In this
respect, the observation that warming has maintained a consistent
stimulation of soil respiration above control levels after 10 years of
experimental warming (Sowerby, personal communication, 2010) suggests
that acclimation (if present) may be much slower to materialise in organic

soils.

Field manipulations generally involve warming the system in one of two main
ways; either by passive ecosystem warming (Beier et al., 2004, Munier et al.,
2010), by infrared lamps (Bokhorst et al., 2011), or by more invasive
techniques involving the use of heating cables (Bergh & Linder, 1999,
McHale et al., 1998, Schindlbacher et al., 2009). Manipulations of soil and

plant warming have found respiration response to vary substantially.
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Generally, the response has been for soil respiration to increase with
ecosystem and soil warming (Rustad et al., 2001, Wu et al., 2011). The meta
analysis carried out by Rustad (2001) showed that the mean change was an
increase of 20% in respiration rates to experimental warming. Numerous
studies have found soil temperature to be a major component of soil
respiration (Davidson et al., 1998b, Dorrepaal et al., 2009, Grogan & Chapin
[ll, 2000, Peterjohn et al., 1994, Updegraff et al., 2001), but temperature
often behaves interactively with other controlling factors (Davidson et al.,
1998b) to create a highly complex system in field conditions. The positive
response of respiration to temperature will depend much on the baseline
conditions, and analysis of warming across multiple climatic zones has
shown variable response (Emmett et al., 2004), with the stronger response
tending to be noted in systems which are generally more temperature limited.
However, the magnitude of the temperature increase has significant impact
on observed response, with only small increases (<1°C) shown to have little
effect on decomposition in southern Atlantic Antarctic islands (Bokhorst et
al.,, 2007) and in Northern Sweden (Rinnan et al., 2008). A greater
magnitude effect was noted with increased temperature treatment,
supporting the concept that baseline conditions strongly dictate the
observable response. The response to warming will not only originate from
the soil decomposer communities, but also the autotrophic components, and
unravelling the contribution from each is a point of difficulty. Attempts have
been made, and the issue causes considerable research effort
(Schindlbacher et al., 2009).

This study aims to assess the current state of passive night-time warming on
an upland heathland which has been under experimental treatment since
2000. Specifically, this study considers the temporal trends in observations
and investigates the seasonal variation in rates and the temperature
sensitivity of soil respiration. It is hypothesised that soil respiration will be
greater in warming than under control, and as the treatment is year round,
the treatment effect will also be. It is also hypothesised that warming

treatment will increase the temperature sensitivity of soil respiration as
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warming stimulates greater production and therefore reduces the possible

limitation by substrate availability.

36



2.1 Methods

2.2.1 Site description

The site is a Calluna vulgaris - Vaccinium myrtilus (NVC H12 community)
heathland located in Denbighshire, North Wales (53° 3'N 3° 28'W). The site
occupies a NE facing slope at an altitude of 410m ASL. The soil is
characterised as being a shallow (~15cm depth) well drained organo-ferric
podzol with a pH of 3.87 overlying gritstones in the Denbigh grit sequence.

Site mean annual temperature is 7.6°C and annual rainfall is 1584 mm.

2.2.2 Experimental approach and plot layout

Nine 4.0 m x 5.0 m plots were established at the site during 1998 and
treatments of summer drought, year-round night-time warming and control
plots were established in a randomised block design. Warming treatment
consisted of a retractable roof constructed from reflective aluminium foll
interwoven with plastic line for strength (Figure 2.2.1). Roofs were extended
over the plot during the onset of night (as detected by a light sensor) using a
simple motor positioned at one end of the plot. The roof moved across the
plot along supportive scaffold runners, and was kept taught by a spring at
one end. The warming treatment remained on throughout the duration of
night, throughout the year, unless either the wind speed reached 12 m/s
(strong enough to damage the roof material) or a precipitation event
occurred. The latter was implemented so as to avoid a reduction in soil
moisture under warming treatments associated with drought. Roofs were re-
extended over the plots when wind speed dropped, or when a precipitation
event ceased.
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Figure 2.2.1 Photograph showing general plot layout with control plot in the
foreground, and an extended roof shown for demonstration over a plot.

2.2.2 Plot layout and sampling strategy.

Three soil respiration sampling points were located within each experimental
plot. At each sampling point, a PVC soil respiration collar of 10cm diameter
and 4.4 cm depth was cut into the soil surface to a depth of 2.5 cm in 1998.
This collar represents total soil respiration, as the depth of the insertion was
within the upper layers of the soil organic horizon, and would allow ingress of
roots and mycorrhizae after initial insertion. During the course of the
sampling period, any plant growth (notably Vaccinium muyrtillus) within the
collars was removed by cutting with sharp scissors. Mosses however were
not removed, as the point at which live moss material can be differentiated
from dead material is often difficult. Also, as the moss presents a significant
input of litter material to the SOM, it was deemed far more detrimental to
remove this input than the possible implications of having biomass within the
collar. Normal litter fall from higher plants was not removed.
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2.2.3 Data collection

Soll respiration measurements were made at fortnightly or monthly intervals
throughout the period Oct 2006 — December 2009. Building on an existing
measurement programme in place since 1998, measurements were made
between 10 am and midday on each occasion. A PP-Systems EGM-4 and a
Li-COR 8100 IRGA were used during the study period to collect soil
respiration measurements. Simultaneous measurements of soil temperature
were made at each respiration sampling point using the temperature probe
supplied with the IRGA, or a standard electronic thermometer in cases where
the on-board probe did not function. Soil moisture measurements were
made using a Delta-T theta probe (Model ML-2, Delta-T Services, UK)
adjacent to the soil respiration collar from Oct 2006 — Dec 2008, after which
concerns about the suitability of theta probe measurements caused a
cessation in manual moisture measurements. Intact cores were taken in
place of theta probe measurements and soil moisture determined

gravimetrically.

2.2.4 Data analysis and presentation

Solil respiration data was analysed for significant treatment effect over time
using a repeated measures ANOVA after log transformation. Between
groups comparisons of other data were carried out using ANOVA and T-tests
where appropriate. All data was visually inspected for normality prior to any
analysis using quantile-quantile plotting, and log transformations were
carried out when needed to comply with ANOVA assumptions. Statistical
analysis was carried out using R statistics version 2.11.1 (R, 2010) Linear
and exponential regression fits between soil temperature and respiration
were fitted using Sigmaplot version 11 (Systat, 2009). Figures were also

produced in Sigmaplot version 11 or in R statistics.
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2.3 Results

2.3.1 Treatment effect on soil moisture and soil temperature

Soil temperature at the time of sampling for soil respiration is shown in
Figure 2.3.1. The data followed an expected seasonal pattern, however the
shape of this seasonal dynamic was variable between the three sampling
years. At this resolution, there was no significant effect of treatment on soill
temperature despite the average temperature being 0.1°C higher in warming
than control. By considering the higher resolution logged data (not available
for the entire duration of the experimental period), there is a more
recognisable effect on soil temperature. Figure 2.3.2 shows hourly sampling
of soil temperature, and visual assessment of this figure suggested higher
maximum temperature under warming than control. Figure 2.3.3 takes the
difference between the two treatments, and as shown, warming soil
temperature is elevated above control. The mean difference (for June 2009
only) amounts to 0.5 °C higher soil temperature in warming, with a higher

reading being taken 89% of the time.
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Figure 2.3.1 Soil temperature at 5 cm depth for both control and warming plots at
time of soil respiration sampling.
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Figure 2.3.2 Hourly logged soil temperature at 5 cm depth for control and warming
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plots during June 2009.

1.5 4

1.0 4

0.5

0.0

Temperature difference (°C)

-0.5 4

-1.0

Mon 01

Mo

n22

Mon 29

Figure 2.3.3 Difference in hourly soil temperature between control and warming
plots for June 2009. A positive value indicates soil temperature in warming plots to

be greater than control.
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Figure 2.3.4 air temperature and soil temperature from control (a) and warming (b)
plots. Control linear regression r? = 0.69, p< 0.001. Warming linear regression r? =
0.69, P <0.001.

Using the slope of the linear regressions between air temperature and soil
temperature in both control and warming suggests warming soil temperature
to be more responsive to changes in air temperature (Figure 2.3.4). Control
soil temperature increases by 0.35 °C per 1°C rise in air temperature,
whereas warming soil temperature increases by 0.39°C over the same air
temperature increase.

Figure 2.3.5 shows the mean daily time course of temperature increase in
warming relative to control for selected months during 2009. There is a

general elevation of soil temperature, but it is most notable that the effect is
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more pronounced during the day (when treatment is not operational). The
variation during the day is also dependent upon the time of year, with

September showing the greatest range during the day.

Warming had no consistent effect on soil moisture, with treatment means

being comparable throughout the dataset as shown in Figure 2.3.6.
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Figure 2.3.5 increase in soil temperature under warming plots relative to control.
Values are mean for each hour of each day during the labelled months during 2009.
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Fig 2.3.6 Volumetric soil moisture in control and warming treatments at 5 cm
depth measured at time of soil respiration sampling.

2.3.2 Treatment effect on soil respiration

To identify periods of significant treatment effect, repeated measures
ANOVA was carried out over the entire data set using month and year as
factors, with plot as an error term. Over the entire dataset, warming is non-
significant (p= 0.058), however there are clearly periods where the rate under
warming is considerably higher than control (Figure 2.3.6 and 2.3.7).
Investigating this using the predefined seasons (see methods) gave only
winter to be significant (p= 0.049), with spring, summer and autumn failing
significance (p= 0.11, 0.10, 0.12 respectively) despite there being apparent
differences in rates over spring, summer and autumn (Figure 2.3.9).
Analysis by month-pairs allowed for a greater scrutiny of the dataset, and this
revealed that the two pairs April — May and May — June were significant (p=
0.033, 0.031 respectively) suggesting a significant late spring and early
summer stimulation of respiration by warming treatment. The winter period
was significant when restricted to November — December (p=0.047). There
was also evidence of some marginal treatment effect during September —
October (p= 0.052) and December — January (p= 0.058).
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Fig. 2.3.7 Soil respiration for control and warming treatments October 2006 —
December 20009.
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Figure 2.3.8 Percentage difference between control and warming soil respiration

for January 2007 — December 2009. A positive value indicates a greater (in
percentage terms) respiration flux in warming than control.
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Figure 2.3.9 Mean soil respiration rates grouped by season for warming and
control treatments. Bars are standard error of the mean.

2.3.3 Temperature sensitivity

Temperature sensitivity of soil respiration for the entire sampling period
showed warming to have a higher Qio than control when using both linear
and exponential regression approaches (Figure 2.3.10 and 2.3.11). The size
of the Q10 value was notably different between the two approaches (Table
2.3.1), however both had comparable r? and P statistics.

The yearly datasets suggested the temperature sensitivity to be different
between years, but also the magnitude of the treatment difference varied.
The r? value for the regressions was lowest during 2008, and when visually
assessing Figure 2.3.12, there appeared to be very low temperature
sensitivity in the 2 — 9 °C range for much of the year, this being poorly

represented by the regression.

Seasonal sensitivities were constructed, and again, warming was more
sensitive than control in each month (Figures 2.3.13-2.3.16). The Quo varied
between seasons in the order autumn > spring > winter > summer (Figure

2.3.17), however when considering the r? and p statistics for each

46



regression, clearly only spring provided a reliable relationship between
respiration and soil temperature.
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Figure 2.3.10 Temperature sensitivity of soil respiration in control and warming
plots for October 2006 — December 2009. Linear regression parameters and output
are found in Table 2.3.1.
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Figure 2.3.11 Temperature sensitivity of soil respiration in control and warming
plots for October 2006 — December 2009. Exponential regression parameters and
output are found in Table 2.3.1
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are found in Table 2.3.1
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Figure 2.3.13 Temperature sensitivity of soil respiration in both control and
warming for spring months (Mar - May) 2007, 2008 and 2009. Exponential
regression parameters and output are found in Table 2.3.1.

120

[ ] Control A
A Warming . A
Control A
= —— Warmin
£ 100 - 9
NE A .Q -
3] P =
® —
=)} i o —
E o - A
c 80 -
S e
-— —_—
8 <.
&
[0] L ]
S 60 L)
o] A
o A a
[ ]
d .
40 T T T T T
8 9 10 1 12 13 14

Soil temperature (°C)

Figure 2.3.14 Temperature sensitivity of soil respiration in both control and
warming for Summer months (June - Aug) 2007, 2008 and 2009. Exponential
regression parameters and output are found in Table 2.3.1.
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Figure 2.3.15 Temperature sensitivity of soil respiration in both control and
warming for autumn months (Sep - Nov) 2007, 2008 and 2009. Exponential
regression parameters and output are found in Table 2.3.1.
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Figure 2.3.16 Temperature sensitivity of soil respiration in both control and
warming for winter months (Dec — Feb) 2007, 2008 and 2009. Exponential
regression parameters and output are found in Table 2.3.1.
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Figure 2.3.17 Q1o of soil respiration from Control and warming plots by season.
Values are taken from the exponential regressions in Table 2.3.1. Error bars
represent 1 — r? value, thus indicating the explanatory power of the fitted regression
such that a shorter bar is equal to a higher r2.
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Table 2.3.1. Regression parameters and calculated Q1o values for temperature
sensitivities shown in Figures 2.3.10 — 2.3.16.

Treatment Period y0 a b r2 p Qo
Control Oct 2006 - Dec 09  0.9414 6.2251 - 0.54 <0.001 5.65
Warming Oct 2006 — Dec 09  -1.115 7.2273 - 0.65 <0.001 6.42
Control Oct 2006 - Dec 09 - 18.2318 0.1205 0.53 <0.001 3.34
Warming Oct 2006 - Dec 09 - 19.9984 0.1226 0.64 <0.001 341
Control 2007 - 15.8838 0.1616 0.71 <0.001 5.03
Warming 2007 - 20.7189 0.143 086 <0.001 4.18
Control 2008 - 13.8154 0.1505 0.46 0.003 4.50
Warming 2008 - 13.8834 0.1563 0.64 <0.001 4.77
Control 2009 - 19.5326 0.0957 0.78 <0.001 2.60
Warming 2009 - 17.8898 0.1191 0.79 <0.001 3.29
Control Winter - 18.4027 0.1009 0.27 0.069 2.74
Warming Winter - 19.7527 0.1028 0.29 0.059 2.80
Control Spring - 18.5018 0.1131 0.67 <0.001 3.10
Warming Spring - 19.4084 0.1322 060 <0.001 3.75
Control Summer - 66.0758 0.0124 0.00 0.836 1.13
Warming Summer - 41.4923 0.0625 0.10 0.234 1.87
Control Autumn - 17.6026 0.1235 0.18 0.100 3.44
Warming Autumn - 15.3348 0.1458 0.36 0.014 4.30
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2.4 Discussion

Passive night time warming of experimental plots has shown to have a
notable effect on soil respiration rates. Such that, on average across the
three year study period, 14.6% more CO:2 efflux through soil respiration was
measured under warming plots than control. The general picture of warming
causing an increase in soil respiration has been noted in a number of key
papers (Davidson et al., 2000, Melillo et al., 2002, Updegraff et al., 2001) as
well as more complex results with no clear outcome (Wan et al., 2007). A
review of warming effects by Rustad (2001) demonstrated that field
experiments with similar duration and treatment approach as the current
study, observed increases in respiration rates in the region of 20% above
control levels. A more recent meta-analysis of terrestrial system response to
warming (Wu et al.,, 2011) reinforced the link between warming and
increased ecosystem respiration across a wide range of ecosystems. These
repeated conclusions place the current study well within the general trend of
observations from both the Rustad paper (2001) and meta-analysis by Wu et
al (2011).

Based on the manual temperature readings made at the time of sample, the
warming treatment appeared to have little effect on soil temperature (see
Figure 2.3.1). However, when the high-resolution logged data was
investigated, the temperature dynamic was more revealing. Analysis
investigating the shorter term effects suggested a high degree of variability
on a diurnal and monthly basis, which then extrapolates up to the coarser
measured seasonal and yearly variation. Within this, there is evidence for an
elevation of soil temperature by warming treatment, specifically in the peak
temperature reached during the day (Figure 2.3.2). As moisture was shown
not to vary between treatments (Figure 2.3.6), the temperature enhancement
during the day under warming cannot be explained by a drier soil. It is
therefore only reasonable that by retaining heat during the night, the
response-time of surface soil temperature to increased air temperature in
enhanced due to the initially higher starting temperatures under warming.

This is supported by the slightly stronger driving of soil temperature by air
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temperature under warming as shown in Figure 2.3.4. Also, as the
relationship between air and soil temperature is reasonably linear, it follows
that control temperature rises as does warming, so the relative difference
remains throughout the day. This would explain some of the plateaux-type
behaviour observed in Figure 2.3.5 in the relative difference for April and
June. Rainfall input during the day would dampen any treatment difference
by cooling the surface layers or soil, and this might explain the fluctuations
often seen during the day in the September profile.

The higher resolution data will be generally more reliable for giving an
accurate measure of the treatment effect, but could also provide scope for
modelling. The major drawback to this approach though is the low (relative)
resolution of respiration data, with sampling only at the fortnightly or monthly
scale. It would appear then the night warming retains warmth in the soil, but
also allows for warming soil-temperature to exceed that of control
temperature during the day, even when treatment is no longer in operation.
Bearing this in mind, it is of interest that measured respiration rates were
often taken below the daily temperature optimum, as the daily time-course
work suggests the maximum soil temperature for the day often lies in mid to
late afternoon, whereas the measurements were usually taken around
midday. Modelling the variability in this daily maximum across the year and
relating (via ascribed temperature sensitivities) the temperature course to
respiration rates is sadly not possible on the current data due to the short
period of time with accompanying high-detail soil temperature. Despite this,
it can be said with some confidence that the measured flux rates, and the
estimated values for total treatment-induced (extra) respiration are likely to

be an underestimate.

2.4.1 Seasonality

Seasonality was evident in the data of both warming and control plots, with
the general rise in rates coinciding with expected seasonal changes in the

main growing season months. However, the more interesting outcome of the
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seasonal rates exploration was the difference in treatment effect over
season. Warming appeared to cause a noticeable pulse in spring respiration
relative to control, this tending to appear in the May-June period, and is most
evident in 2007 and 2009. This observation from Figures 2.3.7 and 2.3.8 is
reinforced by the repeated measures ANOVA which concluded significant
treatment effect on soil respiration such that the pairs April — May and May —
June were significantly higher under warming (p= 0.033 and 0.031

respectively).

Observing a warming-induced pulse in spring/early summer respiration rates
could be explained by a number of factors. If it is assumed that the majority
of early-season respiration is plant derived, then it would seem likely that the
observed pulse is a consequence of phenological change induced by
warming (Bloor et al., 2010). In this respect, earlier bud-burst, root growth
and general metabolism would increase the CO: flux by plant respiration,
and likely by the stimulation of rhizosphere respiration by root-derived C
(exudates, sloughed cells from exploratory roots etc.). Earlier bud-burst in
response to warming of black pine was observed by Bronson et al (2009)
who found warming caused bud-burst 9-11 days earlier than unheated
control. In a later study using the same system, Bronson and Gower (2010)
failed to observe any significant alteration to photosynthesis or autotrophic
respiration following warming, although they did not measure soil respiration.
Warming has been shown to increase rates of photosynthesis and
autotrophic respiration in other studies (Bergh & Linder, 1999, Zhou et al.,
2007), but most treatment effect tends to occur in spring, and be less
noticeable during summer periods (Zhou et al., 2007). Davidson et al (2006)
noted a spring time burst in above ground respiration (no treatment) under
forests, with soil respiration lagging somewhat. The authors suggest this is
due to the delay in soil warming, and the slower rate at which root-derived
respiration responds to seasonal changes. This is a comparable situation to
that observed here, however, as this study focuses on soil respiration, it may
be that the measured pulse may come after an aboveground response which

could be revealed by future measurements of NEE.
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Plant litter of a reasonably fresh nature (perhaps residual from previous
years litter fall) will be decomposed during spring as soil temperatures rise
and permit increased mineralisation rates. Warming earlier in the season
could stimulate this decomposition pathway (van Meeteren et al., 2008), but
could also then indirectly stimulate the turnover of native SOC by the priming
effect (Kuzyakov, 2002a) as simple decomposition products and nutrients
are released through litter turnover (Tian et al., 1992). It would be difficult to
guantify the contribution of either of these processes, but it is expected that
they would both further explain the observed warming-induced pulse. This
pulse is then followed by rapid ‘catch up’ of the control rate, leading to fairly
similar flux rates between the treatment and control. This would support the
notion that warming has lengthened the growing season and the period of

favourable decomposition conditions.

Stimulation of soil respiration by warming (mean daily temperature increase
1.2°C) of a subarctic heath was seen confined to early growing season in a
study by Rinnan et al (2009) who found warming respiration to be
significantly different from control during June, but not towards the end of the
growing season. This was observed in the current study, with July —
September failing to show any significant effect of warming treatment.
Enhanced heterotrophic respiration due to warming appeared to be more
related to soil properties than to plant traits in a study by Grogan and Chapin
(2000), particularly, in control plots, respiration rate was related to plant
traits, suggesting warming enhanced total respiration by stimulating SOC
turnover rather than plant respiration. The photosynthetic overcompensation
suggested by Wan et al (2009) as a result of warming includes an increase in
drawdown of photosynthate during the night, it is sensible to suspect that this
mechanism (if widely applicable) could increase respiration potential by
elevating exudation rates (as previously mentioned) or increasing the below-
ground allocation of C which could be decomposed later during root

senescence.

Winter effect seems to be variable between years, and is perhaps most

noticeable in the latter part of 2009, when air temperatures remained very
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low for a considerable part of the winter. Overall, winter was the only season
which came out as significant (p= 0.049), and when scrutinised in the month-
pairs, it was the November — December pair that came out (p=0.047). This
is a significant finding, and given the low-rate of plant activity likely to occur
during winter coupled with the relative rate increase given by a modest
warming, enhanced winter-time efflux of soil-C could become a major source

of C loss from these heathland systems.

The seasonal data suggests a number of key issues. Firstly, the magnitude
of the treatment response varies at key times of the year, mostly at times
when temperature limitation plays a central role in controlling the
decomposition dynamics. Secondly, there may be some intrinsic thermal
energy threshold required to observe an effect. This can be explained by
noticing that the times which should be naturally temperature limited (save
the periods already mentioned), i.e. the winter, are less so. This may be
because there just isn’t the heat energy in the system to start with, so
passive night-time warming (which aims to retain ecosystem heat) fails to
demonstrate a heat gain at this point. Other factors, more to do with
technical issues might be that the system is more prone to malfunction and
breakdown during the winter, and that a persistent treatment cannot be
guaranteed during the winter months. Finally, the seasonality of soil
respiration (and the treatment effect) varies markedly between years, such
that although fairly broad comments can be made about the temperature
effects on respiration, other driving variables are likely to interplay to such an
extent that it would be unwise to suggest a specific seasonal trend would be
the norm. Despite these cautions, there is clear evidence that warming
affects the intra and inter yearly flux rates with explainable patterns, and
modest warming could act to modify key decomposition processes that may

ultimately influence the sink-strength of upland soils.
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2.4.2 Temperature sensitivity

Temperature sensitivity was calculated by expressing the Qio value from
regression equations plotted for respiration against temperature. Exploration
was made here as to the usefulness of exponential and linear equations for
the prediction of temperature sensitivity. As exponential-type equations tend
to predict the soil respiration well within the range of data, they are often
chosen, however, the linear regression performed just as well as the
exponential function. Despite the reasonable fit of both tested functions, it is
clear from the r? values, and from visual assessment, that temperature is
certainly not the sole driver of respiration. There is considerable variation
about the regression lines, and the relationship appears to be less
pronounced at more elevated temperatures. This is of course sensible, as
temperature is more limiting at lower temperatures, so it follows that the rate
will be more temperature sensitive under these conditions. Even though the
exponential function describes the range of data well, there are obvious
concerns about extending beyond the range of data, whereas the linear
function could be more reliable. Despite these concerns, whilst considering
within the range data, the exponential approach was used. The calculated
Q1o values were reasonably different between the two methods, with the

exponential function giving a higher Q1o value across the total range of data.

Evaluating figures 2.3.13 — 2.3.16 it is clear that there are seasonal effects to
the sensitivity. These effects are explored when categorising the data by
season, as previously carried out with raw fluxes and percentage change

data.

Spring sensitivity was by far the most reliable, with significant (p< 0.001)
regression fits and high r? values (> 0.6). This follows given the turnover of
residual litter from previous litter fall coinciding with the flush of respiration
associated with the phenological events of spring. Summer showed a poor
relationship, and this is not surprising given the generally high temperatures
found during this period, coupled with the likelihood that respiration is limited

not by temperature, but perhaps by nutrient, moisture, substrate supply or an
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interaction of factors. Winter rates were also non-significant, and came with
very low r? values (<0.3), and although treatment was observed to have an
effect on soil respiration, the sensitivity estimate is likely to be confounded by
the low general variability in soil temperature. The most intriguing case
however was Autumn. Here, control showed a non-significant (p= 0.1) fit,
whereas warming maintained a significant (p= 0.014) driving of soil
respiration, explaining 36% of the variation in respiration data. Autumn
respiration represents post-growing season efflux, and it is reasonable to
assume that a dominant substrate component during this period would be
recent litter input. Connecting the warming stimulation of NPP to a greater
litter input (in quantity terms) could explain a degree of the observed
increased sensitivity, as here, substrate will be less limiting during a period

where soil temperature is still reasonably high.

59



2.5 Conclusion

Soil respiration rates are significantly increased in an upland heathland
system by passive night time warming of around 0.3°C. The increase is, on
average 14.6% greater in warming than control, which, assuming thermal
optimum is not reached before hand, a rise of 1°C would increase the rate of
soil respiration by ~44% under a linear realtionship. Respiration is highly
variable across time, whilst following an expected general seasonal pattern,
the dynamics of the flux pattern is variable between years, and shows
considerable seasonality. The effect of treatment appears to be pronounced
at key phenological and metabolic points in the year, with respiration bursts
being enhanced by warming at points most likely to coincide with early plant
growth, and decomposition of SOC and root-derived C. Temperature
sensitivity appears to be only slightly increased by warming treatment,
although there is a degree of seasonality to the sensitivity estimates.

The extra respiration cannot, at this point, be totally attributed as a loss of
SOC, as it is expected that any increase in NPP would be translated to
increases in biomass (which has not yet been observed (A.Sowerby,
personal communication, 2011)). Even if this is the case, there is sufficient
evidence to suspect that onset of earlier spring, and possible extension to
the growing season will stimulate enhanced turnover of native SOC as well
as extra recent C from NPP increases. Given the current state of debate
within the literature on warming stimulating loss of SOC from distinct pools
(Conant et al., 2008, Davidson & Janssens, 2006, Giardina & Ryan, 2000),
it is tenuous to suggest one mode of loss over another. But it is possible that
C will be mineralised from both labile (due to increased plant biomass
production and exudate input) and more recalcitrant SOC pools (due to
energetic favourability to decompose more chemically recalcitrant substrate),
as the whole ecosystem is likely to respond to the treatment rather than just
the soil decomposer communities. Given the continued stimulation of
respiration by warming after 10 years, the acclimation to warming observed
in a number of comparable studies (Bradford et al., 2008, Luo et al., 2001)

appears not to be found here. If acclimation occurs as a result of microbial
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community change, this might be delayed (or avoided) in organic soils due to
the physico-chemical conditions which restrict the microbial community to
specialists in low pH soils. Depletion of substrate requires a loss of SOC
(which has not been measured at this site) and by definition implies that
decomposition will be preferentially stimulated over NPP. Given these
observations, it is probable that the majority of extra respiration caused by
warming will be autotrophic in origin, and the extra decomposition of SOC
may currently be balanced by increased litter input, perhaps in belowground
compartments. The longevity of this theorised resilience though is unknown

and requires urgent investigation.
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Chapter 3. The effect of summer time
throughfall exclusion on soll
respiration in an upland heathland
system.
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3.1 Introduction

Soll respiration is heavily dependent upon the amount and availability of soil
moisture (Orchard & Cook, 1983). The response of soil respiration to
modification in soil moisture content will depend both on the pre-existing
conditions, and the direction of the moisture fluctuation (Davidson et al,
2000). Moisture status change by either a naturally-induced change in
rainfall, an experimentally imposed regime, or a water-table change can act
to substantially alter the rate of soil respiration by a number of factors.
These include affecting the motility of soil organisms, altering O:2
concentration, altering solubility and availability of nutrients and substrate,
changing root activity and by simply reducing the availability of water for
metabolic processes. Davidson et al (1998) considered the relative effects of
drought on soils with inherently different drainage characteristics in a forest
system. In this study, drought caused a rapid decline in respiration rates in
all but the most poorly drained site, which experienced a much slower

decline in rates.

Under reduced soil moisture conditions, there can be substantial negative
impacts on rates of respiration. This negative effect has been observed in
systems which would normally be reasonably drought tolerant, and imposed
reductions showed a marked fall in respiration rates (Huang & Fu, 2000).
Systems which tend to be limited by a water excess have shown the
opposite trend, with an increase in respiration following a reduction in
moisture excess. Water-table drawdown is the main method by which
wetlands tend to experience natural soil moisture variation, and this has
been reported to have substantial effects on gaseous losses of carbon (Alm
et al., 1999). Very small changes in water table drawdown (1 cm) resulted in
a response in CO2 production in a Finnish bog, with the small change
increasing respiration rates by 7mg CO2/ m? hr (Silvola et al., 1996).
Jungkunst et al (2008) extended this to show extensive drawdown (to 40 cm)
caused an exceptional flux of CO2 (129-172 mg CO2-C/ m?/ hr), and that this
extra flux fell as groundwater level was raised towards the surface (47-65 mg

CO2-C/ m?/ hr). The same authors also noted that the response time to the
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drawdown was rapid, suggesting the biology of these soils was adapted to
periodic water level changes. However, C-loss (in absolute terms) will
persist during water logging of organic soils, as CHs4, DOC and small
amounts of anaerobically produced CO2 have been reported (Blodau et al.,
2004). Organic soils which do not experience water table effects, but are
generally high in soil moisture will also experience an increase in
decomposition and respiration given a reduction in soil moisture content.
This was shown by Sowerby et al (2008) where summer drought caused a
significant increase in the rates of soil respiration relative to control plots in a

mesic upland heathland.

Considering moisture excess and limitation can be detrimental to
decomposition, there likely exist optimum soil moisture levels for respiration
and decomposition. lIstedt et al (2000) found that optimum soil water
conditions for microbial activity were variable among soil types, but crucially,
that more organic soils were potentially more resilient to a variable water
regime. This suggests that organic soils may have a wider optimum
‘plateaux’ than more mineral soils, which may exhibit a more ‘peaky’
optimum soil moisture. In studying the effects of drought on soil respiration
in Amazonian rainforests, Sotta et al (2007) identified soil moisture (soil
matric potential) optima and demonstrated by means of throughfall exclusion
and ambient sampling, moisture shortage and excess limiting respiration

rates.

The fluctuation of soil moisture levels often caused by periods of excessive
rainfall followed by a relative drought will cause a degree of stress on
microbial activity and will influence the dynamics of decomposition. The
reduction in decomposition followed by a flush upon re-wetting has been
observed in numerous studies (Birch, 1958, Fierer, 2002, Miller et al., 2005,
Wu & Brookes, 2005). The initial observations made by Birch (1958)
highlighted the possible mechanisms by which decomposition can be altered
by drying changing the physical properties of the soil (substrate release from
clay lattices in this example). This situation has become more clear over

subsequent studies, especially when considering the role of drying on
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changing the nature of organic materials in soils, especially peats (Oleszczuk
& Brandyk, 2008).

As soil moisture and soil temperature both act to control respiration rates,
soil moisture limitation, if altered, will change the responsiveness to
temperature change (Davidson et al.,, 1998a). The complexity of this
situation was demonstrated by Huang et al (2005) who found that the
moisture dependence of root respiration was significantly modified by soill
temperature. In their study, Huang et al (2005) showed that drying only
affected respiration rates significantly when soil temperature was above
10°C. This suggests the interaction of limiting factors varies as one factor
becomes less limiting. Water table manipulations in the study by Silvola et al
(1996) linked Q10 to water table height, such that near-surface water table
levels (0-20 cm) had a Q1o of 4.9, and draw down (>20 gave a Qo of 1.3).

The relative response to drought appears then to be mainly influenced by the
mode of moisture change and the relative extent of moisture limitation, be it
by excess or shortage. The interaction of drainage characteristics and soll
types has been shown to have a significant interactive effect on the drought
response, and in particular, the further interaction with other rate modifiers
such as soil temperature (Davidson et al., 1998a).

This study aims to identify the impact of an imposed summer drought (by
means of throughfall exclusion) on the rate of soil respiration in a mesic
upland shrubland system in the U.K. Investigating the temporal element of
the treatment effect, and any implications for soil moisture reduction on the

temperature sensitivity of soil respiration are also central to this study.

As the site typically experiences excess soil-moisture limitation of soil
respiration (Emmett et al., 2004, Sowerby et al., 2008), it is hypothesised that
a reduction in throughfall will cause an increase in the rate of soil respiration
in drought plots. Due to the interaction of soil moisture and temperature
(Davidson et al., 1998a), it is also hypothesised that reduction in soil
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moisture will reduce the controlling effect of water-excess, and therefore

increase the temperature sensitivity of soil respiration.
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3.2 Methods

3.2.1 Site description

The Climoor research site is a Calluna vulgaris - Vaccinium myrtilus (NVC
H12 community) heathland located in Denbighshire, North Wales (53° 3’N 3°
28'W). The site occupies a NE facing slope at an altitude of 490 m ASL.
The soil is characterised as being a shallow (~15cm depth) well drained
organo-ferric podzol with a pH of 3.8 overlying gritstones in the Denbigh grit
sequence Site mean annual temperature is 7.6°C and annual rainfall is 1584

mm.

3.2.2 Experimental design and plot layout

The Climoor/Vulcan warming and drought experiment was set up at the field
site during 1998 and includes nine 4*5 m plots with 3 plots each allocated to
the warming, drought and control treatments in a randomised block design.
Plots are delimited by tubular steel frames which allow for access without
trampling vegetation, but also support the housing of the roof technology
which provides the two manipulations treatments. Detail of the treatment
design and structure can be obtained from Chapter 2 and Beier et al (2004).
The photograph in figure 3.2.1 shows an example of a plot in the field and
the vegetation type is clearly visible.

The drought treatment involved the use of retractable plastic roofs which was
automatically rolled out over the plot after the detection of a rain event
greater than 2 ml. Roofs remained out over the plot area until the end of the
rain event, but retracted if wind speed exceeded 12 m/s to reduce damage to
the roof material. The treatment was a summer-only treatment, and the

timings of the drought period are shown in table 3.3.6
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Figure 3.2.1 Photograph of a drought plot with roof extended over the plot.

3.2.3 Data collection

Soil respiration measurements were made at fortnightly or monthly intervals
throughout the period Oct 2006 — December 2009, with measurement being
made between 10 am and midday on each occasion. Three soil collars were
installed previously into each plot by cutting a 10 cm PVC collar ~2 cm into
the soil. A PP-Systems EGM-4 and a Li-COR 8100 IRGA were used during
the study period to collect soil respiration measurements. Simultaneous
measurements of soil temperature were made at each respiration sampling
point using the temperature probe supplied with the IRGA, or a standard
electronic thermometer in cases where the on-board probe failed to function.
Soil moisture measurements were made using a Delta-T theta probe (Model
ML-2, Delta-T Services, UK) adjacent to the soil respiration collar from Oct-
2006 — Dec 2008, after which concerns about the suitability of theta probe

measurements caused a cessation in manual moisture measurements.
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Throughfall values were obtained by sampling two throughfall containers
situated in each plot at fortnightly intervals. Data was obtained from A.

Sowerby (unpublished data) and represent bulked monthly values.

3.2.4 Hydrophobicity tests

The Water Drop Penetration Time (WDPT) test and the Molarity of Ethanol
Drop test (MED) were carried out on Climoor soils (Douglas et al., 2007,
Zhao et al., 2007). Soils were collected during July 2007 from each of the
control and drought plots. Soils were returned to the lab where the upper
(litter) and lower (organic) layers were separated using a sharp knife.
Representative slices of each layer were then prepared and air-dried for 48
hours at 20°C. The WDPT test involved dropping five 1ml drops of deionised
water onto each soil layer from a height of one centimetre. Timing the period
between the drop application and the infiltration of the drop was then carried
out, and a mean value for infiltration of the five drops was then used for each
slice. The MED test involved placing drops of ethanol onto the surface
layers starting with a low concentration, and building up to more
concentrated solution. The concentration at which five drops infiltrated within

a set time period was recorded as the threshold concentration for this test.

3.2.5 Data analysis and presentation

Solil respiration data was analysed for significant treatment effect over time
using a repeated measures ANOVA after log transformation. Between
groups comparisons of other data were carried out using ANOVA and T-tests
where appropriate. All data was visually inspected for normality prior to
analysis using quantile-quantile plotting, and log transformations were
carried out when needed to comply with ANOVA assumptions. Statistical
analysis was carried out using R statistics version 2.11.1 (R, 2010) Linear
and exponential regression fits between soil temperature and respiration

were fitted using Sigmaplot version 11 (Systat, 2009).
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3.3 Results

3.3.1 Treatment effect on soil moisture and soil temperature

Alteration to throughfall amounts (i.e. the effectiveness of the treatment) is
shown in Figure 3.3.1, and the percentage difference is extracted from this
and shown overlaid with the periods of drought treatment in Figure 3.3.2. In
both of these figures there is shown a definite reduction in the amount of
throughfall entering the drought plots. This is backed up by ANOVA analysis
which gave no significant difference between drought and control throughfall
during non-treatment periods (p= 0.969), but a significant difference during
the treatment (p= 0.014).

To investigate the impact of throughfall reduction on soil moisture, volumetric
soil moisture is shown for control and drought plots in Figure 3.3.3. There
was no detectable treatment effect on soil moisture, apart from three
sampling points during the 2008 drought treatment period. To identify any
evidence for cyclical behaviour in the temporal variation of soil moisture,
analysis for autocorrelation was carried out. Figure 3.3.2 shows the output
from autocorrelation analysis, and suggests that although there is some
small cyclical behaviour at the start, there is no significant relationship
between lag data points. This concludes that although there might be some
general variation in the soil moisture data, there is no strong cyclic behaviour

(therefore no seasonal variation) across the time period shown.

Soil temperature variation is shown in Figure 3.3.5, and there is a notable
temporal variation in the data. Autocorrelation for both control and drought
(Figure 3.3.6) show a strong cyclical nature to the data, following seasonal

patterns.
Analysis of variance was conducted to identify effect of treatment period on
soil moisture and soil temperature, using treatment and drought ‘on or off’ as

factors. There was no significant difference between control and drought
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measures of soil moisture (p= 0.999) and soil temperature (p= 0.999) during
drought treatment periods. In drought plots, although soil temperature was
shown to differ significantly (p< 0.001) between treatment and non-treatment
periods, this is likely to be merely a seasonal variation rather than a
treatment effect, especially as there was no difference between drought and

control plots.
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Figure 3.3.1 Monthly cumulative throughfall for drought and control (Oct 2006 —

Dec 2008) with percentage change in drought relative to control.
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Figure 3.3.2 Percentage difference between drought and control throughfall with

drought period overlaid.
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Figure 3.3.3 Volumetric soil moisture from control and drought plots measured at
5cm depth at time of sampling for soil respiration (Oct 2006 — Dec 2008). Bars are
standard error of the mean. Solid black lines indicate timing of drought treatment.
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Figure 3.3.4 Autocorrelation plot for soil moisture in control (left) and drought

(right) plots. Significant lags in cyclical behaviour are shown by the line reaching
beyond the horizontal dash.
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Figure 3.3.5 Soil temperature measured at 5cm depth in both control and drought
plots at time of respiration sampling. Points are treatment means with standard

errors of the mean.

1.0
1.0

05
05

ACF

-05

Lag Lag
Figure 3.3.6 Autocorrelation plot for soil temperature in control (left) and drought

(right) plots. Significant lags in cyclical behaviour are shown by the line reaching
beyond the horizontal dash.
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3.3.2 Treatment effect on soil respiration.

Respiration rates follow a seasonal trend, with a low, basal level during
winter and a rapid increase during spring to a peak summer level. Decline
during autumn tended to be very rapid. Figure 3.3.7 shows the inter-year
variability in peak and trough of rates, as well as there being an observable
difference between drought and control. To identify the possibility of
seasonal variation in treatment effect, relative respiration rate means were
calculated for the four ascribed seasons (Figure 3.3.8). The treatment effect
seemed to be most noticeable during the summer period in this figure, and
this is backed up by repeated measures ANOVA which showed only a
significant difference during May-August (inclusive) (p= 0.02).

The percentage change figure (Figure 3.3.9) shows 2009 data to have
respiration under drought treatment more continually above that of control
than would be apparent in previous years. Figure 3.3.10 gives a simpler
overview of the flux dynamics, and it is clearer here that the winter-time
fluxes were similar during 2008 and 2009, but much higher during 2007.
Differences in peak fluxes are also evident, and the similarity in peak control
fluxes for 2007 and 2008 contrasts with the difference in drought peak fluxes.
The 2009 data is clearly (as with Figure 3.3.7) markedly different from the

previous two years.
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Figure 3.3.7 Soil respiration rates in control and drought plots for the period Oct

2006 — Dec 2009. Data points are treatment means with standard error of the
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Figure 3.3.8 Mean soil respiration rates grouped by season for drought and
control treatments. Bars are standard error of the mean.
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Figure 3.3.9 Percentage change in soil respiration from drought plots relative to
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Figure 3.3.10 mean values for soil respiration under drought and control. Smooth
lines are fitted to the data using a bisquare weighting with polynomial regression.
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The magnitude of the treatment effect on soil respiration is shown in Figure
3.3.7. Here, the percentage difference in the drought throughfall relative to
control suggested that more extreme treatment causes less treatment-
induced respiration. The plot on the left shows data only from the current
study period, whereas the importance of investigating a wider time frame is
demonstrated by the plot on the right which includes data from four previous

treatment years.
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Figure 3.3.11 Drought period throughfall as % change from control against
drought period respiration as % change from control. Data from 2007-2009 (left)
and 2002-2009 (right). Data for 2005 not included due to large amount of missing

data.

3.3.3 Temperature response of soil respiration

Temperature sensitivity of soil respiration was calculated using the Qio
function. The regressions used to calculate this value are shown in Figure
3.3.11 and 3.3.12. The exponential and linear fits gave different Qio values
(as can be seen in the accompanying tables), and the regression equations
both give comparable r? values, although the linear regression fits were
marginally better. Either way, both approaches showed a high sensitivity to

temperature, with drought giving a greater degree of sensitivity than control.
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Figure 3.3.12 Temperature response of soil respiration for control and drought
treatment (Oct 2006 — Dec 2009). Regressions are single exponential, 2 parameter

regressions. Parameters and output are found in Table 3.3.2
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Figure 3.3.13 Temperature response of soil respiration for control and drought

treatment (Oct 2006 — Dec 2009). Regression lines are linear regressions.
Parameters and output can be found in Table 3.3.3
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Table 3.3.2 Model parameters and output for regressions used in Figure 3.3.12.

2006-2009 Parameters Output

Treatment a b r2 p Qo
Control 19.1193 0.116 056 <0.001 3.19
Drought 17.9544 0.1449 0.67 <0.001 4.26

Table 3.3.3 model parameters and output for regressions in Figure 3.3.13.

2006 - 2009 Parameters Output
Treatment y0 a r2 p Qo
Control 24102 6.1221 0.59 <0.001 2.12
Drought 11.8154 9.2898 0.69 <0.001 3.68

The inter-year variability in the Q1o estimate is shown in Figure 3.3.13 and
Table 3.3.4. Here the yearly sensitivity is shown to vary distinctly across the
three treatment years. The r? values for each regression fit were high, and
the Qios ranged from 2.83 — 9.99. The drought treatment remained much
more sensitive than the control across all years. The magnitude of the annual
temperature sensitivity estimate is related to the mean annual soil
temperature average such that a higher soil temperature average reduced
the temperature sensitivity in both control and drought. The slope of the
linear regressions indicate that the relationship may be more pronounced in

the drought than the control.
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Table 3.3.4 Regression parameters and model output from exponential

temperature sensitivities in Figure 3.3.13.

Parameters Output
Year Treatment a b r2 p Quo
2007 Control 16.9151 0.1515 0.66 < 0.001 4.55
2007 Drought | 15.1842 0.1825 0.73 < 0.001 6.20
2008 Control 9.5384 0.1765 0.77 < 0.001 5.84
2008 Drought 6.5852 0.2302 0.85 < 0.001 9.99
2009 Control 17.7934 0.104 0.79 < 0.001 2.83
2009 Drought | 19.4812 0.1204 0.89 < 0.001 3.33
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Figure 3.3.14. Temperature response of soil respiration for control and drought
treatments by year 2007, 2008, 2009 (a, b, c respectively). Regression lines are
single exponential, 2 parameter regressions. Model parameters and output can be

found in Table 3.3.4.
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Figure 3.3.15 mean annual soil temperature and Q1o of soil respiration for control
and drought plots for the years 2007, 2008 and 2009.

3.3.4 Seasonal temperature sensitivity

Seasonal temperature sensitivity estimates are calculated using the linear or
exponential (or both) regressions shown in Figures 3.3.19-3.3.22. The
regression output in Table 3.3.5 suggested that the regressions for summer
and autumn are not highly significant, whereas the spring and winter
relationships were highly significant. Qaio values for winter were variable and
much dependent upon the choice of regression equation. Despite the issues
regarding significance of fit and regression choice, drought treatment was
consistently more temperature sensitive across all seasons. The relationship
between seasonal mean soil temperature and the Qo estimate is shown in
Figure 3.3.23. The control plots showed a decrease in the Q1o estimate with
increasing soil temperature, however the drought treatment has modified this
and the response does not suggest a Qio dependency on mean seasonal

temperature in the drought treatment.
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Figure 3.3.16 temperature dependence of soil respiration during Spring in control
(black dots, solid lines) and drought (white dots and dashed lines) plots with linear
and exponential regressions.
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Figure 3.3.17 temperature dependence of soil respiration during Summer in
control (black dots, solid line) and drought (white dots and dashed line) with linear
regressions.
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Figure 3.3.19 temperature dependence of soil respiration during Winter in control
(black dots, solid lines) and drought (white dots and dashed lines) plots with linear

and exponential regressions.
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Table 3.3.5 Regression parameters and output from seasonal temperature sensitivity estimates.

Parameters Output
Season Treatment Regression y0 a b p Quo r Adj. R?
Spring Control Linear 8.5326 4.6272 - <0.001 246 0.67 0.66
Spring Control Exponential - 16.9997 0.1223 | <0.001 3.39 0.69 0.68
Spring Drought Linear -2.5231  7.5065 - <0.001 3.14 0.78 0.77
Spring Drought Exponential - 15.5287 0.1619 | <0.001 5.05 0.78 0.77
Summer Control Linear 53.9481 1.5784 - 0.66 1.25 0.01 0
Summer Control Exponential - - - - - - -
Summer Drought Linear 13.1977  9.0239 - 0.02 3.83 024 0.2
Summer Drought Exponential - - - - - - -
Autumn Control Linear 42.6706 1.8484 - 0.74 135 0.01 <0.001
Autumn Control Exponential - - - - - - -
Autumn Drought Linear 22.3932 10.6428 - 0.18 445 0.17 0.09
Autumn Drought Exponential - - - - - - -
Winter Control Linear -3.3849  7.5651 - 0.006 3.19 0.62 0.58
Winter Control Exponential - 6.8051 0.3298 0.006 27.05 0.63 0.58
Winter Drought Linear -5.3391  7.9652 - 0.01 3.31 0.58 0.53
Winter Drought Exponential - 8.2511 0.2844 | 0.013 17.18 0.56 0.5
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Figure 3.3.20 Seasonal soil temperature and Q1o of soil respiration for drought
and control plots

3.3.5 Timing of treatment and flux response

Investigating the response time of soil respiration to the start and end of
drought treatments for each year was carried out and is shown in Figure
3.3.24. The timing of the treatment commencement and cessation is
summarised in Table 3.3.6. The treatment effect appears to be associated
with the start and end of the treatment during 2007, although it is clear that
there was a difference between treatments slightly before the start of the
treatment. Data for 2008 shows treatment timing to have no apparent
relationship with any treatment effect, indeed when considering the yearly
dynamic, it is not until the middle of summer before treatment effect was
noticeable. 2009 treatment start comes at a point where a notable treatment
effect is already in place, and the treatment appeared not to change the
magnitude of rate differences. Treatment cessation does however show a
strong impact, with drought rates falling to nearly match the control within two

weeks of treatment cessation.
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Table 3.3.6 Treatment diary for drought 2007 — 2009.

Year Treatment on Treatment off
2007 16/07/2007 02/10/2007
2008 24/04/2008 25/11/2008
2009 21/05/2009 22/10/2009
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Figure 3.3.21 Respiration rates under drought and control around the treatment
activation and cessation (indicated by the star symbol) for years 2007 (a), 2008 (b)
and 2009 (c).
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3.3.6 Hydrophobicity.

WDPT and MED tests (Figures 3.3.25 and 3.3.26) showed no difference
between litter layer response between treatments. There was a difference
between the peat layers. With drought having a longer mean WDPT and a
higher MED concentration, however statistical analysis showed the
difference to be non-significant.
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Figure 3.3.22 Mean time (minutes) for water drop penetration from control and
drought soils for both litter and peat layers. Bars are standard error of the mean.
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Figure 3.3.23 Mean ethanol concentration of drops penetrating in under a minute
in soil litter and peat layers from control and drought plots. Bars are standard error

of the mean.
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3.4 Discussion

3.4.1 Treatment effect on driving variables

Summer drought treatment was shown to have a significant effect on the
amount of throughfall entering the system. This amount varied between
years, and although the maximum change in 2007 and 2008 was similar
(~90% less throughfall than control plots), the duration, and therefore
severity of the treatment, was different across the studied period. Despite
this degree of throughfall modification, soil moisture measurements
appeared to be unaffected in the drought plots, and there were no significant
differences recorded during the drought. As the theta probe measurement is
made at a fixed depth (10 cm) and is averaged over that depth, it is entirely
feasible that the method failed to pick up any treatment effect due to the bias
of lower-soil moisture characteristics. This would require that the treatment
affected only one component of the soil, either the surface layers (due to
reduced throughfall and a lack of recharge via capillary action from depth), or
the peat (minimal throughfall and constant drainage leads to drying of the
peat, and any incoming water is not sufficient to moisten at depth). Both of
these situations are plausible, but there is no way of determining this from
the current data set. One remaining situation exists which is equally, if not
more compelling, which is that there has been a physical change to the soil
which masks the relative difference in soil moisture content. Volumetric
water content can be compared to gravimetric content by factoring in the bulk
density of a soil, so assuming a common bulk density, volumetric
measurements made on two soil types would be comparable as would the
gravimetric measures. However, a difference in bulk density which is not
factored in to the volumetric measurement, would yield inaccurate data. The
very low bulk density of soils at Climoor (~0.09 g/cm? for upper 6 cm) would
need to be altered by only a very small amount to notably change the value
of water content when expressed in volumetric terms. The theta probe

measurement is set up to a standard for all the plots, and is therefore not
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sensitive to small changes in the physical conditions that exist between

treatments.

Laboratory soil moisture measurement made on Climoor soils showed that
there was a difference between gravimetric measurements of soil moisture in
drought and control plots, despite the field measurements showing no such
change (data not shown). A change in the bulk density by 0.001g/cm? was
also shown in this work, and by simple calculation with the set of actual
volumetric measures from 2007, assuming a common bulk density gives
non-significant treatment effect (p= 0.63), but altering drought by 0.001 g/cm?
gives a significant effect (p= 0.03). So, small alterations to bulk density
under drought conditions are a tangible source of error in the field
measurements of volumetric water content. Reasons for this change in bulk
density are possible from two sources. Peat soils are known to swell and
shrink in response to changing soil moisture regimes, specifically here,
shrinkage may occur under drying (Oleszczuk & Brandyk, 2008). This
shrinkage will be accompanied (inevitably) by a change in the bulk density of
the soil due to the change in volume despite no change in mass. This would
result in an increase in bulk density under drying. This effect could be long-
term, despite the input of rainwater during the non-treatment period. This
may be due to hysteresis effects which govern the degree of wettability of the
peat after a period of drying (see hydrophobicity discussion below). The
second possibility is that the bulk density has increased in the litter layer due
to an increase in the density of root biomass under drought.

Soil temperature classically acts as the other major climatic driver of soil
respiration, and it is shown in this study to have a predictable cyclical
behaviour which varies in accordance with seasonal changes. Treatment
had no significant effect on the soil temperature in control and drought plots,
however the indirect role of treatment on the response of soil respiration to

temperature will be discussed later.
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3.4.2 Drought effect on soil respiration

Plots of soil respiration from control and drought treatments (Figure 3.3.14)
show rates to be generally elevated in drought relative to control.
Respiration rates generally show variation throughout the year, this usually
follows a predictable seasonal trend (Gaumont-Guay et al., 2006).
Departure from this trend has been noted in some studies, and a much
closer link instead to fundamental soil conditions such as moisture content, is
seen (Vanhala, 2002). The expression of the flux rates as a function of
percentage change from control (Figure 3.3.13) show a fairly consistent
elevation in drought levels. However, as these rates are relative rather than
absolute, the differences can become misleading (i.e. a small change in a
small number can appear as big as a large change in a large number). In
this data there appears to be some difference across the course of each
year, where the difference may be more pronounced during the summer
months. This is shown well in Figure 3.3.14 and the range of seasonal

peaks and troughs associated with each year can be clearly observed.

To identify the significance of absolute differences in respiration rates,
repeated measures ANOVA was carried out using month and year as
factors, and plot as an error term in the ANOVA. Over the course of the
entire year, the respiration rates were not significantly different (p= 0.06),
however, selection of month associated with the spring-summer growing
season (May-August inclusive) gave a significant difference (p= 0.02).
Outside of this period, the difference remained non-significant.  This
suggests that the drought elevation of soil respiration is confined to the

summer growing period.

It can be theorised then that the treatment response was either mainly due to
enhanced SOC decomposition (as period of elevated effect was during the
actual treatment), or that the autotrophic component responds more so to the
drought treatment. Defining what constitutes ‘the autotrophic component’ is
difficult, and assigning particular observed trends to likely source

components is tenuous Previous work by Cisneros-Dozal et al (2006)
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suggests that the majority of the seasonal variation (especially the spring
burst) is associated with the switch from structural component turnover, to
turnover of recent photosynthate. Whilst the majority of respiration was
derived from the turnover of recent photosynthate, it is not possible to
determine whether this is directly respired by the plant, or by rhizosphere
heterotrophy respiration. In the current study, it would appear than much of
the drought response appears during the peak plant growing period, but the
possible interaction by temperature causes difficulty in proposing a strict
response by plants. Attempts to partition response to soil moisture has given
varying results, with almost equal stimulation observed by Millard et al (2008)
when irrigating dry savannah soils in Texas. Given the possible drivers of
metabolic activity related to plant growth such as air temperature and
Photosynthetically Active Radiation (PAR) (Larsen et al., 2007), it is likely
that explaining seasonal changes in soil respiration would require a more

complex multivariate model.

When considering the general flux dynamics over time, it is clear that there is
a degree of inter-annual variability, and as year was a significant component
of the repeated measures this comment is statistically sound. Figure 3.3.14
shows the general trend in rates for both drought and control, and as well as
the treatment effect being clearly observable, there is also a marked
difference in the peak fluxes for each year, and the shape of the flux
dynamic. Interestingly, although the absolute values for 2009 suggest a
generally lower overall flux in both control and drought, but the percentage
change figure shows a strong treatment effect, and an observable seasonal
pattern. This suggests that under conditions whereby background levels of
respiration are generally low, the drought enhancement of the rate is
(percentage-wise) much greater. This may be due to other variables
(temperature, nutrient supply etc.) being relatively limiting, so the drought
effect becomes a more prominent controller of respiration flux. This supports
the role of soil moisture content as an interacting variable, as demonstrated
by Davidson et al (1998).
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The response of soil respiration to the timing of the drought treatment was
also investigated, and it is clear that there is a large amount of variation
between each year. The lack of a response in a reasonable temporal
proximity during 2008 is especially compelling, although when considering
the two other years, if there were any trend, it would be that the cessation
has a more noticeable effect. This could be explained such that at the start
of the year, most of the respiration is primarily due to soil warming and due to
autotrophic metabolism increases (i.e. is mostly temperature sensitive),
whereas by the autumn, the majority of respiration could be turnover of litter
and SOC (combination of bulk SOC and root litter) which may be more
sensitive to drought. This is possibly even more likely given the fact that
favourable temperature for respiration tends to continue into the autumn
months, whereas the respiration rate falls rapidly. So there may be not only
a general interaction of driving variables, but also a seasonal shift in the

dominance of particular variables.

3.4.3 Drought effect on temperature sensitivity

The temperature sensitivity of soil respiration is explored in detail in this
study, and it is clear initially that overall, the drought treatment modifies the
already strong temperature sensitivity found in the control. The increase in
sensitivity as measured by the calculated Qio value is highly data-set
dependant. This is first demonstrated by the difference in Q1o when looking
at the two year, or the three-year dataset. The two-year set running from Oct
2006 — Dec 2008 gives a strong response with values of 4.16 and 6.05 for
control and drought respectively. By adding in the third year, the values both
fall to 3.19 and 4.26. The second figure also sees a slight fall in the r? value
of the exponential regressions. Interestingly, the exponential regressions
seem to not provide a very good fit to the respiration rates associated with
the lower soil temperatures, and by applying a linear fit across the data, not
only is the total r2 improved, but the representation of the lower temperatures
seems resolved. Qio values associated with the linear regression are also

slightly lower (2.12 and 3.68 for control and drought respectively) than the
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exponential.  Although the decision to choose linear over exponential
regressions has been discussed in detail in the literature (Lloyd & Taylor,
1994), for the purposes of considering relationships within the data set
(rather than for extrapolation), it is sensible here to consider the role of linear
regression in accurately describing the observed flux relationship to

temperature.

A single value for temperature sensitivity for the year has the potential to be
misleading. Although the single value arguably captures the entire datasets
sensitivity, the value is a composite of data from periods of very high
temperature sensitivity and data from low sensitivity. Also, this expression
assumes there are no other important variables which may vary
simultaneously with temperature (Janssens & Pilegaard, 2003). The
different components of soil respiration are also likely to have differential
sensitivities to temperature (Heinemeyer et al.,, 2007a), and the relative
activity of those components during the year (i.e. autotrophic dormancy
during winter) will mean a single annual Qio will not reflect the inherent

variability found in these systems.

Given the issues of using the entire year to derive a single Q1o value, and the
ANOVA results highlighting the treatment effect during summer months only,
it is the seasonal sensitivity estimates which may yield more informative
results.  Sticking with the three-month seasons, soil respiration and
temperature was allocated to a season. Temperature sensitivity estimates
as Qio functions were calculated from either a linear and exponential
regression, or a linear only (when exponential was not possible). Immediately
clear is the difference across the seasons in the Qo estimate, however, care
must be taken in interpreting the values obtained for summer and Autumn
given the exceptionally low r? and p values for the regressions. Spring
estimates suggested drought to be substantially more temperature sensitive
than control, and the magnitude of the difference was notable between the
two regression equations. Interpretation of the winter-time Qios relies
completely on the choice of regression equation, as the linear function

suggests a modest (and highly similar) Qo for both control and drought
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(3.19, 3.31) whereas the exponential gives estimates of 27.05 and 17.18 for
control and drought respectively. Clearly these larger Qio values are over-
estimates, as a 27 times increase in winter flux rates for control (~26 mgC/
m?2/ hr) would imply summer rates of 725 mg C/ m?/ hr, which is around ten-
times higher than the actual value. Fundamentally, these seasonal
estimates rely on the assumption (as does the annual set) that the ascribed
temperature sensitivity is continuously exponential (or linear) across the data
set and into the predictive realms of higher temperature. This is not the
case, and is demonstrated clearly by the lack of fit between temperature and
respiration during the height of summer and into autumn. Here the
temperature approaches optimum (given the other constraining variables in
effect) for respiration, and the sensitivity relationship falls apart (summer and

autumn r? values all <0.25).

If, we assume the r? values to be unimportant to an extent, and that the
calculated Qo is a sensible estimation of the temperature sensitivity (which
in summer and autumn it is despite the low r?, as the Q1o is reasonable), the
relationship between the average temperature at a given time and the
temperature sensitivity can be made. Classically, the Qio will decrease as
temperature increases (Janssens & Pilegaard, 2003, Wang et al., 2010, Xu
& Qi, 2001), although this is not always the case, and some inter-annual
variability has been shown (Chen et al., 2010a). This classic relationship is
expected due to the lower constraining effect of temperature on metabolic
activity. This is shown well in figure 3.3.23 to be the case for the control
plots, however, drought appears to have altered this relationship, and the
sensitivity to temperature remains throughout the summer and into the
autumn. This would suggest that the drought reduced the soil-moisture
stress on respiration and creates a new upper optimum for which remains
sensitive to changes in temperature.  When investigating seasonal
temperature sensitivity in a Beech forest, Janssens and Pilegaard (2003)
identified a strong seasonal shift in temperature sensitivity similar to that
observed here in the control plots. The same authors suggested caution with

interpreting whole-year Qios and added that whilst exceptionally high (winter
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time) Qios may appear unrealistic, they are demonstrative of the degree of

temperature limitation that exists at these periods.

3.4.4 Hydrophobicity as a consequence of drought.

The rewetting of soils during the cessation of the drought was shown by
Sowerby et al (2008) to be inhibited in some way such that soil moisture
failed to return to pre-drought levels (or comparable with control). Although
this is not seen directly in this data set, for reasons associated with the
measurement of volumetric water content, it can be assumed that the
situation observed by Sowerby et al (2008) remains. A possible reason for
this reduced water holding capacity could be an increase in hydrophobicity
associated with drought soils, and this is suggested in the same paper by
Sowerby et al to be a probable major issue. To investigate this, soil cores
were taken during the height of the drought in 2007 and subjected to two
analysis procedures that investigate the degree and severity of
hydrophobicity. By looking at the distinct soil layers found within the surface
15 cm, identification of any particularly hydrophobic areas could be made.
Both of these tests suggested that although there was a large difference in
the hydrophobic properties of the distinct soil layers, there was no treatment
effect on these values. Peat soils appeared to have a marginally longer
penetration time and a higher molarity of ethanol needed for penetration
when viewed simply as mean values. However, these differences were no
significant, but hinted that any difference that may be developing was more
likely to occur in the peat layer. This is in agreement with possible issues
surrounding drought-induced shrinkage of peat material and the increase in
hydrophobicity of organic material under drying. Hydrophobicity can be a
highly isolated phenomenon though, and the heterogeneity of soils studies

here may mask any differences in hydrophobic properties.
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3.5 Conclusion

Summer-drought treatment was shown to have a significant effect on the
throughfall entering treatment plots. Despite this, no change in soil moisture
was observed to coincide with the treatment. It has been discussed that this
may be due to a methodological approach issue, or due to a physical change
in the soil bulk density under drought which adversely affects measurement
accuracy. Even though the soil moisture data remains comparable, there is
an observable response in soil respiration rates to the drought treatment.
Rates are elevated above that of control for each of the three years, and the
difference is significant during the summer months (May-August). This
difference suggests a seasonal pattern in the drought response and indicates
autotrophic-mediated (either direct root respiration, or rhizo-stimulation)
components might be more drought sensitive than free-living microbes in

bulk soil.

Temperature sensitivity was shown to have a strong seasonal element, and
treatment interacted with this to give a varying degree of extra temperature
sensitivity across the year. Overall though, drought caused a substantial
increase in the temperature sensitivity of respiration and this is expected to
be due to the interactive effect of reduced water stress on the temperature-
dependant rate. Drought seems to have altered (through these
mechanisms) the classically observed reduction in Qio with increasing
temperature, such that drought plots remain sensitive in the otherwise limited
summer months. It is possible that this may be due to an increased
substrate supply to rhizopshere respiration (due to increased photosynthate
production) as photosynthesis and plant respiration are increased under the

more favourable, drier conditions.

These modifications to upland systems are potentially significant, as if a
substantial portion of the extra respiration is due to loss of native SOC, there
could be a long-term trend of C-loss from these systems. Even if the
majority of drought-induced respiration is autotrophic, there could still be

priming of native SOC loss, but the increased rate of respiration could be
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balanced by increased above and below ground biomass as autotrophic
metabolism and growth are stimulated by more favourable conditions. Given
the likely climate-change implications of drought coinciding with increasing
temperature, the higher temperature sensitivity of drier soils could multiply
any predicted respiration rates such that SOC loss is actually greater than

would be otherwise under a single variable change.
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Chapter 4. In-situ root exclusion in an
upland heath system as method for
compartmentalising soil respiration.
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4.1 Introduction

Soil respiration combines the measurement of CO:2 flux from a number of
components which can be broadly split into autotrophic and heterotrophic
sources. This approach relies on the assumption that the total heterotrophic
component is physically separate from, and therefore not reliant upon, the
autotrophic component. Of course, this is not the complete picture, and
although there will inevitably be a portion of the heterotrophic component
which relies on bulk SOC for substrate, the contribution of rhizosphere
microbes to total respired-C is great. Due to the intimate proximity, splitting
further into source components at the rhizosphere level is difficult. The
components of soil respiration can therefore be summarised in a simple

relationship:

Eqgn. 1. Soil Respiration (SR) = autotrophic respiration + rhizosphere

respiration + SOM respiration

Given the understanding that rhizosphere respiration is complex, and the
source components are potentially inseparable (i.e. rhizosphere microbes, by
definition, cannot function adequately in the absence of the root), a broad
picture of dependence can be formed, such that total soil respiration will be
root dependent, or root independent. This allows a simplification of equationl

to:

Egn. 2. SR = Root dependent respiration (Rrg) + Root independent

respiration (R

This approach avoids having to make a differentiation between autotrophic
and heterotrophic contribution, more it recognises the role of roots in both
directly contributing to respiration, but also stimulating a portion of
heterotrophic respiration. To argue that the Ry fraction is completely root
independent would be flawed, as ultimately all soil biology is interdependent
in some extraneous form or another. However, in reasonably short

timescales Ry can probably be seen as independent.
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Various attempts have been made to investigate and separate the source
components of soil respiration, both in the field and in the laboratory.
However the results remain variable, with estimates ranging from 12-93% of
the total respiration being Ry (Raich & Tufekciogul, 2000). This variation will
be partly due to the large number of theoretical and technical issues
surrounding the estimates (Baggs, 2006), but also there will be an inevitable
degree of variation between ecosystems

In terms of in-situ approaches, two physical methods aim to isolate the
components of respiration:
1. Root exclusion.

2. Girdling (stopping the downward transport of photosynthate).

The first method requires the physical removal of plant roots, or the cutting
and subsequent decomposition (in-situ) of the excised material. This then
leads (over time) to a stable, steady basal rate of Ry consisting of SOM and
microbial biomass turnover. This method is described well by Heinemeyer et
al (2007b). Using this method, Heinemeyer (2007) could estimate root
contributions from a pine forest system to be ~15% of the total, with the

remainder being split ~60% to heterotrophs, and 25% to ectomycorrhiza.

Trenching, whereby physical barriers are placed in the soils to prevent
growth of roots (similar to that used by Heinemeyer et al (2007)) was
employed by Li et al (2004) who showed root exclusion accounted for 70 and
56% of the total respiration in two forest systems. In the study by Li et al
(2004), the difference in contribution was dependent upon the maturation of
the ecosystem, with the higher impact being seen in the secondary forest,
over the lower impacted plantation woodland. Buchman (2000) used a
similar trenching approach, but to selectively remove fine roots only. This
study found that microbial mineralisation was the dominant source of CO:>
efflux, contributing around 70% of total respiration. The girdling approach
allows the soil to remain intact, with roots not physically disturbed, but

essentially cut the transport of fresh photosynthate material to the roots.
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This approach differs from trenching due to the disturbance element, but also
in that the rhizosphere microbes, whilst being starved of their major substrate
source, remain in the soil. This allows for partitioning of the actual root-
derived substrate dependent respiration from the SOM respiration. This
approach is confined to plants that can physically allow this process (trees),
and so is generally restricted to woodland systems as in a number of studies
(BhupinderpalSingh et al., 2003, Binkley et al., 2006, Frey et al., 2006,
Hogberg et al.,, 2001). Results from girdling were similarly variable as
trenching, with reports of decreases in respiration of 16-54% from the above
mentioned studies. The speed at which girdling interrupts the respiration is
fast, indeed Hogberg et al (2001) found a reduction of 37% within five days.
This demonstrating that rapid mineralisation of fresh photosynthate is a key
component of soil respiration in forest systems. The impact on community
biomass has also be found following girdling, with a general reduction in both
bacterial and fungal biomass (Subke et al., 2004) suggesting a strong
interdependence for total decomposition on the input of photosynthate.
These differences (given they are all in woodlands) emphasise not only the
shear degree of variability that can be obtained with this fairly common
approach, but also serves to highlight the dominance of forest-based studies
in the literature. Most non-forest based approaches tend to be laboratory

based using quick-growing grass species.

The accumulation of humus material and recognisable plant litter in organic
upland soils suggests decomposition of organic material is more restricted
than NPP, and this is explained by the suite of well-described constraining
factors which often prevail in these soils (low pH, high moisture content, input
of recalcitrant litter, low available nutrients). Given this situation, it would be
assumed that R might be less limited by these conditions, and indeed
contribute the majority of total respired C. Also, as the two major source
components of soil respiration are likely to be differentially controlled (albeit
subtly) by prevailing conditions, the response of separated components to
changes in such conditions would be offset.  The importance in
understanding the component response of climate change is central to

explaining the results so-far observed at the Climoor research site. The
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greater soil respiration in both warming and drought treatments (chapters two
and three) could be due to stimulation of either Riq or Ry, or indeed both.
The links between this stimulation and the consequences for SOC storage
are obvious, i.e. stimulation of Rq would suggest C loss be balanced by
increased NPP, whereas stimulation of R, would lead to net loss of SOC.
Therefore it is important that attempts be made to unravel the difference
between these compartments. Isotopic techniques using “C (Trumbore,
2000) or 13C as a tracer (Heinemeyer et al., 2006, Johnson et al., 2002) can
also be used to differentiate between components of soil respiration, but are
not considered here as “C has previously been used as a tracer at this field

site.

In an attempt to investigate this under field conditions, root-free cores were
installed into the established manipulation plots at the Climoor field site and
the soil respiration flux was monitored at both the root-free (R:), and the
existing rooted (SR) cores simultaneously. It was hypothesised that the two
components would have different respiration fluxes, with the rooted
component having a greater flux rate based on the assumption that NPP
(and therefore root-dependent respiration) is less restricted by prevailing
conditions than the Ry. It was also expected that the flux dynamic would
differ such that SR would be more seasonally responsive, and R would

respond more to prevailing soil conditions.
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4.2 Methods

4.2.1 Site description

The Climoor research site is a Calluna vulgaris - Vaccinium myrtilus (NVC
H12 community) heathland located in Denbighshire, North Wales (53° 3'N 3°
28'W). The site occupies a NE facing slope at an altitude of 490 m ASL.
The soil is a shallow (~15 cm depth), well drained organo-ferric podzol with a
pH of 3.8 overlying gritstones from the Denbigh grit sequence. Site mean

annual temperature is ~7-8°C and annual rainfall is ~1500 mm.

4.2.2 Experimental design

This study uses the Climoor/Vulcan warming and drought experiment as in
previous chapters. Plots are delimited by tubular steel frames which allow
for access without trampling vegetation, but also support the housing of the
roof technology which provides the two manipulations treatments (drought
and warming). Detail of the treatment design and structure can be obtained
from Beier et al (2004). Within each plot, three locations are used for soil
respiration measurements, and three are used for root-free respiration
measurement. Rooted respiration is measured on the shallow (~2 cm)
collars which were inserted before the current study by cutting into the soil
with a sharp knife to 2 cm and pushing the collar firmly into the soil. The
root-free cores were constructed of 15 cm deep PVC cylinders with the same
diameter (10 cm) as the shallow collars. These were similarly cut into the
soil and pushed until they were at full depth, or they had reached parent
material which was too resilient to insert further. This depth was deemed
sensible to bypass roots, as previous laboratory observations had concluded
that intact root material was seldom found in the mineral layer of soil, which
typically is around this depth. The bottom of the core was open to allow

drainage.
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4.2.3 Soil respiration measurement

Soil respiration was measured in both rooted and root-free collars during the
same measurement session either fortnightly or monthly. Measurement was
carried out using both a PP-Systems EGM-4 IRGA fitted with a SRC-1 10 cm
survey chamber, and a Li-COR 8100 IRGA also with a 10 cm survey
chamber. Flux rates were automatically calculated by each machine based
on headspace accumulation of CO2 over a 60-second enclosure using either
a default (linear) fit in the case of the EGM-4, or selection by machine of

linear or quadratic fit in the case of the Li-COR 8100.

4.2.4 Environmental variables

Soil moisture measurements were made using a Delta-T theta probe (Model
ML-2, Delta-T Services, UK) adjacent to the soil respiration collar until
December 2008, after which concerns about the suitability of theta probe
measurements caused a cessation in manual moisture measurements (this
is discussed further in chapter 3). Throughfall values were obtained by
sampling two throughfall containers situated in each plot at fortnightly
intervals. Data was obtained from Alwyn Sowerby (unpublished data) and is
bulked monthly values. Soil temperature values were obtained from manual
temperature probes inserted into the soil to a depth of 5 cm immediately

adjacent to the respiration collar.

4.2.5 Root and soil examination

At the end of the study period, a single root-free core form each plot was
removed for analysis. To compare with the plot cores, three cores of a
similar size were taken from pristine areas outside the plots. These were
collected by cutting in three of the 15 x 10 cm cores and removal of the intact
sample within each core. All samples were collected on the same day and
returned to CEH Bangor for subsequent analysis. Each core was weighed

and measured before being split into an upper organic layer and a lower
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mineral layer (if present). Each sample was homogenised by hand and split
into bulk soil, dead wood material and obvious roots. A sub-sample of the
roots were taken for estimation of metabolic activity (data not directly
discussed here). Soil moisture and LOI was determined on all samples by
drying at 105°C overnight for moisture, and then at 375°C overnight for LOI.

Bulk density was also determined on each sample.

4.2.6 Data analysis

Rooted and root-free data was analysed for significant difference in
respiration rates wusing a repeated measures ANOVA after log
transformation. This was carried out within each treatment to identify
differences in rooted and root-free respiration estimates. All data was
visually inspected for normality prior to any analysis using quantile-quantile
plotting, and log transformations were carried out when needed to comply
with ANOVA assumptions. Statistical analysis was carried out using R
statistics version 2.11.1 (R, 2010) Linear and exponential (single, 2
parameter exponential) regression fits between soil temperature and
respiration were fitted using Sigmaplot version 11 (Systat, 2009). Figures

were also produced in Sigmaplot version 11 or in R statistics.
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4.3 Results

4.3.1 Respiration data

Root-free respiration rates (Figure 4.3.1) followed the trends observed in
rooted respiration over the course of the study period. Control treatments
showed an initial dominance of root-free in the months immediately after
cutting, but this fell away during the autumn. This first pattern was not
observed in the drought and warming, but the rooted pulse during the
autumn is more pronounced. Considering 2009 as a complete growing-year,
statistical analysis (repeated measures ANOVA) was carried out on the
difference in respiration rates. Although control root free appeared to be
consistently greater than rooted, the whole year difference was not
significant at the p <0.05 level (p= 0.08). However, the period April —
November gave a significant difference between the rooted and root free (p=
0.015), with other months being non-significant. Drought treatment was
significantly different when considering the whole year (p= 0.048), but when
including month as a factor, only the November-December period gave a
significant difference between rooted and root-free (p= 0.01). Warming
treatment provided no significant difference across the time period (p= 0.5),

or in any month class investigated.

4.3.2 Difference expressions

The differences between rooted and root-free under each treatment are
explored in Figures 4.3.2 and 4.3.3. The higher contribution by root-free
declined after the initial excision exercise, and the rate fell to around half that
which was produced by rooted soils. The contribution then shifted rapidly
during autumn to give ~50-125 % more respiration from root-free during
November. During 2009, the contribution was less variable, but there were
some notable between-treatment differences. Control plots saw a persistent
dominance of root-free soils, with the greatest overall contribution as a

percentage. Drought and warming had almost identical contributions by root-
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free during the spring months of 2009, but during the summer, the warming
treatment fell such that rooted cores contribute more until October. A brief
rise in autumn 2009 in warming plots precedes a fall back to summer levels.
Drought continued to see marginally more respiration from root-free, with a

notable pulse during December 2009 before falling back to autumn levels.

Figure 4.3.4 shows the relative mean flux rate for 2009 of rooted and root-
free cores. It is immediately clear that under control, root-free was
substantially greater than rooted (p= 0.007), and as in Figure 4.3.3, this
decreased in the order drought>warming such that warming in fact showed

an actual (but not significant) greater flux from rooted than root free.
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Figure 4.3.2 Difference between rooted and root-free respiration rates under
control, drought and warming treatments. Values are the root-free rates minus the
rooted rate, so a positive value indicates a greater contribution from the root-free
core.
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rooted respiration under control, drought and warming treatments.
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Figure 4.3.4 Mean (x SEM) respiration rate form rooted and root-free cores for
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Figure 4.3.5 Mean (+ SEM) respiration rate form rooted and root-free cores for
the first two months after root-free core installation (2008) under control, drought

and Warming treatments.
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4.3.3 Soil temperature, moisture and throughfall

The trend in soil temperature data followed an expected seasonal pattern,
and is shown in Figure 4.3.5. Throughfall data (Figure 4.3.6) gives an
indication that there is little seasonal variation. The effect of drought
treatment on incoming rainfall is shown clearly in this figure by the reduction

in levels seen during the summer months.
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Figure 4.3.5 Soil temperature at 5 cm depth under control, drought and warming
treatments.
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Figure 4.3.6 Mean (x SEM) monthly throughfall for control, drought and warming
treatments April 2008 — Dec 2009.
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Observing the seasonal dynamic between respiration rates and soil
temperature (Figure 4.3.9) suggests a reasonably tight relationship between
soil temperature and respiration, most notable during 2009. The slow
decline in autumn 2008 is miss-matched by the respiration rate though, with
a rapid fall to basal winter levels in rate, whilst the soil temperature fell
slowly. The summer fluctuations in temperature were mirrored in the
fluctuations in rate, although this is possibly more pronounced in the warming
and control than in the drought.

To assess the dependence of soil respiration on soil temperature, linear and
single, 2-parameter exponential regressions were fitted to both rooted and
root-free respiration, and are shown in Figure 4.3.8. Qo values were
calculated based on the output from these regressions (Table 4.3.1, Figure
4.3.10). The choice of regression equation has an impact on the calculated
Q1o, with exponential regression tending to give a higher estimate than linear.
The difference between rooted and non-rooted was treatment (and equation)
dependent, with control plots being generally less temperature sensitive than
the treatment plots. The conclusion for drought depends entirely on the
regression equation chosen, whereas the differences appear more marked in
the warming treatment. Generally though, the temperature sensitivities are

very similar across both rooted and non-rooted samples.
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Figure 4.3.8 rooted and root-free soil respiration and soil temperature with linear
(left) and exponential (right) regressions under control (a), drought (b) and

warming(c) treatments. Qio estimates of temperature sensitivity are found in Table

4.3.1.
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Table 4.3.1 Output and calculated Q1o values from linear and exponential regressions shown in Figure 4.3.9.

Treatment R/RF Regression y0 a b Qo r? p
Control Rooted Linear 0.3665 5.8466 - 2.98 0.56 <0.001
Control Root-free Linear 2.521 6.9645 - 2.86 0.66 <0.001
Control Rooted Exponential - 16.8188 0.1209 3.35 0.55 <0.001
Control Root-free Exponential - 20.9503 0.1197 3.31 0.66 <0.001
Drought Rooted Linear 7.8115 8.1487 - 3.47 0.66 < 0.001
Drought Root-free Linear 48495 7.6847 - 3.29 0.77 <0.001
Drought Rooted Exponential - 18.5797 0.1326  3.77 0.63 <0.001
Drought Root-free Exponential - 17.462 0.137 3.94 0.78 < 0.001

Warming Rooted Linear 5.1973 7.5164 - 3.32 0.53 < 0.001
Warming Root-free Linear 1.0725 6.2607 - 3.07 0.61 < 0.001
Warming Rooted Exponential - 17.6739 0.1321  3.75 0.53 < 0.001

Warming Root-free Exponential - 17.2326 0.1224  3.40 0.6 < 0.001
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Figure 4.3.9 Qi values for rooted and non-rooted soil respiration calculated from
linear and exponential regressions.

4.3.4 State of decomposition in root-free cores

To identify whether the observed trends related in any way to decomposition
within the root-free cores, comparison of root and wood mass between
extruded cores from each plot and from pristine areas outside of
experimental plots was carried out. As the upper organic layer was intact in
all samples both within and outside the plots, and the mineral layer content
was highly variable (and in some cases absent), comparisons were carried

out only on the upper organic layer.

Initial investigation of bulk soil properties showed that bulk density values
were not significantly different between any plot or between plot and outside
pristine areas (p= 0.12). C content was different however, and as shown in
Figure 4.3.11, the greater content in the outside pristine plots was
significantly different from control, drought and warming plots (p= 0.01,

0.049, 0.038 respectively). There were no significant differences between
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plots. The moisture status of these soils also appears to be unaffected by
then root-exclusion technique, as soil moisture at time of sample was not

significantly different between plots or between plots and pristine areas (p=
0.96).

60

50 4

40

30 4

20

C content (% oven dry sail)

0 T T T T
Control Drought Warming Outside

Figure 4.3.10 Carbon content (% air dry soil) of root-free plot cores and pristine
area comparison sores. Bar values are means, £ SEM.

In terms of possible decomposition, on a mass-loss basis, comparison of root
and wood mass (as a percentage of total dry soil mass) was made across
the four sample sources (plots and outside pristine area). Figure 4.3.12
shows the root content, and although there appears to be differences
between sample sources, none of the differences were significant. Dry wood
mass (Figure 4.3.13) does however give significantly higher values for
drought than warming and drought against the outside pristine areas (p=
0.019 and 0.009 respectively).

The ratio of wood mass : root mass allows for a combination of the two
measured variables such that a higher wood : root mass ratio would indicate

a greater proportion of dead biomass relative to live roots. Using this metric
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(Figure 4.3.14), drought was significantly different from the outside pristine
plots (p= 0.003) and the control plots (p= 0.038).
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Figure 4.3.11 Dry root mass (% of oven dry soil) of root-free plot cores and
outside pristine area cores. Bar values are means, + SEM.
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Figure 4.3.12 Dry wood mass (% of oven dry soil) of root-free plot cores and
outside pristine area cores. Bar values are means, + SEM.
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Figure 4.3.13 Dry wood : dry root ratio of root-free plot cores and outside pristine
area cores. Bar values are means, + SEM.
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4.4 Discussion

The in-situ attempts to compartmentalise soil respiration at Climoor has
produced some unexpected results. In a general sense, it would appear that
the technique has failed to establish a true roots+SOM and a SOM only
comparison, as there appears not to be a consistent lowering of root free
respiration below that of intact. An initial response could be that SOM
respiration may make up the vast majority of total respired COz2, but given the
consensus in the literature (where roots contribute between 12-93% of total
respiration (Raich & Tufekciogul, 2000)) and the observation that root-free
repeatedly gave higher rates than rooted, this response is almost definitely
invalid. Even if the roots contributed only 12 % to the total respiration, based
on the SOC pool (to 15cm depth) of ~14 kg C/ m?, and the mean respiration
efflux (1999-2010) of control plots being ~590 g C/ m?/ yr, over 500g of SOC
would be lost each year. Assuming a constant respiration rate and an input
of 200 g C/ m?/ yr to the SOC pool, the soil would have no residual SOC after
45 years. This is unlikely, and to even maintain SOC content under this

scenario, roots must contribute ~50% to total respiration.

The observed flux rates of CO2 show that the initial excision causes the root-
free cores to be dominant in control, but not in drought and warming. This
rapid decline in respiration rates under drought and warming versus the
much slower decline in the control plots suggests that excision of roots has
severed the major pathway of respiration under treatment plots, and in fact

the ratio of root: SOM respiration might be higher in the treatment plots.

During the onset of winter months however, the root-free rate rises and falls
sharply, and at a point is between 60-120% greater than rooted cores. Due
to the time of year, it is probable that SOM respiration rates remain high
relative to rooted, as the reasonably clement soil temperatures (between 6-
8°C) and the likely abundance of nutrient (due to recent root excision) allow
for continued SOM decomposition. As the soil temperatures will be common
to both rooted and root-free, the role of fresh nutrients in the root-free cores

could be a major explanation for the observed spike. Despite the possible
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explanations given, this spike is only a transient phenomenon, and the return
to lower fluxes is noted during the spring of 2009. The differential sensitivity
of rooted and non-rooted cores to seasonal shifts in prevailing conditions
could also explain these observations, and given the higher rates of root-free
respiration during the winter period, it could be assumed that the rooted
respiration is more sensitive to climatic variation than root-free. This was
found in a study by Lavigne et al (2004) where the root-free respiration was
less sensitive to water stress during spring and autumn than rooted

respiration in a coniferous forest.

The rest of 2009 shows control root-free plots to continually respire more
than the rooted plots, whereas the drought, and more so the warming plots,
show a decline in the rate such that for the most part, warming plots actually
see the rooted core contributing more than the root-free. This demonstrates
two possible situations. Firstly, the treatment plots could initially be more
dependent upon root-respiration, therefore seeing a more rapid decline in the
relative rates after root exclusion. Secondly, the root-free respiration rate is
assumed to be a measure of the basal SOM turnover, and if this is the case,
the more rapid decline in root-free rates under treatment plots might point to
a general reduction in the more labile components of SOM due to the
continued drought and warming treatments applied to these plots. There
appears little consensus on the prospect of greater root respiration under a
warmer climate. Acclimation of respiration to increased temperature would
suggest that the rate will, in the long term, not increase, but even decrease
(Burton et al., 2008). However, the acclimation to temperature often
assumes there is little or no limitation by other variables, and it is clear that
this is not the case at Climoor. In fact, moisture limitation has a greater
overall impact on respiration than temperature, as seen by the ~20%
increase in rates under the drought plots (chapter three and Sowerby et al
(2008)). Despite this, it would appear (based on the soils removal exercise)
that soil moisture was not affected by root excision treatment as there was

no significant difference in soil moisture found (Section 4.3.4).

124



Temperature sensitivity of SOM decomposition has often been related to
recalcitrance (Conant et al., 2008, Plante et al., 2010, Xu et al., 2010), and in
this respect, the second point made above could be supported if the
sensitivity was much higher in root-free treatment plots than control.
However, this was not the case, and although the rates were slightly higher
in the treatment plots, this was true for both rooted and root-free, and indeed
the difference between estimates using different regression equations was
similar to the between-treatment difference. The similar temperature
sensitivity between the rooted and root-free contrasts with that found in some
studies showing higher rooted sensitivity (BhupinderpalSingh et al., 2003,
Boone, 1998, Hartley et al., 2007) and higher SOM only sensitivity (Vicca et
al., 2010), but agrees with other studies which conclude a similarity in

sensitivity (Jiang et al., 2005)

The turnover of substrate input has been shown to be dominated by distinct
microbial groups (Eilers et al., 2010), such that bacteria tend to specialise in
lower molecular weight substrate, and fungi the more complex material.
Whether the presence or absence of roots has an impact here is intriguing,
however, Paterson et al (2008) showed the presence of roots to have no
effect on the rate or fate of substrate mineralisation. Assuming this relates to
the soils studied here requires a relative absence of Low Molecular Weight
(LMW) substrates under root-free, but due to the root excision, this might not
be the case, and a leakage of LWW-substrate may well sustain the bacterial
community for some time. The concept of a shift in community structure in
response to changing substrate has been addressed (Eilers et al., 2010,
Griffiths et al., 1999) finding that substrate loading can alter community
structure, but also that the type of substrate addition can have subtle effects
on diversity without having a direct impact on the amount of respired COz:.
Therefore the shift to more fungal dominance as the LMW sources subsides
could occur in the root-free cores without altering the overall respiration rate.
This was observed by Subke et al (2004) when girdling increased the fungal
biomass in soil organic layers. As suggested by Subke et al (2004), this
could mean not only a gross increase in fungal biomass, but also a shift

towards more saprophytic fungi decomposing the excised woody root debris.
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The effect of the exclusion approach on roots and decomposition processes
was considered by the removal of a root-free core from each plot and
comparison of the soil and root conditions. A reduction (relative to outside
pristine cores) in total % C across all treatments suggests that the coring
approach has led to a degree of decomposition. This difference was
significant, and this can be assumed due to the decomposition of excised
root material, and possibly also some primed decomposition of bulk SOM.
The lower amount of roots (especially in the drought plots) relative to the
pristine area, coupled with the higher amount of woody debris supports the
turnover of fresh root material, and the accumulation of woody debris. The
greater portion of woody debris will be a direct result of cutting, but also hints

at the slow rate of decomposition of these woody materials.

The survival of roots in the root-free cores is a possible source of error. The
principle assumption of this approach is that the excision would cause the
senescence and subsequent decomposition of all excised roots, however if
this were not the case, then it is entirely feasible that roots may continue to
respire. As part of the soil investigation exercise, some of the roots which
were included in the root-mass calculation were analysed for metabolic
activity. This work was incomplete at the time of writing, but initial results
suggest that at least in one case, a live root was found (Andy Smith,
personal communication). The root in question belonged to Vaccinium
mrytilus, which has also been known to sprout fresh green shoots from
excised root material after storage of soil samples under refrigeration
(authors own observation, and personal communication from Alwyn
Sowerby, 2010). Given the life strategy of Vaccinium mrytilus, where
vegetative propagation tends to be a common form of reproduction, it is likely
that intact root material will contain considerable stores of energy sufficient to
establish new photosynthetic biomass. In terms of the continuous respiration
of these live roots (given all above-ground biomass was routinely clipped
during the observation period) it may be that mycorrhizal associations could
be maintaining the metabolic viability of the plant segment, or simply the

energy stores are maintaining the activity. The contribution this may make to
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the overall observed flux is unknown though, and even if every root within the
excised core was still alive, it is doubtful this would cause the flux to remain

as high as observed.
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4.5 Conclusion

The technique to exclude roots used here follows from similar principles of
physical, in-situ approaches used in forests. Although the soils analysis
appears to show that roots have been successfully excised (at least in part)
and have been turned over to a degree, there is such a large pool of highly
recalcitrant woody debris left, that reaching a steady basal state is still far off.
The respiration rates observed in the root-free were higher in control than the
rooted, suggesting that the excision created a significant stimulation to the
decomposer community which remained throughout the period of
observation. This was less marked in the treatment soils, and given the
slightly lower (yet not significant) mass of root material in the treatment soils,
two possibilities are proposed. Either the treatment soils favoured a
decomposer community that could rapidly mineralise fresh litter input, and as
such saw a faster decline in root-free as root material was decomposed, or
that the treatment soils were more dependent on root respiration initially, and

excision had a greater net effect.

This study, although failing to achieve SOM-only respiration, highlights the
role that fresh litter input might make to stimulating SOC turnover for notable
lengths of time. Specifically, although C content had declined in the root-free
soils, the mineralisation rate continued to be near, or above the rate of intact
soils for the duration of the experiment. In the light of these findings, it is
suggested that alternative approaches (e.g. isotope tracers, 1*C analysis of
respired COz2) be carried out in-situ to attempt estimation of the contribution

of plant-dependent and plant-independent sources of soil respiration.
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Chapter 5. Comparison of trace gas
(CH4 and N20) and COg2 flux from two
contrasting upland heathlands.
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5.1 Introduction

Trace gases (N20, CH4) and COc-are heavily implicated in global climate
change (IPCC, 2007), and the relative global warming potential of these
three gases makes understanding their exchange with terrestrial systems a
key research challenge. There is a considerable body of research focussing
on the flux of CO2 between soils and the atmosphere across a range of soil
and ecosystem types, however, the remaining two gases tend to be more
heavily researched in an agricultural context (Flessa et al., 1998, Freney,
1995, Mosier et al., 1991, Sanchez-Martin et al.,, 2010). The large
accumulation of C and N in natural and semi-natural organic soils means the
potential for trace gas loss is potentially high, especially under disturbance or
land use change (Regina et al., 2004).

As the production of CHs4 and N20 from soils is dominated by anaerobic
processes (Bardgett, 2005) and the production of CO2 by aerobic processes,
the effect of driving variables on flux rates will vary considerably. Key
environmental variables controlling flux rates include soil temperature
(Holtan-Hartwig et al., 2002, van Hulzen et al., 1999, Yuste et al., 2007), soil
moisture (Orchard & Cook, 1983, Schaufler et al., 2010), water table
behaviour (Blodau et al.,, 2004, Hughes et al., 1999), climatic conditions
(Ruehr et al., 2010) and the interaction of these factors with the suite of soil
physico-chemical conditions at a given site. Soil respiration (CO:2 flux) has
been shown to be highly sensitive to soil temperature and soil moisture
(Davidson et al.,, 1998a), with a broad dependence on the amount and
availability of mineralisable substrate (Grogan & Jonasson, 2005). Due to
the complex range of decomposition pathways and respiration sources in
then plant-soil system (i.e. microbial SOC decomposition, rhizosphere
respiration, root respiration), controlling variables will exert differential control
over these distinct components. Anaerobic processes involved in the
production of CH4 and N20 also have been shown to respond to similar
factors (Peterjohn et al., 1994), however the relationships tends to be
opposed to that of CO2 due to the fundamental difference in metabolic

pathways. The need for strict anaerobic conditions in the production
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pathways of CHs4 and N20 mean that wet soils are prime candidates for
possible major efflux of these gases. However, most naturally wet soils will
experience some degree of variability in water levels, and as such, there is
also the potential for oxidative processes to take place (CO:z production,

methanotrophy).

Upland soils in the UK tend to be characterised by the accumulation of
significant amounts of organic material either as peat, or as organo-mineral
complexes. Excessive rainfall (>1500 mm) and generally mild temperatures
(mean annual temperatures of 5-10 °C) coupled with low natural nutrient
content reduce decomposition processes and lead to a soil with a high
organic C and N content. These soils can become periodically saturated due
to the high water holding capacity (WHC) of the soil and the high rainfall
input. This dynamic environment which experiences periods of excessive
soil moisture and periods of drier conditions will have potential to produce all
three gases at varying degrees. The switch between aerobic and anaerobic
conditions will mean the production and uptake, especially of CH4 will be
complex and variable. Due to the heterogeneity in structure of upland
organic soils, even during relatively dry periods, there remains the potential
for anaerobic processes due to the presence of microsites where anoxic
conditions prevail. This spatial variability (both across site and vertically
within the soil) creates a highly complex scenario for understanding the

nature of trace gas flux.

Two research sites in the UK were included in this study (Figure 5.2.1).
These sites are comparable in a broad sense in that they are both typical
upland heathlands, but the subtle differences in vegetation type and soil
conditions has a notable effect on the observed trace gas dynamics. The
historic deposition of S and N is also markedly different between the two
sites, and given the effect of sulphate on methane production, and the
possible implications of excessive reactive-N deposition on denitrification,

site comparisons on these grounds is also of interest.
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This study therefore primarily aims to compare the temporal dynamics of
trace gas flux from two contrasting heathlands in the UK. . The second aim
was to determine the relationship between flux response and key
environmental variables (e.g. soil temperature, moisture, groundwater
change). The third aim was to put these finding in a broader context relating
to C and N cycling at each site. It is hypothesised that both sites will
demonstrate efflux of N20O, CHs and CO2, and that these fluxes will be
modified by driving variables of soil moisture and soil temperature. As both
sites are characterised by having upland organic soils, the high moisture
content associated with upland conditions was predicted to cause a notable
efflux of methane. Due to the similarity in ecosystem types, it was
hypothesized that the flux rates would be highly comparable between the two

sites.
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5.2 Methods.

5.2.1 Site description

Climoor and Peaknaze field sites are located in two of the major upland
areas of central Britain (Figure 5.2.1). The Climoor field site is an area of
upland heathland dominated by Calluna vulgaris and Vaccinium myrtilis
growing on a thin (< 20 cm) organic podzol soil overlying shale. This site is
typical of many upland acid sites in the UK, where although the soil is
reasonably well drained, SOM accumulation has led to a substantial WHC
and a degree of periodic soil saturation. Peaknaze is a similar site, however
the vegetation is dominated more by the sedge Eriophorum vaginatum and
the soil is a deeper, but more mineral organic podzol. @~ Summary
characteristics for each site are shown in Tables 5.2.1, 5.2.2 and 5.2.3.

Peaknazerecovery roofs site

oo e

Clocaenog Climoor site
.

P

“'rlx Bayleld H g '( H
[ WA S S

Figure 5.2.1 Relative location of the two field sites used in this study.
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Table 5.2.1. Site characteristics for Climoor and Peaknaze. MAT and MAP indicate
mean annual temperature and precipitation respectively. NVC indicates national
vegetation class.

Site MAT MAP  Altitude Parent NVC
(°C) (mm) (m ASL) material Dominant vegetation
_ Calluna vulgaris,
Climoor 6.7 1476 490 Shale H12 o _
Vaccinium myrtilus
Peaknaze 7.2 1685 433 Gritstone M20b  Eriophorum vaginatum

Table 5.2.2. Selected soil characteristics of organic and mineral layers from the
Climoor and Peaknaze experimental sites. LOI indicates loss-on-ignition.

Site Horizon Depth LOI pH Bulk Density
(cm) (% ADS) (g/lcm?)
Climoor Organic 0-6 88.8 3.9 0.09
Mineral 0-7 28.8 4.0 0.41
Peaknaze Organic 0-7.6 34.4 4.1 0.19
Mineral 7.6-21 1.6 4.2 1.44

Table 5.2.3. Wet deposition and soil water content of key reactive N and S
species at the two experimental sites. Values are mean site values for wet
deposition, and mean control plot values for soil water concentration.

Site Year Wet deposition Soil water concentration
NO3z NH,* SO4 NOsz NH,* SOs
kg/ha kg/ha kg/ha mg/l mg/l mg/l
Climoor 2007 7.91 7.74 12.77 0.08 0.25 1.14
2008 7.64 4.02 8.68 0.05 0.15 1.02
Peaknaze 2007 5.61 10.11 12.10 0.45 0.78 1.95
2008 11.10 25.06 19.19 0.82 1.01 1.49
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5.2.2 Experimental design

Both Climoor and Peaknaze employ the warming and drought roofs
(Peaknaze also has other treatments not relevant for this study) which are
outlined in Chapters 2 and 3. For the purposes of the inter-site comparison,
only measurements made from the control plots were used. Three replicate
plots from each site were used, and the plot means were obtained from three
separate measurements made at fixed points within each plot. The plots are

arranged in a randomised block design.

5.2.3 N20 and CH4 sampling

N20 and CH4 sampling was carried out fortnightly or monthly using the static
chamber approach. Three chambers per plot were sealed using screw-fit
lids and gas was allowed to accumulate for 30 minutes in the headspace.
Gas samples were taken at time zero (ten seconds after lid closure), and
then at two further time points of 15 minutes, and 30 minutes. Samples were
taken using a 20 ml syringe and 23gauge hypodermic needle through a 17
mm silicone suba seal. An opposing needle was inserted at 90° to the
sample needle to allow for pressure equilibration during sample withdrawal.
Samples were immediately injected into re-evacuated glass sample vials
before transport to CEH Bangor for analysis See appendix 1). Gas analysis
was carried out using a Perkin Elmer Clarus 500 Gas Chromatograph (GC)
equipped with a Porapag QS (80-100 mesh) analytical column. Samples
were analysed using a turbomatrix 40 headspace auto-analyser. N20 was
detected using ECD (at 400°C, sample oven at 40°C), CH4 was detected
using FID (at 375°C, sample oven at 40°C) equipped with a methaniser.
Carrier gas pressure was 0.14 MPa, and injection pressure 0.16 MPa. All
other analytical conditions were as specified in the Perkin Elmer standard
setup. Calibration of the GC involved three calibration gas concentrations for
each target gas (Cryoservice, UK) and calibration was accepted at r2> 0.99.
Raw ppm output was then converted to mass/area flux expressions following

standard formulae.
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5.2.4 COz2 sampling

Soil respiration was measured using portable Infrared Gas Analyers, namely
the PP-Systems EGM-4 and the Li-COR 8100 systems. Both systems used
a 60 second enclosure time and samples were carried out on soils with
collars inserted into the ground. These two systems have been statistically
shown to yield comparable results (Mills et al., in press) when measuring

fluxes in the field under similar methodology.

5.2.5 Temperature and moisture sampling

Soil temperature was measured at the time of gas sampling using a standard
digital temperature probe inserted to 5cm below the surface. In the case of
IRGA sampling, the temperature probe attached to the IRGA was used. Soil
moisture was also measured at the time of gas sampling using a Theta probe
(Model ML-2, Delta-T Services, UK). Both measurements were made in an
area of soil outside the soil respiration and trace gas sampling areas.

5.2.6 Water table

At both sites, dip-wells constructed from 35 mm internal diameter PVC
slotted pipe were placed in holes dug using a Dutch auger adjacent to each
plot. The dip-wells were dug to be as close to the underlying parent material
as possible. Water levels were measured using a steel tape and measuring
to the observable water level in the centre of the well. In the absence of a
visible water level, the depth was recorded as greater than the full length of
the well.
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5.2.7 Data analysis

Linear and non-linear regressions were applied to the data using Sigmaplot
version 10 (Systat, 2009) after visual assessment of pair-wise plots. Multiple
regression was carried out to assess for interaction of soil temperature and
soil moisture. Between-site comparisons were carried out using T-tests. All

statistical analysis was carried out using R statistics (R, 2010).

137



5. 3 Results

5.3.1 N20 and CHa fluxes

Mean flux rates for N2O and CHa4 for both sites are shown in Figure 5.3.1.
N20 flux means were comparable between sites, and when compared
statistically (t-test) the difference proved not to be significant (p=0.53). CHa
on the other hand was around three times greater at Climoor than Peaknaze,
and despite the high variability throughout the year associated with the flux of
CHa4 (Figure 5.3.4) the between-sites difference proved statistically significant

(p=0.028).

10

m— CH,
== N,0

Flux (ug/ m* hr)

[N .ﬁ

Climoor Peaknaze

Figure 5.3.1 Mean gas fluxes for CH, and N2O at the Climoor and Peaknaze
experimental sites for the 12-month period Jul 2007 — August 2008. Fluxes are in
ug N2O-N/ m?/ hr and ugCH./ m?/ hr. Values represent means + SEM.

Fluxes for both N20O and CH4 are shown for Climoor in Figure 5.3.2, and for
Peaknaze in Figure 5.3.3. Overall, N20 fluxes at Climoor appeared to follow
no particular seasonal trend, however, the general pattern of low (both

production and uptake) rates is punctuated by occasional notable bursts.
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There also appeared to be a considerable degree of spatial variation on
some sampling dates. Generally though, throughout the course of the year,
Climoor is a net source of N20 (1.05 pg N20-N/ m?/ hr mean flux rate). CHa
however appears to show some degree of seasonality to the flux dynamic,
with flux increasing towards winter (peak flux during December). The flux
rates during non-winter show a high degree of variability, with periods of
large uptake being cyclical with periods of high efflux. Climoor is, despite
notable periods of uptake, a net source of CHa (6.8 ugCH4/ m?/ hr mean flux

rate).

Peaknaze net N20 fluxes were of a similar order of magnitude to Climoor,
but appeared to show a high variability around autumn and winter, with
periods of high efflux and some consumption, but then much more circum-
zero net flux rates during spring and early summer. Spatial variability
appeared to be fairly constant throughout the course of the year apart from a
couple of sample time points. As with Climoor, Peaknaze was also a small
net producer of N20 (0.7 ugN20-N/ m?/ hr mean flux rate). The CH4 dynamic
was highly variable at Peaknaze, and didn’t appear to show any discernable
seasonal pattern. There were, however, some cyclical periods of high-low-
high efflux during summer 2008 which are not repeated earlier in the data
course. Fluxes were also much lower at Peaknaze, with peak flux rates
around 20% of the peak flux at Climoor. However, Peaknaze remains a net

source of CHs (1.9 pgCH4/ m?/ hr mean flux rate).

The seasonal dynamics of CHa (in terms of mean monthly flux rates) is
shown in Figure 5.3.4, and demonstrates the difference not only in the
magnitude of the flux, but also the difference in cyclical nature. Both sites,
when averaged to a monthly flux, appear to show some degree of peak and
trough behaviour, however, the steepness of the rise and fall is much greater
at Climoor. The same cannot be said for N20O though, and Figure 5.3.5
reinforces the message in Figures 5.3.2 and 5.3.3 that the flux dynamics of
N20 appear to be without a particular pattern or trend.
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Figure 5.3.2 N2O and CHjs flux from Climoor control plots. Error bars are
standard error of the mean.
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Figure 5.3.3 N2O and CHs flux from the Peaknaze control plots. Error bars are
+SEM.
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Figure 5.3.4 Mean monthly flux rates for CH, at both the Peaknaze and Climoor

experimental sites. Values represent means + SEM.
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Figure 5.3.5 Mean monthly flux rates for N>O at both the Peaknaze and Climoor

experimental sites. Values represent means + SEM.
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5.3.2 Sensitivity of N2O and CHa fluxes to soil moisture and temperature

The seasonal profile of soil temperature was similar between both sites
(Figure 5.3.6(a)). The yearly maximum temperature occurred during late
summer (August) at both sites, however the lowest soil temperatures
appeared somewhat later at Peaknaze than at Climoor, but the values are
comparable. N20 showed some marginal sensitivity to temperature, slightly
more noticeable at Climoor, but the linear regressions suggested the
relationship was weak (Table 5.3.1). CHas shows a strong sensitivity to
temperature, with a reasonable linear relationship giving a much-reduced flux
(actually observing CHas uptake in the case of Climoor) at higher
temperatures. CHa therefore appears to be more temperature sensitive than
N20 at both sites.

The temporal dynamics of soil moisture were quite different between sites.
Although experiencing the greatest range (~0.5-~0.35 m3m?3) in soil
moisture, Climoor showed only slight seasonal variation in soil moisture,
apart from a modest decline during July 2008 to a summer low point. Other
than the early summer low, soil moisture remained relatively stable for the
remainder of the year. Peaknaze had much less variation throughout the
year, with ~0.1 m3/m?3 range in the data. There are, however, notable peaks
and troughs in moisture content, but these are completely detached from the
expected seasonality and do not show the expected summer-low, winter-
high. In terms of sensitivity of N2O and CHa4 to variation in moisture content,
there appeared to be no significant relationships emerging for either gas from
either site. This is shown in Figure 5.3.7 while the regression outputs are
shown in Table 5.3.1.
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Figure 5.3.6. Soil temperature (a) at Climoor (left) and Peaknaze (right).

Relationship between soil temperature and N.O (b) and CH, (c) at Climoor (left) and
Peaknaze (right). Linear regression output for panels (b) and (c) is shown in Table
5.3.1.

143



Soil moisture content (rn