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(2016) conducted one such study in which they sought to examine the effectiveness of 

artificial neural networks in economic growth forecasting based on trade, export and import 

parameters. As an economic growth indicator, the researchers used gross domestic product 

(GDP). As such, the main purpose of their research was to develop and apply the artificial 

neural network with extreme learning machine and with a back propagation algorithm in 

order to forecast the GDP growth rate. Based on trade data, Sokolov-Mladenovic et al. 

(2016) established that, compared with the artificial neural network with back propagation, 

the neural network with extreme learning machine was more effective in forecasting GDP 

growth rate, a view also shared by Ravichandran, Thirunavukarasu, Nallaswamy & Babu 

(2005).  

Ayodele, Ayo, Adebiyi & Otokiti (2012) also examined the efficacy of neural 

networks, but their emphasis was on stock price prediction. Consistent with the assertions 

made by Sokolov-Mladenovic et al. (2016), Ayodele et al. (2012) also stated that artificial 

neural networks are data mining techniques that have found extensive use in financial 

markets to aid investors to make qualitative decisions. These researchers also affirmed that 

the use of technical analysis is the predominant approach in stock market prediction using 

artificial neural networks. Ayodele et al. (2012), in their inquiry, proposed a hybridized 

approach that combined the use of technical analysis and fundamental analysis for 

predicting future stock prices. Results from the inquiry revealed that the hybridized model 

obtained remarkable improvements in stock market prediction compared to the use of 

technical analysis variables only, prompting researchers to propose that the model could be 

a satisfactory guide for investors and traders in making qualitative forecast decisions.  

A number of studies have also examined the effect of investor sentiments in 

predicting stock trading returns. Hui & Li (2014) conducted such a study, focusing exclusively 

on evidence from the Chinese stock market. In this inquiry, the researchers examined cross-

sectional analyses to examine the lead-lag relationship between HS300 index and proxy 

variables. Results from the study indicated that closed-end fund discount (CEFD), SSE share 

turnover (TURN), and net added accounts (NAA) were leading variables in stock market 

trading. Findings from this study also revealed that the relative degree of active trading in 

equity market (RDAT) and average first day return of IPOs (RIPO) were contemporary 

variables whereas the number of IPOs (NIPO) was a lagging variable in stock market trading. 

The sample tests from this investigation also indicated that the developed sentiment index 
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own rules when it comes to financial markets. We are obliged to follow the market. Some 

claim to have beaten the market using one share price under one market under one horizon 

with the use of one accuracy test. Such claims do not stand up in reality . Setting one single 

set of parameters, in one single environment, and setting a single model, would not bring 

considerable success in the financial markets. Taking this into consideration, the application 

that this paper discusses and tests is whether models work regardless of any rules and 

settings. 

 

1.4 Methods Influenced by the Literature 
The method selection was heavily influenced by the literature review, including noticeable 

journals such as: Cervelló-Royo (the stock market rule); Makirdakis M3-Competition, 

Spithourakis, G., Petropoulos, F., Nikolopoulos, K., & Assimakopoulos, V. (2015). Amplifying 

the learning effects via a Forecasting and Foresight Support System, Hyndman, R. J., & 

Athanasopoulos, G. (2014),. Forecasting: principles and practice.  

The method selection was also restrained be the algorithms computational cost, where the 

methods were influenced inpart by the mentioned literature other methods were selectede 

due to availability, consistency, method dynamic and compatibilty with our test.In each 

paper the method selection differed due to computational cost and compatibility. 
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1.5 Methods  
Table 1: Companies 

COMPANY TICKER SECTOR MARKET CAP (£BN) EMPLOYEES 

1. ROYAL DUTCH SHELL RDSA Oil and gas 160.12 90,000 

2. UNILEVER ULVR Consumer goods 90.42 171,000 

3. HSBC HSBA Banking 88.11 267,000 

4. BRITISH AMERICAN TOBACCO BATS Tobacco 71.4 87,813 

5. GLAXOSMITHKLINE GSK Pharmaceuticals 67.38 97,389 

6. SABMILLER SAB Beverages 67.32 70,000 

7. BP BP Oil and gas 63.13 97,700 

8. VODAFONE GROUP VOD Telecom 56.55 86,373 

9. ASTRAZENECA AZN Pharmaceuticals 51.23 57,200 

10. RECKITT BENCKISER RB Consumer goods 46.32 32,000 

11. DIAGEO DGE Beverages 46.01 25,000 

12. BT GROUP BT.A Telecom 45.61 89,000 

13. LLOYDS BANKING GROUP LLOY Banking 44.11 120,449 

14. BHP BILLITON BLT Mining 41.88 46,370 

15. NATIONAL GRID PLC NG Energy 36.14 27,000 

16. RIO TINTO GROUP RIO Mining 34.84 67,930 

17. PRUDENTIAL PLC PRU Finance 31.63 25,414 

18. ROYAL BANK OF SCOTLAND GROUP RBS Banking 28.6 150,000 

 

https://en.wikipedia.org/wiki/Market_cap
https://en.wikipedia.org/wiki/Royal_Dutch_Shell
https://en.wikipedia.org/wiki/Unilever
https://en.wikipedia.org/wiki/HSBC
https://en.wikipedia.org/wiki/British_American_Tobacco
https://en.wikipedia.org/wiki/GlaxoSmithKline
https://en.wikipedia.org/wiki/SABMiller
https://en.wikipedia.org/wiki/BP
https://en.wikipedia.org/wiki/Vodafone
https://en.wikipedia.org/wiki/AstraZeneca
https://en.wikipedia.org/wiki/Reckitt_Benckiser
https://en.wikipedia.org/wiki/Diageo
https://en.wikipedia.org/wiki/BT_Group
https://en.wikipedia.org/wiki/Lloyds_Banking_Group
https://en.wikipedia.org/wiki/BHP_Billiton
https://en.wikipedia.org/wiki/National_Grid_plc
https://en.wikipedia.org/wiki/Rio_Tinto_Group
https://en.wikipedia.org/wiki/Prudential_plc
https://en.wikipedia.org/wiki/The_Royal_Bank_of_Scotland_Group
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The following table indicates all of the methods that were used: 

Table 3: Methods 
METHODS Description 

1. AUTOARIMA autoarima function 

2. AUTOARIMA_SEASDUMMY with seasonal dummies as external regressors 

3. AUTOARIMA_FOURIER with fourier transform as external regressors 

4. SES Simple exponential smoothing 

5. HOLT WINTERS Double exponential smoothing with alpha and beta 

6. DOUBLE SEASONAL HOLT WINTERS Holt-Winters with alpha, beta and gamma 

7. BATS state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal components 

8. TBATS state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal components with an 

inclusion of multiple seasonality. (*) 

9. DSHW Double seasonal holt winters 

10. NAÏVE Forecasted by the previous observation 

11. SNAIVE Forecasted by the last observation in previous period/season. 

12. SINDEX Seasonal index forecast 

13. NNET Neural Networks 

14. TSLM Time series linear model, with level and trend as the X vars 

15. SPLINEF Splines model 

16. THETAF Theta model 

17. RWF Random walk model 

18. MEANF Mean forecast 

19. STL Seasonality-Trend-Level. The time series is broken down to these components, the remainder is forecasted and 

the STL components are added back to the forecasted value. 

20. AUTOARIMA_SES autoarima function & Simple exponential smoothing 

 

21. AUTOARIMA_TBATS autoarima function & state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal 

components with an inclusion of multiple seasonality 

22. AUTOARIMA_NNET autoarima function & Neural Networks 

23. SES_THETAF Simple exponential smoothing & Theta model 

24. SES_MEAN Simple exponential smoothing & Mean forecast Model 

25. TBATS_THETAF state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal components with an 

inclusion of multiple seasonality & Theta model 

26. NNET_THETAF Neural Networks & Theta model 

27. NYMPHY_EXOGONOUS_CLOSE Neural Network with exogenous variables 

28. NYMPHY_CLOSE_HIGH Neural Network with Close and High share price 

29. NYMPHY_CLOSE_LOW Neural Network with Close and Low share price 

30. NYMPHY_CLOSE_HIGH_LOW Neural Network with Close, High and Low share price 

31. NYMPHY_CLOSE_VOLUME Neural Network with Close and Volume share price 
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Paper 4 reports on exogenous variables. Having introduced horizons in paper 2 and 

uncertainty in paper 3, we then tested if exogenous variables would provide more accurate 

tests if introduced into the network. This is reported in chapter 5. 

We also took the most accurate method from each paper into the next paper and so forth. 

This is to determine the winning method. To put us in a better stance to compare and 

contrast our papers.  

By doing so we are able to observe and evaluate the introduction of the new systems 

introduced into each paper. 

The four papers together represent a continuation test progressively developing from one 

paper to the next, where a layer of complexity is added to each paper. The methods in each 

paper that achieve greater accuracy are applied to the next paper, where an error 

comparison is made.  

Having compared seven different error matrices, the methods are compared differently 

under the accuracy test to capture the bigger picture and compress our testing. For this 

purpose we have presented 2 error matrices: the APE (absolute percentage error) and MSE 

(mean squared error). This is applicable for paper 2 through to paper 4, however in paper 1 

we present six error matrices excluding the log returns.  

Papers two, three and four all show their winning methods in the results section in bold and 

the winning methods median in italics. 

All errors are available upon request. 
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Chapter 2 

FORECASTING FINANCIAL MARKETS WITH UNSUPERVISED 

PREDICTIVE ANALYTICS TECHNIQUES 

2.1 Abstract  
This paper reports the results for two-six methods consisting of 26 statistical techniques and 

one AI method. It has used the original 80/20 rule where 80% of the data was used as 

training data, and the remaining 20% of the data was used as tests for the forecast. The 

remaining 20% was hidden from the times-series training data, and thus when the forecast 

was computed we compared and tested the accuracy of our tests using the six error 

matrices. We presented daily and weekly data in our results section. The winning models 

are shown in the analysis and evaluation section where it shows which method 

outperformed other methods for each particular error matrix . 
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2.2 Introduction  
The accuracy of the results was tested using six different error matrices that are used by a 

wide range of scholars to test the accuracy of implemented methods. Accuracy is being tested 

for each of the following frequency, method, data series, and all 6 error matrices were tested. 

The table below presents the output from the algorithm that was run. The errors represent 

how the function performed for that time series, however for each specific error the all-round 

average was taken to estimate the performance of that method over the total time series 

collected. As stated below, the error for auto (autoarima) ME (mean error) is 0.0701, which 

represents an error of 0.0701 from the mean for all the companies averaged out. 

As the algorithm was run, the tested error matrices would calculate the error presented 

according to the difference between the forecast and the actual time series data. 

Representations are shown below in the graphs; an illustration of forecasts and actuals are 

shown clearly while some examples are presented. However, the test was an exhaustive test 

and it was run for all 18 companies and all methods and errors. So, individual analysis could 

be performed and any anomalies in individuality testing could be investigated thoroughly.  

All market and company mispricing was removed prior to testing to overcome any bias within 

the time series, thereby ensuring a significant and fair test. 

A hybrid function was also tested, where two functions were merged in the algorithm. 

Furthermore, this was implemented to test if a combination of two methods would eventually 

produce better accuracy. Nevertheless, all the hybrid tests were also tested individually to 

confirm their significance. Similarly, a test was run to ascertain if the hybrid model compared 

relatively well with the individual model.  

Overall, all of the companies were tested significantly and fairly. All of the according graphs 

and significant tests were implemented for all companies using the mentioned models. 

However, some 600 graphs were produced, to sum up, a piece of the pie from the test will be 

shown in the appendices section. 

2.3 Literature  
Accurate forecasting of financial market indices is an important undertaking because it can 

help investors and financial analysts to make informed decisions. Zhang, Cao & 
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Schniederjans (2004) contended that forecasting is a process that generates a set of output 

variables from a given set of inputs. The variables are usually historical data. Forecasting 

generally assumes that past and presently observable events can help to predict future 

occurrences at least in part. According to Graves & Pedrycz (2009), forecasting financial 

market indices has always been a challenging feat. The difficulty has often stemmed from 

the complex interactions between unknown random processes, such as unexpected news 

and market influencing factors. Ullrich, Seese & Chalup (2007) made a similar observation, 

adding that stock market forecasting is a rather difficult process because of its many 

complex features including irregularities, shifting trends, volatility and noise. Nevertheless, 

there is a consensus among researchers that superior techniques that have the lowest 

forecasting error are naturally functional and viable (Haykin (2007), Kim & Shin (2007) and 

Martens (2002)). It is worth mentioning here that scholars have come up with different 

methods for forecasting financial market indices. As presented in their literature, most of 

the researchers favour their models as the ideal model for forecasting various indices such 

as the DJIA and the S&P 500. Some examples of soft computing techniques used for 

forecasting financial market indices include artificial neural networks (ANNs), generalized 

autoregressive conditional heteroscedasticity (GARCH), support vector machines (SVMs), 

backpropagation networks (BNs), particle swarm optimization (PSO) and fuzzy logic (FL). 

These theoretical and empirical studies have yielded different results in terms of the 

accuracy of the diverse models employed. 

2.3.1 Risk and Trading in Financial Markets 

Trading in financial markets comes with a variety of risks that financial analysts, 

researchers and other practitioners should identify and mitigate in order to realise their 

financial goals. Indeed, many scholars have undertaken empirical and theoretical studies to 

identify the issues related to risk in trading in financial markets. According to Pham, Cooper, 

Cao & Kamei (2014), stock assessment and risk management are the key strategies 

employed by financial practitioners involved in stock trading. 

Pham et al. (2014), in their empirical study, strived to present an innovative stock 

trading method that would aid in mitigating or minimising the potential for risks. This 

method utilised the Kansei evaluation, integrating it with a self-organising map model in 

order to improve the stock trading system. The researchers acknowledged that the major 
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aims of their proposed approach included achieving the greatest investment returns, 

aggregating multiple expert decisions and reducing losses through dealing with the 

complexities of the dynamic market environment. Williams (2011) asserted that some 

examples of such complexities included the upward, downward or steady market trends as 

well as other uncertain market conditions that pose a risk to the stock trading system. 

To quantify trader sensibilities related to market conditions, stock trading and stock 

market factors that have uncertain risks, Pham et al. (2014) applied fuzzy evaluation models 

and the Kansei evaluation. The results of the experiments revealed that the approach of 

applying the Kansei evaluation was able to minimise losses, reduce risks and increase the 

capability of investment returns (Pham et al., 2014). Indeed, the researchers tested the 

effectiveness of their approach on daily stock trading in NYSE, NASDAQ, HOSE and HNX 

(Vietnam) stock markets, and the approach performed well in all of them. Vella & Ng (2016) 

also conducted a study to ascertain ways of minimising risk and uncertainty when trading in 

financial markets. Specifically, the researchers endeavoured to investigate the capability of 

higher order fuzzy systems in handling increased uncertainty induced by market 

microstructure noise present in high-frequency trading scenarios. The predominant interest 

of the researchers was risk-adjusted performance. 

2.3.1.1 Risk Assessment  
Vella & Ng (2016) proposed an ANFIS/T2 model, which is a resourceful approach of 

designing an interval type-2 model based on a generalization of a type-1 ANFIS model. The 

primary objective of the proposed model was to improve risk-adjusted performance without 

increasing computational and design complexities. Overall, the ANFIS/T2 model proposed by 

the researchers yielded significant performance improvements compared to standard buy-

and-hold and standard ANFIS methods. Vella & Ng (2016) concluded that the results of their 

investigation can aid regulators, researchers and practitioners in designing effective 

intelligent and expert systems for managing risks in the field of high-frequency trading. In a 

preceding study, Vella & Ng (Enhancing risk-adjusted performance of stock market intraday 

trading with Neuro-Fuzzysystems, 2014) had aspired to find ways of improving risk-adjusted 

performance in trading systems that were controlled by dynamic evolving neuro fuzzy 

systems (DENFISs), adaptive neuro-fuzzy systems (ANFISs) and ANNs. Similar to the present 

study, this study also established that using risk-adjusted objective functions and accounting 

for transaction costs yielded satisfactory results in out-of-sample tests. Furthermore, Vella & 
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remarks, Kutsurelis (1998) affirmed that neural networks have a higher capability of 

forecasting financial markets and, if trained properly, this forecasting tool can provide 

numerous benefits to the individual investor. The author also mentioned that this 

forecasting tool has high practicality and feasibility. 

Despite the overwhelming evidence providing support for neural networks, some 

researchers have also provided some practical recommendations to boost forecasting 

accuracy when developing or deploying these models. For example, Kutsurelis (1998) 

acknowledged that a variety of factors may influence the effectiveness and predictive 

accuracy of neural networks. Some of these factors include identifying reliable raw data, 

training a network and pre-processing the data. For individual investors to reap the 

potential benefits of the neural network models, they must have a comprehensive 

understanding of neural networks as well as their limitations, they must understand basic 

principles of probability and statistical measures, and they must have high proficiency in 

spreadsheet software programmes in order to pre-process data efficiently. Detienne, 

Detienne & Joshi (2003) also provided some recommendations to enable investors to 

benefit from the use of neural network models in making accurate forecasts. Apart from the 

recommendations provided by Kutsurelis (1998), the researchers also proposed the 

following: mastering financial markets theory in order to avoid inappropriate or random 

selection of input data; and thorough testing and evaluating of many neural networks to 

determine if results are replicable. 

Even though his study found neural network architectures to be superior to 

statistical benchmarks, Thenmozhi (2006) nonetheless cautioned that, basically, neural 

networks are experimental methods that involve a significant amount of trial and error. For 

his neural network model, the researcher saw a need for further experimentation in order 

to produce better stock price predictions. Since the investigator examined the predictive 

accuracy of the BSE index on a daily basis, he recommended testing it for longer durations, 

such as monthly or weekly returns, to provide sufficient comparable data that would 

enhance the accuracy of the returns predictions. In addition, Thenmozhi (2006) 

acknowledged that incorporating other macro- and micro-economic variables in the form of 

inputs can be beneficial in terms of increasing the accuracy, significance and reliability of the 

neural network methods when it comes to predictions. Marquez, Hill, O'Connor & Remus 

(1992) and Tseng, Kwon & Tjung (2012) also provided similar recommendations, adding that 
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The deviation between the forecast and actual values was significantly lower for the neural 

network in all markets, implying that this forecasting method has high predictive power 

when compared to statistical methods such as regression. After normalization, both values 

of NMSE and MAE achieved by the neural network were quite low, amounting to only 60% 

to 80% of the values achieved by the regression model. For instance, after normalization, 

the MAE for the SH-B, the FTSE 100, the HSI and the DJIA for the regression model were 

0.11, 0.03, 0.05 and 0.02 respectively while for the neural network the values were 0.06, 

0.02, 0.03 and 0.02 respectively (Fok, Tam & Ng, 2008). Similarly, the neural network model 

outperformed the regression model in the NMSE. For the regression model, the metrics for 

the SH-B, the FTSE 100, the HSI and the DJIA respectively were 0.181, 0.039, 0.070 and 0.028 

whereas for the neural network the values were 0.102, 0.027, 0.039 and 0.024 respectively. 

In line with most of the aforementioned studies, Kuo & Reitsch (1996) also made a 

comprehensive investigation into the usefulness of neural networks in making accurate 

forecasts, comparing these AI models with conventional methods of forecasting. The 

conventional forecasting models that the researchers investigated in this inquiry included 

regression and time series decomposition. According to the authors, conventional methods, 

such as the time series decomposition, moving averages and regression, tended to yield 

inferior results because they, at times, make assumptions about the data distributions in the 

selected datasets, assumptions that might not be subject to verification in many instances. 

For instance, the authors mentioned that regression models usually assume that datasets 

for the variables of interest follow a normal distribution. Green & Armstrong (2015) also 

acknowledged this shortcoming with conventional methods, adding that statistical methods 

such as moving averages are only appropriate for very irregular or very short datasets. 

In their comprehensive investigation, Kaastra & Boyd (2006) provided deep insights 

into developing a neural network to accurately forecast economic and financial time series. 

The researchers begin by acknowledging that artificial neural networks are highly flexible 

and universal function parameters that have registered tremendous success in terms of 

their predictive power. In recent years, the application of neural networks in finance for 

tasks such as pattern recognition, time series forecasting and classification has increased 

drastically. Nevertheless, the substantial number of parameters that analysts must select in 

developing neural network models has meant that these models still involve trial and error. 

The main objective of the study carried out by Kaastra & Boyd (2006) was to provide an 
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established that the convolutional neural networks, using deep learning algorithms, were 

able to achieve significant improvements in state-of-the-art performance in distinguishing 

genuine signatures from forgeries.  

Even though a big proportion of the existing studies have attempted to improve 

deep learning performance with multilayer perceptron (MLP), a number of scholars have 

found this approach to be unproductive. For example, Chandra & Sharma (2016) 

acknowledged that attempts to improve deep learning performance using MLP was a major 

challenge because finding an optimum learning rate, or tuning the learning rate, in MLP is 

problematic. Furthermore, depending on the learning rate value, classification accuracy in 

MLP can vary drastically. Chandra & Sharma (2016) proposed a new approach in which they 

combined the concept of Laplacian score with an adaptive learning rate for varying the 

weights. The scholars used the Laplacian score of the neuron to update the incoming 

weights while taking the learning rate as a function of parameter, updated based on error 

gradient. Unlike a study by Ma, Sheridan, Liaw, Dahl & Svetnik (2015), Chandra & Sharma 

(2016) established that a deep learning method that combines adaptive learning rate with 

Laplacian score increased classification accuracy when compared with other well-known 

techniques of deep learning. The Laplacian score played an instrumental role in increasing 

the classification accuracy through improving the weight updation.  

 

Sun, Zhang, Zhang & Hu (2017) also tested the effectiveness of a new deep learning 

neural network based upon the extreme learning machine (ELM) autoencoder. As the 

researchers affirmed, the ELM is an efficient learning algorithm especially for training single-

layer feed-forward neural networks. Sun et al. (2017) developed a new variant of the ELM 

autoencoder (ELM-AE) known as the generalized extreme learning machine autoencoder 

(GELM-AE). The GELM-AE adds a manifold regularization to the ELM-AE objective. 

Experiments testing the efficacy of the GELM-AE using IRIS, GLASS, and WINE datasets from 

the UCI repository revealed that this deep learning algorithm outperformed other 

unsupervised learning algorithms such as spectral clustering (SC), deep belief network 

(DBN), Laplacian embedding (LE), k-means, and the ELM-AE. This is contrary to the findings 

of Chandra & Sharma (2016) who found the Laplacian score to be a good predictor of 

classification accuracy.  
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Luo, Wu & Wu (2016) also conducted a comprehensive study to examine the 

effectiveness of a deep learning algorithm for credit scoring utilising credit default swaps. In 

this inquiry, the investigators examined the singular of models used in credit scoring as 

applied to CDS datasets. They then evaluated the classification performance of some 

renowned deep learning algorithms, including the restricted Boltzmann machine and deep 

belief networks, compared to some popular models of credit scoring such as SVM, MLP and 

logistic regression. Consistent with the assertions of Chandra & Sharma (2016), Luo et al. 

(2016) also asserted that, whereas some shallow architectures such as MLP and SVMs have 

found widespread applications in credit scoring, these architectures nonetheless have some 

major shortcomings. For example, even though they may be effective in solving well-

constrained and simple problems, these methods primarily focus on outputs of classifiers 

mainly at the abstract level, thereby neglecting the rich information embedded at the 

confidence level.  

In addition, as Zeng, Zhang, Liu, Liang & Alsaadi (2017) vividly pointed out, shallow 

architectures such as MLP and SVMs have limited representational and modelling power, a 

factor that can cause problems when dealing with complicated real-world applications. To 

address these drawbacks, Luo et al. (2016) contended that it has become necessary to 

introduce training algorithms for deep architectures. To calculate efficiency in their study, 

Luo et al. (2016) used the Waikato environment for knowledge analysis (WEKA) tool based 

on accuracy about correct instances generated with a confusion matrix for SVMs, logistic 

regression, MLP and statistical software R for the deep belief network. To enhance the 

readability of the estimates and to minimise the effects of data dependency, the researchers 

used a 10-fold cross validation to create random petitions of the datasets. The findings 

indicated that the accuracy rate of the deep belief network was the highest at 100%, 

followed by MLP at 87.75%, SVMs at 87.4%, and logistics regression at 77.21%. 

Kuremoto, Kimura, Kobayashi & Obayashi (2014) similarly acknowledged the 

shortcomings of MLP. They affirmed that even though MLP and other ANNs have found 

widespread application in forecasting financial time series since the 1980s, some inherent 

problems with these networks such as local optima and initialization exist. Therefore, the 

development of deep neural networks will be essential to guarantee increased accuracy in 

the future. The development of these neural networks is not only important for forecasting 

time series but also for other intelligent computing fields. In their study, Kuremoto et al. 
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(2014) proposed a method for forecasting time series using the deep belief network 

composed of a restricted Boltzmann machine (RBM).  

While the numerous empirical studies and theoretical studies have examined the 

efficacy of deep learning neural networks, some have looked at the prospects of deep 

learning neural networks in resolving big data challenges. A study by Najafabadi, Villanustre, 

Khoshgoftaar, Seliya & Wald (2015) sought to examine deep learning applications in 

addressing the challenges associated with big data analytics. Big data has become 

increasingly important, as many public and private organisations have started collecting 

huge domain-specific information that can contain useful insights about problems such as 

fraud detection, cyber security, national intelligence, medical informatics, and marketing 

informatics. Organisations including Microsoft and Google analyse huge volumes of data to 

conduct business analysis and guide decisions, all of which affects current and future 

technologies.  

A key benefit of deep learning as identified by Najafabadi et al. (2015) is that it aids 

in the analysis of massive amounts of unsupervised data, while rendering is a valuable tool 

for big data analytics where raw data is mainly uncategorised and unlabeled. The 

researchers established that deep learning algorithms could greatly help in addressing 

challenges that are present in big data analytics. These challenges include semantic 

indexing, fast information retrieval and data tagging, simplifying discriminative tasks, and 

extracting complex patterns from massive data volumes. A review by Schmidhuber (2015) 

similarly highlighted the importance of deep learning algorithms in big data analytics. 

According to the researchers, deep learning algorithms tend to perform better when 

extracting global and non-local patterns and relationships in the data compared to other 

learning architectures that are relatively shallow. Furthermore, since deep learning 

algorithms deal with data representation and abstractions, they are more suitable for 

analysing raw data from different sources or raw data presented in diverse formats (i.e. 

variety in big data). 

 Najafabadi et al. (2015) and Schmidhuber (2015) both acknowledged that while 

deep learning helps in providing a relational and semantic understanding of raw data, it also 

provides a vector representation of data for faster information searching and retrieval. Deep 

learning algorithms additionally make it possible to learn complicated nonlinear 

representations between occurrences of words, thereby allowing for the capturing of high-
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level semantic aspects of a document. Even though deep learning algorithms have 

contributed greatly to the success of big data analytics, Najafabadi et al. (2015) and 

Schmidhuber (2015) both identified some areas that may warrant further exploration in 

order to enhance the utility of deep learning in big data analytics. Some of these areas 

include learning with streaming data, scalability of models, dealing with high-dimensional 

data, incremental learning for non-stationary data, and distributed computing.  

Paradarami, Bastian & Wightman (2017) on their part endeavoured to propose a 

system that integrated a deep learning neural network using a combination of content-

based features in addition to reviews to generate model-based forecasts for business-user 

combinations. On their own, content-based filtering and collaborative filtering are popular 

methods for recommending new products to business users, but they suffer from some 

inherent limitations and in many situations fail to offer effective recommendations. The 

amount of input in these systems often exceeds the processing capabilities of the systems, 

leading to information overload. Due to this information overload, the effectiveness and 

quality of decisions suffer. An application built to cope with the information overload 

problem is the recommender system (RS). Apart from resolving the information overload 

problem, the RS also offers intelligent suggestions about items to business users. Examples 

of RSs that offer personalised recommendations include product recommendations by 

Amazon.com, recommendations for financial services, movies by Netflix and twitter.  

In their study, Paradarami et al. (2017) showed that a set of collaborative and 

content features allowed for the development of a deep architecture neural system that 

was able to minimise rating misclassification era and logloss using a stochastic gradient 

descent optimization algorithm. This optimization algorithm varied in a number of 

hyperparameters including learning rate, momentum and decay. Learning rate determined 

how slow or fast the model iterated towards the optimal weights, momentum added 

weights in current iterations through increasing the size of steps towards the minimum, and 

decay was represented as learning rate decreases over iterations. After performing 

experiments and evaluating performance against a test dataset, Paradarami et al. (2017) 

established that, when compared to the standalone collaborative filtering method, the 

integrated deep learning neural network that used a combination of content-based features 

in addition to reviews proved to be a very promising solution in providing intelligent 

recommendations for business users.  
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In yet another intriguing study, Shen, Chao & Zhao (2015) also examined the efficacy 

of deep belief networks in forecasting exchange rates. Nevertheless, unlike Luo et al. (2016) 

who compared deep belief against MLP, SVMs and logistics regression, Shen et al. (2015) 

applied the conjugate gradient method to accelerate learning for the deep belief network. 

The researchers held that forecasting exchange rates is a critical financial problem because 

the markets for exchange rates are multivariable nonlinear systems wherein the mutuality 

of factors is quite complex. The linear unpredictability of the exchange rate markets makes 

it very challenging to forecast when using shallow architectures. Both Shen et al. (2015) and 

Spithourakis, Petropoulos, Nikolopoulos & Assimakopoulos (2015) affirmed that neural 

networks such as deep belief networks can solve this problem of linearity because they 

possess learning and extensive adaptability, factors that can help in modelling and 

controlling multivariate nonlinear systems.  

Furthermore, consistent with the assertions made by Zakarya, Abbas & Belal (2017), 

Shen et al. (2015) also contended that neural networks have a number of beneficial features 

that make them attractive in forecasting exchange rates. For instance, neural networks such 

as the deep belief network have general nonlinear function mapping capabilities that can 

approximate any continuous function with the desired accuracy. As such, these networks 

are capable of solving a variety of complex problems. In addition, as a nonparametric data-

driven model, a neural network does not include the restrictive assumption about the 

underlying processes used for generating data. This makes it less vulnerable to model 

misspecification problems compared to most parametric nonlinear methods.  

In a study by Shen et al. (2015), the researchers used continuous restricted 

Boltzmann machines to construct the deep belief network to forecast weekly BRL/USD and 

GBP/USD exchange rate series. They then updated the classical deep belief network to 

model continuous data while applying the conjugate gradient method to accelerate learning 

for the system. In the subsequent experiments, Shen et al. (2015) tested three exchange 

rate series and adopted six evaluation criteria to assess the performance of their proposed 

methodology. Results from this investigation revealed that the deep belief network 

accelerated by the conjugate gradient method was superior in forecasting exchange rates 

when compared to other architectures such as the feed-forward neural networks, random 

walk (RW) and auto-regressive-moving-average (ARMA).   



Essays in Forecasting Financial Markets with Predictive Analytics Techniques 

53 | P a g e  
 

Consistent with many other studies, Krauss, Do & Huck (2017) in their inquiry 

analyzed the efficacy of different algorithms including deep neural networks, random 

forests (RAFs) and gradient-boosted-trees (GBTs) and various ensembles of these 

methodologies in the context of statistical arbitrage. The researchers trained each model on 

the lagged returns of all S&P 500 stocks after the elimination of survivor bias. Krauss et al. 

(2017) then generated daily one-day-ahead signals from 1992 to 2015 based upon the 

probability of a stock forecast to outperform the general market. The next step was to 

convert the lowest k probabilities into short positions and the highest k probabilities into 

long positions, thereby censoring the less certain middle section of the ranking. The 

empirical findings from the study were promising. Krauss et al. (2017) established that a 

simple, equal weighted ensemble comprising of one deep neural network, one RAF, and one 

GBT produced out-of-sample returns that exceeded 0.45% per day for k = 10 before 

transaction costs. The equally weighted ensemble also produced economically and 

statistically significant daily alphas ranging between 0.14% and 0.24%, confirming the results 

of Chong et al. (2017) that deep learning algorithms were indeed effective in forecasting 

stock markets.  

2.3.4 The Forecasting Dilemma & AI 

The debate about single-layer neural networks and multiple-layer neural networks 

has received extensive coverage in the existing literature. Empirical and theoretical studies 

have yielded mixed results as to the efficacy of these architectures in forecasting. Some 

studies that have explored this contentious topic seem to support the notion that multiple-

layer neural networks are far superior in their predictive power and forecasting accuracy 

compared to single-layer neural networks. A major limitation cited by researchers about 

single-layer neural networks pertains to their inclination to represent only a small set of 

functions. Other scholars have nonetheless conducted investigations that support the 

effectiveness of single-layer neural networks. Advantages of these networks cited by 

scholars supporting them include the ease of set-up and training, as well as their explicit link 

to statistical models that allow for posterior probability and interpretable representation. 

This review explores the existing literature with the aim of identifying the utility of single-

layer and multiple-layer neural networks as they are applied to the field of forecasting.  

A number of studies have endeavoured to examine the efficacy and utility of 

multiple-layer neural networks in the field of forecasting. Pedzisz & Mandic (2008) in their 
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inquiry sought to examine the effectiveness of a homomorphic neural network for 

predicting and modelling. The homomorphic neural network developed by the researchers 

utilised a two-layer feed-forward architecture that had an exponential hidden layer 

accompanied by a logarithmic pre-processing step. The researchers affirmed that, this way, 

they were able to see the overall output/input relationship as a bank of homomorphic filters 

or as a generalized Volterra model. After introducing gradient-based learning and 

addressing practical issues pertaining to weight initialization and choice of optimal learning 

parameters, the researchers compared this two-layer neural network to a single-layer 

sigmoidal feed-forward neural network.  

Results obtained by Pedzisz & Mandic (2008) after verifying performance and 

convergence speed by using extensive simulations revealed that the homomorphic neural 

network with a two-layer feed-forward architecture had better predictive accuracy 

compared to the single-layer sigmoidal feed-forward neural network, particularly with 

regard to medium-scale and small-scale datasets. Schmidhuber (2015) similarly affirmed 

that the two-layer feed-forward architecture can increase predictive accuracy in forecasting. 

As the researcher vividly pointed out, adding the number of hidden layers in these models 

can help in reducing both the computational time as well as the total number of network 

weights, which subsequently improves the predictive accuracy of the multiple-layer neural 

networks (Schmidhuber, 2015).  

Nguyen & Chan (2004) likewise conducted an inquiry to ascertain the efficacy of 

multiple neural networks (MNNs), with specific emphasis on long-term time series 

forecasting. According to the researchers, a multiplelayer neural network model is one in 

which a group of neural networks work together in solving a pertinent forecasting problem, 

a view also shared by Sheela & Deepa (2013) and Panchal, Ganatra, Kosta & Panchal (2011). 

To address the problem of propagation errors that might lead to inaccuracies in time series 

forecasting, Nguyen & Chan (2004) proposed a multiple neural network model combining 

long-term and short-term neural networks to accommodate a wide array of prediction 

terms.  

Nguyen & Chan (2004) hypothesized that the multiple-layer neural network model 

that they developed would be able to address the problem through reducing the number of 

necessary recursions. The MNN model developed by Nguyen & Chan (2004) showed 

superior performance compared to a single-layer neural network in long-term prediction. 
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Nevertheless, the researchers established that predictive accuracy seemed to diminish if the 

period was too long. Just like Sheela & Deepa (2013), Nguyen & Chan (2004) also stated that 

a major weakness of the MNN model is that it requires a dataset involving more continuous 

and longer time series in order to build it.  

In an investigation designed to explore the utility of improved neural networks for 

short-term load forecasting, Lang, Zhang & Yuan (2015) essentially introduced a weighting 

technique to the multiple-layer neural network inputs in order to ascertain its efficacy in 

forecasting daily maximum load in an electric power system in China. The inputs selected for 

this investigation included day of the month, month of the year, day of the week, holiday 

indicator, week number, and maximum electricity load of the previous days. After 

conducting simulation experiments and applying the multiple-layer neural network with 

kernels and random weights to approximate nonlinear function between the daily maximum 

load and the selected inputs, Lang et al. (2015) found that their proposed method had a 

superior forecasting accuracy resulting from good generalization performance and fast 

learning speed. Pellakuri & Rao (2016) made an interesting observation by contending that 

learning rate can help to ensure faster training and increase momentum to enhance 

predictive power.  

Claveria, Monte & Torra (2015) in their study investigating the effectiveness of 

different neural network models in forecasting tourism demand also found that an MLP far 

outperformed an Elman network and a radial basis function. The results were unswerving 

even after replicating the experiment to account for different topologies regarding the 

number of concatenation lags. Dhamija & Bhalla (2011), on the contrary, found 

contradicting results in their study that compared the effectiveness of different neural 

network architectures in exchange rate forecasting. Unlike Claveria et al. (2015), Dhamija & 

Bhalla (2011) found that even though forecasters can generally use neural networks to 

predict exchange rates with better accuracy, the radial basis function (RBF) networks were 

superior to MLP networks in forecasting British Pound versus US Dollar (GBP-USD), German 

Mark versus US Dollar (DEM-USD), JPY-USD, IR-USD, and EUR-USD.  

Similar to a study by Lang et al. (2015), Liu, Li & Sun (2013) also aimed to develop a 

model for short-term load forecasting, although they based their model on a combination of 

multiple-layer neural networks and multi-wavelet transform for extracting training data. As 

the training network, the researchers adopted a wavelet neural network, a BP network and 
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RBF network, after which they inputted training data from the three neural networks into a 

three-layer feed-forward neural network for load forecasting. The results of Liu et al. (2013) 

supported those of Lang et al. (2015) and Mall & Chakraverty (2015), indicating that the 

short-term load forecasting accuracy was superior because of good generalization 

performance as well as fast learning speed.  

It is worth mentioning that while the majority of the studies seem to support the 

effectiveness of multiple-layer neural networks, other studies, on the contrary, seem to 

suggest that single-layer neural networks can also be effective in forecasting. Guliyev & 

Ismailov (2016) endeavoured to look at the utility of a feed-forward neural network that had 

only one neuron in the hidden layer in approximating univariate functions. The researchers 

algorithmically constructed a sigmoidal, smooth, and almost monotone activation function 

that provided approximation to arbitrary continuous functions. After implementing the 

algorithm, Guliyev & Ismailov (2016) found that the single-layer neural network was able to 

provide reliable approximations within any degree of accuracy.  

Akin to the study by Guliyev & Ismailov (2016), Catillo, Fontenla-Romero, Guijarro-

Berdinas & Alonso-Betanzos (2002) designed a global optimum approach in which one-layer 

neural networks managed to minimise either the MAE or the sum of squared errors as 

measured in the input scale. The scholars established that the global optimum algorithm 

was able to solve linear programming problems and linear systems of equations using less 

computational power. When compared with other high-performance learning algorithms, 

the researchers proved that their global optimum algorithm that utilised only a single-layer 

neural network was at least 10 times faster while simultaneously allowing for higher 

computation of a large number of estimates for weights and providing robust median and 

mean estimates for them as well as their associated standard errors. Cumulatively, 

consistent with the assertions made by Giusti & Itskov (2014) and Guliyev & Ismailov (2016), 

Castillo et al. (2002) found that, when applied properly, their algorithm based on a single-

layer neural network gave a good measure of the quality of fit.   

Wu, Yao, Li & Zhang (2016) correspondingly conducted a study that seemed to 

support the efficacy of single-layer neural networks especially within the domain of 

pseudoconvex optimization. In this inquiry, the researchers developed a single-layer 

recurrent neural network for solving pseudoconvex optimization with box constraints. They 

also described the developed system with a differential inclusion system. Results from the 
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was superior since it manifested strong robustness in handling modelling inaccuracies, had 

the ability to handle both arbitrary complexity and complicated nonlinearity, and succeeded 

in having excellent tracking performance (Abbas et al., 2015). 

In another study examining the effectiveness of single-layer neural network models 

vis-à-vis multiple-layer linear regression models in time series forecasting of total ozone, 

Bandyopadhyay & Chattopadhyay (2007) found that the single-layer neural network had 

better predictive accuracy compared to the multiple-layer regression models. In the inquiry, 

the researchers developed the single-layer hidden neural network with a variable number of 

nodes and evaluated their performance based on the method of least squares and error 

estimation. The researchers trained the single-layer neural network with sigmoidal 

activation function with the aim of minimising the mean squared error (Bandyopadhyay & 

Chattopadhyay, 2007). The single-hidden layer neural network was able to predict the mean 

monthly total ozone concentration more efficiently compared to the multiple linear 

regression model using past data values. Overall, the consulted literature seems to support 

the utility of both single-layer and multiple-layer neural networks in the field of forecasting, 

although their efficacy depends on the variables examined.  

Strategic trading and forecasting is an issue that has received notable attention in 

empirical studies. These studies have identified a number of strategies that are applicable to 

trading as well as forecasting. Some of these strategies include those modelled on artificial 

neural networks, GARCH models, and SVMs. A consensus exists that market complexity 

makes the relationship between future and past financial data nonlinear. This implies that 

linear statistical methods including ARMA and ARIMA are seemingly powerless in predicting 

stock returns and trading efficiency as compared to nonlinear approaches including GARCH, 

SVR, and ANNs. Relying upon evidence-based empirical and theoretical studies, this section 

provides a comprehensive analysis of the utility and efficacy of different strategies utilised in 

trading in, and forecasting of, financial markets.  

2.3.5 Does Forecasting Optimise Trading Returns? 

A number of scholars have endeavoured to examine the efficacy of different 

strategies and models employed in trading and financial forecasting. The studies have 

yielded mixed results with regard to the utility and effectiveness of the different any 

models. Choudhry, McGroarty, Peng & Wang (2012) conducted an extensive study to 

examine the effectiveness of market microstructure variables in forecasting foreign 
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After identifying mispriced options, Dunis & Huang (2002) applied a volatility trading 

strategy that used foreign exchange option straddles in order to account for both 

forecasting accuracy and trading efficiency. Similar to the inquiries conducted by Tealab, 

Hefny & Badr (2017) and Bekiros & Georgoutsos (2008), Dunis & Huang (2002) found that 

the RNN strategies produced positive returns even after allowing for transaction costs. In a 

study looking at economic growth forecasting via an ANN based on export, import, and 

trade parameters, Sokolov-Mladenovic, Milovancevic, Mladenovic & Alizamir (2016) 

similarly established that a strategy relying on ANNs would generate higher forecasting 

accuracy even after accounting for transaction costs.    

Aside from the studies examining the utility of strategies modelled on neural 

networks, other studies have investigated the efficacy of trading strategies based on SVMs. 

For example, Dunis, Rosillo, de la Fuente & Pino (2013) sought to investigate the 

effectiveness of SVMs in predicting weekly change in the IBEX-35 stock index from October 

1990 to October 2010. The researchers implemented a trading simulation whereby 

measures of economic performance would complement statistical efficiency. The inputs 

retained by the researchers were traditional technical trading rules including moving 

average convergence divergence (MACD) and relative strength index (RSI) decision rules. In 

order to determine the ideal situations to sell or in the market, Dunis et al. (2013) used the 

SVMs with given values of MACD and RSI.  

After benchmarking the model with a buy and hold strategy and an MLP neural 

network, Dunis, Rosillo, de la Fuente & Pino (2013) established that SVMs yielded better 

results with a 100% hit ratio when the researchers applied a 90% probability of recurrence. 

However, promising results were only evident when the researchers used shorter training 

periods compared to longer training periods. Just like Dunis et al. (2013), Sermpinis, 

Stasinakis, Rosillo & de la Fuente (2017), in their inquiry that examined trading in European 

exchange trading funds, also found that trading strategies based on SVMs had a propensity 

to yield better predictive results over shorter durations as opposed to longer durations. 

Both Dunis et al. (2013) and Sermpinis et al. (2017) attributed the poorer predictive 

accuracy over longer training periods to changing market conditions and overtraining.  

Qu & Zhang (2016), in the same light, endeavoured to test the efficacy of using 

support vector regression in the prediction of high-frequency stock returns of the Chinese 

CSI 300 index. Assuming that each return triggers reversal and momentum periodically, the 
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who acknowledged that nonlinear approaches including GARCH, SVR, and ANNs are more 

effective at forecasting financial markets compared to linear approaches.  

Unlike the majority of other aforementioned inquiries, Miralles-Quirós, Miralles-

Quirós & Daza-Izquierdo (2015) sought to examine intraday patterns and come up with 

trading strategies for predicting the Spanish stock market. Through anticipating greater 

interest in Spanish stock market behaviour, the researchers were able to show that the best 

or ideal trading strategy was one in which the investor entered short or long after the New 

York Stock Exchange (NYSE) opening until the end of the trading day at 17:30 when bear and 

bull markets coincide (Miralles-Quirós et al., 2015). The researchers also recommended that 

for no-coincidence cases it is important to complement the strategy with that of entering 

short or long from the opening of the trading day until the closing price. To analyse the 

intraday behaviour of the selected stock market, Miralles-Quirós et al. (2015) compiled 

IBEX-35 intraday data from February 2000 to December 2012 beginning from the opening 

quote at 9:00 until the end of every session at 17:30. Cumulatively, the reviewed literature 

seems to support the effectiveness of nonlinear strategies in trading and forecasting of 

financial markets. As Hu (2007), Kwan, Lam, So & Yu (2000), and Tealab, Hefny & Badr 

(2017) all affirmed, market complexity makes the relationship between future and past 

financial data nonlinear. This implies that linear statistical methods, including ARMA and 

ARIMA, are seemingly powerless in predicting stock returns compared to nonlinear 

approaches including GARCH, SVR, and ANNs.  

2.3.6 Diversified Method Selection to Overcome the Random Walk Dilemma 

There have also been some comparative studies conducted to ascertain the best 

methods for forecasting financial market indices. For instance, Ong, Smola & Williamson 

(2005) conducted a comprehensive comparative analysis of different models to determine 

which was most effective. The comparative analysis looked at forecasting time series using 

multi-layer perception, multiple regression, and adaptive neuro fuzzy inference system and 

radial basis functional models. As the researchers pointed out, the adaptive neuro-fuzzy 

inference system (ANFIS) utilises both the reasoning capabilities of fuzzy logic and the 

learning capabilities of an ANN in order to provide enhanced reasoning capabilities. 

Although this analytical method for forecasting financial market indices been highly 

effective, it nonetheless has some shortcomings, such as low convergence (CristianinI & 

Kandola, 2006). 
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Table 4: Classifications 

 Classifications of time series 

and test 
  

 

  

 Companies Methods Error Matrices Index 

Daily 18 26 6 FTSE 100 

Weekly 18 26 6 FTSE 100 

Monthly 18 26 6 FTSE 100 

Quarterly 18 26 6 FTSE 100 

Yearly 18 26 6 FTSE 100 

 

2.5.1 Description  

The table above shows details of the test that was undertaken in this paper. There are 26 

methods that were implemented and tested in this paper. That is one of the differences 

from our other tests. The companies, indices, and error matrices all carry over, however 

horizon was not tested in this paper and will instead be introduced in other testing that we 

conduct. Furthermore, though we tested six error matrices, we used MASE in this paper but 

not in the other three papers. 
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The following table illustrates the methods that were used:  

Table 5: Methods 

METHODS Description 

1. AUTOARIMA autoarima function 

2. AUTOARIMA_SEASDUMMY with seasonal dummies as external regressors 

3. AUTOARIMA_FOURIER with fourier transform as external regressors 

4. SES Simple exponential smoothing 

5. HOLT WINTERS Double exponential smoothing with alpha and beta 

6. DOUBLE SEASONAL HOLT WINTERS Holt-Winters with alpha, beta and gamma 

7. BATS state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal components 

8. TBATS state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal components with an 

inclusion of multiple seasonality. (*) 

9. DSHW Double seasonal holt winters 

10. NAÏVE Forecasted by the previous observation 

11. SNAIVE Forecasted by the last observation in previous period/season. 

12. SINDEX Seasonal index forecast 

13. NNET Neural Networks 

14. TSLM Time series linear model, with level and trend as the X vars 

15. SPLINEF Splines model 

16. THETAF Theta model 

17. RWF Random walk model 

18. MEANF Mean forecast 

19. STL Seasonality-Trend-Level. The time series is broken down to these components, the remainder is forecasted and 

the STL components are added back to the forecasted value. 

20. AUTOARIMA_SES autoarima function & Simple exponential smoothing 

 

21. AUTOARIMA_TBATS autoarima function & state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal 

components with an inclusion of multiple seasonality 

22. AUTOARIMA_NNET autoarima function & Neural Networks 

23. SES_THETAF Simple exponential smoothing & Theta model 

24. SES_MEAN Simple exponential smoothing & Mean forecast Model 

25. TBATS_THETAF state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal components with an 

inclusion of multiple seasonality & Theta model 

26. NNET_THETAF Neural Networks & Theta model 
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(*) indicates, if seasonality is not present, both the models will not have seasonal 

components. So, they end up optimising on the same model and, therefore, will have the 

same forecasts. 

2.5.2 Description  

The methods that are shown above were all tested, however not all produced results due to 

time series seasonality, as mentioned earlier. The 26 methods were all run in R studio. The 

packages for the methods are freely available to download in the R software.  

2.6 Results 
Table 6 

 

METHOD Daily  Values     

 ME RMSE MAE MPE MAPE MASE AVE 

AUTO 0.070 25.606 15.688 -0.019 1.350 1.007 7.284 

SES 0.299 25.609 15.666 -0.015 1.340 1.001 7.317 

HOLT 0.058 25.606 15.670 -0.010 1.343 1.002 7.278 

BATS & TBATS 0.374 25.600 15.661 -0.012 1.339 1.001 7.327 

DSHW 0.262 26.930 17.008 0.014 1.478 1.101 7.799 

NAÏVE & SNAIVE 0.267 25.702 15.650 -0.016 1.339 1.000 7.324 

NNET -0.004 25.005 15.748 -0.461 1.753 1.010 7.177 

SPLINE -7.566 140.077 122.477 -2.073 9.413 NA NA 

THETA 0.299 25.609 15.666 -0.015 1.340 1.001 7.317 

RWF 0.000 25.698 15.661 -0.022 1.341 1.001 7.280 

MEAN 0.000 580.412 497.461 -60.378 83.876 32.086 188.909 

AUTO % SES -67.656 132.715 112.648 -8.224 9.765 5.852 30.850 

AUTO % TBATS -65.080 131.354 111.403 -8.116 9.718 5.805 30.847 

AUTO % NNET -50.687 147.116 125.796 -6.910 10.425 7.126 38.811 

SES & THETA -62.079 127.192 108.092 -6.790 8.453 5.852 30.120 

SES % MEAN 243.634 474.152 464.385 -9.615 35.531 27.146 205.872 

TBATS & THETA -59.502 125.888 106.866 -6.682 8.419 4.855 29.974 

NNET & THETA -67.656 132.715 112.648 -8.224 9.765 5.852 30.850 
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2.6.1 Discussion  

The table above presents the results from our test for each method. The methods were 

tested under the six error matrices above. This shows us which method performed better 

under which error. A detailed table on the classification of accuracy testing shows an 

overview of how the methods performed. The table above reveals strength in the random 

walk forecast (RWF) and the mean in the mean error (ME) test, but this strength diminishes 

along the error matrices. Specifically, the mean became the least accurate test in all of the 

other error testing apart from the mentioned ME test. The naïve model showed better 

accuracy than the other models in three of the six accuracy tests, performing better in MAE, 

MAPE and MASE. Neural networks and the Holt-Winters performed better in RMSE and 

MPE, respectively. The Nnet function would take advantage of the RMSE high values and 

variance thus here being uncertainty and thus meaning nonlinearity of the test it would 

eventually perform better. 

Table 7 
Methods  Weekly  Values     

 ME RMSE MAE MPE MAPE MASE AVE 

AUTO 0.577 85.463 57.664 -0.407 5.961 0.963 25.037 

SES 0.577 85.463 57.664 -0.407 5.961 0.963 26.547 

HOLT 0.267 86.895 58.387 -0.313 6.047 0.983 25.378 

BATS & TBATS -0.308 86.332 58.239 -0.750 5.952 0.980 25.074 

DSHW 1.063 95.586 64.763 1.092 7.916 1.091 28.585 

NAÏVE & SNAIVE 5.738 88.257 59.434 -0.317 6.042 1.000 26.692 

NNET  -0.051 82.118 56.562 -0.739 5.714 0.939 24.091 

SPLINE  898.464 1252.456 1073.246 73.509 80.697 NA NA 

THETAF  5.880 87.759 58.980 -0.335 6.004 0.992 26.547 

RWF  0.000 87.679 58.843 -0.322 6.074 0.992 25.544 

MEAN 0.000 452.212 395.048 -57.127 79.138 6.289 145.927 

AUTO % SES 188.543 530.967 438.400 15.892 31.776 6.290 201.978 

AUTO % TBATS 94.809 449.495 364.327 12.970 29.857 5.713 159.528 

AUTO % NNET 193.753 549.685 459.314 15.377 32.748 6.507 209.564 

SES & THETAF 209.285 564.813 470.709 19.446 34.611 6.290 217.526 

SES % MEAN 493.431 668.433 599.344 -11.466 57.966 8.685 302.732 

TBATS & THETA 115.550 466.547 381.223 16.524 32.233 6.313 169.732 

NNET & THETA  188.543 530.967 438.400 15.892 31.776 6.290 201.978 



Essays in Forecasting Financial Markets with Predictive Analytics Techniques 

70 | P a g e  
 

2.6.2 Discussion  

In our weekly tests, the neural network model performed significantly better than other 

models in four out of the six error matrices, beating the naïve model in the daily test where 

the naïve model had performed better in three out of the six error matrices. The neural 

network performed better in the following errors: RMSE, MAE, MAPE, and MASE. The high 

performance in four errors shows that there is more nonlinearity in the weekly test where 

Nnet recorded better performance under the mentioned conditions. The lowest performing 

model was produced by the spline model, which had the least accurate results in four out of 

the six error measurements. RMSE, MAE, MPE, and MAPE were the measurements where 

the spline model showed its weakness. 

2.7 Conclusion 
To conclude, the test showed significant diversity within the error measurements, and this 

greatly enhanced our understanding of whether the random walk and statistical techniques 

can outperform AI (AI here being the neural network). In our test, we observed that, from a 

generally, the naïve model performed better than the neural network under our daily 

frequency testing. However, the neural network performed better in our weekly testing. 

Furthermore, the results revealed methods that would perform weakly across the board like 

the mean method and the spline method. To complement our testing, we need future 

testing to introduce horizon testing to allow for more detailed inner analysis of the 

methodology. We would then be able to observably understand our error testing on a 

different platform where horizons are being introduced. This will show which method 

performed better, and where and when it did so.  

 

 

 

 

 

 



Essays in Forecasting Financial Markets with Predictive Analytics Techniques 

71 | P a g e  
 

2.7.1 Analysis & Evaluation  
Table 8 

 Classifications of 

Accuracy Testing 

  

 

    

 ME RMSE MAE MPE MAPE MASE 

Daily 1st   

Daily LE 

!RWF&MEAN 

SES%MEAN^ 

NNET 

MEAN 

NAÏVE 

MEAN 

HOLT 

MEAN 

NAÏVE 

MEAN 

NAÏVE 

MEAN 

Weekly 1st  

Weekly LE 

!RWF/MEAN 

SES%MEAN^ 

NNET 

SPLINE 

NNET 

SPLINE 

HOLT 

SPLINE 

NNET 

SPLINE 

NNET 

SES/MEAN^ 

 * (LE) here meaning least accurate model. 

^ Here representing a hybrid model combining two functions. 

& here meaning a joint accurate best accurate model. So, both methods have the same 

result of error. 

! Nnet was very close behind with -0.0043 

2.7.2 Description 
As seen from the tables above, both neural networks and the naïve methods have 

performed very well in the test run.  

As the RWD enforced its will upon other models, Nnet performed better in the weekly 

frequency and also almost did so in the daily frequency. If an average of the errors was 

taken for each method, neural networks performed better in both daily and weekly 

frequencies. 

This also takes into consideration that the neural network test was implemented with a 

single input and no alternative inputs were chosen in order for the network to learn, work, 

and develop.  

2.7.3 Future Research  

While using the same methods, future research should add horizon testing to the 

methodology and should be able to observe how the methods change over time. Horizon 

will be tested for all of the used frequencies; the same errors will be tested to keep the 

accuracy testing consistent. Furthermore, the horizons will be developed according to real 

financial market trading. 
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2.9 Appendices  

2.9.1 Graphs  

Figure 1 

AstraZeneca monthly neural network forecast 

 

 

Figure 2 
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Figure 3 

 

Here the nemenyi test shows no significance.  

More significant testing with the nemenyi test is shown below in the appendices. 
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Figure 4 

 

Figure 5 
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CHAPTER 3 

FORECASTING FINANCIAL MARKETS WITH PREDICTIVE 

ANALYTICS: THE IMPACT OF THE FORECASTING HORIZON 

3.0 Abstract 
This paper investigates the impact of horizon when introduced into a forecasting accuracy 

test. It delves further into forecasting, looking at how to train and forecast data. We used a 

plus 1 training methodology where we used the first 2.5% of the data for training. One more 

data point was then added to the next training, and so on. Accordingly, the first forecast 

used 100 points in the daily time series for example and produced 22 horizons ahead. 

Thereafter, we then used 101 training points to forecast the next 22 horizons. We used 25 

methods to forecast 18 different time series, while we also applied six different accuracy 

tests to determine which methods performed better under different horizons. 

 

 

 

 

 

 

 

 

 

 

 











Essays in Forecasting Financial Markets with Predictive Analytics Techniques 

92 | P a g e  
 

Using a case study from Henan province in China, Reindl, Walsh, Yanqin & Bieri 

(2017) aspired to evaluate the economic value of forecasting on different horizons in the 

energy meteorology sector. Their findings suggested that even minor deviations from the 

requested prediction corridor and the forecasting frequency could result in adverse revenue 

losses that directly affected the finances of the project. Specifically, the losses pertained to 

discounted payback period, internal rate of return, and net-present value. The researchers, 

similar to Diagnea, Mathieu, Lauret, Boland & Schmutz (2013), established that forecasting 

of irradiance necessitated the use of different techniques for different time horizons.  

For long-term forecasts, that is, days ahead, the most appropriate forecasting 

techniques as identified by Reindl et al. (2017) were complex numerical weather prediction 

models such as the European Center for Medium Range Weather Forecasts (ECMWF) or 

Weather Research and Forecasting (WRF). For medium-term forecasting, for example intra-

day forecasts, the meteorological models that lead to the best results were those based on 

combinations of ground observations and satellite-derived data whereas, for short-term 

forecasting, machine learning time series was found to had greater utility (Reindl et al., 

2017). 

Consistent with this study by Reindl et al. (2017), Reikard, Haupt & Jensen (2017) similarly 

initiated a study to examine the effectiveness of forecasting irradiance over short horizons 

in the meteorological sector. The researchers affirmed that short-range forecasting is one of 

the enabling technologies to have facilitated the integration of solar energy into the grid. 

Using data from two locations in the United States, Sacramento and Brookhaven, Reikard et 

al. (2017) endeavoured to examine a number of forecasting models over horizons ranging 

from 15 minutes to four hours.  

The models tested included the WRF model and the Dynamic Integrated Forecast (DICast) 

system compared against the primary time series model of ARIMA. Among time series 

models, Reikard et al. (2017) established that ARIMAs with time-varying coefficients were 

far superior to fixed coefficient methods. On the contrary, when comparing time series and 

meteorological models, the results indicated that the ARIMA was more accurate at short 

horizons, whereas the numerical weather prediction models including the WRF and DICast 

were more accurate at longer horizons as measured by MAE and RMSE.  
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3.3 Methodology  
This paper compares various forecasting horizons. It intends to find the most accurate 

method under different financial environments and structures. The environments that were 

pre-set, took into account an all-round base system. Furthermore, the all-round base system 

behaves structurally to prevent any bias. We set five different frequencies each testing five 

different horizons. This, eventually, would provide a diverse set of results for further 

analysis and evaluation where the methods that were tested showed different results and 

analysis in the different environments and horizons tested. 

At first look, all of the algorithms that were tested showed that accuracy decreases as the 

horizon increases. The functions that were implemented were functions such as Autoarima, 

double seasonal Holt-Winters, neural networks and more as seen below. A table presenting 

all the functions is provided later in the section. 

As we incorporate our horizon testing in this paper, we faced the issue of which horizons to 

present, because you can have 100 daily forward horizons and present such horizons, but 

would that be significant to the trading cycle or financial markets, as to present the best 

possible solution the best adaption between the trading cycle, frequency and financial 

markets has been incorporated and presented. Doing so allows us to compare and contrast 

trading strategies that are being implemented in the financial markets by investors and 

traders. 
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The following table will illustrate the methods that were used in this paper: 

Table 9 

Methods Description 

1. AUTOARIMA  autoarima function 

2. AUTOARIMA_SEASDUMMY with seasonal dummies as external regressors 

3. AUTOARIMA_FOURIER with Fourier transform as external regressors 

4. SES Simple exponential smoothing 

5. HOLT WINTERS Double exponential smoothing with alpha and beta 

6. DOUBLE SEASONAL HOLT WINTERS Holt-Winters with alpha, beta and gamma 

7. BATS 
state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal 

components 

8. TBATS 
state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal 

components with an inclusion of multiple seasonality. (*1) 

9. DSHW Double seasonal holt winters 

10. NAÏVE Forecasted by the previous observation 

11. SNAIVE Forecasted by the last observation in previous period/season. 

12. SINDEX Seasonal index forecast 

13. NNET Neural Networks 

14. TSLM Time series linear model, with level and trend as the X vars 

15. THETAF Theta model 

16. RWF Random walk model 

17. MEANF Mean forecast 

18. STL 
Seasonality-Trend-Level. The time series is broken down to these components, the remainder is 

forecasted and the STL components are added back to the forecasted value. 

19. AUTOARIMA_SES 
autoarima function & Simple exponential smoothing 

 

20. AUTOARIMA_TBATS 
autoarima function & state space model with Box-Cox transformation, ARMA errors, Trend 

and Seasonal components with an inclusion of multiple seasonality 

21. AUTOARIMA_NNET autoarima function & Neural Networks 

22. SES_THETAF Simple exponential smoothing & Theta model 

23. SES_MEAN Simple exponential smoothing & Mean forecast Model 

24. TBATS_THETAF 
state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal 

components with an inclusion of multiple seasonality & Theta model 

25. NNET_THETAF Neural Networks & Theta model 

 

(*1) But in case seasonality is not present, both the models will not have seasonal 

components. So, they end up optimising on the same model and therefore will have the same 

forecasts. 
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3.3.1 Description 

The table above presents descriptions of the methods used in this paper, consisting of 22 

statistical techniques, two hybrid models including both statistical techniques and artificial 

intelligence (AI), and one AI method. The Autoarima function was run in the r-studio platform. 

Furthermore, all of the methods in this paper was run in the r-studio platform. The packages, 

including the forecast package, are freely available in the r-studio platform and the packages 

used to run the mentioned methods are available upon request.  

Table 10 

 Classifications 

of time series 

  

 

    

 Companies Methods Error 

Matrices 

Logarithm Horizons Index 

Daily 18 25 6 1 22 FTSE 100 

Weekly 18 25 6 1 12 FTSE 100 

Monthly 18 25 6 1 18 FTSE 100 

Quarterly 18 25 6 1 12 FTSE 100 

Yearly 18 25 6 1 4 FTSE 100 

 

3.3.2 Description 

The classifications of time series for this paper is shown above, detailing the methodology 

that was tested in this paper. The companies are consistent for all of the papers, and the 

horizon is carried on from paper 2 through to paper 4. However, the log return is tested in 

this paper only.  

3.4 Accuracy Testing 

Complete optimization is impossible when it comes to forecasting different academics 

debate what to optimize and how to implement their models. However, there are more 
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widespread theories out there which many scholars do use and agree on. In our model 

under error testing, the more commonly used errors matrices like ME, MAPE and MPE were 

used; we also used MSE, RMSE and MAE. Log returns were also determined by the model, 

with the same capacity as the error matrices calculation. Furthermore, as six different error 

matrices were tested, the scale of the test itself increases and develops a more determined 

and detailed conclusion as we can conclude which function is more accurate under the 

different mentioned circumstances.  

The results that are presented are a mere fraction of the results that were produced. The 

total output will be freely available upon request. Due to the size of the total output, we 

were unable to showcase all of the results. Furthermore, the vast output that was computed 

presented us with the dilemma of how to be fair and consistent when presenting the results 

from our horizon testing. Therefore, in a commanding rule, the paper presents the absolute 

percentage error (APE) accuracy test.  
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The error matrices tested, outputted, are presented below (shown in millions) 

Table 11 

 Classifications 

of Accuracy 

Test 

  

 

    

 Daily Weekly Monthly Quarterly Yearly Total 

ME 48.78 4.12 1.199 0.221 0.018 54.338 

MAE 48.78 4.12 1.199 0.221 0.018 54.338 

MAPE 48.78 4.12 1.199 0.221 0.018 54.338 

MPE 48.78 4.12 1.199 0.221 0.018 54.338 

MSE 48.78 4.12 1.199 0.221 0.018 54.338 

RMSE 48.78 4.12 1.199 0.221 0.018 54.338 

TOTAL 292.68 24.72 7.194 1.326 0.108 326.028 

3.4.1 Description 
The table above shows the errors that were produced, calculated and tested. Due to the 

significant number of errors that were tested, the implemented test was carried out on the 

HPC Wales supercomputer (cloud). The implementation of the test on this paper would 

have taken months on a normal everyday computer. At first, the implementation was 

carried out on a Dell XPS I7 laptop but after a few weeks of running the test was stopped. At 

this point, the notion of using a supercomputer arose, while there were also some clouds 

and clusters to consider. Finally, a decision was taken to implement the test on the HPC 

Wales supercomputer cloud.  

The test took 44.5 hours on 45 cores. This was due to the high load of computation being 

run. At the start of our code being run on the HPC cloud was going to result in a significant 

difference time wise to run the code. However, after introducing parameters to the test and 

implementing dynamic arrays, the time was reduced. however there was more effort taken 

to reduce the time that it would take to reduce the time the test was taken, in effort to do 

that, the methods were allocated to individual cores and the more computational intensive 

the function the more the cores that were allocated to that function.  
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took  ierourFutoarima_Ahorizons on the weekly data. The  thto 12 stand 1 thto 6 st, 1th, 12th6

over the role of being the dominant method from the SES method on the daily data. A 

monopoly of sorts is also observable from the table, where SES performed better on two 

 thonly in the 4 ierourFutoarima_Athe  , narrowly beatinghorizon thand 4 rdoccasions on the 3

decimal.  

Table 14 

MONTHLY APE          
 

                

METHOD    HORIZON     
 

1 2 3 4 9 18 1-9 1-18 

AUTO_ARIMA 0.060 0.086 0.108 0.129 0.231 0.469 0.148 0.256 

AUTOARIMA_FOURIER 0.057 
0.059 

0.081    
0.086 

0.101 0.119   
0.129 

0.199 
0.231 

0.350 
0.442 

0.133      
0.150 

0.207      
0.242 

AUTOARIMA_NNET 1.130 1.104 1.092 1.071 0.995 0.864 1.060 0.990 

AUTOARIMA_SEASDUMMY 0.057 0.081 0.101 0.119 0.199 0.350 0.133 0.207 

AUTOARIMA_SES 1.129 1.118 1.108 1.094 1.034 0.929 1.082 1.027 

AUTOARIMA_TBATS 1.133 1.125 1.119 1.108 1.062 0.979 1.099 1.056 

BATS 0.059 0.085 0.106 0.125 0.216 0.432 0.142 0.238 

DSHW 0.084 0.115 0.152 0.158 0.249 0.469 0.177 0.283 

HOLT 0.061 0.088 0.112 0.134 0.244 0.447 0.156 0.255 

HOLT_WINTERS 0.057 0.081 0.101 0.119 0.199 0.350 0.133 0.207 

MEANF 0.919 0.929 0.939 0.949 0.996 1.086 0.958 1.001 

NAÏVE 0.057 0.081 0.101 
0.108 

0.119 0.199 0.350 0.133 0.207 

NNET 0.068 0.098 0.125 0.149 0.265 0.495 0.168 0.288 

NNET_THETAF 1.124 1.095 1.078 1.055 0.961 0.806 1.040 0.956 

RWF 0.059 0.087 0.111 0.135 0.246 0.442 0.157 0.254 

SES 0.057 0.082 0.101 0.119 0.200 0.350 0.134 0.207 

SES_MEAN 0.943 0.935 0.925 0.916 0.868 0.792 0.906 0.864 

SES_THETAF 1.123 1.109 1.094 1.078 0.998 0.865 1.062 0.991 

SINDEX 0.057 0.081 0.101 0.119 0.199 0.350 0.133 0.207 

SNAIVE 0.057 0.081 0.101 0.119 0.199 0.350 0.133 0.207 

STL 0.057 0.081 0.101 0.119 0.199 0.350 0.133 0.207 

TBATS 0.059 0.085 0.106 0.125 0.216 0.432 0.142 0.238 

TBATS_THETAF 1.127 1.116 1.104 1.092 1.026 0.915 1.078 1.019 

THETAF 0.058 0.084 0.106 0.127 0.224 0.396 0.145 0.231 

TSLM 0.057 0.081 0.101 0.119 0.199 0.350 0.133 0.207 

 

3.5.3 Discussion  

Somewhat close results are carried over from the weekly results, This accounts for all 

horizon, where on the previous weekly  ththe 4however the only difference was on , horizons
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table SES was the dominant factor but the Autoarima_Fourier performed better on the 

.horizon thmonthly 4 

Table 15 

 QUARTERLY APE 
          

                  

METHOD     HORIZON     

  1 2 3 4 8 12 1-6 1-12 

AUTO_ARIMA 0.123 0.193 0.271 0.351 0.700 1.001 0.319 0.565 

AUTOARIMA_FOURIER 0.108 
0.121 

0.164 
0.191 

0.213 
0.252 

0.262   
0.321 

0.539  
0.628 

0.832 0.240  
0.287 

0.441  
0.565 

AUTOARIMA_NNET 0.872 0.823 0.784 0.760 0.664 0.617 0.780 0.712 

AUTOARIMA_SEASDUMMY 0.108 0.164 0.213 0.262 0.539 0.832 0.240 0.441 

AUTOARIMA_SES 0.895 0.853 0.812 0.783 0.666 0.616 0.802 0.723 

AUTOARIMA_TBATS 0.894 0.853 0.814 0.786 0.679 0.643 0.805 0.734 

BATS 0.121 0.186 0.248 0.321 1.516 51.236 0.321 6.871 

DSHW 0.170 0.234 0.305 0.369 0.784 1.177 0.355 0.643 

HOLT 0.129 0.209 0.279 0.351 0.730 1.124 0.318 0.596 

HOLT_WINTERS 0.108 0.164 0.213 0.262 0.730 0.832 0.240 0.457 

MEANF 1.004 1.037 1.070 1.104 1.234 1.356 1.087 1.183 

NAÏVE 0.108 0.164 0.213 0.262 0.539 0.832 0.240 0.441 

NNET 0.144 0.214 0.275 0.333 0.628 0.920 0.312 0.529 

NNET_THETAF 0.860 0.800 0.753 0.719 0.587 0.514 0.745 0.651 

RWF 0.116 0.191 0.252 0.315 0.659 1.036 0.283 0.538 

SES 0.112 0.168 0.217 0.269 0.561 0.841 0.247 0.456 

SES_MEAN 0.823 0.791 0.763 0.741 0.659 0.634 0.755 0.701 

SES_THETAF 0.884 0.830 0.781 0.740 0.586 0.509 
0.832 

0.765 0.660 

SINDEX 0.108 0.164 0.213 0.262 0.539 0.832 0.240 0.441 

SNAIVE 0.108 0.164 0.213 0.262 0.539 0.832 0.240 0.441 

STL 0.108 0.164 0.213 0.262 0.539 0.832 0.240 0.441 

TBATS 0.121 0.186 0.248 0.321 1.516 51.236 0.321 6.871 

TBATS_THETAF 0.882 0.829 0.783 0.744 0.601 0.538 0.768 0.671 

THETAF 0.117 0.183 0.240 0.298 0.617 0.904 0.272 0.498 

TSLM 0.108 0.164 0.213 0.262 0.539 0.832 0.240 0.441 

3.5.4 Discussion 

On the quarterly data, the dominant factor carries over from the previous frequencies 

(monthly), where on our previous APE data the results show some sort of a pattern 
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reoccurring from the results. However, on the quarterly results the difference was that the 

.horizon thon the 12 performed bettere place of the naïve where it took th THETAF_SES 

Table 16 

Yearly APE 
 

    

              

METHOD  
  

HORIZON 
   

  1 2 3 4 1-2 1-4 

AUTO_ARIMA 0.666 0.945 1.442 1.603 0.806 1.164 

AUTOARIMA_FOURIER 0.273 0.558 0.937 1.294 0.416 0.766 

AUTOARIMA_NNET 0.571 0.503 0.503 0.509 0.537 0.521 

AUTOARIMA_SEASDUMMY 0.273 0.558 0.937 1.294 0.416 0.766 

AUTOARIMA_SES 0.635 0.544 0.532 0.545 0.589 0.564 

AUTOARIMA_TBATS 0.820 0.771 0.824 0.914 0.795 0.832 

BATS 0.452 0.820 1.201 1.751 0.636 1.056 

DSHW 0.273 0.558 0.937 1.294 0.416 0.766 

HOLT 0.273 0.558 0.937 1.294 0.416 0.766 

HOLT_WINTERS 0.494 0.954 1.388 1.753 0.724 1.147 

MEANF 1.249 1.401 1.551 1.684 1.325 1.471 

NAIVE 0.273 0.558 0.937 1.294 0.416 0.766 

NNET 0.693 1.239 1.864 2.076 0.966 1.468 

NNET_THETAF 0.545 0.448 0.428             
0.937 

0.423            
1.294 

0.496 0.461 

RWF 0.353 0.713 1.175 1.474 0.533 0.929 

SES 0.389 0.734 1.058 1.528 0.561 0.927 

SES_MEAN 0.764 0.706 0.718 0.752 0.735 0.735 

SES_THETAF 0.613 0.493 0.463 0.460 0.553 0.507 

SINDEX 0.273 0.558 0.937 1.294 0.416 0.766 

SNAIVE 0.273 0.558 0.937 1.294 0.416 0.766 

STL 0.273 0.558 0.937 1.294 0.416 0.766 

TBATS 0.452 0.820 1.201 1.751 0.636 1.056 

TBATS_THETAF 0.796 0.716 0.746 0.814 0.756 0.768 

THETAF 0.238            
0.452 

0.325            
0.558 

0.436 0.601 0.281            
0.505 

0.400            
0.748 

TSLM 0.273 0.558 0.937 1.294 0.416 0.766 
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3.5.5 Discussion 

On the yearly APE test, THETAF and the NNET_THETAF were the dictating methods, however 

THETAF dominated four out of six horizons, being stronger in horizons 1, 2, 1-2 and 1-4. In 

this case, the THETAF function had a stronger performance when taking the overall 

averaged into account. 

Mean Squared Tables 
Table 17 

DAILY MSE 
        

          

METHOD      HORIZON     

 1 2 3 4 5 10 22 1-10 1-22 

AUTO_ARIMA 1080 2074 3084 4111 5185 10158 22342 5652 11626 
AUTOARIMA_FOURIER 1059 1984 2847 3681 4536 8535 16887 4892 9421 
AUTOARIMA_NNET 2125115 2121173 2117727 2116211 2113960 2107334 2092410 2114488 2105914 
AUTOARIMA_SEASDUMMY 1059 1984 2847 3681 4536 8535 16887 4892 9421 
AUTOARIMA_SES 2126342 2125317 2124356 2124948 2124465 2124296 2122535 2124766 2124024 
AUTOARIMA_TBATS 2127643 2127398 2127059 2127794 2127918 2129763 2132568 2128380 2130010 
BATS 1061 1985 2851 3687 4546 8552 16936 4900 9438 
DSHW 1311 2284 3178 4089 4976 9138 18666 5332 10279 
HOLT 1059 1982 2850 3689 4551 8611 17197 4918 9538 
HOLT_WINTERS 1059 1984 2847 3681 4536 8535 16887 4892 9421 
MEANF 565658 566499 567356 568228 569096 573552 583844 569561 574753 
NAIVE 1059 1984 2847 3681 4536 8535 16887 4892 9421 
NNET 1595 3033 4485 5397 6639 12494 24709 7270 13853 
NNET_THETAF 2123814 2120237 2117092 2114315 2111883 2102122 2080943 2111783 2099975 
RWF 1060 1986 2851 3687 4545 8567 17010 4904 9470 
SES_MEAN 931951 931614 931279 930951 930626 929053 924999 930479 928498 
SES 1058 

1061 
1977 
1985 

2839 
2851 

3673 
3687 

4526 
4545 

8521 
8566 

16861 
17010 

4882 
4904 

9405 
9469 

SES_THETAF 2125039 2124379 2123716 2123049 2122385 2119081 2111042 2122058 2118070 
SINDEX 1059 1984 2847 3681 4536 8535 16887 4892 9421 
SNAIVE 1059 1984 2847 3681 4536 8535 16887 4892 9421 
STL 1059 1984 2847 3681 4536 8535 16887 4892 9421 
TBATS 1061 1985 2851 3687 4546 8552 16936 4900 9438 
TBATS_THETAF 2126342 2126460 2126416 2125891 2125835 2124536 2121045 2125667 2124040 
THETAF 1058 1977 2840 3673 4527 8524 16872 4883 9409 
TSLM 1059 1984 2847 3681 4536 8535 16887 4892 9421 


























































































































































