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Abstract 

Optical character recognition (OCR) is essential in various real-world applications, 

such as digitizing learning resources to assist visually impaired people and 

transforming printed resources into electronic media. Considering the Arabic 

language, the need to extend digital Arabic content on the Internet has motivated more 

research on Arabic text recognition. However, Arabic OCR still poses significant 

challenges, owing to the special characteristics of Arabic script. This research aims to 

develop an effective printed Arabic OCR system.  

Performance evaluation of OCR systems is an essential task for OCR systems 

development. However, studies in Arabic OCR suffer from the lack of proper 

performance evaluation metrics, the availability of evaluation tools and effective 

performance evaluation of current OCR systems. Thus, this work proposes a standard 

protocol with an automated evaluation tool, which has a new set of metrics, for 

measuring the effectiveness of Arabic OCR systems. In addition, the effectiveness of 

the state-of-the-art printed Arabic text recognition systems have been experimentally 

evaluated.   

In this work, we describe the implementation of a printed Arabic OCR system. The 

implantation of this system is divided into five stages: pre-processing, feature 

extraction, character segmentation, classification and post-processing. Unlike other 

typical Arabic OCR systems, the developed system performs the feature extraction 

stage prior to the character segmentation stage. 

In the pre-processing stage, a novel thinning algorithm is developed in order to produce 

skeletons for Arabic text images. An evaluation experiment is conducted to evaluate 

the performance of the new algorithm against other well established thinning 

algorithms with respect to several new performance metrics. In all performance tests, 

the new algorithm produces the best results. In the second stage, a new chain-code 

representation technique using an agent-based model for extracting features from non-

dotted Arabic text images has been proposed. The feature extraction method achieved 

an accuracy of 98.1%. Based on the extracted features, a character segmentation 

technique for segmenting connected Arabic words into characters was developed. The 
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character segmentation technique produced a recall of 84.2% and a precision of 77.3%. 

In the classification stage, the Prediction by Partial Matching (PPM) compression 

based method is applied as a classifier to recognise Arabic text. Experimental 

evaluation on a public dataset reveals that the system has an accuracy of 77.3% for 

paragraph-based text images. In the final stage, a post-processing technique based on 

a PPM model is applied for correcting the OCR output. By applying the post-

processing method, the recognition accuracy improves to 86.9%. The experimental 

results show that the system substantially improves upon the state-of-the-art when 

compared with four well-known Arabic OCR systems using the automated evaluation 

tool. 
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Chapter 1: Introduction 

1.1 Background and Motivation  

Optical character recognition (OCR) is a technique that transforms a printed or 

handwritten text image into an electronic textual format. OCR development is 

considered as a challenging task in the field of pattern recognition. Many OCR 

approaches have been proposed for Latin and non-Latin scripts. Previous research on 

text recognition has focused primarily on Latin scripts, such as English, and it has not 

been until the last two decades that recognition of non-Latin scripts, such as Arabic, 

has been researched (Alginahi, 2013). Furthermore, owing to the special 

characteristics of Arabic script, OCR for Arabic text still poses significant challenges 

(Slimane et al., 2013).  

OCR applications can be categorized into two types, namely online text recognition 

and offline text recognition (Ahmad, 2016). Figure 1.1 illustrates the different types of 

text recognition systems. Offline text recognition systems perform on text that has 

been previously written or printed on a page. Online text recognition systems, by 

contrast, recognise text captured in real-time. Offline text recognition is further 

classified into two types: handwritten text recognition and printed text recognition. In 

contrast, online text recognitions systems are limited to recognising handwritten text. 

Although handwritten script is significantly more challenging than printed Arabic text 

for OCR, Arabic printed text OCR still poses significant challenges (Slimane et al., 

2013). Therefore, this study will deal only with the printed text recognition type. 

Generally, the process for developing a typical OCR system involves five stages: pre-

processing, segmentation, feature extraction, classification and post-processing, 

(Khorsheed, 2002). A text image may need to go through the pre-processing stage for 

enhancing the readability of the image. During the segmentation stage, the text image 

is segmented into small patterns, like segmenting words into characters. Then, features 

are extracted from the segmented patterns to be utilized by the next stage which is 

classification. The classification stage is responsible for assigning a pattern into a pre-

classified class based on the extracted features of the pattern. The final stage is the 

post-processing stage which improves the recognition accuracy by detecting and 



2 

 

correcting linguistic misspellings in the produced OCR text without human 

intervention. 

Arabic OCR is highly desirable in various real-world applications, such as digitising 

learning resources to assist visually impaired people, bank cheque processing and mail 

sorting (Al-Badr and Mahmoud, 1995; Alginahi, 2013). Furthermore, there are many 

initiatives for Arabic digital content enrichment (Saad and Ashour, 2010). One of these 

initiatives is King Abdullah’s Initiative for Arabic Content (Jambi, 2014). Recently, 

Crown Prince Mohammed Bin Salman has established the global center for combating 

extremist ideology. One of its objectives is to analyse online Arabic text, such as text 

from Twitter that may have extremist content (Etidal, 2018). Twitter has a character 

limit of 280 characters, so users are not able to add long tweets. However, users publish 

their tweets on text images in order to avoid cramming their text into 280 characters. 

Therefore, robust and efficient Arabic OCR is required to support the initiative by 

increasing Arabic content on the Internet and to analyse online text images.   

Figure 1.1: Categories of OCR systems  

Note: The shaded text box is the scope of this research. 

1.2 Research Questions  

The following are the specific research questions being investigated in this study in 

order to help achieve the primary aim of the project: 

 Is the current OCR methodology which involves the five sequential stages (pre-

processing; feature extraction; segmentation; classification and post-

processing) the most effective for designing Arabic OCR?  

 Are there alternative methodologies that might yield better results for Arabic 

OCR? 
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 Are the general standard performance measurements of character accuracy 

sufficient to assess how Arabic OCR systems are coping with the challenges 

of Arabic script?  

 Are the available OCR systems sufficient to recognise printed Arabic text 

images? 

 Can Arabic text be effectively recognised by considering Arabic text as non-

dotted text and then corrected later on in order to recover the dotted from? 

 Can a compression based method be effectively applied as a classifier for the 

recognition of the text features? 

 Can a compression based method be applied to Arabic OCR output that 

contributes to significant improvement in Arabic text recognition accuracy? 

1.3 Aims and Objectives 

The primary aim of this study is to develop a novel OCR system for printed Arabic 

script that substantially improves upon the state-of-the-art when compared with 

presently available systems. A further aim is to develop new approaches that make use 

of compression-based language modelling as these have proven to be very effective 

for many natural language processing (NLP) applications in the past but they have not 

yet been applied to the specific problem of Arabic OCR.  

In order to fulfill these aims, the following objectives for this work are to:  

 perform a comprehensive review of printed Arabic text recognition (see 

Chapter 2); 

 develop an automated tool for evaluating the performance of Arabic OCR 

systems (see Chapter 3); 

 evaluate the effectiveness of the state-of-the-art printed Arabic text recognition 

systems (see Chapter 3); 

 design and implement a new thinning algorithm for Arabic text and evaluate 

the effectiveness of the new algorithm by comparing it with well-known 

thinning algorithms (see Chapter 4); 
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 develop a new chain-code representation technique using an agent-based model 

for extracting features from non-dotted Arabic text images prior to the character 

segmentation phase (see Chapter 5); 

 develop a new character segmentation technique for segmenting connected 

Arabic words into characters based on the extracted features (see Chapter 6); 

 develop a new compression-based method for classifying the segmented 

Arabic characters (see Chapter 7); 

 use compression-based post-processing techniques (e.g., adding dots to Arabic 

text and correcting the OCR output) (see Chapter 8); 

1.4 Contributions  

The main contribution of this study is the development of a novel OCR system for 

printed Arabic script that substantially improves upon the state-of-the-art. In the 

following are the further contributions of this work to the field of printed Arabic text 

recognition:  

1. A novel printed Arabic OCR application to recognise multi-font types, 

multi-size and multi-styles Arabic text images has been developed. The 

effectiveness of this system was evaluated by comparing the output 

produced with ground truth and by comparing it with other Arabic OCR 

systems.  

2. A comprehensive review of printed Arabic text recognition has been 

performed. This review analyzed the challenges and open problems in the 

field of printed Arabic OCR. This work resulted in the following 

publication: 

 Alghamdi, M. and Teahan, W., 2018. Printed Arabic Script Recognition: A 

Survey. International Journal of Advanced Computer Science and 

Applications (IJACSA), 9(9).  

3. An automated evaluation tool with new objective metrics for the evaluation 

of Arabic OCR performance has been developed. Also, a standard protocol 

for measuring the effectiveness of Arabic OCR systems with a 

comprehensive automated evaluation of the current Arabic OCR systems 

has been provided. This work resulted in the following publications: 
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 Alghamdi, M.A., Alkhazi, I.S. and Teahan, W.J., 2016. Arabic OCR 

evaluation tool. In Computer Science and Information Technology (CSIT), 

2016 7th International Conference on (pp. 1-6). IEEE. 

 Alghamdi, M. and Teahan, W., 2017. Experimental evaluation of Arabic 

OCR systems. PSU Research Review, 1(3), pp.229-241. 

4. A novel thinning algorithm for Arabic text has been developed and 

evaluated by comparing it with alternative thinning algorithms. Also, a new 

set of performance metrics for the evaluation of thinning algorithm is 

proposed. This work resulted in the following publication: 

 Alghamdi, M.A. and Teahan, W.J., 2017. A new thinning algorithm for 

Arabic script. International Journal of Computer Science and Information 

Security, 15(1), p.204-211. 

5. A new technique based on a cognitive insight used for extracting features 

from non-dotted Arabic text images has been developed and evaluated. The 

method has been tested on a sample of 100 Arabic words images and has 

produced an average edit distance accuracy of 98.07%. 

6. A new character segmentation technique based on the features extracted 

from Arabic text has been developed and evaluated. The method has been 

tested on a sample of 100 Arabic words images and has produced a recall of 

84.21% and a precision of 77.25%. 

7. A novel compression-based method has been applied as a classifier for the 

first time to Arabic textual feature recognition and has been evaluated. The 

method has produced an average edit distance accuracy of 77.31%. 

8. A post-processing technique based on the PPM compression scheme has 

been applied to two problems: adding dots to Arabic text and correcting the 

OCR output. The post-processing technique improves the edit distance 

accuracy of the printed Arabic OCR system from 77.3% to 86.9% which is 

a significant improvement.  

9. A new methodology for implementing printed Arabic OCR has been 

developed. This methodology performs the feature extraction stage prior to 

the character segmentation stage in order to overcome the challenges of 

Arabic character segmentation. 
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1.5 Thesis Outline 

The organisation of the thesis is illustrated in Figure 1.2. This thesis is divided into nine 

chapters as follows.  

Chapter 1, entitled “Introduction”, presents the background and motivation of this work 

and highlights the aim and objectives of this work along with the research questions. 

Also, it reviews the contribution of this work.  

Chapter 2, entitled “Literature Review”, reviews the literature related to printed Arabic 

text recognition research. It discusses techniques that have been utilized for developing 

printed Arabic OCR with emphasis on the issues related to Arabic script. It also 

addresses the challenges and open problems in printed Arabic text recognition. 

Chapter 3, entitled “Experimental Evaluation of Arabic OCR systems”, introduces an 

automated evaluation tool with new objective metrics for the evaluation of Arabic OCR 

performance. Also, it describes an experiment to automatically evaluate four well-

known Arabic OCR systems using a set of performance metrics. The evaluation 

experiment is conducted on a publicly available printed Arabic dataset comprising 240 

text images with a variety of resolution levels, font types, font styles and font sizes. 

Chapter 4, entitled “Thinning”, proposes a new thinning algorithm for Arabic script. 

The chapter also addresses several objective performance metrics for assessing 

statistically the effectiveness of thinning algorithms. An experiment is conducted to 

evaluate the new thinning algorithm against two well established thinning algorithms 

with respect to the proposed objective performance metrics. 

Chapter 5, entitled “Feature Extraction”, proposes a new approach based on a cognitive 

insight for extracting features from non-dotted Arabic text images. It describes the 

rationale behind using this approach and explains how the feature of Arabic text 

images are extracted.  

Chapter 6, entitled “Character segmentation”, presents a new character segmentation 

technique for segmenting connected Arabic words into characters.  

Chapter 7, entitled “PPM Classification”, describes the use of the Prediction by Partial 

Matching (PPM) compression based method for textual feature recognition. The 

chapter implements the PPM model to recognise isolated Arabic character images and 

Arabic text images.  
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Chapter 8, entitled “PPM Post-processing”, introduces a post-processing method based 

on a PPM model for correcting Arabic OCR output. It also investigates the 

effectiveness of using the PPM based correction method for correcting the Arabic OCR 

output. 

Chapter 9, entitled “Conclusion and Future Work”, summarises the main conclusions 

of this study and provides several directions for future research.  

   

 

Figure 1.2: Thesis structure  
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Chapter 2: Literature Review  

2.1 Introduction 

 OCR is a technique that transforms a printed or handwritten text image into an 

electronic format. OCR development is considered a challenging task in the field of 

pattern recognition. Many OCR approaches have been proposed for Latin and non-

Latin scripts. However, printed Arabic OCR still poses great challenges because of the 

special characteristics of Arabic script (Slimane et al., 2013; Ahmed et al., 2019) 

Arabic OCR is highly desirable in various real-world applications, such as digitising 

learning resources to assist visually impaired people, bank cheque processing and mail 

sorting (Alginahi, 2013; Al-Badr and Mahmoud, 1995). Furthermore, there are many 

initiatives for Arabic digital content enrichment (Saad and Ashour, 2010). One of these 

initiatives is King Abdullah’s Initiative for Arabic Content. Therefore, a robust and 

efficient Arabic OCR is required to support this initiative by increasing Arabic content 

on the Internet. 

Numerous methods have been proposed for recognising printed Arabic script from an 

image, yet we are unaware of comprehensive surveys of printed Arabic OCR during 

the last fifteen years. Two surveys have been conducted on printed Arabic OCR (Al-

Badr and Mahmoud, 1995; Khorsheed, 2002). However, these reviews do not reflect 

the current progress in printed Arabic OCR. Therefore, establishing a guide and 

baseline for future directions remains important for Arabic OCR researchers.   

This work will establish this guide and baseline for Arabic OCR researchers by 

providing a comprehensive literature review of printed Arabic text recognition 

research. It reviews techniques that have been utilized for developing printed Arabic 

OCR with emphasis on the issues related to Arabic script. It also addresses the 

challenges and open problems in printed Arabic text recognition. 

Part of this work in this chapter has been published in the following paper: 

 Alghamdi, M. and Teahan, W., 2018. Printed Arabic Script Recognition: A 

Survey. International Journal of Advanced Computer Science and 

Applications (IJACSA), 9(9).  

This chapter is organised as follows. In Section 2.2, Arabic script characteristics and 

challenges are discussed. Section 2.3 presents the methodologies of printed Arabic 
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OCR, with subsections that review the five stages of the development of printed Arabic 

OCR: preprocessing, segmentation, feature extraction, classification and post-

processing. Section 2.4 discusses performance evaluation issues of printed Arabic 

OCR. Section 2.5 concludes with a discussion about challenges and open problems. A 

summary is provided in the last section.  

2.2 Arabic script characteristics and challenges 

There is no doubt that printed Arabic OCR faces a number of challenges and there is 

still an intensive need for more research (Al-Helali and Mahmoud, 2017). However, 

most challenges facing the development of Arabic OCR are due to the characteristics 

of Arabic script. Arabic script has some features that distinguish it from other 

languages. Compared to English, the most obvious feature of Arabic script is that it is 

written cursively from right to left in both printed and handwritten. The greatest 

challenges are due to the more complex characteristics of Arabic script. In the 

following section, the characteristics of Arabic script that may complicate recognition 

will be discussed:  

 Shapes and positions   

The Arabic alphabet has 28 basic letters (see Table 2.1). However, an Arabic letter 

may contain four dissimilar shapes in relation to its location inside a word: whether it 

is an isolated letter, an initial letter (in which a letter is inked from the right side, an 

ending letter (in which a letter is linked form the left side) or a middle letter (in which 

a letter is linked from the right and left sides). Thus, the number of letters to be 

recognized will increase from 28 letters to 125 letters. Also, Arabic script contains 

loop shaped letters. 

 Overlapping characters and Ligatures 

Characters in an Arabic word might be overlapped vertically with or without touching 

each other (see Figure 2.1). In particular, some characters are combined and written as 

a ligature such as )لا( which is a combination of two letters Lam (ل) and Alf (ا). 

However, ligatures occur in Arabic script depending on the type of fonts being used 

(AlSalamah and King, 2018). For instance, in Traditional Arabic font, there are about 

220 ligatures whereas Simplified Arabic incorporates about 150 ligatures (El-

Mahallawy, 2008). 
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 Diacritics 

Characters in an Arabic word can exist with diacritics or short vowels such as Fat-hah, 

Dhammah, Mada’ah, Kasrah and Sukkun, as illustrated in Figure 2.1. These can be 

placed either over or below the letters as strokes. In addition, Tanwen is considered as 

a diacritic which is indicated by double Fat-hah, double Dhammah and double Kasrah. 

One more diacritic that Arabic script has is Shaddah which is similar to the number 3 

as it is rotated 90° clockwise.  

 

 

Table 2.1: Arabic characters with different positions and shapes 

 

Isolated Initial Middle End 

 ـا ـا ا ا

 ـب ـبـ بـ ب

 ـت ـتـ تـ ت

 ـث ـثـ ثـ ث

 ـج ـجـ جـ ج

 ـح ـحـ حـ ح

 ـخ ـخـ خـ خ

 ـد ـد د د

 ـذ ـذ ذ ذ

 ـر ـر ر ر

 ـز ـز ز ز

 ـس ـسـ سـ س

 ـش ـشـ شـ ش

 ـص ـصـ صـ ص

Isolated Initial Middle End 

 ـض ـضـ ضـ ض

 ـط ـطـ ط ط

 ـظ ـظـ ظ ظ

 ـع ـعـ عـ ع

 ـغ ـغـ غـ غ

 ـف ـفـ فـ ف

 ـق ـقـ قـ ق

 ـك ـكـ كـ ك

 ـل ـلـ لـ ل

 ـم ـمـ مـ م

 ـن ـنـ نـ ن

 ـه ـهـ هـ ه

 ـو ـو و و

 ـي ـيـ يـ ي
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Figure 2.1: Arabic script characteristics 

 

 

 

 

 

 

 

 

 

Figure 2.2: Two characters (Ba and Ya) with an identical shape and a different number 

of dots 

 Cursive 

As mentioned above, Arabic script is a cursive script which means that a word is 

composed of connected characters using a horizontal line called the baseline. 

However, six characters (ا, د, ذ, ر, ز, و  ( of the Arabic alphabet are not linked with 

succeeding letters. This can present a challenge because these characters can divide a 

word into one or more units as sub-words (see Figure 2.1). 

 Presence of dots 

In old Arabic script, the characters were not originally dotted. However, due to the 

difficulty of recognising Arabic characters by non-native Arabic learners, the 

characters of Arabic script have become dotted (Baik, 1992). The Arabic alphabet 

relies on number and position of dots in order to differentiate between similar letters 

(see Figure 2.2). Fifteen characters in the Arabic alphabet have dots. They can be 

placed below the character, above it or in the middle. Ten of these characters have one 

dot, three have two dots and two have three dots, as shown in Table 2.1.  

2.3 General Arabic OCR methodology (model)  

This section will focus on the methodologies used by printed Arabic OCR systems. 

Published approaches and systems for Arabic OCR indicate that the process of 
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implementing Arabic OCR consists of five phases: (1) pre-processing; (2) feature 

extraction; (3) segmentation; (4) classification and (5) post-processing, see Figure 2.3. 

Figure 2.3: General printed Arabic OCR methodology 

2.3.1 Preprocessing phase 

This is the first phase of OCR methodology which is responsible for enhancing the 

readability of the input image. Preprocessing is a combination of algorithms that are 

applied to the input image in order to reduce noise and alterations, thus simplifying the 

subsequent phases of OCR methodology (Abu-Ain et al., 2018; Al-Badr and 

Mahmoud, 1995). There are various factors that affect the quality of the input image. 

Al-Badr and Mahmoud (1995) list the history of image, the printing process, the kind 

of font, the quality of paper, the condition of the image and the image acquisition as 

the vital factors that influence the input image quality.  

Khorsheed and Clocksin (2000) emphasize that the downstream OCR accuracy relies 

on the quality of the input image. Furthermore, Al-Badr (1995) states that OCR 

systems, which report high recognition accuracy on some input images, will  report 

less recognition accuracy on input images that are poor in quality. Thus, the 

preprocessing phase is a critical stage in OCR development that simplifies the data for 

the subsequent phases to operate accurately. Generally, several preprocessing 

operations are employed on the input image: binarization, layout analysis, thinning, 

smoothing and filtering, size and slant normalization, slant detection, skew detection 

and baseline detection. The selection of these operations to be applied in the 

preprocessing relies upon the conditions of the input image, such as the amount of 

noise and skew in the input image (Kannan and Subramanian, 2015). In the following 

section, the preprocessing techniques which are applied in Arabic OCR will be 

clarified.    
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Binarisation 

For character recognition, the binarisation process involves converting an input gray 

scale image into a binary image, in which a pixel has only two values 0 and 1. The 

binary image has the critical information, such as the shape of characters. It has been 

found that increasing processing speed and reducing storage capacity are the key 

benefits of binarisation technique (El-Mahallawy, 2008; Lawgali, 2015). Al-Badr and 

Haralick (1998) suggest selecting the most appropriate method for binarisation might 

separate connected objects or joining isolated objects. A number of studies have 

confirmed the efficiency of computing the histogram of the gray scale of an image and 

then detecting a cut-off point as the binarisation method (Al-Badr and Haralick, 1998; 

Jumari and Ali, 2012). However, some researchers work on recognition without 

applying binarisation methods, such as AbdelRaouf (2012) and Pavlidis (1993). 

Size normalization 

Since Arabic characters differ in size, as described earlier, size normalization is 

commonly applied to characters or words by scaling the characters or the words to an 

adjusted size. This process is crucial for the recognition or classification phase, since 

some recognition methods are sensitive to dissimilarity in size and position, such as 

template matching and correlation approaches (Al-Badr and Haralick, 1998). 

AbdelRaouf (2012) classified normalization methods into two approaches: moment-

based normalization; and nonlinear normalization. It is argued that normally a 

character is normalized to a standard size for classification (Cheriet et al., 2007). 

However, in terms of word normalization, applying normalization to a word instead of 

a character will result in losing critical information (Cheriet et al., 2007; Cho et al., 

1995). 

De-noising 

Noise may be presented during the acquisition process via scanners which results in 

distortions and variations in the input text image. Besides this, very small items in the 

text image can be reflected as noise (Lawgali, 2015), which are byproducts of image 

scanning or binarisation and which are not parts of the text. Such noise may have a 

major impact on the performance of OCR systems (Drira and Lebourgeois, 2012). 
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Noise removal is an operation for enhancing the visual quality of the input image (Shi 

et al., 2012).  

As a solution, several techniques have been introduced that are considered as noise 

removal methods (Buades et al., 2005). These methods like dilation algorithms, which 

are applied to broken letters, and erosion algorithms, which are applied to text images 

with touching letters (AbdelRaouf, 2012), are conditioning processes in terms of OCR 

development (Al-Badr and Mahmoud, 1995; Gonzalez and Woods, 2002). In addition, 

the median filter approach is commonly used in both printed text images and 

handwritten text images. For example, Al-ani et al. (2014) apply this approach for 

removing noise in printed Arabic text images.  Another example of a study that applies 

a median filter algorithm in handwritten Arabic text images is a study by Al-Shatnawi 

et al. (2011). Ahmed et al. (2012)  applied a morphological noise removal method for 

Arabic printed OCR proposed by Mahmoud (1994). However, Ahmed et al. (2012) 

discovered that letter holes could be filled while applying this method, with lower 

thresholds, to Arabic text images. 

Figure 2.4. An example of Arabic text skew 

In fact, the review suffers from the fact that some printed Arabic OCR studies applied 

noise removal algorithms without providing information of the applied algorithm, for 

instance, in Taha et al. (2012). Such approaches, however, should be selected carefully 

when considering OCR systems. That is, because of the similarity between Arabic 

letters, any alteration of a letter might change it to another letter. Thus, a perfect noise 

removal method is the method that is able to eliminate noise while preserving the shape 

of the character (Drira and Lebourgeois, 2012).  

Skew detection and correction 

Initially, a text image has zero rotation, yet when physically scanning the image 

manually, rotation of images up to 20ᵒ might occur (Khorsheed, 2002). This rotation 

is called skew which results in non-zero skew text images (see Figure 2.4). The skew 

can lead to incorrect recognition and baseline detection (Al-Shatnawi and Omar, 
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2009). According to Abuhaiba (2003), it is impossible to segment a text if the text is 

rotated.  As a result, detecting and correcting the skew is critical to OCR applications 

that rely on segmentation approaches to recognize characters.  

The process of estimating the skew angle is known as skew detection, whereas the 

process of rotating the image with the purpose of correcting the skew is called skew 

correction. A wide variety of skew detection and correction methods have been 

proposed. Sun and Si (1997) group these methods into five groups: projection profile, 

Hough transform, Fourier transform, nearest neighbor clustering and correlation. The 

Hough transform is the standard approach for detecting the skew (Parker, 2011). A 

method based on the projection profile was introduced by Baird (1995). Hull (1998) 

has provided a comprehensive review of twenty–five skew detection and correction 

approaches. The author concludes that further work on more sophisticated methods is 

still required. The Radon transform method has shown its efficiency for skew 

correction (Dong et al., 2005). Some methods are designed for specific applications 

and image type. For example, a new method has emerged for Arabic text images from 

Al-Shatnawi and Omar (2009). Alginahi (2010) concludes that selecting a skew 

detection and correction method relies on the image type. 

Baseline detection 

As described in the previous section, Arabic characters are joined through a horizontal 

line called the baseline (see Figure 2.5). Graphically, the baseline can be described as 

the line which has the maximal amount of black pixels (Shafait et al., 2006). This line 

contains critical information about the text, such as text orientation and position of 

connection points between Arabic letters  (Al-Badr and Mahmoud, 1995). Thus,  

detecting the baseline is beneficial for many OCR stages, for instance, skew 

normalization (Omar et al., 2000), segmentation (Amin, 1998; Arica and Yarman-

Vural, 2002) and structural features extraction such as the character’s dots (El-Hajj et 

al., 2005).  

It has been reported that most Arabic OCR has applied baseline detection methods as 

a preprocessing step (Al-Shatnawi et al., 2011) .The baseline detection techniques for 

Arabic script have been classified into four groups by Al-Shatnawi and Omar (2008); 

namely, horizontal projection methods, the word skeleton method, contour tracing and 

principle component analysis. Among these, the horizontal projection technique is 
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widely implemented  for determining the baseline in Arabic OCR, such as in  Pechwitz 

and Margner (2002) and Al-Badr and Mahmoud (1995). Several studies implement a 

horizontal projection approach in OCR systems for detecting the baseline, such as in 

Zidouri et al. (2003), El-Hajj et al. (2005), Ahmed et al. (2012) and Al-rashaideh, 

(2006). It has been emphasized that the horizontal projection method is simple and 

efficient for Arabic printed text (Pechwitz and Margner, 2002; Zeki, 2005). However, 

this method is applicable only for noise-free images, as it fails for unclean images 

(Bukhari et al., 2011).  

 

Figure 2.5: Baseline detection of a printed Arabic text image 

Another baseline detection approach is the x-y cut proposed by Nagy et al. (1992) 

which is based on a horizontal projection method. This method works well for Arabic 

noisy images, though it fails in the presence of large amounts of noise and skew 

(Bukhari et al., 2011). Consequently, Bukhari et al. (2011) proposed using a ridge-

based text line detecting approach for Arabic text. The former method’s efficiency has 

been tested and recommended for different types of Arabic text images, since it was 

found to achieve above 96% text line detection accuracy  (Bukhari et al., 2011). 

Al-Shatnawi and Omar (2008) summarize the state-of-the-art of baseline detection 

methods in Arabic script. In summary, for printed Arabic text, the standard horizontal 

projection method is sufficient for detecting the baseline, since the baseline in printed 

text is straight whereas for handwriting, the baseline is not straight, thus more 

sophisticated approaches should be considered (Parvez and Mahmoud, 2013). 

Thinning and skeletonization 

Producing skeletons is a critical pre-processing operation for OCR in which extracting 

features from the skeleton of a character is essential (Parker, 2011). The method for 

producing the skeleton of a pattern image is called thinning. Thinning 

“skeletonization” can be defined as the process of unpeeling as many pixels as possible 

without distorting the general shape of the character (Cheriet et al., 2007). In other 

words, it involves operations that can be implemented in order to produce the skeleton 
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of object images. Thinning techniques are classified into iterative approaches and non-

iterative approaches (Abu-Ain et al., 2013). The former can be either sequential 

methods, which perform by peeling the counter pixels individually, or parallel methods 

which perform simultaneously on all the counter pixels until obtaining a skeleton 

(Saeed et al., 2010). The latter utilize other techniques, such as distance transforms, to 

produce a skeleton without examining all pixels (Saeed et al., 2010). 

In general, thinning is usually applied in OCR systems as a method for reducing the 

amount of data of a pattern that needs to be considered for next processing stage, 

thereby saving storage space for the structural information of the pattern (Naccache 

and Shinghal, 1984; Al-Shatnawi et al., 2011). Furthermore, thinning algorithms have 

contributed to facilitate feature extraction of a pattern which is the core task in OCR 

to identify the pattern from another, since the relevant information of a pattern is not 

related to the thickness of the pattern (Devi, 2006; Alginahi, 2010). Therefore, it is 

claimed that the effectiveness of an OCR performance is heavily reliant on how 

effective the thinning algorithm is (Ali, 2012). The authors in (Cheriet et al., 2007) and 

(Chatbri and Kameyama, 2014) agree that the main features of a desirable thinning 

algorithm are: ensuring the peeling is as thin as possible, connected and preserving the 

topology of a pattern.   

A number of thinning algorithms have been proposed, such as in (Guo and Hall, 1992), 

(Hilditch, 1983), (Wang and Zhang, 1989); for a comprehensive survey refer to (Lam 

and Lee, 1992). However, these algorithms have not been proposed specifically for 

Arabic script; rather they are proposed for general purposes. Additionally, direct 

adoption of such thinning algorithms, which are developed for other languages, may 

be not applicable to Arabic because of its characteristics (Al-shatnawi and Omar, 2014; 

Cowell and Hussain, 2001; Hosseini, 1997). 

According to Cowell and Hussain (2001), various problems have arisen when applying 

thinning algorithms to Arabic characters.  One of the main obstacles with applying 

thinning algorithms to Arabic text is reducing the number of dots for similar characters, 

where the number of dots can differentiate between them (Al-Badr and Mahmoud, 

1995; Al-shatnawi and Omar, 2014). It is believed that any deletion of character dots 

will result in misrepresenting these characters (Hosseini, 1997). Therefore, some 

researchers extract dots of Arabic characters before applying thinning algorithms, in 

order to overcome this problem (Melhi et al., 2001; Al-Badr and Haralick, 1998). 
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Another problem of thinning algorithms when considering Arabic script concerns 

preserving the connectedness of Arabic text. Some thinning approaches may fail in 

preserving the Arabic text connectivity which will lead to challenges in text 

recognition (Al-shatnawi and Omar, 2014). Owing to these reasons, it is claimed that 

thinning is responsible for many recognition errors in OCR systems (Al-Badr and 

Mahmoud, 1995; Al-shatnawi and Omar, 2014). Therefore, thinning algorithms must 

be capable of both preserving dots and the connectedness of Arabic script. 

As stated, there has been relatively few publications on developing thinning algorithms 

for Arabic (Ali, 2012; A. M. Al-Shatnawi et al., 2011; Al-ani et al., 2014). For instance, 

(Cowell and Hussain, 2001; Altuwaijri and Bayoumi, 1995) introduce thinning 

algorithms for Arabic script. However, the proposed algorithms can only deal with 

isolated Arabic characters. Furthermore, one study by Ali (Ali, 2012) provides a 

thinning algorithm for Arabic handwritten script. Unfortunately, none of previous 

studies have considered the challenge of Arabic script discussed above, such as dots 

and connectivity preservation, when developing the thinning algorithm. 

2.3.2 Segmentation phase 

After the preprocessing phase, an enhanced text image in the sense of low noise and 

variation, and a necessary amount of character information (Al-Badr and Mahmoud, 

1995), has been produced. During the segmentation phase, the text image is  segmented 

into small components, with a page being segmented into lines, a line into words and 

a word into letters (Lorigo and Govindaraju, 2006; Naz et al., 2014; Plamondon and 

Srihari, 2000). Segmentation is a crucial step in Arabic OCR system development 

because of the fact that it plays a vital role in ensuring the success of the subsequent 

feature extraction and classification stages (Alginahi, 2013; Zeki, 2005; Stolyarenko 

and Dershowitz, 2011). However, Zeki (2005) stresses that misrecognition can arise 

by applying a poor segmentation method. As a result, this stage will have a critical 

impact on the recognition rate of the text (El-Mahallawy, 2008).    

As explained previously, one of the main challenges facing Arabic OCR development 

is the cursiveness of Arabic script. Segmentation of Arabic text thus can be more 

difficult and time consuming for the development of Arabic OCR systems (Alginahi, 

2013). Correspondingly, segmentation has been considered as the main contribution 
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for increasing the recognition error rate in Arabic OCR systems (Amara et al., 2016; 

Nawaz et al., 2003; Zeki, 2005).  

Generally, segmenting a text image can be graded into two types: external 

segmentation; and internal segmentation (Arica and Yarman-Vural, 2001). While the 

former type deals with the isolation of different writing objects such as, paragraphs, 

sentences and words, the latter deals with the isolation of characters (Alkhateeb, 2010; 

Arica and Yarman-Vural, 2001). 

2.3.2.1 External segmentation 

External segmentation refers to the document layout analysis, in particular page 

decomposition. Document layout analysis is accomplished in order to identify the 

physical structure of a page (O’Gorman, 1993).  As far as offline OCR development 

is concerned, page analysis is a basic step which segments the image into its different 

logical parts with the identical type of information, such as graphs, text and tables. 

Page layout analysis is performed in two approaches: structural analysis by which a 

page is decomposed into blocks of the page elements, such as paragraphs and words; 

and functional analysis by which a page is decomposed into functional elements such 

as title and abstract (Alkhateeb, 2010; Arica and Yarman-Vural, 2002; O’Gorman, 

1993).  

With respect to Arabic document processing, page decomposition refers to the 

isolation of text lines of a texture region and the segmentation of words and sub-words 

(El-Mahallawy, 2008; Khorsheed, 2002; Srihari and Ball, 2012), since it is restricted 

to text images (Khorsheed, 2002).  According to Khorsheed (2002), Amin and Masini 

(1986) and Mari (1989), applying a fixed threshold to Arabic text documents to 

determine text lines is the standard method. However, this method fails with a skewed 

text image (Amin, 1998). 

Methods based on histogram projection are considered as conventional approaches for 

isolating lines and words in Arabic text documents (Amin and Masini, 1986; Ymin 

and Aoki, 1996). Several studies have relied on horizontal projection techniques for 

segmenting Arabic text images into lines, such as  Cheung et al. (2001), Khorsheed 

(2007), Amin and Masini (1986), Al-Yousefi and Udpa (1992), Abuhaiba et al. (1994), 

Taha et al. (2012) and Supriana and Nasution (2013). It is recommended horizontal 

projection be applied for text images because of its advantages in reducing 
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computational load and its simplicity of implementation (Cheung et al., 2001).  

Moreover, horizontal projection is an appropriate method for locating text lines in 

Arabic printed text, since the text lines in printed text are straight (Parvez and 

Mahmoud, 2013). 

For line segmentation, researchers in Arabic OCR determine words in a line of text by 

inspecting the vertical projection (Sarfraz et al., 2003; Taha et al., 2012). (See Figure 

2.6). This method depends on the estimation of the minimum space between words. 

However, it was pointed out in the Arabic script characteristics section above that some 

Arabic characters are not linked with succeeding letters, thus this results in a word 

having with one or more connected components (sub-words), as shown in Figure 2.6. 

To overcome this issue, methods based on vertical projection consider that the width 

of spaces between sub words is smaller than the width of the spaces between words 

(Sarfraz et al., 2003).  

Figure 2.6: An example of line segmentation 

 

Generally, it is relatively easy to segment a text line into words in printed text images, 

compared to handwritten text images which involve overlapping and touching 

characters by using vertical projection histogram profiles (Alginahi, 2010; Lawgali, 

2015; Al-Shatnawi et al., 2011) . However, some Arabic fonts contain characters that 

vertically overlap, such as the Traditional font type. Thus, Arabic script even in printed 

form can contain touching and overlapping characters, so algorithms that have been 

designed to overcome this challenge for handwritten script may be utilized for printed 

Arabic. For example, AlKhateeb et al. (2009) have developed a method based on the 

connected components that analyses the distance between connected components in 

order to segment handwritten words.  

2.3.2.2 Internal segmentation  

Internal segmentation deals with segmenting a word into characters. When reviewing 

segmentation methods in the literature, a major complication arises concerning the 

classification of word segmentation approaches. For instance, Khorsheed (2002) 

classifies Arabic OCR systems based on word segmentation into ‘segmentation based 
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systems’, which is based on analytical techniques where a word is segmented into 

characters, and ‘segmentation–free systems’, which is based on recognizing a word as 

a unit without segmentation. Amin (1998) and Xiu et al. (2006) discuss word 

segmentation in terms of implicit and explicit segmentation. Others classify word 

segmentation in terms of techniques which have been applied to segmenting a word, 

such as  Lawgali (2015), Zeki et al. (2011) and Alginahi (2013). Al-Shatnawi et al. 

(2011) organize segmentation methods for Arabic script into holistic approaches and 

analytical approaches.   

Mostly, Arabic OCR systems have been developed by two main paradigms: holistic 

approaches (segmentation–free) which require a large lexicon of Arabic words, and 

analytical approaches (segmentation based) where a word is segmented into units and 

each unit is recognized separately.  

a- Holistic approach 

Segmentation-free or holistic Arabic OCR systems perform the recognition on the 

entire word as a unit without segmenting the word or recognizing characters separately 

(Al-Badr and Mahmoud, 1995). Several studies have investigated the holistic approach 

for printed Arabic script OCR such as Erlandson et al. (1996), Al-Badr and Haralick 

(1998) and Khorsheed and Clocksin (2000). OCR systems based on a holistic approach 

require tracing the feature of the entire word and dealing with words instead of 

characters. As a result, this approach is restricted to recognizing a word against a 

lexicon (Al-Badr and Mahmoud, 1995; Jain et al., 2018). Moreover, this approach has 

the challenge of how to deal with the large lexicon size of Arabic words (Nashwan et 

al., 2017). It is claimed that systems based on this type of segmentation are not useful 

for general text recognition. Choudhary (2014) suggests this approach for systems in 

which a lexicon is statically defined, such as bank cheque recognition where 

vocabulary is limited.   

b- Analytical approach 

For the analytical or segmentation-based approach, Arabic OCR systems segment 

words into smaller units like characters (see Figure 2.7). In the typical Arabic OCR 

system, the analytical approach is divided into two approaches: explicit segmentation 

and implicit segmentation.  



22 

 

1. Explicit segmentation  

The explicit segmentation approach, which is also called dissection segmentation, 

attempts to segment a word into smaller units. These units could be characters, strokes 

or loops. Naz et al. (2015) argue that there are two classes of explicit segmentation, 

which are: direct segmentation and indirect segmentation. In the former, a word is 

directly segmented into characters exploiting a set of heuristics, while in the latter, a 

word is divided into smaller segments which can be characters or marks that over 

segmented characters, such as strokes.  

Figure 2.7: Segmenting Arabic words into their characters 

Projection analysis is considered as one of the earliest applied dissection methods on 

Arabic character segmentation (Amin and Masini, 1986; Ymin and Aoki, 1996; Zeki, 

2005). The projection method of the text image aims to reduce 2D information into 1D 

in order to simplify the character segmentation process. A method based on a 

modulated histogram of the image has been proposed by Najoua and Noureddine 

(1995). However, this method has been tested on specific Arabic fonts which do not 

contain overlapping and ligatures. Consequently, this method would not be appropriate 

for Arabic fonts that have ligatures, such as traditional Arabic font (Alginahi, 2013; 

Amara et al., 2016). 

Another histogram projection method is presented for printed Farsi word segmentation 

by Parhami and Taraghi (1981) which is also applicable to Arabic script, as Arabic 

script is similar to Farsi script (Alginahi, 2013). However, this method is font 

dependent and ineffective in segmenting small font sizes. Although many of the other 

techniques based on projection analysis have been devolved for Arabic script such as 

by Zheng et al. (2004), Amara et al. (2016) and Lorigo and Govindaraju (2005), it 

seems that no projection based segmentation algorithm is accurate in segmenting 

Arabic text (Parvez and Mahmoud, 2013).   

Instead of applying projection analysis methods, contour–based algorithms, which are 

used for dissection segmentation that rely on the skeleton or contour of Arabic words, 

are used to simplify the Arabic word segmentation such as in Xiu et al. (2006). Other 
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methods rely on white space and pitch finding techniques for segmenting Arabic words 

(Al-Yousefi and Udpa, 1992; Zeki, 2005). However, a major criticism of the explicit 

approach is that it is expensive because of the requirement of finding the optimum 

word from the arrangement of segmented units (Naz et al., 2015). Cheung et al. (2001) 

conclude that an accurate segmentation may not be acquired by relying on dissection 

segmentation approaches.   

2. Implicit segmentation 

In OCR systems based on implicit segmentation, the segmentation phase and 

recognition phase are performed simultaneously (Alginahi, 2013). In other words, a 

word is segmented into characters while being recognized without segmentation in 

advance (Zeki, 2005). Straight segmentation and recognition based segmentation are 

also referred to as implicit segmentation (Zeki, 2005). This segmentation approach 

searches the text image for components that match predefined classes. The principle 

of implicit segmentation is to utilize a sliding widow to segment the word image into 

frames of fixed width on which classification relies to make a decision (Koteswara 

Rao and Negi, 2016). Owing to challenges in segmentation of cursive scripts such as 

Arabic, researchers use the implicit segmentation approach in order to overcome the 

problems of word segmentation (Choudhary, 2014).  In principle, by applying this type 

of segmentation, there is no need for a specific dissection algorithm for Arabic script 

segmentation and the accuracy performance relates to the classification performance 

(Zeki et al., 2011). Thus, some researchers implement techniques based on implicit 

segmentation in order to improve recognition accuracy of Arabic OCR, such as 

Cheung et al. (2001), Al-Badr and Haralick (1995) and Chen and DeCurtins (1993). 

2.3.3 Feature extraction phase  

Once the text image is segmented into isolated regions (such as character, part of 

character), the next step is feature extraction which is the process of obtaining 

distinguishing attributes of the segmented character to be utilized by the next phase 

which is classification (Srinivas et al., 2008). Feature extraction is the most significant 

level that heavily influences overall OCR performance (Al-Shatnawi et al., 2011; 

Lawgali, 2015; Naz et al., 2014). The feature extraction stage is correlated with other 

OCR stages, such as preprocessing and classification stage. In other words, Due Trier 
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(1996) points out that the selection of feature extraction methods depends on the output 

of the preprocessing stage. For instance, some techniques for feature extraction work 

on skeletons, whereas others work on grayscale images. Moreover, the set of features 

extracted must match the specification of the selected classifier (Al-Badr and 

Mahmoud, 1995).   

In terms of OCR performance, feature extraction plays a critical role in achieving high 

accuracy performance (Lawgali, 2015), since the feature extraction stage contributes 

to the success of the classification step (Naz et al., 2014). However, selection of feature 

types is a major issue in OCR development (Moubtahij et al., 2014). Researchers 

recommend that the feature extraction methods should be independent of scalable font 

characteristics such as font styles, font types, font sizes and should be able to describe 

and distinguish different patterns effectively (Moubtahij et al., 2014; Sharma et al., 

2012). In other words, Al-Muhtaseb and Qahwaji (2011) emphasize that the key 

purpose of selecting good features is to maximize the effectiveness and the efficiency 

of the OCR system minimizing the complexity and processing time simultaneously.  

Among OCR system development, researchers propose various types of features. Such 

features can be categorized into three groups: structural features; statistical features; 

and global transformation features (Khorsheed, 2002). In the following, these features 

will be discussed in the context of recognizing Arabic script.  

2.3.3.1 Structural features  

Structural features illustrate a text image in terms of its topological and geometrical 

characteristics by using its local and global properties (Al-Badr and Mahmoud, 1995; 

Moubtahij et al., 2014). In case of Arabic script, lines, dots, loops, holes, strokes and 

zigzags are some structural features (Moubtahij et al., 2014; Abd et al., 2012; Saabni, 

2015; Elgammal and Ismail, 2001; Khorsheed and Clocksin, 1999; Ahmad et al., 

2013). Considering Arabic script characteristics, some characters have common 

primary shapes and they can only be differentiated by the number and location of their 

dots. Thus, Lorigo and Govindaraju (2006) claim that structural features have been 

commonly used for Arabic script in order to capture the dot information of characters 

explicitly.     

On the other hand, Ghosh et al. (2010) argue that structural feature methods are not 

capable of discriminating between characters having similar shapes. Similarly, a study 
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by Moubtahij et al. (2014) reports that relying on the structural features of Arabic script 

may result in misrecognition, owing to the small difference between Arabic letters. 

Khorsheed (2002) comments that extracting structural features of Arabic characters is 

a challenging task. Furthermore, it is claimed that Arabic OCR systems using structural 

feature methods suffer from exhaustive processing time (Almohri et al., 2007). 

Likewise, various studies have reported that another complication of applying 

structural features is that it involves expensive preprocessing techniques, such as 

skeletonization which may result in character shape distortion and loss of structural 

feature data (Naz et al., 2014; Lorigo and Govindaraju, 2006; Hossain, 2012). 

Therefore, research on Arabic OCR has been carried out on other feature extraction 

approaches, as will be discussed below, that are effective in reducing process time and 

improving performance accuracy (Almohri et al., 2007).   

2.3.3.2 Statistical features 

Statistical features are derived from statistical representation of patterns which provide 

a measurable event of interested patterns. Researchers in Arabic OCR systems adopt 

different approaches to produce statistical features. Some examples of the approaches, 

which have been applied for representing Arabic characters, are zoning, moments, 

characteristic loci, histograms and crossing (Moubtahij et al., 2014; Khorsheed, 2002; 

Al-Badr and Mahmoud, 1995; A. M. Al-Shatnawi et al., 2011). 

The zoning method divides the character image into several overlapping and non-

overlapping regions. Then, the density of each region pixel is analysesd and used as a 

feature (Moubtahij et al., 2014; Kumar and Bhatia, 2014). 

According to Ahmed et al. (2012), the moment method is a common statistical feature 

approach that has been applied in patter recognition applications. Moments, including 

Legendre moments, Zernike moments, central moments, pseudo-Zernike moments and 

Hu moments, extract geometric features in an image, such as, the shape area of a 

pattern and the center of the mass (AbdelRaouf, 2012; Aboaisha et al., 2012; Kef et 

al., 2012). Several studies in printed Arabic script, such as, Abd and Paschos (2007), 

Oujaoura et al. (2012), Shaaban (2008) and Elrube et al. (2010), have applied moment 

invariants as a feature vector.  

In short, it is claimed that statistical features for pattern representation are easy to 

extract (Moubtahij et al., 2014; Al-Badr and Mahmoud, 1995). Moreover, such 
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features can be effective in recognition systems and providing high speed and low 

complexity implementation (Naz et al., 2014; Pati and Ramakrishnan, 2005). 

However, special attention to the prepossessing techniques should be given, since 

misrecognition may accrue due to poor prepossessing techniques (Khorsheed, 2002). 

Nevertheless, the fundamental issue is to determine a set of statistical features, which 

need to be the most representative data of a pattern, maximizing the performance 

accuracy and minimizing the processing time simultaneously. 

 As a result, researchers call for investigating other statistical features which maximize 

the performance accuracy and minimize the processing time (Al-Badr and Mahmoud, 

1995; Arica and Yarman-Vural, 2001).   

2.3.3.4 Global transformation features 

The global transformation method is applied to convert a skeleton or contour of a 

pattern by a linear transform into a form that reflects the most relevant features of the 

transformed pattern (Arica and Yarman-Vural, 2001). Numerous global 

transformation methods have been used in developing Arabic OCR systems. An 

example of such methods is the Fourier descriptor which represents the characteristic 

of a pattern in a frequency domain (Zhang and Lu, 2001). The Fourier descriptor has 

been applied to Arabic script, such as in Khorsheed and Clocksin (2000) and Mahmoud 

(1994). Another method is the Hough transform which detects lines in binary images 

and then defines the parameters of the lines (Cheriet et al., 2007). Amor and Amara 

(2006) and Touj et al. (2005) utilized the Hough transform for extracting features from 

Arabic script. Also, some other global transformation methods that have been applied 

for Arabic OCR for feature extraction are the direction codes method such as 

Freeman’s chain code in Taha et al. (2012), Wavelets in Amor and Amara (2012) and 

Walsh transformation in Oujaoura et al. (2012). 

Overall, it is claimed that global transformation feature techniques have several 

advantages over structural and statistical approaches. For example, they are applicable 

for new fonts and easily implemented. Another advantage is that they are robust to 

noise and variation. However, they might require the implementation of other features 

in order to obtain high accuracy performance.  

In conclusion, the feature extraction stage plays a critical role in Arabic OCR 

development in which distinguishing attributes are extracted and it is clear that each 
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Arabic OCR developer needs to apply different feature extraction approaches. Still, 

good features are required, which assist in distinguishing a character from other 

characters and maximize the accuracy performance simultaneously. Furthermore, 

these features must be selected specifically for a selected classifier. Some researchers 

apply different feature extraction methods in combination. However, this may cause 

extra complications for the implementation (Khorsheed and Clocksin, 2000). 

2.3.4 Classification phase 

The classification phase has the responsibility for assigning a pattern into a pre-

classified class based on the features of the pattern which have been extracted in the 

previous phase (Cheriet et al., 2007). The pre-classified classes can be words, sub-

words, characters or strokes, based on the OCR approach used (Al-Helali and 

Mahmoud, 2017). Several different classification approaches have been used for many 

applications, such as text classification, speech recognition and text recognition. 

Different classifiers have been used for printed Arabic text recognition, such as Hidden 

Markov Models (HMM), Support Vector Machines (SVM), K-nearest neighbour and 

Neural Networks (NNs). 

SVM, which is a binary classifier, has been used in the implementation of  printed 

Arabic OCR systems (Abd and Paschos, 2007; Abd et al., 2012; and Mehran et al., 

2005). (For a comprehensive review of applying SVM to Arabic OCR, refer to Amara 

et al. (2014)). However, classifiers based on SVM are mostly applied to a small set of 

data due to the high complexity of training and processing time (Shafii, 2014; Arora 

et al., 2010). Another classification technique that has been applied to printed Arabic 

OCR are HMM based techniques. HMMs are statistical models that are considered as 

being one of the most efficient for recognition applications especially for speech 

recognition (AbdelRaouf, 2012). Therefore, researchers in OCR have implemented 

HMMs for OCR in order to obtain high performance OCR systems, such as in 

Khorsheed (2007), Khorsheed (2015), Awaida and Khorsheed (2012), Slimane et al. 

(2013), Shaker (2018), Rahal et al. (2018)  and Al-Muhtaseb et al. (2008).  

Neural Networks (NNs) based methods have been successfully applied in many NLP 

applications, such as text recognition (Al-Ayyoub et al., 2018). NNs refer to the non-

linear system that may be constructed according to a specific network topology 
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(Khorsheed, 2002). There are different architectures of NNs which consist of an input 

layer, an output layer and a single or multiple hidden layers (Hamza, 2008). According 

to Alginahi (2004), NNs based methods can successfully improve computation time 

since they consist of parallel processing consisting of several connections of the same 

neural processes.  Moreover, NNs have the capability to adhere to data changes as they 

are adaptive (Alginahi, 2013). Extraction features from raw images can be done 

automatically by using NN based methods (Sawy et al., 2017). However, NNs require 

large training data (Nashwan et al., 2017).  

Several NN methods, such as Deep Neural Networks (DNNs), Recurrent Neural 

Networks (RNNs) and Convolutional Neural Networks (CNNs), have been used as 

classifiers for Arabic text recognition and resulted in achieving promising accuracies. 

Owing to the challenge of Arabic segmentation, researchers developed free-

segmentation Arabic OCR systems that employ NN based methods (Nashwan et al., 

2017). NN based methods such as RNNs have the ability to recognise unsegmented 

characters as they work on the sequence of characters (Younis and Alkhateeb, 2017). 

For example, Radwan et al. (2018) proposed an OCR system for Arabic text using 

multichannel neural networks in order to overcome the challenge of character 

segmentation of Arabic text. They implemented three neural networks. In the first 

network, the font pitch of an Arabic word is predicted. In the second network, the 

Arabic word is segmented into its characters. Then, the segmented characters are fed 

as input to a CNN by which salient features are automatically extracted. The system 

was evaluated on a word-level dataset and achieved an accuracy rate of 94.3% for an 

Arabic transparent font of 18 font pitch.  

Ko et al. (2018) proposed an OCR system for recognising printed Arabic text using a 

deep-learning approach. They used the multi-dimensional bi-direction long short-term 

memory (MD-LSTM) with the use of connectionist temporal classification. The 

system was trained on one-million Arabic text line images. The system achieved an 

accuracy rate of 99.9%. Similarly, Rashid et al. (2013) introduced a printed Arabic 

OCR system based on the MD-LSTM approach. The system achieved an accuracy rate 

of 99.1% on a word-level dataset. In addition, multiple classifiers has been utilized in 

order to improve the accuracy of classification; for review see (Rahman and Fairhurst, 

2003).  
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There are a number of studies that compare the performance of different classifiers. 

For instance,  Amara, Ghedira, Zidi, & Zidi (2015) conduct a performance evaluation 

experiment on multi-class support vector machines using an Arabic character dataset. 

In addition, in (Pal et al., 2009), performance of different classifiers have been 

evaluated on Devanagari characters. However, the performance of classification 

methods on text recognition systems are affected by various factors, such as the pre-

processing method, feature extraction techniques and training and testing datasets (Liu 

and Fujisawa, 2008). Therefore, it is challenging to assess the performance of a 

classifier based on reported performance accuracies in different studies, since the 

studies do not use standard pre-processing methods, feature extraction techniques and 

datasets.  

Interestingly, compression based methods (models) for classification have been 

successfully applied in different text classification applications (Alkhazi et al., 2017). 

For instance, model-based text classification using the PPM compression method, 

which will be discussed in the next sub-section, has been considered for a number of 

different classification applications. The PPM model has been found to be competitive 

in different classification tasks (Teahan, 2018). For example, Teahan & Harper (2003) 

use PPM models for topic classification and report results that PPM outperforms other 

classification methods, such as SVM and Naïve Bayes classifiers. In addition, the PPM 

based compression models have been used accurately for gender classification 

(Altamimi and Teahan, 2017), emotion classification (Almahdawi and Teahan, 2017), 

and text classification (Teahan, 2018; Alkhazi and Teahan, 2017). Although many 

studies consider the use of compression-based methods as classifiers, no prior study 

exists on the use of compression-based models as a classifier in Arabic text 

recognition. Although it has been shown in the literature above that Arabic OCR 

systems that applied NNs produced competitive results, they require a large amount of 

training data. However, the compression based method used in this thesis can be used 

as a classifier with comparatively smaller training data (as described in Chapter 7).     

2.3.4.1 Prediction by Partial Matching (PPM) 

PPM is an online adaptive text compression system that foretells the following 

character or symbol by using the previous context with given fixed length. Models that 

set their prediction probabilities on a few preceding characters are called order n  
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finite-context models, where n indicates the number of preceding characters used. The 

model’s order represents the maximum length of context used to predict the next 

character. To predict upcoming characters, PPM uses a set of fixed order context 

models with different values of n.  

For each model, a record is kept of the frequency counts all symbols that have followed 

every subsequence observed in the input from 1 to length n with the number of times 

that each has occurred. Prediction probabilities are estimated by using these frequency 

counts. The probabilities associated with each symbol that has followed the preceding 

n symbols in the past are used to predict the forthcoming symbol.  Therefore, a single 

probability distribution is obtained from each model.   

PPM combines these distributions into a single model and arithmetic coding is used 

for encoding the symbol according to its associated probability. The combination of 

different probability distributions into one model is achieved through the insertion of 

the escape symbol. PPM starts with the model’s maximum order first to encode the 

forthcoming symbol (Teahan et al., 2000). However, if a specific model does not 

contain the input symbol, which means that the input symbol has not been seen 

previously, an escape symbol is inserted at the transition from the current order model 

to the lower order model (a model of order n -1). That is, if the model does not contain 

the symbol, then the encoder will back off to a default order of -1 (Teahan et al., 

2000).This process of escaping will be repeated until the model finds that symbol or 

prediction. If necessary, when completely unseen symbol is encountered, the encoder 

will back off to the lowest order context of -1 in which all symbols are encoded with 

a probability of 
1

|𝐴|
,  where A is the size of the alphabet that is used.    

 

PPM uses a Markov-based character n-gram procedure which applies a back-off 

mechanism alike to that suggested by Katz (Katz, 1987). Nevertheless, PPM refers to 

the backing-off as “escaping” and it was developed before Katz’s proposed 

mechanism. It was first proposed by Cleary and Witten (Cleary, John and Witten, 

1984) in 1984 when they developed the character-based PPM variants, PPMA and 

PPMB. Then came Moffat and Howard, in 1990 and 1993, who introduced two further 

variants of PPM, PPMC and PPMD (Wu, 2007). The main distinction among these 

variants of PPM, is the estimation of the escape probability that the smoothing 
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mechanism requires for backing off to a reduced model’s order. Experiments for 

character streams have shown that PPMD usually delivers better compression results 

when compared to other variants of PPM (Khmelev and Teahan, 2003). 

The following equation is used to determine the probability p of the following 

character φ using PPMD (Teahan, 2000): 

𝑝(𝜑) =
2𝑐𝑑(𝜑)−1

2𝑇𝑑
                                                 (2.1) 

where the coding order currently used is indicated by d, the number of times where 

the current context has happened or occurred in total is represented by 𝑇𝑑  and the 

number of times that the context has followed by the symbol φ is represented by 𝑐𝑑 

(φ).  The estimate of the escape probability e by PPMD is as follows: 

𝑒 =
𝑡𝑑

2𝑇𝑑
                                             (2.2) 

where 𝑡𝑑 represents the number of types of unique symbols that occur following the 

current context.  

For example, if a specific context has occurred three times before, with three characters 

a, b and c following it once, according to equation 2.1 and 2.2, the probability for each 

character will be 
1

6
 and the escape probability will be 

3

6
.  In the escape probability, 3 

represents the number of types as there are three types, a, b and c. 

In most experiments, the use of 5 as a maximum order has proven to be efficient, as 

PPMD starts with the model’s maximum order first to encode the forthcoming symbol 

(Teahan et al., 2000). 

If the forthcoming symbol was predicted by the current model, then its probability in 

the current maximum order, 5 in this case, will be used to transmit it. If the forthcoming 

symbol was not found in the model, then the encoder will escape to the next lower 

order model, 4 in this case. This process of escaping will be repeated until the model 

finds that symbol or prediction. If the model does not contain the symbol, then the 

encoder will back off to a default order of -1 (Teahan et al., 2000). 

To explain character-based encoding in more detail, Table 2.2 presents the way PPM 

models a given string. The example in this case is using the PPMD prediction method 

to model the string ‘tobeornottobe’. The model in this example uses a maximum model 

order of 2 for illustration purposes (although normally it would be order 5). The first 
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and the second columns contain nine and six different predictions, respectively. Each 

column contains an escape probability whose count c is equivalent to the number of 

unique symbols that have been seen in the given string. Therefore, the escape symbol 

the third column (order 0) has a count of 6 because six unique symbols have been seen 

in the given string. The final column at the bottom of the table that has the lowest order 

context of -1 will be used when a symbol is completely unseen. In the table, c indicates 

the count, p symbolizes the probability and |A| is the size of the alphabet that is used 

(Teahan et al., 2000).  

Let the imminent character for this example be letter o. The letter has been seen once 

before (‘be’ → o) for the order two context ‘be’ and therefore it has a probability of  1

2
, 

applying equation (2.1) since the count is 1, and as a result (− log2
1

2
= 1). Therefore, 

the letter o will be encoded using 1 bit. But if the upcoming letter in the order two 

context had not been seen before, (i.e. suppose the next letter was t rather o), then the 

model would need to escape to a lower order, the escape probability will be 1

2
, and the 

model will back off to the order 1 context. 

When the model backs off, the new order will be used to estimate the probability, and 

in this case, there is no letter t that comes after e. As a result, the model will encode 

another escape using a probability of  
1

2
, and the context will be reduced to the null 

(order 0) context. Letter t will be encoded using this order, where the probability will 

be 
5

26
. The total cost of predicting the last letter will be 

5

26
×

1

2
×

1

2
, which in this case 

will be over 4 bits. Moreover, if the following letter has not been seen before in the 

context, such as letter x, the escape probability will be encoded three times from the 

maximum order of 2 to -1 with the following probabilities:
1

2
×

1

2
×  

3

13
×

1

256
 since order 

-1 will be used to encode this letter since we are encoding English characters using 

ASCII (with an alphabet size of 256), and this will require over 12 bits (Teahan et al., 

2000). 
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Order 2 Order 1 Order 0 

Prediction c   p Prediction c   p Prediction c    p 

‘be’ → o 1 1/2  ‘b’ → e 2 3/4 → b 2 3/26 

  → esc 1 1/2       → esc 1 1/4 → e 2 3/26 

‘eo’ → r 1 1/2 ‘e’ → o 1 1/2 → n 1 1/26 

       → esc 1 1/2      →esc 1 1/2 → o 4 7/26 

‘no’ → t 1 1/2 ‘n’ → o 1 1/2 → r 1 1/26 

→ esc 1 1/2       → esc 1 1/2 → t 3 5/26 

‘ob’ → e 2 3/4 ‘o’ → b 2 3/8 → esc 6 3/13 

→ esc 1 1/4       → r 1 1/8   

‘or’  → n 1 1/2       → t 1 1/8 Order -1 

→ esc 1 1/2       → esc 3 3/8 Prediction c p 

‘ot’ → t 1 1/2  ‘r’ → n 1 1/2 → A 1 1/|A| 

→ esc 1 1/2       → esc 1 1/2 

  

‘rn’ → o 1 1/2  ‘t’ → o 2 1/2 

      → esc 1 1/2       → t 1 1/6 

‘to’ → b 2 3/4       → esc 2 1/3 

     → esc 1 1/4 

  

‘tt’ → o 1 1/2 

     → esc 1 1/2 

Table 2.2: Processing the string ‘tobeornottobe’ using PPM 

(Teahan et al., 2000) 
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2.3.5 Post-processing phase 

Post-processing is the final stage of the development of Arabic OCR. The objective of 

this step is to enhance the recognition accuracy by detecting and correcting linguistic 

misspellings in the produced OCR text without human intervention. Research studies 

on Arabic OCR have implemented post-processing methods in order to improve the 

output, such as Doush and Trad (2016) and Magdy and Darwish (2008). It is worth 

mentioning that three main elements should be considered in correcting OCR output: 

non-word errors correction; isolated word errors correction; and context–based word 

correction (Parvez and Mahmoud, 2013). Generally, post-processing methods can be 

categorized into two main approaches: lexicon-based methods; and context-based 

(statistical) methods (Taghva and Stofsky, 2001). 

The typical technique for correcting the mistakes of Arabic OCR outputs is the 

lexicon-based method which requires the utilization of an Arabic dictionary, such as 

in Hassin et al. (2004) and Aljarrah et al. (2012). This technique corrects errors without 

considering any contextual information in which the errors appear.  Therefore, a 

problem might occur with using this approach when a word is misrecognized by an 

OCR system and is also in the lexicon (these are called real-word errors) such as, Fear 

for Tear. This occurs in many languages such as Arabic in which a large fraction of 

three characters sequences are corrected words. Consequently, only non-word errors 

can be corrected, since this method is comparing the recognized words with the words 

that are in the dictionary. Also, this approach requires a wide-ranging lexicon that 

consists of all single words. However, the Arabic language has various dialects and it 

is also a triglossic language with three forms – modern standard Arabic and classical 

Arabic (Damien et al., 2009) and mixtures of the two. Therefore, this approach is less 

appropriate for Arabic language since building a single lexicon for Arabic language is 

more complicated. 

On the other hand, context-based (statistical) methods take into account the contextual 

information in which the misrecognized words appear. A few studies have 

implemented statistical language models for improving the recognition accuracy of 

Arabic OCR systems, such as in Prasad et al. (2008), Doush et al. (2018) and Natarajan 

et al. (2008). Using such methods will help overcome the problem of correcting real-

word errors. Moreover, they are also useful in correcting word errors that might have 
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several potential corrections, since these techniques can correct word errors based on 

grammatical concepts and semantic context (Bassil and Alwani, 2012). Teahan et al. 

(1998) have applied a statistical approach by using the PPM compression-based 

language model for correcting English text. The PPM algorithm predicts a probability 

distribution for the upcoming characters by using the previous characters, as described 

above in Section 2.3.4.1. For Arabic text, a study by Alhawiti, (2014)  investigated the 

possibility of using the PPM language model for correcting Arabic OCR output text in 

order to improve the overall accuracy of the OCR system. This study had shown a 

significant improvement of the OCR system’s performance when only correcting 

single-character errors.   

Recently, there have been several attempts to provide systems for correcting Arabic 

OCR output. For instance, Doush and Trad (2016) propose a system for Arabic OCR 

output correction based on Google online suggestions within Microsoft Office Word. 

Bassil and Alwani (2012) describe a context-based technique for detecting and 

correcting Arabic OCR errors. Although there are some studies on applying context-

based methods for correcting Arabic OCR output, more research is needed on 

investigating the use of Arabic contextual information for OCR output correction 

(Krayem, 2013).    

2.4 Performance evaluation 

OCR performance evaluation can be classified into two types: black-box evaluation 

and white-box evaluation. In the former, an entire OCR engine is treated as an 

indivisible unit, so the submodules of the OCR system are not known to the evaluator, 

whereas with the white-box evaluation, each submodule of the OCR system is 

evaluated if the submodules are accessible (Rice, 1996). Performance evaluation of 

OCR systems is essential for monitoring progress of OCR systems development, 

assessing the effectiveness of OCR algorithms, identifying open areas for further 

research and providing scientific explanation for the performance of OCR systems 

(Mihov et al., 2005; Kanungo et al., 1999a). Therefore, to produce an efficient Arabic 

OCR system, effective performance evaluation of current OCR systems is essential.  

Despite the significance of Arabic OCR system performance evaluation, relatively 

little work has been published on empirical analysis of the effectiveness of Arabic 

OCR systems. For instance, two studies provide an evaluation of two Arabic OCR 
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systems (Kanungo et al., 1999a; Kanungo et al., 1999b). However, as these studies 

were conducted in 1999, over 17 years ago, they do not reflect current progress in the 

field of Arabic OCR development (Alginahi, 2013). Some competitions have been 

held by international conferences for printed Arabic text recognition in order to 

evaluate different OCR systems. For example, a competition was presented at the 11th 

International Conference on Document Analysis and Recognition (ICDAR-2011) 

(Slimane et al., 2011). The main objective of this competition was to assess the impact 

of font pitch sizes on the performance of OCR systems. A recent competition was 

organized by the 14th International Conference on Document Analysis and 

Recognition (ICDAR-2017) (Slimane et al., 2018). In both competitions, only a word-

level dataset, in which each text image contains one Arabic word, was used for 

evaluating printed OCR systems and technique. A more recent empirical study 

provides a comparative evaluation of the most common Arabic OCR systems (Saber 

et al., 2016). However, the study by these authors only investigated the effectiveness 

of input quality images on the performance of Arabic OCR systems. In addition, 

exploring Arabic OCR systems in relation to their sensitivity to different levels of page 

quality may not be adequate in fairly assessing their success, as some OCR systems 

include a combination of image enhancement techniques. To the best of the author’s 

knowledge, no established work has gaged the current progress in the enhancement of 

Arabic OCR in terms of the challenges of Arabic script.  

Moreover, the performance assessments of Arabic OCR systems are only reported by 

their developers: their results are derived from different datasets that might be small 

or might be used in developing the systems (Al-Badr and Mahmoud, 1995; Alginahi, 

2013). Consequently, as these performance tests are statistically invalid, they cannot 

be used to compare the performance between Arabic OCR systems (Margner and El 

Abed, 2009; Alginahi, 2017). Evaluating the performance of Arabic OCR systems is 

also challenging as no standard dataset is available nor is a set of performance metrics 

freely available to the community of Arabic OCR developers (Al-Muhtaseb and 

Qahwaji, 2011; Abdelraouf et al., 2008; Al-Badr and Mahmoud, 1995; Ahmad et al., 

2016). In addition, most reports on the performance of Arabic OCR systems are in 

terms of the general, standard performance measurement of character accuracy, such 

as in Dahi et al. (2015) and Ahmad et al. (2016). However, this performance metric is 
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insufficient to assess how Arabic OCR systems are coping with the challenges of 

Arabic script.  

On the other hand, to obtain statistically meaningful results when evaluating the 

performance of OCR systems, a great number of text images are needed to be tested 

(Rice, 1996). Although tools exist for other languages (e.g. English (Carrasco, 2014), 

(Nartker et al., 2005)), none exists for Arabic. Therefore, a programmed test tool is 

needed to automate the evaluation test. Additionally, conducting the performance 

evaluation under an automated tool will result in eliminating human error, improve 

speed, precision and reduce repetition (Saber et al., 2016). From the experimental 

studies on Arabic OCR evaluation, only two studies—(Saber et al., 2016, 2014)—

indicate that an automated tool was utilised to evaluate the performance of Arabic 

OCR systems. Unfortunately, the utilised tool is not available for researchers and is 

limited in accuracy metrics.  

2.5 Challenges and open problems  

This chapter has overviewed the main stages used in printed Arabic OCR. It main aim 

is to reveal the current status of printed Arabic OCR. Although there are various 

attempts to solve the problems of Arabic text recognition, there is still a crucial need 

for more research.  

In an attempt to evaluate the status of printed Arabic OCR and support the claim that 

more research is needed in many areas, we used Google scholar to search for scientific 

research publications, in March 2018, using phrases that are related to Arabic text 

recognition. The findings are summarized in Table 2.3. The table shows the search 

phrases used and the search results returned by Google Scholar. It is apparent from the 

table that there is a lack of Arabic OCR research as comparatively very little research 

has focused on Arabic OCR compared to studies in OCR for other languages. For 

example, there were 322,000 results returned for the more general search query ‘OCR’, 

whereas there were only 956 results returned for the more specific search query 

‘Arabic OCR’.  

In order to provide a measure of the coverage of research in a particular area, we can 

estimate the probability that a particular research paper will be in a more specific topic 

area compared to the more general topic area. For example, we may be interested in 

the general topic area “single font OCR” and wish to see how much research has been 
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published in the more specific topic area “single font Arabic OCR” in comparison. We 

can estimate the probability p that the more general topic will be concerned with the 

more specific topic as p = s / g where s is the count of the number of papers found for 

the specific topic compared to the count g of the number of papers found for the more 

general topic. Then we can define the ‘Information Coverage’ I associated with the 

specific topic in relation to the more general topic as I = – log p. If this value is high 

compared to other specific vs. general comparisons for the same overall topic (e.g. in 

relation to Arabic OCR vs. OCR in general), then this reflects that research may be 

under-represented in this area. 

This analysis has been done using the values from Table 2.3 and graphed in Figure 

2.8. In the Figure, we see that except for papers on Arabic OCR concerning easy fonts 

and diacritics, the remaining topics have higher Information Coverage values meaning 

that there have been less papers published in these areas proportionately compared to 

papers published in the more general (non-Arabic) areas. We can use Figure 2.8 to 

help gage the present status of printed Arabic OCR research as it highlights some open 

areas which need more research. This is based on the number of publications for single, 

omni and multi font OCR concerning various elements that are related to text 

recognition concerning easy fonts, complicated fonts, diacritics, page layout, multi-

language and noisy documents. In particular, for Arabic text images which contain 

complicated fonts, there are still many gaps in the research. Furthermore, for single, 

omni and multi font Arabic OCR on multi-language text images, intensive further 

research is needed. 

Figure 2.9 plots the number of papers per 5-year period for the top 100 Google Scholar 

searches using the Arabic OCR related phrases. A number of striking results are 

apparent in Figure 2.9. For example, publications for Arabic OCR peak after 2005. 

Also, the numbers of papers for printed Arabic OCR decrease since 2005 (this could 

be because researchers have focussed on handwritten Arabic OCR). Furthermore, it is 

apparent that the smallest numbers of papers in the period of Arabic OCR research are 

papers related to noisy documents. 

Note that the earliest research papers for the ‘Arabic OCR’ search query are from 1985, 

which is a result of the top-100 ranking returned by Google Scholar. If, however, we 

restrict the range of years for which we search, we find that the first papers returned 

by Google Scholar appear in the 1970 to 1980 period. In contrast, Bader (1995) states 
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that text recognition research first originated in 1940, and papers related to the ‘text 

recognition’ query appear in Google Scholar from the 1960s. 

Table 2.3: Google Scholar search results for Arabic OCR-related phrases  

  

Google Scholar search phrase Number of papers 

1 
+"Arabic OCR"        956 

+"OCR" 322,000 

2 
+"OCR" + "Arabic printed text"        247 

+"OCR" + "printed text"     7,190 

3 
+"Arabic OCR" + "diacritics"        302 

+"OCR" + "diacritics"     1,800 

4 
+"Arabic OCR" + "page layout"          54 

+"OCR" + "page layout"     3,360 

5 
+"Arabic OCR" + "multi-language "          20 

+"OCR" + "multi-language"        866 

6 
+"Arabic OCR" + "Omni font"          60 

+"OCR" + "Omni font"        380 

7 
+"Arabic OCR" + "single font"          61 

+"OCR" + "single font"        717 

8 
+"Arabic OCR" + "multi-font "        149 

+"OCR" + "multi-font"     1,270 

9 
+"Arabic OCR" + "noisy document"          12 

+"OCR" + "noisy document"        515 

10 

+"Arabic OCR" + " Simplified Arabic " + "single font"          20 

+"Arabic OCR" + " Simplified Arabic " + "Omni font"          22 

+"Arabic OCR" + " Simplified Arabic " + "multi font"          48 

11 

+"Arabic OCR" + " Advertising Bold " + "single font"            5 

+"Arabic OCR" + " Advertising Bold " + "Omni font"            5 

+"Arabic OCR" + " Advertising Bold " + "multi font"          15 

12 

+"Arabic OCR" + "diacritics" + "single font"           30 

+"Arabic OCR" + "diacritics" + "Omni font"          36 

+"Arabic OCR" + "diacritics" + "multi font"          62 

13 

+"Arabic OCR" + " page layout " + "single font"            8 

+"Arabic OCR" + " page layout " + "Omni font"            9 

+"Arabic OCR" + " page layout " + "multi font"          11 

14 

+"Arabic OCR" + " multi-language " + "single font"          17 

+"Arabic OCR" + " multi-language " + "Omni font"            9 

+"Arabic OCR" + " multi-language " + "multi font"          29 

15 

+"Arabic OCR" + " noisy document " + "single font"            1 

+"Arabic OCR" + " noisy document " + "Omni font"            2 

+"Arabic OCR" + " noisy document " + "multi font"            3 
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Figure 2.8: Present status of printed Arabic OCR based on the number of publications 

for different OCR elements 

 

Figure 2.9: Number of papers per 5-year period in the top 100 results returned by 

Google Scholar for different Arabic OCR related search phrases  

Notes: AC = ‘Arabic OCR’; PC = ‘Arabic printed text’; AD = ‘Arabic diacritics’; PL = ‘Arabic OCR 

+ page layout’; ML= ‘Arabic OCR + multi-language’; OF = ‘Arabic OCR + omni font’; SF = ‘Arabic 

OCR + single font’; MF = ‘Arabic OCR + multi font’; ND = ‘Arabic OCR + noisy document’. 

 

From the review of each stage used in Arabic OCR, the following observations have 

been noted: 

1- All the reviewed research of printed Arabic OCR have used the general OCR 

methodology which involves the five stages; pre-processing; feature 

extraction; segmentation; classification and post-processing. However, the 

following are still open questions: ‘Is the current OCR methodology the most 

effective for designing Arabic OCR?’ and ‘Are there alternative methodologies 
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that might yield better results for Arabic OCR’?  

2- From the review of each OCR stage, it is apparent that the most challenging 

task in the development of Arabic OCR is the segmentation task. Although 

previous studies have presented different segmentation techniques for Arabic 

OCR, these studies have not provided the accuracy performance of these 

techniques. Since only the overall OCR performances have been reported, it is 

difficult to gain an insight into which segmentation techniques perform better 

for printed Arabic OCR. A performance evaluation tool should be developed 

to assess the different segmentation techniques.   

3- The pre-processing stage review given in this study reached the conclusion that 

direct adoption of pre-processing methods which are designed for general 

purposes might be not applicable for Arabic script. Thus, developing pre-

processing methods that consider the specific characteristics of Arabic script is 

needed. 

4- Most of the proposed methods for feature extraction in Arabic OCR have been 

adopted from methods that have been developed for other languages without 

considering the characteristics of Arabic script. Such methods may not be the 

most appropriate for accurate recognition.  The characteristics of Arabic script 

should be taken into consideration when selecting a feature extraction method 

that is able to distinguish between Arabic characters.   

5- The studies on performance evaluation of printed Arabic OCR have used a 

black-box evaluation method which can only provide the overall performance 

of OCR systems. For more insight into which OCR stage is causing the most 

problems, a white-box evaluation, where each component of the system is 

accessible, is required.   

2.6 Summary  

This thesis has provided a comprehensive literature review of printed Arabic text 

recognition. At first, the specific characteristics of Arabic script that challenge the 

recognition process have been discussed. Then, the general methodology of printed 

Arabic OCR has been presented. This methodology was divided into five stages: 

preprocessing; segmentation; feature extraction; classification; and post-processing. 
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Techniques applied at each stage of Arabic OCR have been discussed. Also, the issues 

related to the performance evaluation have been reviewed. Finally, we analyzed the 

challenges and the remaining problems in the field of printed Arabic OCR.   
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Chapter 3: Experimental Evaluation of Arabic OCR 

Systems 

3.1 Introduction 

Performance evaluation of OCR systems is an essential task for OCR systems 

development. However, relatively little work has been published on empirical analysis 

of the effectiveness of Arabic OCR systems. Moreover, studies in Arabic OCR suffer 

from the lack of proper performance evaluation metrics and the availability of 

automated evaluation tools. The review in chapter 2 showed that printed Arabic OCR 

poses great challenges owing to the special characteristics of Arabic text. Although the 

literature provides typical performance metrics, such as character accuracy and word 

accuracy for OCR performance evaluation, these metrics are insufficient to assess 

Arabic OCR systems in terms of the challenges of Arabic text.   

Thus, this chapter first aims to propose an automated software tool with a new set of 

objective accuracy metrics for the evaluation of Arabic OCR systems with respect to 

the challenges of Arabic text. It also proposes a standard protocol which we hope will 

be used as a benchmark by researchers in comparing between OCR algorithms. It then 

aims to experimentally evaluate the effectiveness of the state-of-the-art printed Arabic 

text recognition systems to provide a better insight into their performances. 

The work in this chapter has been published in the following papers: 

 Alghamdi, M.A., Alkhazi, I.S. and Teahan, W.J., 2016. Arabic OCR 

evaluation tool. In Computer Science and Information Technology (CSIT), 

2016 7th International Conference on (pp. 1-6). IEEE. 

 Alghamdi, M. and Teahan, W., 2017. Experimental evaluation of Arabic 

OCR systems. PSU Research Review, 1(3), pp.229-241. 

This chapter is organised as follows: in section 3.2, a new set of objective accuracy 

metrics for Arabic OCR evaluation is discussed. The developed tool for the evaluation 

of Arabic OCR performance is described in section 3.3. The most common Arabic 

OCR systems and an experimental protocol are presented in section 3.4 and 3.5 

respectively. The experimental results are then presented and discussed in section 3.6. 

In the final section, a summary and conclusion is provided. 
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3.2 Metrics for Arabic OCR system performance evaluation 

Generally, Arabic OCR systems are evaluated in terms of character accuracy with this 

obtained by identifying the differences between an observed variable, which is the 

output text of the OCR system, and a reference variable, which is the original text 

called ‘ground-truth’ (Kanai et al., 1993; Teahan et al., 1998). These differences can 

be determined by the edit distance which is the minimum number of edit operations 

required to correct the OCR output text to be matched with the ground-truth text. These 

edit operations are: character insertion, character deletion and character substitution; 

for more details refer to Levenshtein (1966). 

For example, the edit distance between the two strings, the ground truth string (  جامعة

) ,and the OCR-generated string (بانجور ببانجور حامعة ) is 2. The required operations to 

transform the OCR-generated string into the correct one are: (1) substitute the 

underlined letter in the OCR output (حـ) for (جـ); and (2) delete the underlined letter 

 This number, which is the minimum number of single character edit operations, is .(بـ)

known as the Levenshtein distance (Levenshtein, 1966). Regarding OCR evaluation 

studies, it is common to determine the edit distance in different levels: word level and 

character level. However, character level accuracy is useful for predicting 

improvements in OCR systems in which OCR developers are interested, whereas word 

level accuracy is useful for analysing the ease of human readability, as Kanungo et al. 

(1999b) emphasise. Word accuracy is outside the scope of this of this study.  

In the following sub-sections, we suggest various objective performance metrics with 

respect of the characteristics of Arabic text for evaluating Arabic OCR systems which 

can provide us with more insight into the effectiveness of Arabic OCR systems. 

a. Overall character accuracy 

Accuracy in an OCR-generated text in respect to the ground truth text is computed by 

Levenshtein edit distance; that is, the minimum number of primitive operations that 

are required to correct the OCR output text to be matched with the ground truth text. 

These operations are substitution, deletion and insertion. 

Overall character accuracy determines the accuracy of Arabic OCR over all of the 

tested text images. Character accuracy is the percentage of ground-truth characters that 

are recognised correctly on an Arabic text image, by comparing the ground-truth text 
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file with the OCR output text file. The character accuracy is determined by Equation 

(3.1):  

                                                     (3.1) 

where m is the number of characters in the ground-truth text file and e is the edit 

distance. The cost for each edit operation is defined as 1. 

b. Character accuracy based on character class 

Considering Arabic script, some characters have features that allow them to be 

classified into a particular class. Consequently, it will be valuable to analyse the 

accuracy of each class. To determine the accuracy of this metric, Arabic characters 

have been classified into various classes as below: 

1. Character accuracy based on character position 

As mentioned in chapter 2, an Arabic character may have one to four shapes depending 

on its position in a word; for example, see Table 3.1. The four possible shapes are 

isolated, initial, middle and end. Thus, it is valuable to analyse the effectiveness of 

Arabic OCR systems in recognising isolated, initial, middle and end characters. To 

analyse the accuracy of this class, the ground truth Arabic characters are categorised 

into four classes: isolated, initial, middle, and end, as shown in Table 3.1. The accuracy 

of each class by using Equation (3.1).  

  

 

Table 3.1. An Arabic character with dissimilar shapes 

 

One dot         Two dots         Three dots               No-dot 

ش  ث ت ق ي ة ب ج خ ذ ز ض ظ غ ف ن  ح د ر س ص ط ع ل م ه و ك ى 

Table 3.2. Examples of dot characters and no-dot characters 

 

Dot character above baseline  Dot character below baseline 

خ ث تق ن ف غ ظ ض ش ز ذ   ي ج ب  

Table 3.3. Examples of dot characters based on the baseline 

 

 

100


m

em

Isolated Initial Middle End 

 ـه ـهـ هـ ه
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2. Dot character class and no-dot character accuracy  

One of the challenges of Arabic OCR is the presence of dots in Arabic script. Assessing 

the impact of dot and no-dot characters on the performance of Arabic OCR systems is 

therefore of interest. To do so, Arabic characters are categorised into four classes: one 

dot class, two dot character class, three dot character class and no-dot character class, 

as illustrated in Table 3.2. The accuracy of each class is determined by Equation (3.1).  

3. Dot character accuracy based on baseline  

Dots of Arabic characters can be placed either above or below the baseline. Owing to 

the significance of the baseline in Arabic OCR, it would be valuable to compute the 

accuracy of characters that are most related to the baseline. Regarding the baseline, 

Arabic dot characters will be divided into two groups: above baseline and below 

baseline, as shown in Table 3.3. Each group accuracy is expressed by Equation (3.1).    

4. Zigzag-shaped character accuracy 

One of the distinguishing characteristics of Arabic script is the presence of a zigzag-

shaped mark (ء), called Hamza, with some Arabic characters. The aim of using this 

metric is to expose the sensitivity of Arabic OCR systems to zigzag-shaped characters. 

The zigzag-shaped character accuracy is computed by using Equation (3.1).  

 

 

Figure 3.1. Loop characters 

 



47 

 

 

5. Loop-shaped character accuracy  

When considering the characteristics of Arabic script, several letters consist of a loop 

shape. Such a feature may be an obstacle in Arabic OCR development. Thus, it would 

be desirable to assess the accuracy of characters that have this feature. In order to 

assess the accuracy of this class, loop characters are defined according to how they 

are presented in Figure 3.1. The accuracy of loop-shaped characters is also determined 

by Equation (3.1).  

c. Diacritics accuracy 

A major feature of Arabic script is the appearance of diacritical marks, as shown in 

Figure 3.2. Thus, it is essential to evaluate the performance of Arabic OCR systems 

in recognising Arabic diacritical marks. As before, diacritical mark accuracy is 

determined by Equation (3.1).  

d. Digit accuracy  

It is critical for developers to assess the recognition of numbers by Arabic OCR 

applications. In respect to Arabic script, both Hindu–Arabic digits and English 

numerals may appear in any Arabic text. Thus, the evaluation considers all numerals 

in computing the accuracy of digits. Digit accuracy is determined by Equation (3.1). 

e. Punctuation accuracy 

Several punctuation symbols resemble Arabic characters. For example, the full-stop 

punctuation (.) is quite identical to the Arabic Zero number (٠). This illustration 

confirms that the punctuation group has a vital effect on Arabic OCR accuracy. 

Punctuation accuracy is determined by Equation (3.1). 

 

Figure 3.2. Diacritic marks 
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3.3 An Automated Arabic OCR Evaluation Tool 

The new Arabic OCR evaluation tool that was developed for this study, which is 

programmed in Java, allows for comparison of an OCR-generated text file with a 

ground truth text file. The difference between the two text files is computed in terms 

of the minimum cost of converting the OCR output text to the ground truth. For this 

purpose, Levenshtein edit distance algorithm in (Levenshtein, 1966) has been adopted.  

By using the software tool, an evaluator can quantitatively measure the performance 

of Arabic OCR systems according to the proposed Arabic accuracy metrics, mentioned 

in section 3.2. A Graphical User Interface (GUI) has been implemented to facilitate 

evaluators to select the OCR output text file and the ground truth text file, as 

demonstrated in Figure 3.3. Also, as can be seen in Figure 3.3, after clicking on the 

Evaluate button, the GUI displays statistics of all the accuracy metrics discussed. The 

Arabic OCR evaluation tool is provided freely as open-source software at the 

following GitHub address: https://github.com/NLPBangor/OCREvaluationTool. 

In order to illustrate how the tool works, an example is provided here. Figure 3.4 shows 

the text image that contains Arabic text with digits, diacritics and punctuation marks. 

 

Figure 3.3. GUI of the Arabic OCR evaluation tool 

https://github.com/NLPBangor/OCREvaluationTool
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The open source OCR Tesseract engine1, which supports Arabic, was run to convert 

the Arabic text image to an editable text. Figure 3.5 displays the corresponding OCR-

generated text. To evaluate the accuracy of the utilised OCR application, the tool was 

run on the OCR output text and the ground truth text. The result of the evaluation is 

presented in Figure. 3.3. 

 

 

 

This example illustrates the idea that evaluation of Arabic OCR systems according to 

different accuracy measures is required. In other words, it can be seen from the results 

in Fig. 3.3 that the total character accuracy is about 78%. However, the accuracy results 

for individual character classes are significantly different. In particular, the accuracy 

of the one dot characters group and the two dots characters group are around 67%, 

whereas, the accuracy of the three dot character class is 100%. Moreover, the observed 

difference between the accuracy of the zigzag characters group and the loop characters 

group is significant, 50% and 80% respectively. Another important finding is that the 

accuracy of the above baseline characters class (80%) is very different to the accuracy 

of below baseline characters (67%). Also, it can clearly be seen that the punctuation 

class has the lowest accuracy rate. 

Based on the findings above, it is possible to state that measuring Arabic OCR 

performance in terms of the accuracy metrics, which are implemented in the Arabic 

OCR evaluation tool, can help researchers to automatically assess how Arabic OCR 

                                                           
1 https://github.com/tesseract-ocr 

 

Figure 3.4.  A sample Arabic text image 

 

 

Figure 3.5. OCR output text for image in Fig. 3.4 
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systems are overcoming the challenges of Arabic text and it contributes to eliminate 

human error, improve speed and precision, and reduce repetition in evaluating Arabic 

OCR systems.   

3.4 Arabic OCR Systems 

Some research efforts on printed Arabic text recognition have been reported in the 

literature. A multi-font cursive Arabic OCR system is reported by Khorsheed and 

Clocksin (2000). This system is a free-segmentation based approach in which each 

word in a used lexicon was transformed into a normalised polar image. The system 

extracts Fourier transform coefficients from a normalised polar image. Each word is 

represented by a template that contains a Fourier transform coefficient. The 

recognition is performed using a normalized Euclidean distance that measures the 

distance between the templates and tested word images. This system was evaluated 

using a sample of 1700 Arabic words and achieved an accuracy of 90%. To improve 

the accuracy rate, Khorsheed (2004) presents a new system based on  Hidden Markov 

Models (HMM) in which each word is represented by a single HMM. The system has 

achieved an accuracy rate of 97% which is a higher accuracy rate compared to the 

template-based system.  

A printed Arabic OCR system based on HMMs was developed by Al-Muhtaseb et al. 

(2008). They used overlapping and non-overlapping hierarchical windows to extract 

16 features. The system was tested on eight Arabic fonts and achieved accuracy rates 

between 98.1% and 99.9%.  In another effort, Khorsheed (2007) introduced a free-

segmentation OCR system for recognising printed Arabic text. The system extracts 

statistical features to be fed to the HMM. The system was tested on six different Arabic 

fonts and the highest accuracy achieved was 92.4%. In a later work,  Khorsheed (2015) 

proposed another free-segmentation OCR system using HMMs with run-length 

encoding as a feature extraction method. The system achieved a higher accuracy rate 

compared to the pervious developed system. Recently, Ko et al. (2018) proposed an 

OCR system for recognising printed Arabic text using a deep-learning approach. The 

system achieved an accuracy rate of 99.9%.  

However, it is a challenge to compare the performance accuracy that are obtained on 

different datasets. Only a handful of accessible OCR systems claim that they are 

capable of recognising Arabic script. Therefore, our evaluation study is limited to the 
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four most well-known Arabic OCR systems, namely, Automatic Reader 11.2 produced 

by the Sakhr Software Company; FineReader 12 produced by the ABBYY Company; 

Clever Page produced by RDI (Research & Development International); and Tesseract 

produced originally by Hewlett Packard (HP). In the following subsections, the four 

Arabic OCR engines are briefly discussed.  

Automatic Reader 11.2 software 

Automatic Reader is a commercial product first developed by the Sakhr Software 

Company in 1982 for text recognition of Arabic script. It supports Arabic language 

and several Arabic character-based languages, such as Arabic, Farsi and Urdu. Sakhr 

claims that Automatic Reader has been ranked as the best existing Arabic OCR 

software for high-quality text images by United States (US) government evaluators 

(Sakhr Software OCR, 2017). It supports multi-font type and multi-resolution images. 

However, font size 8 is not supported by the Automatic Reader OCR software 

(henceforth, referred to as Sahkr OCR).  

FineReader 12 software 

FineReader is produced commercially by a global company, called ABBYY, as 

advanced OCR software. The performance of FineReader has been enhanced by 

ABBYY for many years. FineReader 12 supports 190 languages including Arabic 

script using dictionary support (Abbyy OCR, 2017). It supports multi-font types, 

multi-size and multi-resolution images. Henceforth, FineReader will be referred to as 

ABBYY OCR.  

Clever Page software 

Clever Page originally began as a PhD research study by El-Mahallawy (2008). Since 

2008, Clever Page has been designed and developed as an Omni font-written Arabic 

OCR engine by Research & Development International (RDI). Clever Page is a HMM 

based OCR system. El-Mahallawy (2008) designed a new feature extraction method 

based on autonomously normalized horizontal differentials. These features are used 

with HMMs to model Arabic characters. He reported a word error rate of 0.77% which 

is equivalent to an accuracy rate of 99.3%. This very high performance rate is due to 

the use of a noise-free dataset and using high quality Arabic text images. It supports 

multi-font types and multi-size text images. However, it is worth mentioning that the 
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Clever Page OCR software only works on pages with 300 dots per inch (dpi). 

Henceforth, Clever Page will be referred to as RDI OCR. 

Tesseract software 

Tesseract is an OCR engine designed at Hewlett Packard (HP) between 1984 and 1994. 

Since late 2005, it has been maintained by Google and released as open source OCR 

software. Tesseract OCR processes in different steps. In the first step, it converts an 

image to a binary image using the Otsu thresholding method (Otus, 1979). In the next 

step, it uses a page layout analysis method that has been developed by HP in order to 

extract the text blocks from an image (Smith, 2007). Then, it segments a text block 

into lines and words using definite spaces and fuzzy spaces (Smith, 2007). Tesseract 

extracts the outlines of the segmented words to obtain the polygonal approximation as 

features (Smith et al., 2009) . For the recognition task, it uses adaptive and static 

classifiers with the use of a dictionary lookup (Smith, 2007). It supports various 

languages. However, Arabic support has only been added recently (Sabbour and 

Shafait, 2013). Tesseract is the only Arabic OCR software that is freely available. It 

supports multi-font types, and multi-size and multi-resolution images. 

3.5 Experimental Protocol  

Very few Arabic datasets are freely available to researchers. The most widely used 

dataset for evaluating Arabic OCR approaches is the Arabic Printed Text Image 

(APTI). This public dataset was developed by Slimane et al. (2009). However, APTI 

is a word-level dataset where each text image contains only one Arabic word. Another 

Arabic dataset is ALPH-REGIM which is provided by Ben Moussa et al. (2010). This 

dataset contains about 5000 printed and handwritten Arabic text images. Compared to 

the APTI dataset, ALPH-REGIM is a paragraph-based text image dataset. However, 

the text images are only available in one font size and at one resolution level. A recent 

printed Arabic dataset is created by Doush et al. (2018). However, this dataset 

comprises text images of only two Arabic font types. Thus, the KAFD dataset, 

developed by Luqman et al. (2014), is used for evaluating the performance of the four 

Arabic OCR systems.  

The KAFD dataset is freely available and is a page-level dataset where each text image 

consists of a text. It has Arabic printed text images and corresponding ground-truth 

text files. These text images are available at 100 dpi, 200 dpi and 300 dpi. Furthermore, 
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it comprises text images of 40 Arabic font types, 10 pitch sizes and four styles, with 

resolutions of 100 dpi, 200 dpi, 300 dpi and 600 dpi.  

For the current work, 10 different font types of the text image, in which the forms of 

the characters are of various types, are selected, namely, Andalus, Arabic Transparent, 

AdvertisingBold, Diwani Letter, DecoType Thuluth, Simplified Arabic, Tahoma, 

Traditional Arabic, DecoType Naskh and M Unicode Sara. These font types are 

selected based on the level of complexity of the writing style in printed Arabic script, 

ranging from simple fonts with no overlaps and ligatures, such as AdvertisingBold, to 

more complex fonts with overlaps, such as Diwani Letter. For each font type, 8, 12, 

18 and 24 pitch sizes have been used in order to highlight the effectiveness of Arabic 

OCR systems on specific pitch sizes. Moreover, to enable the evaluation of the 

performance of Arabic OCR systems in terms of font style, normal and italic font styles 

are used. To study the influence of the page resolution level on Arabic OCR system 

performance, all text images in the above set have been randomly selected at 100 dpi, 

200 dpi and 300 dpi. This resulted in 80 text images for each resolution. Thus, this 

experiment is performed on 240 text images in TIFF format. 

The experiment was conducted on the four Arabic OCR systems, as previously 

discussed, namely, Sakhr, ABBYY, RDI and Tesseract OCR systems. Sakhr and 

ABBYY OCR systems were kindly provided to the authors by their developers, 

whereas the RDI OCR system output was obtained by sending the dataset to the 

system’s developer to apply the system to the test images.  

To statistically assess the performance of each Arabic OCR system, the performance 

metrics described in section 3.2 were used. In particular, the output text files of each 

Arabic OCR system were utilised to compute the quantities of each performance 

metric, corresponding to the ground-truth text files for the dataset. To eliminate human 

error, improve speed and precision, and reduce repetition, the automated open access 

tool for evaluating Arabic OCR systems, descripted in section 3.3 was utilised to 

obtain the statistical data. A sample of a text image from the dataset and the 

corresponding Arabic OCR output are visually illustrated in Figure 3.6. 
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3.6 Experimental Results and Discussion 

The experimental results, obtained from the evaluation experiment discussed in the 

previous section, are presented in this section to analyse the effectiveness of the 

evaluated Arabic OCR systems in printed Arabic text recognition.  

The overall character accuracy scores for the four evaluated Arabic OCR systems over 

different resolutions are presented in Figure 3.7. It is apparent that the Arabic OCR 

systems are affected by the resolution of the text images. In particular, the results 

shows a gradual increase in the overall character accuracy of all Arabic OCR systems 

when increasing the resolution of text images from 100 dpi to 300 dpi. In addition, a 

clear upward trend is apparent in the overall character accuracy of Sakhr OCR when 

the resolution of text images increased from 100 dpi to 200 dpi. Interestingly, high 

scores of character accuracy at 100 dpi, 200 dpi and 300 dpi were obtained by the 

ABBYY OCR system. Crucially, this system among the four Arabic OCR systems has 

the highest character accuracy at 100 dpi, 200 dpi and 300 dpi of 46%, 60% and 62%, 

respectively. 
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Figure 3.7. Overall accuracy vs. resolution results from the OCR system evaluation 

 

 

 

Figure 3.6. (a) A text image from the KAFD dataset; (b) output of the Sakhr OCR system; 

(c) output of the ABBYY OCR system; (d) output of the RDI OCR system; and (e) output 

of the Tesseract OCR system 
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The accuracy of Arabic OCR systems in recognising Arabic characters based on their 

position in a word are provided in Figure 3.8. As has been mentioned, the connectivity 

feature of Arabic script is an obstacle to Arabic text recognition. This is supported by 

the experiment data which indicate that all of the evaluated Arabic OCR systems have 

higher accuracy in recognising isolated characters when they are not connected with 

other characters in a word. On the other hand, the performance of the Arabic OCR 

systems decreased in recognising initial, middle and end characters, as shown in Figure 

3.8. Compared to the Arabic OCR systems’ accuracy in recognising isolated 

characters, the low recognition accuracy of initial, middle and end characters by the 

evaluated systems is possibly due to the segmentation algorithms implemented by 

these systems, as the segmentation process is not required for recognising isolated 

characters. However, a new methodology is needed to evaluate the segmentation stage 

in Arabic OCR systems to gain a better understanding of these results. 

 

Figure 3.8. Character accuracy in terms of character position results from the OCR 

system evaluation 

The results of the recognition accuracy performance of the Arabic OCR systems in 

terms of one dot, two dot, three dot and no-dot characters are illustrated in Figure 3.9. 

It is obvious that the recognition accuracy rates of no-dot characters are significantly 

better for all evaluated Arabic OCR systems, compared to one, two and three dot 

characters. This confirms that one of the challenges in Arabic OCR development is the 

presence of dots in Arabic script, as discussed previously. It has been hypothesised 

that a thinning algorithm, as a pre-processing technique, has an influence on the 

recognition accuracy of dot characters (Hosseini, 1997). In particular, some thinning 

algorithms may remove the dots of Arabic characters which results in misrecognising 
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these characters. Therefore, these results are likely to be related to thinning algorithms 

used in the pre-processing stage of the Arabic OCR system.  

 

Figure 3.9. Dot character accuracy vs. no-dot character accuracy results from the OCR 

system evaluation  

 

Figure 3.10. Dot character accuracy based on baseline results from the OCR system 

evaluation  

The results of analysing the performance of the evaluated Arabic OCR systems on 

characters that have a dot above or below the baseline are presented in Figure 3.10. 

These results highlight that Arabic OCR systems perform much better in identifying 

characters with a dot below the baseline than characters with a dot above the baseline. 

The reasons for these results are not entirely clear. However, one technique used in the 

pre-processing stage for developing Arabic OCR systems is page decomposition 

which separates the lines of a text block in a text image. To be specific, some 

researchers emphasise that considerable attention must be paid in the page 
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decomposition of Arabic text images to ensure that dots placed above or below a line 

of text are not separated (Al-Badr and Mahmoud, 1995; Sami El-Dabi et al., 1990). 

Thus, a possible reason for this finding may be due to the page decomposition process.  

Figure 3.11 compares the recognition accuracy for zigzag-shaped characters and loop-

shaped characters by the evaluated Arabic OCR systems. It is apparent from the results 

that the performance rates of Arabic OCR systems in accurately recognising loop-

shaped characters are higher than in recognising zigzag-shaped characters. It can thus 

be assumed that recognising characters with a zigzag shape is more challenging than 

recognising characters that have a loop shape.  

 

Figure 3.11. Character accuracy based on shaped character results from the OCR 

system evaluation  

 

 

Figure 3.12. Digit, punctuation and diacritics accuracy results from the OCR system 

evaluation  
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Figure 3.13. Arabic OCR accuracy vs. font pitch size results from the OCR system 

evaluation.      

 

 

Figure 3.14. Italic and non-italic font accuracy comparison results from the OCR 

system evaluation 

Figure 3.12 presents the recognition accuracy of the evaluated Arabic OCR systems in 

terms of the digits, punctuation and diacritics groups. Surprisingly, Tesseract and RDI 

OCR systems were not able to recognise any diacritical marks. However, one possible 

reason is that these OCR systems were not trained to recognise diacritics. In addition, 

Figure 3.12 indicates that the Sakhr OCR system was unable to recognise Arabic digits 

(Hindu digits). As this result was not expected, we undertook further investigation to 

find an explanation. After manual inspection of the output of the Sakhr OCR system, 

we discovered that the system recognises Arabic digits as English digits. In other 

words, the system replaced the Arabic digits with English digits when producing the 
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output. Improved accuracy rates for the Sakhr OCR system could be achieved if the 

system were to overcome this problem.  

The respective accuracy of the Arabic OCR systems in relation to different font pitch 

sizes is plotted in Figure 3.13. It can be seen that a drop in character recognition 

accuracy occurs when reducing the font pitch size. It can thus be concluded that the 

evaluated systems struggle when the font pitch size is too small, such as a font pitch 

of 8. Another important finding from this result is that the RDI OCR system performs 

better for a font pitch of 12 than for a font pitch of 24. The reason for this finding is 

unclear. 

The recognition performance analysis of the evaluated Arabic OCR systems on fonts 

with an italic style compared to those with a non-italic font style is shown in Figure 

3.14. Our experimental results show that, for all evaluated systems, the recognition 

accuracy rates for a non-italic font style are higher than for an italic font style. The low 

recognition accuracy percentages for an italic font style are likely to be related to the 

fact that the italic font style is a cursive font.  

Table 3.4 reports on the accuracy of the evaluated Arabic OCR systems in terms of 

font types. As expected, the low accuracy rates for all evaluated systems in recognising 

the Diwani Letter font are due to the complexity of this font which contains overlaps.  

In summary, most of the performance accuracy rates of the evaluated Arabic OCR 

systems are below 75%, indicating the continuing need for improvements in the 

recognition of printed Arabic script. Moreover, the correlation between the 

performance accuracy of Arabic OCR systems and the features of Arabic script have 

been highlighted. In particular, the experimental analysis indicates that the 

characteristics of printed Arabic script, such as the connectivity, and the presence of 

dots and zigzag shapes, all contribute to the challenge for Arabic OCR systems. 

Overall, the results indicate that recognition of Arabic script remains an open research 

problem. 
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 Table 3.4. Arabic OCR performance accuracy according to 10 different font types 

3.7 Summary and Conclusion 

This chapter describes an automated tool for performance evaluation based on 

different objective accuracy metrics with respect to the challenges of Arabic text. This 

tool has been specifically developed to assist Arabic OCR researchers to automatically 

calculate the accuracy of different Arabic OCR systems and to assess how Arabic OCR 

systems are copying with the challenges of Arabic text. Furthermore, by using this 

automated tool, an OCR evaluator can quickly process an enormous number of testing 

experiments. It also provides an experimental protocol that enables the effectiveness 

of different Arabic OCR systems to be compared.   

In addition, this chapter describes an experiment to automatically evaluate four well-

known Arabic OCR systems: Sakhr, ABBYY, RDI and Tesseract. The evaluation 

experiment is conducted on a publicly available printed Arabic dataset comprising 240 

text images with a variety of resolution levels, font types, font styles and font sizes. 

The experimental results show that all the evaluated Arabic OCR systems have low 

performance accuracy rates, below 75%, which means that the time which it would 

take to manually correct the OCR output would be a prohibitive.  

  

Font Type  OCR System  
Sakhr ABBYY RDI Tesseract 

Traditional Arabic 48.5% 67.6% 51.9% 47.1% 

Tahoma 40.5% 69.9% 26.4% 38.4% 

Simplified Arabic 52.9% 67.7% 44.9% 46.7% 

M Unicode Sara 36.1% 59.4% 25.9% 33.7% 

Diwani Letter 18.1% 18.4% 18.1% 23.3% 

DecoType Thuluth 36.1% 37.7% 24.2% 32.5% 

DecoType Naskh 48.8% 50.2% 41.6% 40.9% 

Arabic Transparent 51.5% 75.1% 46.1% 48.6% 

Andalus 28.1% 37.5% 21.7% 25.3% 

AdvertisingBold 57.3% 70.2% 27.2% 39.4% 
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Chapter 4: Thinning 

4.1 Introduction 

This work aims to develop a novel OCR for printed Arabic text. To achieve this aim, 

we implement a new Printed Arabic Optical Character Recognition (PATRION) 

system using five stages: thinning, feature extraction, character segmentation, 

classification and post-processing, as illustrated in Figure 4.1. In this chapter, we 

present the first stage for developing the PATRION system which is thinning as a pre-

processing stage.  

Thinning is one of the critical processes that can be applied to the input text images 

for facilitating the subsequent stages of the PATRION OCR development process. In 

particular, producing skeletons is required for the PATRION OCR development in 

which extracting features from the skeleton of Arabic text is essential. Thus, a new 

thinning algorithm for Arabic script has been implemented in order to fulfil the 

requirements of the development of the PATRION OCR system. Furthermore, several 

new performance metrics for evaluating thinning algorithms for Arabic text are 

presented, since there is a lack of quantitative performance measures of thinning 

techniques, as stated in the literature. 

The work in this chapter has been published in the following paper: 

 Alghamdi, M.A. and Teahan, W.J., 2017. A new thinning algorithm for 

Arabic script. International Journal of Computer Science and Information 

Security, 15(1), p.204-211. 

This chapter first describes an effective new thinning algorithm for printed Arabic 

script. Then, evaluation of thinning algorithms for Arabic will be discussed with 

introducing several new objective performance metrics for thinning algorithms. An 

evaluation experiment is conducted on the proposed algorithm with providing a 

comparison with a number of most common thinning algorithms. In the last section, a 

summary and conclusions will be provided.  



63 

 

 

  

 

Figure 4.1: Block diagram of the PATRION system 
Note: The shaded area shows the scope of the current chapter (the thinning stage). 
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4.2 An Effective Thinning Algorithm for Arabic Text 

 An effective thinning algorithm produced by Kocyigit (2012) has been used in this 

work. However, this algorithm was only investigated for English characters. The 

method aims to produce a skeleton with one width pixel by detecting the neighborhood 

connectivity of any given pixel. Each pixel is directly connected with eight 

neighboring pixels; the pixel is considered as “encased” if only all the black neighbor 

pixels are interconnected with each other. In other words, if each black neighbour pixel 

of a considered pixel is connected vertically or diagonally to at least one other black 

pixel, the given pixel will achieve a state of encasement. For example, if the center 

pixel (P) is being processed pixel, it is considered as “encased” in Figure 4.2: (a), (b) 

and (c). In contrast, (b), (c) and (d), the pixel (P) is not considered as “encased”.  

 
Figure 4.2: Examples of pixels (a), (b), (c) with an encasement and (d), (e), (f) without 

an encasement 

Kocyigit algorithm utilizes a 3x3, 2D array of pixels which is obtained by thresholding 

the image. The descriptions of the rows and columns are equivalent to the pixel’s 

coordinates and are set to either value “1” (black) or “0” (white) depending on the 

character. Deletion of a pixel will change the value of the pixel from 1 to 0. 

Whenever any pixel is encased, the algorithm cleans up the defined pixel. The 

algorithm observes sequential and iterative principles in that whenever any pixel is 
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removed, the entire algorithm restarts the iterative process, continues until a state of 

consistency is achieved where no further pixel is deleted. 

A flowchart of Kocyigit algorithm is provided in Figure 4.3. Initially, the algorithm 

finds a black pixel. Then, delete the black pixel if it has an encasement.  

Figure 4.3: Flowchart of Kocyigit algorithm 
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4.3 Evaluating Thinning Algorithms for Arabic Text 

In respect to performance evaluation of thinning algorithms, most of studies evaluate 

their proposed thinning algorithm in terms of execution time and compression ratio, 

such as in Naccache and Shinghal, (1984), Saudagar and Mohammed, (2016) and 

Zhang and Wang, (1988). Furthermore, some researchers evaluate thinning algorithms 

by only illustrating the output images of the algorithms, regardless of application 

requirements, such as Ali and Jumari, (2003), Ali, (2012), Abu-Ain et al. (2013) and 

Abu-Ain et al. (2014). However, from an OCR perspective, these metrics are not 

sufficient to provide us with insight into which algorithm performs better for OCR. 

Zhou et al. (1995) provide other general metrics for assessing thinning algorithms, 

such as the thinness metric, which assesses the level to which a patter image is thinned, 

and the connectivity metric that measures the connectivity of the thinned pattern 

images.  

As mentioned before Arabic script uses a cursive writing style and therefore, the 

connectivity measure is considered as a critical metric in order to evaluate the 

connectivity of the output skeleton of an Arabic text image. For instance, the study in 

Al-Shatnawi et al. (2014) utilizes the connectivity measure to assess the performance 

of different thinning algorithms for Arabic. The idea of this metric is to consider the 

number of connected components in the original image and in the output image of the 

thinning algorithm. Namely, if the number of components is equal in both images, then 

this is a sign that the thinning algorithm is preserving text connectivity. However, some 

thinning algorithms may remove some dots of Arabic characters and they may spilt 

the body of a character into several parts. Consequently, an issue will arise when 

adopting the connectivity metric to evaluate the connectivity of thinned Arabic text. In 

particular, when thinning algorithms remove the characters dots or make a 

disconnection through the letters forms, then a performance metric which is relying on 

the number of connected components, will not be reliable. 

To illustrate this problem, Figure 4.4 shows that the number of component of the 

original image (a) is four and the number of components in the thinned image (b) is 

four. Thus, according to the connectivity metric, the algorithm will be assessed as 

preserving the text connectivity, where in fact it is not. This problem occurs owing to 
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the removing of one dot of the letter and making a gap of the letter’s shape. Therefore, 

it is difficult to obtain statistical evaluation results of connectivity preservation by 

relying on this measurement. 

To overcome this problem, we propose new performance metrics for evaluating 

thinning algorithms for Arabic text in terms of connectivity and dots persevering. 

Moreover, other further objective performance metrics for evaluating thinning 

algorithms will be discussed below. 

4.3.1 Connectivity preservation metric 

Typically, an image for a pattern is constructed from a set of vertices (nodes) and edges 

(links) some of which might be connected or disconnected (Gao et al., 2010), see 

Figure 4.5  for illustration. For thinning algorithms to preserve text connectivity, they 

must not divide a pattern in an image into incorrect pieces. A sophisticated thinning 

algorithm therefore must not delete edges of an images in order to maintain the 

connectivity characteristic of Arabic script.  

Basically, there are two possible cases that will affect preserving the connectivity when 

producing skeletons for Arabic script. The first case is deletion of edges. For example, 

considering Figure 4.6 (a), it is clear that the word in the original image has fourteen 

(14) vertices and seven (7) edges. In contrast, in the thinned image, which has been 

manually produced in order to illustrate the first case that affects preserving the 

connectivity, in Figure 4.6 (b) there are fourteen (14) vertices and six (6) edges. The 

lower number of edges is because of the deletion of one edge. The second case is 

insertion of a gap which results further insertion of edges and vertices. This can be 

seen in the case shown in Figure 4.7 where the thinned image, which was manually 

produced to illustrate the second case that affects preserving the connectivity, has 

                                                                                         

                                                                                           

Figure 4.4: Example of the problem of the connectivity metric: (a) an Arabic letter with 

four components and (b) a skeleton for (a) with four components 

 

 

 

 

 

 (a)  (b) 
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sixteen (16) vertices and eight (8) edges, compared the original image in Figure 4.5 (a) 

which has fourteen (14) vertices and seven (7) edges. 

Graph Edit Distance (GED) is a distortion measure on graphs that determines the 

differences between two pattern images (Neuhaus and Bunke, 2007).  The differences 

between the two images are obtained with a number of edit operations that are required 

to convert one image into another image. The authors here will utilize the concept of 

GED to assess the effectiveness of a thinning algorithm in preserving the connectivity 

of Arabic text. 

The edit operations are: insertion of edges, insertion of vertices and deletion of edges. 

In order to measure GED, the minimum number of edit operations (edit distance) 

needed to convert the thinned image into the original image will be considered. Then, 

accuracy of thinning algorithms in preserving Arabic connectivity is determined by: 

𝑔−𝑒

𝑔
                      (4.1) 

where g is the number of edges and vertices in the original image, and e is the edit 

distance. The cost of each edit operation will be defined as 1. For example, if a thinning 

algorithm inserted a gap, it will result in adding two vertices and delete one edge. Thus, 

the edit distance cost will be three, as three operations are required to transform the 

thinned image into the original – two deletions of vertices and one deletion of an edge, 

each having a cost of 1. 

Figure 4.5. Using a graph to represent a text image: (a) text image and (b) graph for (a) 

Figure 4.6. One thinning example for text image in Figure 4.5(a): (a) its skeleton and 

(b) a graph for (a). 
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Figure 4.7. Another thinning example for text in Figure 4.5 (a): (a) its skeleton and (b) a 

graph for (a). 

Figure 4.8. Example of dot perservation for thinning. (a) a skeleton and (b) a graph for 

(a) 

4.3.2 Dot preservation metric 

In order for thinning algorithms to preserve dots of Arabic script, they must not remove 

isolated vertices which present the dots of Arabic text (see Figure 4.8 which was 

manually produced for illustration). Thus, to statistically measure the effectiveness of 

thinning algorithms in preserving Arabic dots, the following equation is utilized: 

 


𝑣−𝑒

𝑣


where v is the number of isolated vertices in the original image, and e is the edit 

distance. The cost for each edit operation will be defined to be 1.  

4.3.3 Topology preservation metric 

The topology preservation metric is the performance measurement utilized to assess 

the degree of thinning algorithm in preserving the visual information of the original 

image (Chatbri and Kameyama, 2014; Jang and Chin, 1992; Huang et al., 2003; Goyal 

and Dutta, 2016a; Goyal and Dutta, 2016b). As reported by the researchers in Al-

Shatnawi et al. (2014) and  Al-shatnawi and Omar, (2014), producing spurious tails is 

considered a common problem of thinning algorithm for text images. Spurious tails 

can change the shape of a pattern, thereby affecting the accuracy of OCR output. 
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Accordingly, it is essential to evaluate the effectiveness of thinning algorithms in terms 

of producing spurious tails. 

The accuracy of thinning algorithms in preserving topology is determined by Chatbri 

and Kameyama, (2014) : 

 

where o is the number of object pixels in thinned image and c is the number of counter 

pixels in the thinned image. Note that in order to state that a thinning algorithm 

maintains visual information of the original image, the algorithm needs to have a 

preserving topology value close to 1.  

4.3.4 Thinning rate (unit pixel width) 

It is critical to evaluate the thinning algorithms in term of thinness of the skeleton, 

since one of the main principles of thinning algorithms is to ensure the peeling is as 

thin as possible. The thinness of the skeleton can be determined by computing the 

thinning rate as the following (Tarábek, 2008): 

 

where tc and tr refer to the number of triangles in the thinned image and in the original 

image, respectively.  A thinning rate of 1 indicates that the skeleton is thinned to one-

pixel wide, whereas a 0 value indicates that the skeleton is not thinned. 

4.4 Experimental Results and Discussion 

We have used performance metrics described in the previous section for evaluating the 

Kocyigit thinning algorithm. For comparison purposes, we also produce results for two 

other commonly used thinning algorithms for Arabic script, namely the Zhan-Suen 

(Zhang and Suen, 1984) thinning algorithm and the Hilditch algorithm (Hilditch, 

1969). Note that all the three thinning algorithms were implemented in the Java 

programing language.  The performance evaluation will provide us with insight of 

which algorithm performs better for Arabic script. In particular, a good thinning 

algorithm for Arabic should have a high performance accuracy in preserving 
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connectivity and dots with a value of preserving topology and thinning rate both close 

to 1. 

Three datasets were used in this experiment. Specifically, the first dataset (Luqman et 

al., 2014) is the printed Arabic word dataset, which consists of 50 word images, 

differing in fonts, sizes and styles. Also, two further sets of images were created for 

this evaluation experiment: images of Arabic characters and images of Arabic digits 

images. 

In this experiment, all images from the three datasets were sent to each thinning 

algorithm to obtain thinned images. Then, the output images of each thinning 

algorithm were utilized to compute the quantities of each performance metric, 

corresponding to the original images for the datasets. Note that the performance 

metrics are implemented using the Matlab programming language. Samples of the 

evaluation experiment from the three datasets are visually illustrated in Table I. Table 

II presents the experimental data on the visual samples shown in Table 4.1.   

As discussed previously, connectivity preservation is one of the most essential features 

expected of thinning algorithms. From the data presented in Table 4.1, it is apparent 

that the connectivity characteristic of Arabic script is almost maintained by the 

Kocyigit algorithm. In particular, the Zhan-Suen algorithm and the Hilditch algorithm 

failed in preserving the connectivity of sample 1 and sample 5, whereas the 

connectivity is preserved by the new algorithm in both samples. 

There were major differences in the preservation of the dots of Arabic script between 

the three thinning algorithms. However, the Kocyigit algorithm preserves the dots of 

Arabic script on all samples images that contain dots, as illustrated in Table 4.1.  

Furthermore, it is instructive to note that the Zhan-Suen algorithm and the Hilditch 

algorithm were not able to preserve the loop shape of the sample 5 image, as shown in 

Table 4.1 and Table 4.2, whereas it has been preserved by the Kocyigit algorithm. 

The average scores for each metric for the three thinning algorithms are presented in 

Table 4.3.  The first column compares the three thinning algorithms in terms of the 

connectivity preservation which shows that the Kocyigit algorithm obtained the 

highest accuracy (94.6%) of connectivity preservation among the other two 

algorithms.  
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The second column of Table 4.3 compares the thinning algorithms in terms of 

preservation of the dots of Arabic. The results show that there are significant 

differences between the performance accuracy for dot preservation by the Zhan-Suen 

algorithm, the Hilditch algorithm and the Kocyigit algorithm, 78.2 %, 85.2 % and 99.4 

% respectively. Thus, it can be stated that the Kocyigit algorithm is the most effective 

at preserving the dots. 

The third column of Table 4.3 lists the values for topology preservation. As mentioned 

previously, a value of topology preservation close to 1 indicates that the algorithm is 

successful in preserving the shape of the original images. The results in the third 

column of Table 4.3 show that the value of topology preservation is significantly better 

for the Kocyigit algorithm (0.9599), compared to the Zhan-Suen algorithm (0.9398) 

and the Hilditch algorithm (0.9411).  

The results of the thinning rate analysis are presented in the fourth column in Table 

4.3. From this column, it clear that the thinning rate value achieved by the Kocyigit 

algorithm (0.9887) is superior to the other two algorithms. This indicates that the 

skeletons produced by the Kocyigit algorithm is thinner than skeletons produced by 

the Zhan-Suen and the Hilditch algorithms. 

In summary, the evaluation experiment results show that the Kocyigit algorithm is 

more effective at dealing with the challenges of thinning for Arabic script, namely, 

connectivity and dots preservation. Moreover, the experimental analysis indicates that 

the skeletons of Arabic text produced by the Kocyigit algorithm are better than those 

produced by the two other algorithms in terms of topology preservation and thinning 

rate. Also, the evaluation experiment of thinning algorithms by utilizing the proposed 

performance metrics provides a more in-depth analysis of which algorithm will 

perform better for Arabic OCR systems.        
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Sample No. Original image Zhan-Suen Hilditch Kocyigit  

Sample 1     

Sample 2 

    

Sample 3 
    

Sample 4     

Sample 5 
    

Sample 6      

Sample 7 
    

Table 4.1: Visual samples used in the evaluation 
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Image 

Connectivity Preservation Dots Preservation Topology Preservation Thinning rate 

Zhan-

Suen 
Hilditch Kocyigit  

Zhan-

Suen 
Hilditch Kocyigit  

Zhan-

Suen 
Hilditch Kocyigit  

Zhan-

Suen 
Hilditch Kocyigit  

Sample 1 
0.909 0.909 1 0.9 0.9 1 0.9955 0.9288 0.9511 0.9473 0.9259 0.9766 

Sample 2 
1 0.958 1 1 1 1 0.9751 0.9729 0.9875 0.8711 0.8813 0.9796 

Sample 3 
0.941 0.941 1 1 1 1 0.9630 0.9983 0.9244 0.9695 0.9390 1 

Sample 4 
1 1 1 0 1 1 0.9247 0.9513 0.9513 0.9716 0.8865 0.9929 

Sample 5 
0.833 0.833 1 N/A NIA N/A 0.8614 0.8614 0.9045 1 0.9752 0.9886 

Sample 6 
0.5 0.5 0.833 0 0.333 1 0.9695 0.9434 0.9782 0.9389 0.9061 0.9859 

Sample 7 
0.8 0.8 1 N/A N/A N/A 0.9426 0.9590 0.9918 1 0.9606 0.9859 

Table 4.2: comparing the three thinning algorithms on the samples 
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4.5 Summary and Conclusion 

An effective thinning algorithm for Arabic script is described. Furthermore, the 

chapter describes several objective performance metrics for assessing statistically the 

effectiveness of thinning algorithms including, two new metrics for assessing topology 

preservation and dots preservation. By utilizing these metrics, a more robust evaluation 

of the effectiveness of different thinning algorithms can be carried out. Consequently, 

these metric will simplify the choice of thinning algorithms for Arabic OCR 

developers.   

An evaluation experiment was conducted to evaluate the performance of the Kocyigit 

algorithm against other two well established thinning algorithms. In all performance 

tests, the Kocyigit algorithm obtains the best results.   

In the next chapter, the output of the thinning algorithm will be used for the next stage 

of the PATRION OCR system. 

Algorithms 
Connectivity 

Preservation 

Dot 

Preservation 

Topology 

Preservation 
Thinning Rate 

Zhan-Suen 0.844 0.782 0.9398 0.9552 

Hilditch 0.837 0.852 0.9411 0.9266 

Kocyigit  0.946 0.994 0.9599 0.9887 

Table 4.3: summary of results comparing the thinning algorithms  
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Chapter 5: Feature Extraction 

5.1 Introduction  

In the previous chapter, the skeletons for Arabic text images have been produced 

by using the new thinning algorithm. In the following stage of the developed 

PATRION system, which is the feature extraction stage (as shown in Figure 5.1), 

the features of the skeletons will be extracted. Feature extraction is the process by 

which certain attributes of interest within a text image are obtained to be utilized 

for further processing of recognizing Arabic script.  Feature extraction is the 

crucial phase in the development of Arabic OCR, as a well-defined feature set can 

facilitate recognition and increase accuracy performance (Lawgali, 2015). 

In order to recognize Arabic script, our new approach develops a feature extraction 

method that transforms the word into a set of features that are utilized to recognise 

the Arabic word. Since the input for the PATRION OCR system is a text image of 

a page of printed Arabic, several pre-processing steps are required to be applied 

prior to or within feature extraction. These steps are baseline determination and 

word segmentation.  

The remainder of this chapter describes our approach to the feature extraction 

stage. It formally states the rationale behind using this approach. Then, it explains 

in detail the feature extraction method that has been used in this work with the 

required pre-processing steps, baseline determination and word segmentation.   
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5.2 Why This Approach?  

The human reading task is a cognitive process nearly equivalent to OCR that 

involves detecting characters and classifying them from among enormous 

possibilities (Rashid, 2014). Humans can efficiently and accurately recognize text 

in different fonts and sizes. The accuracy of human recognition of text can be 

attributed to several cognitive processes, involving reading and writing strategies. 

Generally, it is claimed that humans rely on their existing knowledge in order to 

accomplish a reading task (Pi et al., 2008). For instance, people can recognise 

identical words or characters based on the surrounding context. A good example 

for native Arabic readers is the text illustrated in Figure 5.2 which has a number 

of identical characters (non-dotted characters) that have different pronunciations 

but can be identified based on the context. Another example from English is that 

 

Figure 5.1: Block diagram of the PATRION OCR system 
Note: The shaded area shows the scope of the current chapter ‘Feature Extraction’.  
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people can readily recognize the correct form for the letter ‘1’ in the following 

three strings based on the surrounding context: “l234”, “lntelligence” and “left”. 

Therefore, humans’ existing knowledge is essential for the reading task.  

Researchers in the field of cognitive psychology have presented several theories 

to explain the principal cognitive processes in human recognition. For example, 

several studies such as Bobik and Sayre, (1963) have shown that human 

recognition of a character is directly related to understanding the general idea of 

the character, the basic elements that define it, irrespective of color and size. Some 

cognitive scientists argue that the visual system is sensitive to the way the 

characters are physically produced; thus the rules that are followed in order to write 

a character affects the perception of it (Kandel et al., 2000; Tse and Cavanagh, 

2000). According to this viewpoint, humans extract writing information of the 

characters from an image by mentally tracing over them in their minds as if they 

were writing them with a pen.  

Also, the most used strategy for developing handwriting skills in primary schools 

is the tracing handwriting strategy (Vinter and Chartrel, 2010). This is a practice 

that comprises tracing characters or words, which have been printed using dots, by 

a pen, as shown in Figure 5.3. The worksheet in Figure 5.3 is an example of 

handwriting exercise that have been used in teaching children on handwriting by 

demonstrating the action of tracing movements which the learners should follow 

in order to produce a character or a word in Arabic and English.  

 

Figure 5.2: An Arabic text example that has identical characters but different 

pronunciation 
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The proposed feature extraction method, to some extent, follows the above insights 

from cognitive science in order to design a robust Arabic OCR system.    

5.3 New Feature Extraction Method 

The feature extraction phase processes the skeleton text images produced by the 

thinning algorithm that was described in the previous chapter. As mentioned in 

literature review in section 2.2 Arabic scripts have some dotted characters which 

could contain one, two or three dots. Moreover, these dots could be the only feature 

that could be used to differentiate between dotted characters. Recall that Arabic 

script was not originally dotted: referring to the literature review in Chapter 2, 

some issues have been raised when recognizing dots in Arabic script. For example, 

dots in Arabic text may characterised as noise. In order to help recognition, pre-

processing techniques, such as a noise removal algorithm may remove the dots of 

Arabic text. Also, applying thinning algorithm on Arabic text images may affect 

the preserving of the dots in Arabic text. Due to these issues, researchers in Arabic 

OCR have extracted the dots information before applying pre-processing methods. 

However, in some Arabic fonts, two dots are joined together and printed as one 

stroke which is similar to the diacritical mark called Fat-hah. As a result, it is 

difficult to isolate connected dots and to distinguish between the dots and the Fat-

hah diacritical mark. Thus, the feature extraction process will only deal with the 

main part of Arabic script. That is, it will be assumed that all Arabic words in the 

 

 

 

Figure 5.3: An example of a worksheet that adopts the tracing handwriting strategy, from 

(Garcia, 2005). 
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text images are non-dotted, as dots will be recovered in the post-processing stage. 

Moreover, ignoring recognising dots in this stage will result in reducing the 

number of character models needed in the classification stage as will be discussed 

in section 7.2.1.     

Referring to the literature review, most studies in previously developing analytical 

Arabic OCR systems perform the character segmentation phase prior to the feature 

extraction phase. However, in this work, the feature extraction stage does not 

require performing character segmentation in advance.  

The proposed method is based on feature extraction methods using direction codes, 

such as the Freeman chain code (Freeman, 1961) which provides information 

about the structure of an object based on its boundary. It follows the object’s 

boundary from a fixed starting point and continues moving in a clockwise or 

anticlockwise direction until it reaches the starting point. For more details of the 

Freeman chain code, refer to Nixon and Aguado, (2008).  

A study by Kocyigit (2012) proposes a feature extraction method based on 

direction codes for tracing English characters’ skeletons in order to extract the 

direction movement features used to follow the character’s skeleton shape. This 

method has been adopted here for extracting features from Arabic script with some 

modifications (described below) that control the tracing movements in order to 

extract feature from cursive printed text, since the method was only investigated 

for English script.   

 

Figure 5.4. An example of how an Arabic letter “Laam” is traced 

Note: the black squares are the unprocessed pixels of the character image 

and the gray squares are the pixels that have already been processed. 
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In this work, the proposed algorithm extracts the direction movements as 

features from Arabic words by tracing their skeletons (thinned images). This 

resembles the way a human might write a word or a character with a pen using the 

handwriting development strategy, which is a tracing strategy as discussed 

previously. When individuals trace a word or a character, they place the pen at a 

certain point and move in different directions in order to produce the word or the 

character. This can be illustrated by assuming the start point of the Arabic letter 

“Laam” )ل) is the right top corner of the letter. In order to write the Arabic letter, 

we begin from the start point and move forward in a south direction, then turn left 

and move forward to the west. After that, we move forward in the north direction; 

see Figure 5.4 for illustration.  

  

Figure 5.5. An example of an Arabic text image conveyed into NetLogo 

Note: (a) the original thinned text image, (b) the 2D array for a part of (a) and  

(c) the text image imported into NetLogo. 
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This can be reproduced by using an agent-based model implemented in NetLogo 

that uses turtle movements controlled from a first-person perspective. To this aim, 

several pre-processing steps are applied to the text images in order to prepare them 

for feature extraction. Firstly, the thinned text image to be recognised is imported 

into the system as a 2D array of 1 (black patches) and 0 (white patches) values to 

be read in NetLogo, as shown in Figure 5.5. Then, the feature extraction method 

is broken into three sub-stages: baseline determination; word segmentation and 

extraction of features, as shown in Figure 5.6. 

5.3.3 Baseline determination 

The proposed method relies on the baselines of Arabic text. Thus, the baseline of 

Arabic text needs to be detected. The baseline of Arabic script is a horizontal line 

through which Arabic characters are joined. It usually has the maximal amount of 

black pixels, especially for printed Arabic text (although not for handwritten text 

images in which the writer is moving the pen above and below the baseline). In 

the literature, there a number of baseline determination algorithms (see Chapter 2, 

section 2.3.1). For this work, the method proposed by Kocyigit (2012) has been 

used due to its effectiveness in the feature extraction stage (as evidenced by the 

accuracy performance evaluation detailed below). The baselines of text images are 

extracted using a thresholding algorithm developed in the NetLogo 

implementation. The steps of the baseline determination algorithm are as follows 

in the flowchart provided in Figure 5.7. The threshold value 𝑇 used in the 

algorithm is changeable (from 1 to 10) depending on the text density of the lines. 

The algorithm calculates the ratio of the counts of black patches on adjacent rows 

and determines that a new line of text starts when this ratio exceeds a selected 

threshold value. To always ensure non-zero counts, a black border is placed around 

the 2D array of the text image. 

 

Figure 5.6. Block diagram of feature extraction method 
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In this work, it is assumed that the input Arabic text images have 0˚ skew, as skew 

correction is beyond the scope of this research. Figure 5.8 shows an example of 

Arabic text images after determining the baselines, which are green colored lines 

shown through the text, by the baseline determination algorithm. 

 

 

 

Figure 5.8. Screenshot from the NetLogo model that was developed for baseline determination 

 

 

Figure 5.7: Flowchart of the feature baseline determination algorithm  

. 
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5.3.4 Word segmentation 

Determining where each word is in a text image is required in order to segment a 

word into characters. In this work, the white space (white patches) between each 

word is used for word segmentation. In particular, the tracing agent records the 

finish point for each word (connected component) after completing the movement 

over the word (see step 9 in Figure 5.9). When the tracing agent locates the finish 

point and comes to the start point of the next word, the white space between the 

start point and finish point is marked as sub-word space (segmenting each text line 

into sub-words, since an Arabic word may have more than one connected 

components (sub-words) as mentioned in chapter 2).  

5.3.5 Extraction of features 

This section explains how the features of Arabic text images are extracted. Figure 

5.9 states the algorithm’s flowchart for determining how the tracing agent moves 

over the Arabic text. After determining the baselines in the text image, the tracing 

agent in the NetLogo environment is placed at the right bottom of the lowest 

baseline of the Arabic text images. It then visits each baseline from bottom to top 

of the image moving across the baseline from right to left (see steps 1, 2 and 3 in 

Figure 5.9).  We choose the starting point at the right bottom on account of the fact 

that Arabic text is written from right to left and a pen is placed on the right bottom 

of a baseline when writing Arabic text. 

While the tracing agent is moving over the selected row, the agent marks the first 

black patch on the row as the start point of a word (refer to step 4). Then, the 

tracing agent moves onto the black neighbouring patches using four directions: 

south; north; west; and east, according to the direction of the patch (see steps 5 and 

6). Due to the fact that Arabic script has some curved characters, the algorithm 

will treat the curved characters as diagonally connected pixels. The agent checks 

if the pixels of the curved parts of the characters create a corner and changes the 

direction. If not, the agent accepts these pixels as the same direction which the 

agent is already moving in. 
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Figure 5.9: Flowchart of feature extraction algorithm 
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During the tracing process, the tracing agent may face a branch point which 

presents more than one direction for the next step of the agent. If the agent faces a 

branch point, it records all options and the branch point. Then it follows all the 

options one by one in order with priority given to move first to the north, then to 

the south, and finally to the west (refer to decision 2 and 3 and steps 7 to 12 in 

Figure 5.9). For example if there are two directions on the next step of the agent 

where one of them is to the north and the other is to the west, the agent first follows 

the north direction. When it has completed the movement for this option, it returns 

to the branch point and follows the west direction. We set these steps due to the 

fact that a branch point in an Arabic word has two or three directions – north, south 

and west; see Figure 5.10 for illustration. Therefore, it was decided to control the 

order the agent moves over the Arabic word, as this is a valuable step for the next 

stage of the PATRION OCR which will be discussed in the next chapter. 

Figure 5.11 displays the tracing process and the features extracted from an Arabic 

word. The initials “N”, “S”, “E”, “W” in Figure 11 refer to the direction 

movements which are north, south, east and west, respectively and the symbol “*” 

refers to the branch point. The red lines in the figure illustrate how the tracing 

process proceeds. In Figure 5.12, a screenshot from the NetLogo model is shown 

while feature extraction is being performed on an Arabic text image. It is obvious 

that the feature string which is extracted by the feature extraction method is 

irreversible. Thus, it is not possible to recover the original text image by using the 

 

Figure 5.10: Example of three branch points that occur in the Arabic word 

  (”الكل“)

Note: When the agent finds the branch points (the first and the second green pixels), the agent 

moves first to the north direction (the blue pixels), then to west direction (the red pixels). 

While the agent finds the branch point (the third green pixel), the agent moves first to the 

north direction (the blue pixels), then to the south direction (the red pixels).   
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produced feature strings. However, this does not affect the performance of the 

OCR system which will be discussed in section 7.2.1.   

 

  

Text Image Tracing Features Extracted 
Feature extracted for the first sub-word 

  

  

  

  
Feature extracted for the next sub-word 

  

  

  

  
 

Figure 5.11: Tracing example for an Arabic word with features extracted in NetLogo  

Note: The tracing is performed from right to left. The red lines illustrate the progress as the 

tracing process proceeds. 
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5.4 Experimental Evaluation 

In this section, three experimental evaluations are conducted in order to assess the 

baseline algorithm, word segmentation method and the feature extraction methods. 

The KAFD dataset, which was mentioned in Chapter 3, has been used in these 

experimental evaluations.  

5.4.1 Baseline determination method evaluation experiment 

The baseline determination algorithm is evaluated on Arabic printed text images, 

which were selected from KAFD dataset, at 300 dpi and with 24 pitch size multiple 

font types, namely AdvertisingBold, Simplified Arabic and Traditional Arabic. 

The text images contain 105 baselines.  The accuracy of the algorithm relies on 

the threshold value 𝑇. For the text image samples in this evaluation, we manually 

adjusted the 𝑇 value for accurate baseline determination. We found that 𝑇 values 

between 5 and 7 were the most accurate threshold values in the test samples. Figure 

5.13 shows how the algorithm has determined the baselines when the threshold 

value was adjusted to 7 whereas, Figure 5.14 shows the output of the baseline 

algorithm when selecting a threshold value of 3. The algorithm obtained 100% 

 

Figure 5.12: Screenshot of the NetLogo model extracting features from an Arabic text 

image 

Note: the extracting features are shown in the output box below. 
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accuracy when selecting 7 as a threshold value. Table 5.1 shows the evaluation 

results which were obtained through the evaluation experiment on the sample text 

images. 

 

 

 

Figure 5.13: Screenshot from NetLogo model showing example of correct baseline determination 

using 7 as a threshold value 

 

 

Figure 5.14: Screenshot from NetLogo model showing example of incorrect baseline 

determination using 3 as a threshold value 
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5.4.2 Word segmentation method evaluation experiment 

In this work, the word segmentation method attempts to segment Arabic text in the 

images into sub-words. Thus, to evaluate the word segmentation method, the 

ground truth of the dataset has been modified by adding a space between each sub-

word in the test sample as only word spaces (spaces between words) are available 

in the ground truth of the dataset. The word segmentation method is evaluated by 

the following two measures:  

                                   𝑅𝑒𝑐𝑎𝑙𝑙 = 100 × 𝑎/(𝑎 + 𝑐)                                     (5.1) 

                             𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 100 × 𝑎/(𝑎 + 𝑏)                                     (5.2) 

where 𝑎 is correct insertion of space, 𝑏 is spurious space insertion and 𝑐 is missed 

space. A perfect word segmentation will have recall and precision of 100%. Using 

text images that contain 100 Arabic words, the method produced a recall of 100% 

and a precision of 96.99%. It seems that the algorithm suffers from inserting 

spurious spaces (over segmentation). This issue occurred as a result of the thinning 

algorithm producing disconnections (not maintaining the connectivity) through 

Arabic words.  

5.4.3 Feature extraction method evaluation experiment 

To evaluate the feature extraction method, a ground truth of directional features of 

the images has been generated in order to be able to make a comparison of the 

correct output string and the generated extracted features output string. The 

evaluation in this experiment is based on the edit distance between the extracted 

Font Type 

Total 

Number of 

Baselines 

Number of 

Baselines 

Correctly 

Determined 

Accuracy 

AdvertisingBold 39 39 100% 

Simplified Arabic 34 34 100% 

Traditional Arabic 32 32 100% 

Total 105 105 100% 

Table 5.1: Results of baseline determination algorithm on sample test text images on different 

Arabic fonts using threshold values between 5 and 7 based on text images 
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features string and the ground truth string. The edit distance here is the minimum 

transformation sequence that converts the extracted features string into the ground 

truth string. The Accuracy A is defined as: 

                                               𝐴 =
𝑓−𝑒

𝑓
× 100                                                          (5.3) 

where e is the edit distance, and f is the number of features in the ground truth 

string. The cost for each edit operation is defined as 1. For example, Figure 5.15 

illustrates the edit distance between the feature string (b), which was extracted 

from the thinned image (a) and the ground truth string (c) is 3 because three 

operations are required to convert the feature string (b) to the ground truth string 

(c) which are adding one symbol “*” (branch point) and adding two direction 

strings, “W”, and “S”, that are written in red colour.   

The average accuracy of the feature extraction technique was found to be 98.07%. 

It is critical to note that most of the errors produced by the method are related to 

the thinning algorithm. That is, when the thinning algorithm failed in persevering 

connectivity (disconnection), the feature extraction makes an error in extracting 

the directional features; see Figure 5.16 for illustration. Another problem that arose 

is due the loss of visual information of the original text images that have been 

produced by the thinning algorithm. In fact this issue occurs mostly in 

AdvertisingBold font with loop characters, as shown in Figure 5.17.   

 

(a) 

 
(b) 

NWSN*WN* – NWN*WN* – N – ESWNWN*– N 

(C) 

NWSN*WN* – NWN*WN* – N – WSESWN*WN*– N 

Figure 5.15: An example of edit distance between two feature strings  
Note: (a) A thinned Arabic word, (b) the extracted feature string from (a) and (c) the ground truth 

string for (a) with the edit operations highlighted in red colour 
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Table 5.2 summarizes the errors that occurred in the feature extraction method 

according to different error types which have been produced by the thinning 

algorithm. The data in Table 5.2 shows that most of the errors in the test samples 

occurred in text images that involved the AdvertisingBold font. The high number 

of errors that occurred in text images of AdvertisingBold font is likely due to the 

inefficiency of the thinning algorithm (discussed in chapter 4) in thinning bold 

style text. 
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Figure 5.16. Example of the effect of disconnection errors (produced by thinning algorithm) on 

the feature extraction algorithm 

Note: (a) An original Arabic word image, (b) the thinned image of (a), (c) the sub-word in which the disconnection 

occurred (highlighted in a circle), (d) the extracted feature string from (c) by the feature extraction algorithm and 

(e) the ground truth for (c).  

 

 

Figure 5.17. Example of the effect of loss of visual information (caused by thinning algorithm) on 

the feature extraction algorithm 
Note: (a) An original Arabic text image (the patterns in which the error occurred are highlighted in squares), (b) 

the thinned image of (a), (c) the extracted feature string from the highlighted characters in (b), and (d) the ground 

truth for the highlighted characters in (b).  

 

(a) 

(b) 

(c) 

(d) 

(e) 
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5.5 Summary and Discussion  

In this chapter, a new technique, based on a cognitive insight, for extracting 

features from non-dotted Arabic text images has been proposed and developed 

using an agent-based NetLogo model. Some pre-processing steps are applied to 

prepare the text images for feature extraction, such as the baseline determination 

and the word segmentation.  

The feature extraction method transforms an Arabic word into a string of direction 

movements, which are representative of how the agent in the model traces Arabic 

words, combined with the branch points. The average performance accuracy of the 

feature extraction algorithm on a sample of 100 images is 98.07%.  

The following two chapters use these extracted features in order to design a system 

for recognising Arabic text.   

  

 

  

 

Error Category 
Font Disconnection 

Loss of visual 
Information 

Total Errors (%) 

AdvertisingBold 5 10 15 (53.5%) 

Simplified Arabic 2 4 6 (21.4%) 

Traditional 
Arabic 

4 3 7 (25%) 

Total Errors (%) 11 (39.2%) 17 (60.7%) 28 

Table 5.2: Error analysis according to different fonts and error types 
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Chapter 6: Character Segmentation 

6.1 Introduction  

Chapter 5 presents a method for extracting direction code features from Arabic 

text images. The next stage in this work for the developed PATRION system is 

the character segmentation which differs from a typical Arabic OCR system in that 

here the character segmentation proceeds subsequently to the feature extraction 

stage, as shown in Figure 6.1.  Character segmentation is the process of segmenting 

a word into its characters. Referring to the literature in chapter 2, it is stated that 

character segmentation is a critical step as most recognition errors are produced as 

a result of character segmentation  (Al-Badr and Mahmoud, 1995; Tamen and 

Drias, 2010).  

In the literature, there are a number of image-level algorithms for segmenting 

Arabic words into characters; for a comprehensive survey in character 

segmentation for Arabic script, refer to Zeki et al. (2011). Although many studies 

                                   

Figure 6.1. Block diagram of the PATRION OCR system  
Note: The shaded area shows the scope of the current chapter ‘Character Segmentation’. 
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have provided different character segmentation algorithms, there are no accurate 

character segmentation algorithms (Gouda and Rashwan, 2004; Zeki et al., 2011). 

A number of the algorithms face various segmentation problems, such as over-

segmentation and under-segmentation. A major drawback of applying such 

character segmentation techniques for Arabic text is that they fail in segmenting 

overlapping characters. Overlapping characters in Arabic script cause difficulties 

for a number of existing character segmentation algorithms (see Figure 6.2).  

Some studies overcome the challenges of character segmentation by developing 

Arabic OCR systems based on a free-segmentation or holistic approach which 

recognize words or sub-words as a whole unit with no segmentation. However, 

such systems can only recognize Arabic words that appear in the lexicon because 

these systems are lexicon based systems. This provides the motivation for 

developing a novel character segmentation method for the Arabic OCR system. 

Doing this enables the delivery of a robust Arabic OCR system (as evidenced by 

the results provided in Chapter 8). 

This chapter firstly discuss the features of Arabic script that are useful when 

designing character segmentation methods. Then, section 6.3 presents a new 

method for segmenting Arabic words into characters. In section 6.4, an evaluation 

experiment is conducted on the proposed character segmentation method.  

6.2 Arabic script features used for designing the character segmentation 

technique  

The challenge of character segmentation task is undoubtedly due to the 

characteristics of Arabic script, as discussed in chapter 2 and discussed again 

 

Figure 6.2: Examples of overlapping characters highlighted in Arabic words in 

different fonts 
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above. As a result, the special characteristics of written Arabic script should not 

be ignored in order to design a robust character segmentation method for Arabic 

script.   

One feature of Arabic script that can be exploited for designing a character 

segmentation technique is the baseline. As already discussed in chapter 2, the 

baseline is the horizontal line through which Arabic characters are joined together. 

That is, when an Arabic word is written, the baseline is used to join the characters 

together in order to produce the word. There is a part of the baseline which is 

between each of the connected characters called the junction line. The junction 

line is used by different image processing algorithms to segment Arabic words into 

characters. However, this feature may not work well in image-level algorithms as 

the length of the junction line varies in different fonts being often short in many 

printed Arabic fonts. Also, character segmentation approaches based on the 

junction line suffer in segmenting overlapping characters in Arabic text (Gouda 

and Rashwan, 2004). 

Another feature of Arabic script that can be utilized for character segmentation is 

the branch point which occurs at the beginning of a connected Arabic character in 

a word and after a junction line. The branch point as described in chapter 5 is the 

point where there is more than one direction to follow in the process of executing 

the tracing algorithm.  

According to the two above characteristics which are the junction line and the 

branch point, there is usually a character segmentation point in a word if there is a 

branch point after a junction line. Figure 6.3 illustrates the two selected features of 

Arabic script for detecting the character segmentation point. Recall that the Arabic 

language has some characters which divide one word into one or more pieces of 

words called sub-words. These characters are not connected with the succeeding 

characters and they can be only linked from their right sides. Therefore, when they 

occur in the middle of an Arabic word, the word is divided into sub-words by 

adding a space.  Figure 6.3 (a) shows an Arabic word comprising three sub-words; 

two are isolated characters and the third is a connected sub-word of five characters. 

Figure 6.3 (b) and (c) shows that the junction line and the branch point are appear 

only in a connected sub-word, not in sub-words with isolated characters.   
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6.3 New character segmentation approach  

The new approach for character segmentation is applied in order to overcome the 

aforementioned problems. The extracted features string described in the previous 

chapter is used for performing the character segmentation task. Recall that the 

extracted features from Arabic text is comprised of four directions represented as 

symbols in a text string: south (‘S’); north (‘N’); west (‘W’); east (‘E’) and a 

branch point symbol (“*”).  

The feature extraction algorithm in chapter 5 extracts the west direction as the last 

direction feature after detecting a branch point, since this confirms that the tracing 

agent does not move to a succeeding character until it extracts the whole features 

of the preceding character in a word. That is, it does not move to the next character 

in the connected word until it finishes tracing the character being processed. 

The aim of the character segmentation technique in this work is to identify the 

segmentation point in the extracted features string in order to break the connected 

characters in a connected word or a connected sub-word.    

After investigation of the direction features extracted from printed Arabic script, 

we noticed  that the west ‘W’ direction feature symbol commonly represents the 

junction line (and does not represent a part of a character) when it is followed by 

a branch point (the star ‘*’ in the extracted features string). Therefore, there should 

be a character segmentation point between the ‘W’ and ‘*’ symbols. 

 

                                     
              (a)                                                           (b)                                                            (c) 

Figure 6.3: Junction line and branch point features of an Arabic word 
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Simply, in order to segment an Arabic word into characters, the new approach 

inserts a slash sign ‘/’ (to indicate a segment break) between the ‘W’ and ‘*’ 

symbols into the output of the feature extraction algorithm that was discussed in 

chapter 5. Figure 6.4 shows a sample of extracted feature string (b) that was 

produced, using the feature extraction method in chapter 5, from the Arabic word 

shown in (a). The Arabic word has two sub-words: one consists of four connected 

characters which should be represented as four symbols in the text string when 

segmented; and one sub-word of an isolated character which should not be 

segmented. Figure 6.4 (c) shows the positions (segmentation points) where the 

sub-word should be segmented. Figure 6.4 (c) shows the feature extraction string 

(b) after applying the character segmentation technique.  

6.4 Experimental Results and Discussion 

Comparing the performance of character segmentation methods is a challenging 

task due to the different experimental protocols, different testing datasets and 

different performance measures. Besides most studies in Arabic text recognition 

have only provided the overall performance accuracy of their systems. In this 

 

 

Figure 6.4. A sample of applying character segmentation on an Arabic word  
Note: (a) An Arabic word with two sub-words, (b) the feature extraction string produced from (a), 

(c) segmentation points in the word and (d) the feature extraction string (b) after applying the 

character segmentation technique. 
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work, an experiment was designed in order to evaluate the performance of the 

novel character segmentation method.  

The character segmentation method is evaluated on the dataset of 100 Arabic word 

images which were used in chapter 5. The text in the testing dataset comprises 

different features of Arabic script that may contribute to the challenges of Arabic 

character segmentation. Table 6.1 shows basic statistics of the test images sample 

in terms of Arabic script characteristics. 

The character segmentation method is evaluated by the following two performance 

measures: 

                                   𝑅𝑒𝑐𝑎𝑙𝑙 = 100 × 𝑠/(𝑠 + 𝑚)                                      (6.1) 

                              𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 100 × 𝑠/(𝑠 + 𝑏)                                      (6.2) 

where 𝑠 is correct insertion of the slash symbol ‘/’, 𝑏 is spurious slash sign insertion 

and 𝑚 is missed slash sign. A perfect character segmentation will have recall and 

precision of 100%. The method produced a recall of 84.2% and a precision of 

77.2%. The prime causes of the segmentation errors are due to specific features of 

Arabic script and the errors which have been delivered from the previous stages. 

Table 6.2 shows the segmentation error rate percentage of the method in terms of 

the features of Arabic script.  

During the evaluation experiment, it was observed that there are a number of re-

occurring situations where usually the character segmentation method did not 

perform well or produced segmentation errors. For instance, an over segmentation 

problem occurs on segmenting the Arabic character (Seen “س”). The method over 

segmented the (Seen) letter into three segments because it consists of two junction 

lines and two branches.  

Features  Count  of items 

Word 100 

Sub-word 129 

Sub-word with isolated character   28 

Overlapping character    89 

Loop character  180 

End-form character  101 

Table 6.1: Testing dataset statistics 
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Furthermore, as stated in Table 6.2, segmenting end-form characters has the 

highest segmentation error rate which is 14.8%.  This high error rate is related to 

three Arabic characters if they are found at the end of words or sub-words (the end 

form shape). These characters are Alef “ـا”, Haa “ـه” and Yaa “ـى”.  The method 

did not segment these characters (under-segmentation) as there is no branch point 

after the junction line. Such characters will be dealt with at the post-processing 

stage in Chapter 8 rather than be corrected at this stage. 

The error rate percentage of the character segmentation method in relation to loop 

characters is about 7%, as shown in Table 6.2. The segmentation errors in 

segmenting loop characters are due to errors which have been produced in the two 

previous stages. In particular, when the thinning algorithm (discussed in Chapter 

 

Figure 6.5. Sample of segmenting overlapping characters 
Note: (a) An Arabic word containing overlapping characters (Traditional Arabic Font); (b) the 

sub-words of the word shown in (a); (c) the feature extraction string produced from each sub-

word shown in (b); (d) the segmented feature extraction string after applying the character 

segmentation technique which are coloured corresponding to the way characters are coloured in 

(a). 

Features  Error rate 

Overlapping character segmentation   4.5% 

End-form character segmentation  14.8% 

Loop character segmentation    6.9% 

Table 6.2. Segmentation Error Rate Percentage 
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4) has produced a disconnection through a loop character’s form, a branch point 

after a junction line existed in the main form of the character. The feature 

extraction algorithm (discussed in Chapter 5) thus has extracted these features 

which are the west ‘W’ direction feature and the branch point ‘*’. As a result, the 

character segmentation method over segmented the character into more than one 

segment.  

On the other hand, the segmentation method succeeds in dealing with the problems 

that arise when segmenting overlapping characters. For example, Figure 6.5 shows 

how overlapping characters in an Arabic word have been segmented successfully 

by the character segmentation method. The character segmentation produced only 

an error rate of 4.5% for segmenting overlapping characters. In fact, this error rate 

is related only with the Arabic ligature (لا) which is a combination of two 

overlapping characters: Lam (ل) and Alef (ا). The algorithm did not segment such 

ligatures, as there were no identified segmentation points. We overcome this issue 

by dealing with such ligatures as one character, so segmenting the ligature into 

characters is not required.    

6.5 Summary and Discussion  

In this chapter, a new character segmentation technique for segmenting connected 

Arabic words into characters has been provided. The character segmentation 

method uses the extracted features string, which have been obtained as a result of 

the feature extraction process described in Chapter 5, for performing the 

segmentation process.  

The character segmentation method segments a connected word into characters by 

identifying the segmentation point in the extracted feature string. The 

segmentation point is determined based on two features of Arabic script: the 

junction line and the branch point. The method has been tested on a sample of 100 

Arabic words images and has produced a recall of 84.2% and a precision of 77.2%. 

The character segmentation method leads to under-segmentation in some end-form 

characters. However, the method has successfully segmented overlapping 

characters. 
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In the following chapter, the segmented feature strings will be used for recognising 

Arabic text. 
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Chapter 7: Classification Using PPM 

7.1 Chapter Introduction  

Chapter 4 presents a method for extracting feature strings from printed Arabic text 

images. Then, chapter 5 describes a method that uses the features in order to 

segment Arabic words into characters. In this chapter, the segmented feature 

strings will be used for recognising Arabic text. In other words, the following stage 

of the developed PATRION system, which is the classification stage (as shown in 

Figure 7.1), is responsible for classifying the feature strings into the best character 

class in order to complete the recognition task.  

In the literature, a number of classifiers have been used for Arabic OCR. However, 

no prior study exists on the use of compression based models as a classifier in 

Arabic text recognition. Therefore, in this work a compression based method has 

been applied for the first time as a classifier for the text recognition. Moreover, 

since the aim of the classification stage (implemented in the PATRION OCR 

system) in this work is to distinguish (classify) the feature strings (extracted in 

chapter 5). PPM, which is discussed in the review chapter, was chosen to be 

applied as a classifier.     

The following sections of this chapter describe the use of the PPM compression-

based method for text recognition (classification). Also, constructing PPM 

classifiers and experimental results for PPM model classification are reported. In 

particular, section 7.2 discusses the implementation of the PPM classifier. We then 

discuss experimental results using the PPM classifier in section 7.3. A summary 

and discussion of this chapter is presented in section 7.4.    
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7.2 Implementation of PPM Classifier 

Our approach is to recognise Arabic characters by the use of the PPM method that 

classifies the feature strings obtained from the previous chapter. The PPM 

classification approach in the PATRION OCR system consists of two stages: a 

training stage and a testing/recognition stage. During the training stage, character 

models are constructed using a pre-segmented character image dataset. Order 5 

PPMD character models, which are implemented by the Tawa Toolkit, described 

in (Teahan, 2018), have been used for constructing the character models. During 

the testing stage, the recognition of both Arabic text and pre-segmented Arabic 

character images were analysed by the text classification method which is also 

provided by the toolkit. In the following sections, the two stages will be discussed 

in detail.  

 

Figure 7.1: Block diagram of the PATRION OCR system  

Note: The shaded area shows the scope of the current chapter ‘Classification using PPM’. 

 



114 

 

7.2.1 Stage I: Training stage 

For constructing a PPM classifier, a training dataset consisting of pre-segmented 

printed Arabic characters is required as the main idea is to train PPM for isolated 

Arabic characters.  The literature suggests a comprehensive isolated printed Arabic 

characters dataset named PAC-NFB which is provided by Alkholy (2016). The 

dataset is freely available and comprises character images of 10 different font 

types, 10 pitch sized and four styles (normal, italic, bold, bold italic), with 300 dot 

per inch (dpi). The dataset contains 4080 character images for each font with 

different variations. For this study, four various font types have been selected from 

the PAC-NFB dataset; namely, Arabic Transparent, AdvertisingBold, Simplified 

Arabic and Traditional Arabic. For each font, 12 and 24 pitch sizes have been 

selected. Additionally, normal and italic font styles for each font pitch size have 

been used.  

Since this work only considers the main part of the Arabic text (non-dotted text), 

Arabic characters that share an identical visual shape have been joined in one 

group. This leads to a reduction of the number of character models as each PPM 

model is formed from the grouped characters in each group.  

Table 7.1 shows the joint group character classes which consist of the characters 

in different forms (isolated, start, middle and end) that have identical shapes with 

the only characteristic that can be used to differentiate between them being the 

number, location and appearance of dots. If we consider all characters in the Arabic 

alphabet and LAM ALEF and HAMZA in the four different forms which are  

isolated, start, middle and end forms, we end up with 103 characters (as discussed 

in chapter 2)  that need to be used for training (AbdelRaouf, 2012). However, by 

grouping the identical characters which differ in the number, location and 

appearance of dots into one class (such as characters like  ت ,ب, and ث which have 

been grouped into one class), we will have only 20 classes. Therefore, only 20 

classes of characters have to be considered for training. This means that the total 

number of training models will be 20 instead of 103. 
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Considering the table above, for each specific font, 60 character images of each 

character class have been selected from the PAC-NFB with the intention to cover 

all font styles and sizes that are considered in this study. 70% of the selected 

images were used as a training set for constructing the PPM model and 30% were 

used for testing in stage II which will be discussed in section 7.4. Tables 7.2 and 

7.3 show an example of training data used for stage I using the character classes 

of the Traditional Arabic font.   

The PATRION OCR system in this work uses characters (isolated characters) as 

models. That is, each character model is constructed by passing the training set of 

a specific class from a specific font through the thinning stage and feature 

extraction stage, explained in Chapters 4 and 5 respectively, then the output of the 

feature extraction which is the feature strings are used to train the corresponding 

PPM model. For instance, the character model of the Traditional Arabic font for 

class 1 is trained on all characters that appear in class 1 from different font styles 

and pitch sizes. This results in having 20 character models for each font. For 

Table 7.1: Combining Arabic characters in character classes, grouped according to their 

main type of shape 

Class number 
Character name 

in English 

Class 

Character 

Characters grouped together into the same 

class 

1 ALEF ا ـا ا 

2 BEH ت تـ ـتـ ـت ث ثـ ـثـ ـثب بـ ـبـ ـب  ـب لـ ـلـ ـنـ نـ ـيـ يـ ب  

3 HAH ح ـح ـحـ حـ  خ ـخ ـخـ خـ ج ـج ـجـ جـ ح 

4 DAL د ـد ذ ـذ د 

5 REH ر ـر زـز ر 

6 SEEN س سـ ـسـ ـس ش ـش ـشـ شـ س 

7 SAD ص صـ ـصـ ـص ض ضـ ـضـ ـض ص 

8 TAH ط طـ ـطـ ـط ط 

9 AIN ع عـ ـعـ ـع ع 

10 FEH ف فـ ـفـ ـف ـقـ قـ ف 

11 QAF ق ـق ق 

12 KAF ك كـ ـكـ ـك ك 

13 LAM ل ـل ل 

14 MEEM م مـ ـمـ ـم م 

15 NOON ن ـن ن 

16 HEH ه هـ ـهـ ـه ه 

17 WAW و ـو و 

18 YEH ي ـي ي 

19 LAM ALEF لا ـلا لا 

20 HAMZA ء ء 
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illustration, Table 7.4 shows three examples of the feature strings for four different 

character classes. In these examples, only ten character images have been used for 

each of the four classes. The table shows that there are only three distinct feature 

strings for each character class. 

Table 7.2: Training data for Stage I  

Note: A single font (Traditional Arabic font) is shown. 

Continued onto next page 

Class 
number  

Class 
name  

Character image Class 
number 

Class 
name 

     Character image 

1  ALEF 

 

11  QAF 

 

2 BEH 

 

12 KAF 

 

3 HAH 

 

13 LAM 

 

4 DAL 

 

14 MEEM 

 

5 REH 

 

15 NOON 

 

6 SEEN 

 

16 HEH 

 

7 SAD 

 

17 WAW 

 

8 TAH 

 

18 YEH 
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Table 7.3: Continued. Training data for stage I  

Note: A single font (Traditional Arabic font) is shown. 

Table 7.4: Examples of feature strings for character classes in Tables 7.2 and 7.3  

Note: The feature strings were extracted by running the algorithm discussed in chapter 5 on a 

sample of the Traditional Arabic font dataset. 

 

The feature string produced by the feature extraction method is irreversible, as 

stated previously. Moreover, the feature algorithm uses only four directions: north; 

east; west; and south. Consequently, an issue might occur when there is a case of 

an edge that goes roughly north-west, south-west, north-east and north-west or 

even goes to secondary intermediate directions such as NNE, ENE, ESE, SSE, 

SSW, WSW, WNW and NNW. In particular, the mapping from skeleton images 

to feature strings can be at risk of labelling similar images as being different. In 

order to show that these problems are not major issues for the proposed OCR 

system, we compare the feature strings that have been extracted from twenty 

character images from all the twenty character classes, mentioned above, using 

9 AIN 

 

19 
LAM 
ALEF 

                      

10 FEH 

 

20 HAMZA 

 
 

Class name Feature strings 

HAMZA 

SSENWWEN* 

SSENW*WSN* 

SSENW*WEN* 

LAM ALEF 

ESS*SN*N 

ESEWNWN*N 

ESEWNWN 

BEH 

WN* 

NWN* 

WEN* 

LAM 

NWSWN* 

NWSN 

NWN* 
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edit distance which was discussed in section 5.4.3. Note that only Arabic 

characters in an isolated form have been considered in this comparison. The 

character images have been selected from the PAC-NFB dataset of Simplified 

Arabic font. The high numbers of edit distance mean that the feature string is very 

different. Table 7.5 shows the confusion matrix using edit distance. Table 7.5 

shows that only some characters that are visually similar to each other having less 

edit distance, such as the similarity between the two letters  ل and ن and  between 

the letters د ,ك and ب. 

 

Actual  
class 

Shape 
Predicted Class 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
 ء لا ي و ه ن م ل ك ق ف ع ط ص س ر د ح ب ا

 8 5 13 6 4 3 4 3 3 8 5 6 7 9 10 2 3 7 3 0 ا 1

 6 4 11 4 3 2 3 2 0 5 2 5 4 6 7 3 0 5 0 3 ب 2

 7 6 9 4 3 5 4 5 5 5 4 4 6 9 7 5 5 0 5 7 ح 3

 5 4 11 4 2 2 2 2 0 5 2 5 4 6 7 3 0 5 0 3 د 4

 7 4 11 4 3 1 3 1 3 6 3 5 6 7 8 0 3 5 3 2 ر 5

 6 7 8 5 7 7 6 7 7 4 5 7 6 6 0 8 7 7 7 10 س 6

 8 6 10 6 7 6 7 6 6 7 7 7 6 0 6 7 6 9 6 9 ص 7

 6 4 9 4 5 5 4 5 4 6 3 7 0 6 6 6 4 6 4 7 ط 8

 5 6 10 4 3 5 5 5 5 5 5 0 7 7 7 5 5 4 5 6 ع 9

 5 4 10 3 2 2 2 2 2 3 0 5 3 7 5 3 2 4 2 5 ف 10

 6 7 9 2 4 5 5 5 5 0 3 5 6 7 4 6 5 5 5 8 ق 11

 5 4 11 4 2 2 2 2 0 5 2 5 4 6 7 3 0 5 0 3 ك 12

 6 3 10 5 4 0 3 0 2 5 2 5 5 6 7 1 2 5 2 3 ل 13

 4 5 10 3 2 3 0 4 2 4 2 3 5 7 7 3 2 3 3 4 م 14

 6 3 10 5 4 0 3 0 2 5 2 5 5 6 7 1 2 5 2 3 ن 15

 5 5 11 3 0 4 2 4 2 4 2 3 5 7 7 3 2 3 3 4 ه 16

 6 6 8 0 3 5 3 5 4 2 3 4 4 6 5 4 4 4 4 6 و 17

 7 9 0 8 11 10 10 10 11 9 10 10 9 10 8 11 11 9 11 13 ي 18

 6 0 9 6 5 3 5 3 4 7 4 6 4 6 7 4 4 6 4 5 لا 19

 0 6 7 6 5 6 4 6 5 6 5 5 6 8 6 7 5 7 6 8 ء 20

Table 7.5: Confusion matrix for Arabic character of Simplified font-type using edit-distance. 
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7.2.2 Stage II: Testing/recognition stage 

During the recognition stage, thinning, feature extraction and segmentation 

algorithms are applied to the input text images to obtain a character’s feature string 

(see Figure 7.1 at the beginning of the chapter). Then, the character’s feature string 

being recognized is compressed using the PPM pre-trained models, and the 

character class is chosen from the model used for training that compresses the 

feature string best, as described in chapter 2, section 2.3.4.1.  In particular, the 

character’s feature string being recognized will obtain the lowest codelength when 

it is compressed using the model that has been trained on the feature strings of this 

character.    

Table 7.6 shows how this works for a sample of feature strings taken from five 

characters which are HEH, WAW, YEH, LAM ALEF and HAMZA. Twenty 

character feature strings were obtain from each character. A tested feature string 

of each character were compressed using order 5 PPM models trained on the 

remaining feature strings for the five selected character. The best performed model 

for each character’s feature strings are highlighted in bold. In all cases, the best 

performed model is associated with the correct character of each feature string.  

Table 7.6: Recognising the feature strings for five Arabic characters 

Note: compression codelengths (in bits) for the character’s feature strings  

7.3 Experimental Evaluation Results 

In this section, two testing experiments have been conducted in order to recognize 

Arabic text images and evaluate the performance of the PPM classifier. In the first 

experiment, the classifier was evaluated on a pre-segmented character images 

Tested 
feature 
strings 

Training feature strings 

HEH WAW YEH LAM ALEF HAMZA 

HEH 12.052 22.562 53.764 31.466 33.510 

WAW 14.959 16.333 52.302 31.218 40.782 

YEH 22.362 30.117 15.317 38.224 35.042 

LAM ALEF 12.766 21.676 55.084 12.064 43.801 

HAMZA  22.896 32.315 41.766 41.351 11.142 
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dataset. In the second experiment, the classifier was evaluated on a paragraph-

based text images dataset. In the following sub-sections, the testing procedure will 

be explained for both experiments.   

7.3.1 Pre-segmented character images evaluation experiment 

From the character dataset used in the training stage, 30% of the selected images 

were selected as a testing set. For this experiment, the testing dataset follows the 

same procedure used for the training stage.  In particular, the two processing steps, 

thinning and feature extraction, were applied to each image. This resulted in 

feature strings that were then passed to the PPM classifier. Note that the 

segmentation method was not applied on this set, since the dataset consists of pre-

segmented characters. 

A number of performance metrics have been used to evaluate the accuracy of 

classification methods. In order to evaluate the PPM classifier, three of the most 

common evaluation metrics have been used in this experiment: recall, precision 

and F-measure (Witten et al., 2005). These metrics can be calculated using a 

confusion matrix, which is used for visualizing the performance of the 

classification techniques, as follows: 

                                  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                          (7.1) 

                                  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃 

𝑇𝑃+𝐹𝑁
                                                           (7.2) 

                                 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃 

𝑇𝑃+𝐹𝑃
                                                      (7.3) 

                        𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙  
                                     (7.4) 

where 𝑇𝑃 (True Positives) is the number of cases where the prediction correctly 

classified and 𝑇𝑁 (True Negatives) is the number of cases where the prediction 

correctly classified as negative. 𝐹𝑃 (False Positives) is the number of cases where 

the prediction incorrectly classified as positive and 𝐹𝑁 (False Negatives) is the 

number of cases where the prediction is incorrectly classified as negative.  

Confusion matrices that resulted from applying PPM to classify the pre-segmented 

datasets for Traditional Arabic font, Arabic Transparent font, Simplified Arabic 
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font and AdvertisingBold font are shown in Table 7.7, Table 7.9, Table 7.11, and 

Table 7.13 respectively.  The values in bold font represent the number of correct 

classifications made by the PPM classifier.   

It can be seen from Table 7.7 that a major confusion made by the PPM classifier 

is between classes 2, 13 and 15, which are the BEH, LAAM and NOON character 

classes respectively. This misclassification seems a reasonable error to make, since 

most characters in class number 13 and class number 15 of the Traditional font 

dataset have identical shapes which results in them sharing the same feature 

strings. In addition, some characters from class number 13 have been misclassified 

as characters from class number 2 by PPM. These misclassifications have occurred 

as the LAAM character in the middle form, which is a part of class number 13, 

and the BEH characters in middle form have an identical feature. Table 7.8 shows 

the accuracy, precision, recall and F-measure values that are achieved by the PPM 

classifier when classifying the Traditional Arabic font dataset. The bottom row 

displays an overall average for accuracy, precision, recall and F-measure. PPM 

classified the Traditional Arabic font and AdvertisingBold font with an average 

accuracy of 0.99, an average precision, recall and F-measure of 0.93, as shown in 

Tables 7.8 and 7.14. 

Remarkably, PPM performs better when classifying characters from the Simplified 

Arabic font dataset in class 2 and 13, as shown in Table 7.11. The increase of the 

number of the corrected classifications made by the PPM for classifying 

Simplified Arabic characters in class 13 is due to the LAAM characters in the 

middle form having a dissimilar shape to the BEH character in the Simplified 

Arabic font. Thus, the PPM classifier produced an average accuracy rate of 0.99 

and average rates for all precision, recall and F-measure of 0.95, as shown in Table 

7.12.     
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Actual  
class 

Predicted Class 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

1 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 0 17 0 0 0 0 0 0 0 1 0 0 2 0 0 0 0 0 0 0 

3 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 0 0 0 18 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 

5 0 0 0 0 17 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 

6 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 

9 0 0 0 0 0 0 0 0 19 0 0 0 0 0 0 0 1 0 0 0 

10 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 

12 0 0 0 0 0 0 0 0 2 0 0 18 0 0 0 0 0 0 0 0 

13 1 4 0 2 0 0 0 0 0 0 0 0 12 0 1 0 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 

15 0 0 0 0 2 0 0 0 0 0 0 0 3 0 15 0 0 0 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 

17 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 18 0 0 0 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 

Table 7.7: Confusion matrix for Traditional font-type classification using the 20 classes 
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Class 
Number 

Accuracy Precision Recall 
F-

measure 

1 0.99 0.95 1.00 0.97 

2 0.98 0.80 0.85 0.82 

3 1.00 1.00 1.00 1.00 

4 0.98 0.90 0.90 0.90 

5 0.98 0.80 0.85 0.82 

6 1.00 1.00 1.00 1.00 

7 1.00 1.00 1.00 1.00 

8 1.00 1.00 1.00 1.00 

9 0.99 0.90 0.95 0.92 

10 0.99 0.95 1.00 0.97 

11 1.00 1.00 1.00 1.00 

12 0.98 0.90 0.90 0.90 

13 0.95 0.60 0.60 0.60 

14 1.00 1.00 1.00 1.00 

15 0.98 0.93 0.75 0.83 

16 1.00 1.00 1.00 1.00 

17 0.99 0.94 0.90 0.92 

18 1.00 1.00 1.00 1.00 

19 1.00 1.00 1.00 1.00 

20 1.00 1.00 1.00 1.00 

Average 0.99 0.93 0.93 0.93 

Table 7.8: PPM classification results for the Traditional Arabic font type 
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Table 7.9: Confusion matrix for the Transparent font-type classification using the 

20 classes   

 

  

     Actual 
Predicted 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

1 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 1 17 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 

3 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 0 1 0 19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 0 0 18 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 

6 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 

9 0 2 0 0 0 0 0 0 17 0 0 0 0 0 0 0 1 0 0 0 

10 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 

12 0 2 0 0 0 0 0 0 0 0 0 17 1 0 0 0 0 0 0 0 

13 0 3 0 0 0 0 0 0 0 0 0 1 14 0 2 0 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 0 1 0 0 19 0 0 0 0 0 0 

15 0 0 0 0 1 0 0 0 0 0 0 0 2 0 17 0 0 0 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 19 0 0 0 0 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 
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Class 
Number 

Accuracy Precision  Recall F-
measure 

1 0.99 0.95 1.00 0.97 

2 0.97 0.68 0.85 0.75 

3 1.00 1.00 1.00 1.00 

4 0.99 1.00 0.95 0.97 

5 0.99 0.94 0.90 0.92 

6 1.00 1.00 1.00 1.00 

7 1.00 1.00 1.00 1.00 

8 1.00 1.00 1.00 1.00 

9 0.99 1.00 0.85 0.91 

10 1.00 1.00 1.00 1.00 

11 0.99 0.95 1.00 0.97 

12 0.98 0.94 0.85 0.89 

13 0.96 0.70 0.70 0.70 

14 0.99 0.95 0.95 0.95 

15 0.98 0.94 0.85 0.89 

16 0.99 1.00 0.95 0.97 

17 0.99 0.95 1.00 0.97 

18 1.00 1.00 1.00 1.00 

19 1.00 1.00 1.00 1.00 

20 1.00 1.00 1.00 1.00 

Average 0.99 0.95 0.94 0.94 

Table 7.10: PPM classification results for the Transparent Arabic font type 
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Table 7.11: Confusion matrix for the Simplified Arabic font-type classification 

using the 20 classes 

 

  

Actual 
predicted 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

1 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 0 18 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 

3 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 0 1 0 17 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 

5 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

6 0 0 0 0 0 19 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

7 0 0 0 0 0 0 19 1 0 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 

9 0 1 0 0 0 0 0 0 18 1 0 0 0 0 0 0 1 0 0 0 

10 0 0 0 0 0 0 0 0 1 19 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 

12 0 0 0 0 0 0 0 0 0 0 0 18 2 0 0 0 0 0 0 0 

13 0 3 0 0 0 0 0 0 0 0 0 0 16 0 3 0 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 

15 0 0 0 0 0 0 0 0 0 0 0 0 1 0 19 0 0 0 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 

17 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 19 0 0 0 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 
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Class 
Number 

Accuracy Precision  Recall F-
measure 

1 1.00 1.00 1.00 1.00 

2 0.98 0.78 0.90 0.83 

3 1.00 1.00 1.00 1.00 

4 0.98 0.94 0.85 0.89 

5 0.99 0.95 1.00 0.97 

6 0.99 1.00 0.95 0.97 

7 0.99 1.00 0.95 0.97 

8 0.99 0.95 1.00 0.97 

9 0.99 0.94 0.90 0.92 

10 0.99 1.00 0.95 0.97 

11 1.00 1.00 1.00 1.00 

12 0.98 0.90 0.90 0.90 

13 0.97 0.80 0.80 0.80 

14 1.00 1.00 1.00 1.00 

15 0.98 0.82 0.95 0.88 

16 1.00 1.00 1.00 1.00 

17 0.99 0.95 0.95 0.95 

18 1.00 1.00 1.00 1.00 

19 1.00 1.00 1.00 1.00 

20 1.00 1.00 1.00 1.00 

Average 0.99 0.95 0.95 0.95 

Table 7.12: PPM classification results for the Simplified Arabic font type 
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Table 7.13: Confusion matrix for the AdvertisingBold font type classification using 

the 20 classes   

 

  

Actual  
class 

Predicted Class 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

1 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 0 16 0 1 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 

3 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 0 1 0 19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 0 0 19 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 

6 0 0 0 0 0 20 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

7 0 0 0 0 0 0 20 1 0 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 

9 0 1 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 

10 0 2 0 0 0 0 0 0 0 18 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 0 19 0 0 0 0 0 0 0 0 0 

12 0 0 0 0 0 0 0 0 0 0 0 18 1 0 1 0 0 0 0 0 

13 0 6 0 0 1 0 0 0 0 0 0 0 10 0 3 0 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 0 2 0 0 18 0 0 0 0 0 0 

15 0 0 0 0 2 0 0 0 0 0 0 0 0 0 18 0 0 0 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 19 0 0 0 0 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 19 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 
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Class 
Number 

Accuracy Precision  Recall F-
measure 

1 1.00 1.00 1.00 1.00 

2 0.96 0.61 0.80 0.69 

3 1.00 1.00 1.00 1.00 

4 0.99 0.95 0.95 0.95 

5 0.98 0.86 0.95 0.90 

6 1.00 1.00 1.00 1.00 

7 1.00 1.00 1.00 1.00 

8 0.99 0.95 1.00 0.97 

9 1.00 1.00 1.00 1.00 

10 0.99 1.00 0.90 0.94 

11 0.99 0.90 0.95 0.92 

12 0.99 1.00 0.90 0.94 

13 0.96 0.66 0.50 0.57 

14 0.99 0.94 0.90 0.92 

15 0.97 0.75 0.90 0.81 

16 0.99 1.00 0.95 0.97 

17 1.00 1.00 1.00 1.00 

18 0.99 1.00 0.95 0.97 

19 1.00 1.00 1.00 1.00 

20 1.00 1.00 1.00 1.00 

Average 0.99 0.93 0.93 0.93 

Table 7.14: PPM classification results for the AdvertisingBold font type 

7.3.2 Paragraph-based text images evaluation experiment 

The objective of this experiment described in this section is to assess recognition 

performance (combining thinning, feature extraction, segmentation and 

classification stages) of the PATRION OCR system using the PPM as a classifier 

on real text images.  Thus, the edit distance evaluation metric has been used in this 

experiment (see chapter 3, section 3.2). The dataset which was used for this 

evaluation is the same dataset used for the evaluation study in chapter 3. However, 

Arabic Transparent, AdvertisingBold, Simplified Arabic and Traditional Arabic 

are the font types which have been investigated in this recognition study with text 

images at 300dpi.  Recall that the text images have been selected from a publicly 

available dataset (KAFD dataset). The test set contains 16 text images from the 

four font types (Arabic Transparent, AdvertisingBold, Simplified Arabic and 

Traditional Arabic) at 300dpi. For each font, 12 and 24 pitch sizes have been 

selected. Additionally, normal and italic font styles for each font pitch size have 
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been used. Note that as recognition of numbers and punctuation marks is out of 

the scope of this study, numbers or punctuation marks have been ignored in the 

classification stage. 

The test text images were passed through the thinning, feature extraction and 

segmentation stages. Then, the output of the segmentation stage which is the 

feature string for each character has been passed to the PPM classifier to perform 

the recognition task using the twenty character models. 

Figure 7.7 (a) shows a sample of the text image test set. The corresponding ground-

truth which is available with the dataset (see Figure 7.2 (b)) has been modified in 

order that they can be matched with the output of the classifier. In particular, all 

characters have been replaced by their corresponding class characters as shown in 

Table 7.1. For example, characters like ج  and   خ  in the ground-truth have been 

replaced by their class character which is the character (ح). Running this image 

through the PATRION Arabic OCR system produced the text shown in Figure 7.3.  
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(a)  

                  

(b)  

Figure 7.2: Text image example used in the recognition/testing stage 
Note: (a) An Arabic text image from the KFAD dataset and (b) the modified corresponding ground truth  

 

          

Figure 7.3: PATRION OCR output text produced for image in Figure 7.2  

 



132 

 

Table 7.15 shows the recognition accuracy for each font. As can be seen from the 

table, the PATRION OCR system achieves an average accuracy rate of 77.3%. 

The recognition results indicate that the system has a higher accuracy in 

recognising Simplified Arabic font with 81.5% accuracy. In terms of font style, 

our experiment finds that the PATRION OCR system obtains an accuracy rate of 

78.5% and 76.1% for recognizing a normal font style and an italic font style 

respectively, as Table 7.16 shows. In addition, the respective recognition accuracy 

of the proposed system in relation to different font pitches sizes is presented in 

Table 7.17.  

The possible explanation for the lower accuracy in this experiment is as follows. 

Recall that the connectivity of Arabic text is an obstacle of Arabic text recognition. 

Also, as has been mentioned in Chapter 5 that character segmentation in Arabic 

text recognition is a critical step as most of the recognition errors are produced by 

errors in character segmentation. This is supported by the experiment results, 

obtained from both evaluation experiments, which indicate that the accuracy 

performance rates of the PPM classifier are higher in classifying pre-segmented 

Arabic characters than in classifying characters from paragraph-based text images. 

Font type Accuracy  

Arabic Transparent 74.7% 

Traditional Arabic 77.5% 

Simplified Arabic 81.5% 

AdvertisingBold 75.5% 

Average 77.3% 

Table 7.15 Recognition accuracy results on different Arabic fonts  

 

Font style Accuracy  

Normal 78.5% 

Italic 76.1% 

Table 7.16: Italic and normal font recognition accuracy results 

 

Font pitch size Accuracy  

24  79.7% 

12 74.9% 

Table 7.17: Recognition accuracy results based on font pitch size  
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7.4 Discussion and Summary  

In this chapter, a compression-based model has been applied for the first time to 

Arabic text recognition. The implementation of a compression based model has 

been explained. Two classification experiments were conducted in order to 

classify and recognise isolated Arabic character images and Arabic text images 

using the PPM models.  

The experimental evaluation study in this chapter has analysesd the performance 

of the PPM classifier and underlined the major misclassifications that were 

produced, such as the misclassification between the LAAM character, the BEH 

character and the NOON character. These major misclassification errors that were 

made by the PPM classifier will be examined when improving the overall accuracy 

of the PATRION OCR system in the next chapter. 
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Chapter 8: Post-processing  

8.1 Chapter Introduction  

In the previous chapter, the new PATRION system, which was developed for this 

research, recognised non-dotted Arabic text images. The PATRION system mis-

recognised some Arabic characters. In this chapter a post-processing stage, which 

is the final stage in the PATRION OCR system (see Figure .8 1), has been 

implemented for improving the OCR output by correcting the mis-recognition 

errors. Recognizing dots in Arabic text has been ignored in all the previous stages 

due to its challenge. However, this chapter aims to overcome the challenge of 

recognizing dotted characters in Arabic text by using a post-processing method to 

recover unrecognised dots. 

In this chapter, a post-processing technique based on the PPM compression 

scheme, which is discussed in the review chapter, has been applied to two specific 

problems: adding dots to Arabic text and correcting the OCR output. Section 8.2 

shows how the PPM language model can be used as a post-processing stage for 

the Arabic OCR system. Then, section 8.3 discusses experimental results using the 

PPM based correction method. Section 8.4 compares the performance of the 

PATRION system with others reported in chapter 3. A summary and discussion of 

this chapter is presented in section 8.5.  
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8.2 Applying a PPM Language Model for Arabic Text Correction  

The PPM correction method uses a language model to determine the likelihood of 

a possible correct character using the Viterbi algorithm (Viterbi, 1967). For 

constructing a language model, a training corpus of Arabic text is required. Due to 

the limited availability and accessibility of Arabic corpora, the Bangor Arabic 

Compression Corpus (BACC) published by Alhawiti (2014), which contains about 

31-millon Arabic words collected from several sources, has been selected. The 

PPM model was applied to the problem of OCR text correction using the approach 

used by Teahan et al. (1998) for correcting English OCR texts and by Alhawiti 

(2014) for correcting Arabic OCR texts. However, the main limitation of 

Alhawiti’s Arabic correction study is that the PPM method was only able to correct 

one-to one Arabic character errors. To overcome this problem, the Buckwalter text 

processing technique, as used by Alkhazi & Teahan (2017), has been first applied 

to convert Arabic characters to equivalent Latin ASCII characters. Then, an order 

5 PPMD model implemented by the Tawa Toolkit described by Teahan (2018) 

trained on the BACC Corpus has been used for constructing the language model. 

Teahan et al. (1998) define ‘confusion’ as a transformation that is used to correct 

characters in the text. They use 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 → 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 to denote a confusion 

 

Figure 8.1: Block diagram of the PATRION OCR system  
Note: The shaded area shows the scope of the current chapter ‘Post-processing’. 
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transformation from the observed text to the correct text. For the PATRION 

system, the mis-recognitions produced in the previous chapter have been used as 

the confusions. Table 8.1 shows a set of confusions that have been mostly 

generated by the PATRION OCR. Also, Table 8.1 contains a set of confusions that 

is used for adding dots to Arabic characters (correcting dots characters). For 

example to correct the dot character ج →ح  ,ج denotes the character ح corrected to 

the character ج. On the other hand, Arabic script has some letters that contains 

Hamza which is placed above or below the letter, such as the ALEF character. 

Hamza that is placed above or below the ALEF has been ignored in the previous 

stages as it is not a part of the main body of the character. Thus, we also include a 

confusion for correcting Hamza in the ALEF character.  

Table 8.5: Set of confusions used for correcting the PATRION OCR output 

 

8.3 Experimental Evaluation of PPM Correction Method 

In this section, two experiments have been conducted for an investigation into the 

effectiveness of using the PPM based correction method for correcting the Arabic 

OCR output. In the first experiment, the PPM language model was applied to the 

PATRION OCR system in order to correct and add dots to the output text produced 

by the system. In the second experiment, we applied the PPM correction method 

Confusion 

Arabic Character 
Equivalent 

Buckwalter 
Arabic Character 

Equivalent 

Buckwalter 

 iT→l س →ب ل  i→T ل →ب 

 i→A ي →ب  T→U ن →ل 

 W→Y م →ف  U→T ل →ن 

 u→e أ →ا  i→u ا →ب 

 i→A ي →ب  i→p ت →ب 

 g→h ذ →د  d→s ج →ح 

 x→c ض →ص  j→k ز →ر 

 W→E ق →ف  v →b ظ →ط 

 Ui→l س →ب  ن P→A ي →ى 

 n→m غ →ع  i→a ث →ب 

 Y→P ى →م  d→f خ →ح 

 u→t إ →ا  l→z ش →س 

 I→o ة →ه  j→O و →ر
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to a commercial Arabic OCR system, in an attempt to improve OCR output to see 

if the correction method also applies to other Arabic OCR systems.  

The image dataset used in both experiments is the KAFD dataset used in the 

previous chapter which contains 16 text images from the four font types (Arabic 

Transparent, AdvertisingBold, Simplified Arabic and Traditional Arabic) at 

300dpi. The PPM based correction method has been evaluated by comparing the 

processed text with the original text (ground-truth). The difference between the 

two texts was obtained by using the edit distance implemented in the automated 

evaluation tool described in chapter 3. In the following sub-sections, the evaluation 

procedure will be explained for both experiments. 

8.3.1 PATRION OCR output correction experiment 

In this experiment, the PPM correction method was applied to the PATRION OCR 

system at the post-processing stage. A sample of the output text produced by the 

PATRION OCR system for an Arabic text image is shown in Figure 8.2. As can 

be seen from the output text, some characters are required to be dotted. For 

instance, د in the word هدا and ح in the word برحع ( line 1 in Figure 8.2 (b)) are not 

dotted. These should be dotted as ذ, and ج respectively. Also, the OCR system 

produces some recognition errors, such as الم and احساببهما which should be written 

as إلى and إحساسهما. 

Sample texts after applying the correction method for the OCR output texts of 

different font types of text images are shown in Figures 8.2, 8.3, 8.4 and 8.5. 

Considering the corrected output texts, the text has been correctly dotted by the 

PPM correction method. For example, the dot corrections of فد to هدا , قد to هذا (line 

1 in Figure 8.2), فرب to قرب ( line 1 in Figure 8.3), فى to في ( line 3 in Figure 8.3), 

 stem (line 1 in Figure 8.5 ) بشكل to بسكل and ,(line 1 in Figure 8.4) بعشرة to بعسره 

from single character confusions, whereas the correction of  بلبب to  سبب (line 1 in 

Figure 8.2),  البلفن to السفن (line 3 in Figure 8.3) derives from double character 

confusions which is س → ب  ل. Also, the PPM correction method successfully 

corrected multiple errors that occur in some words. For example, the 

corrections برحع to يرجع (line 1 in Figure 8.2),  حرب to جرت (line 3 in Figure 8.3) 

and الرعابه to الرعاية (line 3 in Figure 8.5) are multiple character corrections in one 
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word. Interestingly, Hamza errors have been successfully corrected by the PPM 

method, such as and  إ → ا in the word إلى (line 2 in Figure 8.2) and ا  in the word أ →

  .(line 2 in Figure 8.4) أجزاء

In the previous chapter, it is stated that the overall accuracy of the PATRION OCR 

system so far is 77.3%. However, by applying the post-processing method on the 

16 text images used for testing mentioned in section 8.3, the recognition accuracy 

improves to 86.9%. 
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(a)  

                            

(b)  

 

(c)  

Figure 8.2: PPM correction of the PATRION OCR output text  
Note: (a) An Arabic text image of the Arabic Transparent font from the KFAD dataset, (b) The output text  from the 

proposed OCR system that was produced for the image in (a) and (c) the corrected OCR output text after applying the 

PPM correction method. 
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(a)  

                            

(b)  

 

(c)  
 

Figure 8.3: PPM correction of the PATRION OCR output text  
Note: (a) An Arabic text image of the Simplified Arabic font from the KFAD dataset, (b) The output text from the  

proposed OCR system that was produced for the image in (a) and (c) the corrected OCR output text after applying 

the PPM correction method. 
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(a)  

               

       
      

(b)  

 

(c)  
 

Figure 8.4: PPM correction of the PATRION OCR output text 
Note: (a) An Arabic text image of the AdvertisingBold font from the KFAD dataset, (b) the output text  from the 

proposed OCR system that was produced for the image in (a) and (c) the corrected OCR output text after applying 

the PPM correction method. 
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8.3.2 Commercial Arabic OCR output correction experiment 

In an attempt to evaluate the impact of using the PPM model-based text correction 

method on the four Arabic OCR systems (Sakhr, ABBYY, RDI and Tesseract) 

studied in Chapter 3, the method was applied only to the output of the ABBYY 

commercial OCR system. This choice has been made as other OCR systems 

produced unreadable output text due to their poor performance. See figure 8.6 as 

an example of an output text produced by Sakhr OCR which is extremely hard at 

best and impossible at worst for a human to read.   

 

(a)  

               

  
           

(b)  

 

(c)  

 

Figure 8.5: PPM correction of the PATRION OCR output text 
Note: (a) An Arabic text image of the Traditional Arabic font from the KFAD dataset, (b) The output text from the 

proposed OCR system that was produced for the image in (a) and (c) the corrected OCR output text after applying the 

PPM correction method. 

 

 



143 

 

Table 8.2 lists a sample of the confusions that were generated when the ABBAYY 

OCR system was applied to the text images. It is worth mentioning that the most 

errors made by the ABBYY OCR system are related to the dot characters and 

Hamza characters. Examples for dot character errors are: the letter ف was 

incorrectly replaced by ق, the letter ب was incorrectly replaced by ي and the letter 

 is ا to أ The incorrect transformation of the letter .ض was replaced by the letter ص

an example of Hamza character error. A sample of ABBYY OCR output for a text 

image and the correction OCR text is shown in Figure 8.7. The correction of نكروا 

to كرواذ  all stem from one character (line 1 in the text) المغرب to المفرب and أن to ان ,

confusions which are أ →ا  ,ذ →ن and غ →ف, while the corrections of خوها to نحوها 

derives from multiple character confusions. The correction of  المفري to المغرب (last 

line in the text) requires multiple corrections in one word (غ →ف and  ب →ي). After 

applying the PPM correction method to the output of the ABBYY OCR system, 

the recognition accuracy increases from 70.2% to 77.1%. 

 

 

 

 

(a)  

                            

(b)  

Figure 8.6: Example of unreadable Sakhr OCR output text  
Note: (a) An Arabic text image from the KFAD dataset, and (b) the Sakhr OCR output text that was produced for the 

image in (a). 
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Table 8.6: Sample of the confusions used that were generated from ABBYY OCR 

output 

 

  

Confusion 

Arabic 

Character  

Equivalent 

Buckwalter 

Arabic 

Character  

Equivalent 

Buckwalter 

Arabic 

Character  

Equivalent 

Buckwalter 

 u→e أ →ا  f→Ud ن ح →خ  u→t إ →ا 

 x→c ض →ص P→j ر →ى U→h ذ →ن

 a→p ت →ث I→O و →ه W→m غ →ف

 Y→j ر →م E→W ف →ق p→eU أن →ت

 A→i ب →ي  v→b ظ →ط m→n ع →غ

             

(a)  

                            

(b)  

 

(c)  

Figure 8.7: PPM correction of the ABBYY OCR output text  
Note: (a) An Arabic text image from the KFAD dataset, (b) the proposed OCR output text that was produced for the 

image in (a) and (c) the corrected OCR output text after applying the PPM correction method. 
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8.4 Overall Experimental Evaluation of the PATRION OCR System    

In this section, we compare the PATRION OCR with results obtained using the 

four Arabic OCR systems studied in Chapter 3, which are Sakhr OCR, ABBYY 

OCR, RDI OCR and Tesseract OCR. The comparative evaluation results were 

obtained by running Arabic OCR systems on the same dataset mentioned in 

Section 8.3. For a fair comparison, the recognition accuracy of numbers and 

punctuations of Arabic OCR systems have been excluded from the overall 

accuracy, since the recognition of numbers and punctuations are out of the scope 

of the PATRION OCR system. The automated tool described in chapter 3 has been 

used in order to provide performance accuracy rates using various metrics that 

provide a better insight into the effectiveness of the Arabic OCR systems with 

respect to the challenges of Arabic script. 

The accuracy of Arabic OCR systems in recognising Arabic characters based on 

their position in a word are provided in Figure 8.8. The results show that all of the 

Arabic OCR systems have higher accuracy in recognising isolated characters when 

they are not connected with other characters in a word. This supports the idea that 

the connectivity feature of Arabic script is still an obstacle to Arabic text 

recognition. However, high scores of character accuracy for the four character 

positions were obtained by the PATRION OCR system. From figure 8.8, it can be 

seen that a drop in character recognition accuracy occurs when recognising end 

characters by the PATRION OCR system. The low recognition accuracy of end 

characters by the PATRION OCR system is due to segmentation errors when 

segmenting the end form shape of the Alef “ـا”, Haa “ـه” and Yaa “ـى” characters 

discussed in chapter 6.   

The results of the recognition accuracy performance of the Arabic OCR systems 

in terms of one dot, two dot, three dot and no-dot characters are illustrated in figure 

8.9. These results shows that the recognition accuracy rates of no-dot characters 

are significantly better for Sakhr, ABBYY, RDI and Tesseract OCR system, 

compared to one, two and three dot characters. However, among the evaluated 

Arabic OCR systems, only the PATRION OCR system’s recognition accuracy 

rates of two and three dot characters are similar to the recognition accuracy rate of 
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no-dot characters. This confirms that the PATRION OCR system overcomes the 

challenge of the presence of dots in Arabic script by using the PPM correction 

method for adding dots to Arabic texts.  

The results of analysing the performance of the Arabic OCR systems on characters 

that have a dot above or below the baseline are presented in figure 8.10. It is 

obvious that all of the evaluated Arabic OCR systems and the PATRION OCR 

system perform much better in identifying characters with a dot below the baseline 

than characters with a dot above the baseline. The reasons for these results are not 

entirely clear. It could be due to baseline determination algorithms implemented 

by these systems.  

Figure 8.11 compares the recognition accuracy for zigzag-shaped characters and 

loop-shaped characters by the Arabic OCR systems. It is apparent from the results 

that the performance rates of Sakhr, ABBYY, RDI and Tesseract OCR system in 

recognising loop-shaped characters are higher than in recognising zigzag-shaped 

characters, whereas the PATRION OCR system performs better in recognising 

zigzag-shaped characters than loop-shaped characters. However, the PATRION 

OCR system has the highest performance accuracy rates for both character shapes, 

compared to the other four Arabic OCR systems. Moreover, the results indicate 

that the PATRION OCR system is more robust in recognising zigzag-shaped 

characters which is a challenge for the four other Arabic OCR systems.  

Figure 8.12 and Table 8.3 summarize the overall accuracy scores for the 

comparison of the Arabic OCR systems. The evaluation results when comparing 

the PATRION OCR system against the other four Arabic OCR systems show that 

the PATRION OCR system achieved the highest accuracy of 86.9%. In summary, 

the results shows that the PATRION OCR system is very effective when compared 

the other four Arabic OCR systems.  
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Figure 8.8: Character position class accuracy comparison on KAFD dataset 

 

 

Figure 8.9: Dot character class accuracy comparison on KAFD dataset 

  

 

 

0.00

10.00

20.00

30.00

40.00

50.00

60.00

70.00

80.00

90.00

100.00

Isolated Initial Middle End

A
cc

u
ra

cy

Character position classes

Tesseract Sakhr ABBYY

RDI PATRION

10.00

20.00

30.00

40.00

50.00

60.00

70.00

80.00

90.00

100.00

One Dot Two Dots Three Dots No-Dots

A
cc

u
ra

cy

Dot character classes

Tesseract Sakhr ABBYY

RDI PATRION



148 

 

 

Figure 8.10: Baseline dot character class accuracy comparison on KAFD dataset 

 

Figure 8.11: Shape character class accuracy comparison on KAFD dataset 
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Figure 8.12: Overall Arabic OCR performance accuracy comparison on KAFD 

dataset 

 

 

Font Type  OCR System    
Sakhr ABBYY RDI Tesseract PATRION 

Traditional Arabic 48.5% 67.7% 51.9% 47.1% 87.9% 

Simplified Arabic 52.9% 67.7% 44.9% 46.7% 91.8% 

Arabic Transparent 51.5% 75.2% 46.1% 48.6% 83.1% 

AdvertisingBold 57.3% 70.3% 27.2% 39.4% 84.7% 

Average  52.6% 70.2% 42.5% 45.4% 86.9% 

Table 8.7: Arabic OCR performance accuracy according to four font types 

8.5 Discussion and Summary 

In this chapter, a post-processing method based on a PPM model was introduced 

for correcting Arabic OCR output. This method has been applied to two problems 

of Arabic OCR systems: adding dots to Arabic text and correcting the OCR output. 

The method has successfully corrected mis-recognition errors and dotted 

characters in Arabic OCR output. By applying the PPM model to the new 

PATRION OCR system, the edit distance accuracy improved from 77.3% to 

86.9%. Also, the implementation of the PPM correction method in the PATRION 

OCR system has helped to overcome the challenges of the presence of dots and 

zigzag-shaped characters in Arabic script, since the experimental results show that 

the PATRION OCR system is robust in recognising dotted characters and zigzag-

shaped characters.  
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Moreover, experimental results on a commercial Arabic OCR system show that 

the post-processing method was also able to increase the edit distance accuracy for 

that system from 70.2% to 77.1%. 
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Chapter 9: Conclusion and Future Work 

9.1 Chapter Introduction 

The need to extend digital Arabic content on the Internet and to analyse online text 

motivated the development of an accurate OCR system for Arabic text. However, 

the development of an OCR system for printed Arabic is a challenging task. These 

challenges are due to the specific characteristics of Arabic script. Previous research 

adopted different methods that were developed for other languages without 

considering the specific characteristics of Arabic script. Moreover, there is a lack 

of objective performance metrics for assessing how Arabic OCR systems are 

coping with the challenges of Arabic text. 

In this study, we proposed several related methods that take into consideration the 

characteristics of Arabic text for the implementation of a robust printed Arabic 

OCR system. In addition, a novel automated evaluation tool was developed with 

new objective performance metrics. 

Compression based language modelling has proven to be very effective for many 

NLP applications. However, no prior study has exploited the effectiveness of 

compression based models for the problems of Arabic OCR. In this work, we 

developed new approaches that make use of a compression-based model. 

This chapter first provides the summary of this dissertation. Then, it reviews the 

aims and objectives of this work followed by reviewing the research questions. It 

also highlights the limitations of this work. Finally, it provides several directions 

for future work.  

9.2 Summary  

This work firstly provided a comprehensive literature review of printed Arabic text 

recognition. It reviewed different methods that have been used for developing 

Arabic OCR systems. In addition, it reviewed relevant issues of printed Arabic 

OCR including the challenges of printed Arabic script and performance evaluation 

issues. Also, it discussed the current status of printed Arabic OCR as well as the 

challenges and open problems in printed Arabic text recognition. It concluded that 
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there is still a crucial need for more research, although there are various attempts to 

solve the problems of Arabic text recognition.  

In chapter 3, we firstly developed a novel automated Arabic OCR evaluation tool. 

This tool has been developed based on a new set of objective performance metrics 

with respect to the challenges of Arabic text which are character accuracy based on 

character position, dot character accuracy, zigzag-shaped character accuracy, loop-

shaped character accuracy, diacritics accuracy, digit accuracy and punctuation 

accuracy. We then proposed a standard protocol for measuring the effectiveness of 

Arabic optical character recognition. An automated evaluation experiment has been 

conducted, using the developed evaluation tool, to evaluate the performance of four 

well-known Arabic OCR systems: Sakhr, ABBYY, RDI and Tesseract. The 

experimental results showed that all the evaluated Arabic OCR systems have low 

performance accuracy rates, below 75%, which means that the field of character 

recognition for printed Arabic still requires further research to reach an efficient 

text recognition method for Arabic script. Chapter 3 also concluded that the newly 

developed automated evaluation tool is able to automatically assess how Arabic 

OCR systems are overcoming the challenges of Arabic text and it contributes to 

eliminate human error, improve speed and precision, and reduce repetition in 

evaluating Arabic OCR systems. 

Our study mainly aimed at developing a novel OCR for printed Arabic text that 

substantially improves upon the state-of-the-art. To achieve this aim, a new 

PATRION OCR system has been implemented in this work using five stages: (1) 

thinning; (2) feature extraction; (3) character segmentation; (4) classification; (5) 

post-processing.  

In chapter 4, a new thinning algorithm for Arabic text has been developed. Also, 

we proposed an experimental framework with new objective performance metrics 

for evaluating thinning algorithms for Arabic text in terms of connectivity and dots 

persevering. An experimental evaluation was conducted to evaluate the new 

thinning algorithm against two well-known thinning algorithms, Zhan-Suen and 

Hilditch, with respect to the new proposed performance metrics and other different 

adopted metrics. The experimental results showed that the new algorithm has the 

better performance than the other two thinning algorithms. Chapter 4 also 
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concluded that the new objective performance metrics are sufficient to provide us 

with insight of which thinning algorithm performs better for Arabic OCR. 

In chapter 5, a new technique based on a cognitive insight used for extracting 

features from the skeleton of non-dotted Arabic text images has been developed 

using an agent-based NetLogo model. This method has been applied prior to the 

character segmentation phase in order to overcome the challenges of Arabic 

character segmentation. The method has been tested on a sample of 100 Arabic 

words images and has produced an average edit distance accuracy of 98.07%. 

Chapter 5 also concluded that most of the produced errors by the feature extraction 

method are related to the thinning algorithm. 

Chapter 6 presented a new character segmentation technique for segmenting 

connected Arabic words into characters based on the extracted feature. The 

character segmentation method identified the segmentation point in the extracted 

feature string based on two features of Arabic script: the junction line and the 

branch point. The method has been tested on a sample of 100 Arabic words images 

and has produced a recall of 84.2% and a precision of 77.2%. Chapter 6 also 

concluded that the segmentation method has effectively segmented overlapping 

characters which is one of the main characteristics of Arabic text that causes 

difficulties to the development of character segmentation methods.   

In Chapter 7, a compression based model has been applied for the first time to 

Arabic textual feature recognition. Two classification experiments were conducted 

in order to classify and recognise isolated Arabic character images and Arabic text 

images using PPM models. The method has produced an average edit distance 

accuracy of 77.3%. Chapter 7 also concluded that due to the challenge of the 

connectivity characteristic of Arabic script, the PPM classifier performs better in 

classifying pre-segmented Arabic characters than in classifying characters from 

paragraph-based text images.  

In the final stage of the development of the PATRION system, a post-processing 

technique based on a PPM correction method was applied for correcting Arabic 

OCR texts, in an attempt to improve the recognition accuracy, as explained in 

chapter 8. This method has improved the edit distance accuracy of the PATRION 

system from 77.3% to 86.9%. The PPM correction method was also applied to a 
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commercial Arabic OCR system and it was able to improve the edit distance 

accuracy for that system from 70.2% to 77.1%. Also, the PATRION system was 

evaluated against the four well-known Arabic OCR systems (mentioned above). 

The results show that the PATRION OCR system is very effective compared to the 

other four Arabic OCR systems, as it achieved the highest accuracy of 86.9%. 

Chapter 8 also concluded that the implementation of the PPM correction method in 

the PATRION OCR system has helped to overcome the challenges of the presence 

of dots and zigzag-shaped characters in Arabic text.  

9.3 Review of Aims and Objectives 

The aims and objectives of this work listed in Section 1.2 have all been successfully 

achieved. A novel OCR system (PATRION) for printed Arabic script has been 

developed. The PATRION OCR system has been evaluated and compared with 

four well-known Arabic OCR systems and the experimental results showed that the 

system substantially improves upon the other OCR systems. 

The specific objectives addressed in Section 1.2 were achieved as follows: 

 perform a comprehensive review of printed Arabic text recognition. 

A comprehensive review of printed Arabic text recognition has been performed. 

This objective was achieved in chapter 2.  

 develop an automated tool for evaluating the performance of Arabic OCR 

systems. 

An automated evaluation tool with new objective metrics for the evaluation of 

Arabic OCR performance has been developed. This objective was achieved in 

chapter 3. 

 evaluate the effectiveness of the state-of-the-art printed Arabic text recognition 

systems.  

The state-of-the-art printed Arabic text recognition systems have been evaluated 

in chapter 3. 

 design and implement a new thinning algorithm for Arabic text and evaluate 

the effectiveness of the new algorithm by comparing it with well-known thinning 

algorithms. 
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A novel thinning algorithm for Arabic text has been developed and evaluated by 

comparing it with well-known thinning algorithms. This objective was achieved 

in chapter 4.  

 develop a new chain-code representation technique using an agent-based 

model for extracting features from non-dotted Arabic text images prior to the 

character segmentation phase.  

A new technique based on chain-code representation used for extracting features 

from non-dotted Arabic text images prior to the character segmentation phase 

has been developed. This objective was achieved in chapter 5. 

 develop a new character segmentation technique for segmenting connected 

Arabic words into characters based on the extracted features. 

A new character segmentation technique based on the features extracted from 

Arabic text has been developed. This objective was achieved in chapter 6. 

 develop a new compression-based method for classifying the segmented Arabic 

characters. 

A novel compression based method has been applied as a classifier to Arabic 

textual feature recognition. This objective was achieved in chapter 7. 

 use compression-based post-processing techniques (for example, adding dots 

to Arabic text and correcting the OCR output).  

Finally, a compression based post-processing technique has been applied to two 

problems: adding dots to Arabic text and correcting the OCR output. This 

objective was achieved in chapter 8. 

9.4 Review of Research Questions  

This section reviews the specific research questions of this work that were listed in 

Section 1.3. 

 Is the current OCR methodology which involves the five sequential stages (pre-

processing; feature extraction; segmentation; classification and post-

processing) the most effective for designing Arabic OCR?  
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The literature review noted that most of the current studies in Arabic OCR used 

the general methodology that involves the five sequential stages. Some studies 

ignored the segmentation stage by developing Arabic OCR systems based on a 

free-segmentation or holistic approach which recognize words or sub-words as 

a whole unit with no segmentation in order to overcome the challenges of 

character segmentation. However, such systems are lexicon based systems. 

From reviewing the work on the five stages of printed Arabic OCR, we reached 

the conclusion that there is less opportunity for improvement for Arabic OCR 

by using the general OCR methodology, since most approaches used in each 

stage have been adopted from approaches that have been developed for other 

languages without considering the characteristics of Arabic script.    

 Are there alternative methodologies that might yield better results for Arabic 

OCR? 

This study developed a new methodology for implementing printed Arabic OCR 

system. In particular, the developed system performs the feature extraction stage 

prior to the character segmentation stage, unlike the general methodology, in 

order to overcome the challenges of Arabic character segmentation. As indicated 

in the comparative evaluation results of the developed OCR (PATRION) and 

four other OCR systems (shown in chapter 9), the approach which was used in 

developing the PATRION OCR system seems to be promising as it achieves 

better recognition performance.  

 Are the general standard performance measurements of character accuracy 

sufficient to assess how Arabic OCR systems are coping with the challenges of 

Arabic script?  

The literature showed that printed Arabic OCR poses great challenges due to the 

special characteristics of Arabic text. Therefore, different methods have been 

proposed for developing printed Arabic OCR systems. Most of the proposed 

methods have been evaluated in terms of a general metric which is character 

accuracy. By relying on such a metric, we cannot fully assess how Arabic OCR 

systems are overcoming the challenges of Arabic text. Therefore, we have 

suggested a new set of objective performance metrics for the evaluation of 

Arabic OCR systems with respect to the challenges of Arabic script. These are 
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character accuracy based on character position, dot character accuracy, zigzag-

shaped character accuracy, loop-shaped character accuracy and diacritics 

accuracy, as described in chapter 3, section 3.2.   

 Are the available OCR systems sufficient to recognise printed Arabic text 

images? 

The experimental results, obtained from evaluating the four well-known Arabic 

OCR systems discussed in chapter 3 (section 3.6), showed that all the evaluated 

Arabic OCR systems have low performance accuracy rates, below 75%, which 

means that the OCR systems are insufficient to recognise printed Arabic text 

images.  

 Can Arabic text be effectively recognised by considering Arabic text as non-

dotted text and then corrected later on in order to recover the dotted from? 

In this work, the PATRION OCR system was designed to recognise non-dotted 

Arabic text images. In particular, the new feature extraction method, 

implemented in the PATRION system (see chapter 5), has been developed for 

extracting features from non-dotted text, as it was assumed that all Arabic words 

in the text images are non-dotted. The feature extraction method was effectively 

able to extract features from non-dotted Arabic text. Then the recognition of dots 

has been considered in the final stage of the development of the system by 

applying a post-processing method to recover unrecognised dots. The post-

processing method was effectively able to recover the dotted form, as shown in 

chapter 9. 

 Can a compression based method be effectively applied as a classifier for the 

recognition of the text features? 

Our approach in this work was effectively able to recognise Arabic characters 

by applying the PPM compression method as a classifier in the PATRION OCR 

system in order to classify the feature strings obtained from the feature extraction 

stage. The explanation of the implementation of the PPM compression method 

as a classifier is shown in chapter 7, section 7.2.   

 Can a compression based method be applied to Arabic OCR output that 

contributes to significant improvement in Arabic text recognition accuracy? 
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A compression based correction method was applied as a post-processing 

method to correct Arabic OCR output. This method has been applied to two 

problems of Arabic OCR systems: adding dots to Arabic text and correcting the 

OCR output. The method has successfully corrected OCR errors and dotted 

characters in Arabic OCR output. The post-processing method was able to 

increase the edit distance accuracy for the PATRION OCR system from 77.3% 

to 86.9%, and for a commercial Arabic OCR system from 70.2% to 77.1%, 

which are significant improvements. The explanation of the implementation of 

the compression method as a post-processing method is provided in chapter 8, 

section 8.2. 

9.5 Limitations of the Work 

Various limitations of this work have occurred for various reasons. Firstly, the 

experimental evaluation (presented in chapter 3) was limited to four Arabic OCR 

systems, since we were not be able to obtain other Arabic OCR systems. Also, the 

evaluation study was only concerned with the output of the Arabic OCR systems 

rather than how the output is produced, since accessing the submodules of the 

Arabic OCR systems studied in chapter 3 was not possible.   

Another limitation is that due to the limited availability and accessibility of Arabic 

corpora, this work used a training corpus of only 31-millon Arabic words, which is 

the BACC Corpus, for constructing the language model used in the post-processing 

method. Using a larger Arabic corpus might result in better performance.  

Finally, the performance of the PATRION OCR system was evaluated using only 

two pitch sizes (12 and 24 ) in two styles (normal and italic) for four font types 

(Arabic Transparent, AdvertisingBold, Simplified Arabic and Traditional Arabic) 

at 300 dots per inch (dpi). The OCR system can be evaluated using more font types 

and pitch sizes by training various character models of different font types and pitch 

sizes, as explained in chapter 7 (section 7.2.1). However, extracting feature strings 

from pre-segmented character images for training purposes would be a time 

consuming task.  
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9.6 Future Work 

In this work, various achievements have been made in the area of Arabic text 

recognition. However, several observations have been noted for possible future 

directions. The following areas should be considered for future work: 

 Creating a noisy page-level text image dataset.  

This study used the KFAD dataset for evaluating printed Arabic OCR systems as it 

is freely available, paragraph-based, and comprises text images of different font 

types, pitch sizes, and resolutions. However, the KFAD dataset is made up of noise-

free text images. Thus, a noisy Arabic text image dataset is required to assess the 

effectiveness of Arabic OCR systems on poor quality text images.  

 Implementing the thinning algorithm for different OCR systems. 

This study has proposed an efficient thinning algorithm. It will be interesting to 

measure the impact of the proposed thinning algorithm on the performance 

accuracy of different Arabic OCR systems.   

 Including more objective performance metrics into the proposed evaluation 

tool.  

This study provided an evaluation tool with a new set of objective performance 

metrics for assessing the performance of Arabic OCR with respect to the challenges 

of Arabic script. This tool can be enhanced by including different performance 

metrics that can provide a better insight into the effectiveness of Arabic OCR 

systems regarding the challenges of Arabic text. Since Arabic script has some 

characters that share an identical visual shape, performance metrics related to visual 

shape can be a further possible performance metric.   

 Applying the feature extraction method to handwritten text recognition.  

The feature extraction method, which is presented in chapter 5, resembles the way 

a human might write a word or a character with a pen. Therefore, this method could 

be applied to handwritten text images and it may contribute significantly to the 

enhancement of the field of handwritten text recognition.  

 Using the PPM based method for diacritising OCR output text. 

The experimental results presented in chapter 3 (section 3.6) concluded that 

recognising Arabic text with diacritics is still an open research problem. To solve 
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this problem, the PPM compression based method could be used for diacritising 

Arabic text in the same way it is used for adding dots to non-dotted Arabic text, as 

described in chapter 8 (section 8.2). However, an Arabic corpus with diacritised 

text is required for training.  

 Evaluating Arabic OCR approaches in terms of execution time.  

This research focused on improving and evaluating the recognition accuracy of 

printed Arabic OCR. However, it will be interesting to study the effectiveness of 

OCR approaches in terms of both the execution time and recognition accuracy.   
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