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Abstract 

 

The shortage of Arabic language resources in the field of corpus linguistics compared 

to other popular languages such as English, Chinese and Spanish inspired this work. 

The research in the field of dialectal Arabic is still limited due to the relative 

unavailability of resources and the time-consuming nature of the task needed to create 

and process these corpora. 

This thesis introduces the Bangor Twitter Arabic corpus (BTAC) that was created 

specifically using Arabic Twitter text. The corpus contains over 122K tweets. The 

tweets were annotated manually into five main dialects, Egyptian, Gulf, Iraqi, 

Maghrebi, and Levantine, in addition to Modern Standard Arabic and Classical Arabic. 

The resource has also identified written code-switching in single tweet which occurs 

between Modern Standard Arabic and Arabic dialects.  

This thesis evaluates various methods for categorisation of Arabic Twitter text. The 

categorisation is performed on three main categorisation tasks: authorship attribution; 

gender categorisation; and dialect identification. The experiments are performed using 

the Prediction by Partial Matching (PPM) character-based text compression approach. 

Furthermore, well known algorithms were selected to perform the comparison using 

character-based and feature-based approaches such as Multinomial Naïve Bayes 

(MNB), K-Nearest Neighbours (KNN), and Support Vector Machine (SVM).  

The results show that PPM outperforms traditional feature-based classifiers in most 

cases in terms of accuracy, precision, recall and F-measure. The results reported for 

classifying author multiple tweets achieved an accuracy of 88% for gender 

categorisation, an accuracy of 96% for authorship attribution, and an accuracy of 87% 

for dialect identification. In terms of single-tweet text categorisation, the results 

achieved an accuracy of 76% for gender categorisation, an accuracy of 77% for 

authorship attribution, and an accuracy of 74% for dialect identification. Further 

optimization using concatenated author models as the secondary class type improved 



 

 

 

 

 

 

the classification accuracy for both the gender and dialect experiments, achieving an 

accuracy of 97% for gender categorisation and an accuracy of 98% for dialect 

identification.  

We also investigated code-switching that often occurs in text acquired from social 

media. In this study we investigated code-switching between two variant linguistic 

systems from one language (Modern Standard Arabic and Arabic dialects). The 

purpose of the experiment was to detect the switch at the character level. An accuracy 

of 81.2% for detecting code-switching was obtained using 5-fold cross-validation on 

the full BTAC dataset. 
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Chapter 1 

1. Introduction and Motivation 

 

1.1. Background of the study  

Text mining is the task of obtaining meaningful information from collections of text. 

Text mining has received significant attention in recent years due to the rapid growth 

of data available on the web over the past two decades. There are several text mining 

tasks and techniques including text pre-processing, categorisation and clustering. The 

goal of text mining is to convert this data into useful knowledge with the help of various 

techniques and algorithms in order to discover information (Allahyari et al., 2017).  

Text categorisation is the process of assigning documents to predefined categories. 

Recently, text categorisation has become popular due to the tremendous volumes of 

data available online and especially social media. Because of the global reach of social 

media, there are large amounts of data available to be categorised into many different 

languages. The motivation behind the research is to examine the text categorisation 

problem of data specifically from Twitter written text in the Arabic language. 

Twitter is an online social network which people use to post their messages called 

“tweets”. A common characteristic of communication on online social networks, 

specifically Twitter, is that it occurs using short messages called “micro-blogging”, 

often using non-standard language variations. This type of text is considered 

challenging as stated, with many non-standard text variations such as acronyms, 

emoticons, and misspellings. Not only is the complexity of Twitter text challenging but 

also the linguistic structure of the Arabic language introduces several challenges such 

as inflection and diacritics. These characteristics make this type of text a challenging 

text for natural language processing (NLP). 
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Generally, since the Arab Spring in 2010, social media is increasingly used in the 

Middle East to express feelings in a range of topics such as political, social, financial 

and so forth. However, some of the users misuse the services for one reason or 

another; for example, it has been wrongly used to spread fake news and rumour to 

escalate the political crisis in the Middle East (Ritzen, 2019). Those users hide their 

true identity by using false names and posting misleading profile pictures. 

Furthermore, they hide their location, and sometimes use bots which are used to post 

from different locations to ensure further anonymity.  

A motivation behind this research is to examine the text categorisation problem of the 

Arabic language through the context of Twitter text. We are also specifically interested 

in studying three different classification tasks using text collected from Twitter: gender 

categorisation; authorship attribution; and dialect identification. The goal for 

performing twitter text classification is to discover information about users by 

examining their Twitter timeline. To achieve this goal, a ground truth dataset is needed 

to train various models and evaluate their effectiveness. Although there are large 

numbers of Classical and Modern Standard Arabic language resources, the field of 

dialectal resources is still limited. Nevertheless, dialectal resources have witnessed 

growth recently by using web-based textual sourced data from social media websites. 

This massive increase of dialectal resources has provided the incentive to produce 

this work. 

One area of interest is the role of gender in online communication. People may not 

expose their true identity by deliberately assigning a different gender or by hiding their 

gender information for malicious reasons. For example, recently there were a number 

of times where Twitter accounts were used by males pretending to be a female in order 

to participate in crucial debates in favour of feminism (Ulman, 2017). Furthermore, a 

well-known case that illustrates the need to study gender-related issues is the account 

of Sara Ibrahim. This account claimed to be for a teenage girl who was receiving 

treatment for leukaemia. The account posted daily information about Sara’s case using 

photos of an American girl fighting bone cancer. The account drew the sympathy of 
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the public community, and was used to collect donations for the non-real Sara 

(Bakhsh, 2015). 

We are also interested in studying authorship attribution. From an idiolect point of view, 

each person has their own style of language. Studying the author’s writing style is a 

fundamental task used in forensic analyses. Authorship analysis contributes to 

verifying or rejecting the assumption that the given person is the author of the text, 

among other candidates.  This could help forensic analysis involving the study of the 

writing style of a suspect. For example, in January 2010, the New York Daily News 

reported on a series of Twitter messages exchanged between two young friends. 

These messages directed one to murder the other. The exchanged Twitter messages 

between the two young friends were considered important evidence in the trial (Silva 

et al., 2011). 

We are also motivated to study the problem of dialect identification. The only present 

way to identify the location of the tweet is to use the geolocation of the tweet (latitude 

and longitude). This heavy reliance on the location of the tweet will overlook the 

language used in the tweet (the dialect) that will often be a better indicator of its origin. 

In January 2017, the BBC posted large networks of fake accounts found on Twitter. 

These accounts included three subtle features: tweets were posted from places where 

nobody lived; tweets were produced from a single source; and tweets were posted for 

a specific topic.  

A primary motivation of this research is to investigate the effectiveness of classifying 

Arabic text acquired from social media using prediction by partial matching (PPM). 

PPM is investigated because of its excellent overall ability at both compression and 

classification. Previous research using English text that applies the character-based 

compression approach has shown promising results. This has provided part of the 

motivation to apply Arabic text categorisation using a character-based compression 

approach for this thesis and compare it against the machine learning approach. 
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1.2. Research aim and objectives  

The aim of this research is to study the performance of a compression character-based 

approach against the current leading machine learning feature-based approach. A 

secondary aim is to demonstrate that compression character-based approach should 

be considered in all future comparative studies within the field of text categorisation 

and NLP. In order to achieve this aim, the specific objectives are as follows: 

 Objective 1: 

To create a dialectal corpus for Arabic using Twitter text. The corpus will be annotated 

according to the five main Arabic dialects – Gulf, Egyptian, Levantine, Maghrebi, and 

Iraqi – in addition to Modern Standard Arabic and Classical Arabic. Also, code-

switching or (mixed dialects) will be tagged for further text analysis.  

The sub-objective is to review the current dialectal corpora of Arabic existing under 

specific criteria. 

Objective 2: 

To adapt the character-based approach based on compression employing Prediction 

by Partial Matching (PPM) for Arabic text categorisation (using the corpus that was 

created for Objective 1) in different applications such as authorship attribution, gender 

categorisation, and dialect identification.  

Objective 3: 

To evaluate the effectiveness of the method used (PPM) and compare it with other 

feature-based approaches using Machine learning algorithms.   

The sub-objectives of the research can be broadly stated as follows: 

• To investigate text categorisation using various N-gram features such as word-

based N-grams (unigram, bigram, and trigram), and character-based N-grams 

(1-6).   
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• To explore text categorisation using single tweet vs. multiple author tweets. 

Single tweet categorisation classifies each tweet separately, whereas multiple 

tweet categorise several tweets from the same author.  

• To investigate which order 𝛫 of PPM is best for the Arabic text, where 𝛫 is the 

number of preceding symbols used for prediction. 

1.3. Research question 

The overarching research question associated with this thesis is as follows: 

 

How does the effectiveness of the character-based compression approach for text 

categorisation using Prediction by Partial Matching compare to that of commonly used 

machine learning algorithms in classifying Arabic Twitter text according to gender, 

authorship, and dialects? 

 

1.4. Thesis contributions 

This thesis has achieved several contributions in the fields of text categorisation and 

NLP. These contributions have highlighted the effectiveness of the Prediction by 

Partial Matching method in classifying Arabic twitter text. The following list summarises 

these contributions. 

• We have developed the BTAC corpus, which contains over 122K annotated 

tweets for five Arabic dialects – Gulf, Egyptian, Levantine, Maghrebi, and Iraq 

– in addition to Modern Standard Arabic and Classical Arabic. The corpus is 

also labelled according to the gender of the user who wrote the tweets and the 

genre of the tweets e.g. Social, Economy, Greetings, Cultural, Religious, Sport, 

and Political. The corpus is freely available for download (see section 3.4.3.3). 

This corpus represents a valuable and rich resource for NLP applications 

targeting Arabic dialects and code-switching research.  
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• Effective Authorship attribution for Arabic Twitter text has been achieved using 

the PPM compression method. Experimental results showed that this method 

was very effective reporting a high accuracy of 96% and 0.96 F-measure.   

• Effective gender categorisation using the PPM compression method has been 

achieved when applied to Arabic Twitter text. Experimental results showed that 

this method was very effective compared with well-known machine learning 

algorithms producing an accuracy of 88% and F-measure of 0.87.   

• Significant results for dialect identification of Arabic Twitter text has also been 

achieved using the PPM compression method. Experimental results showed 

that these methods were very effective reporting an accuracy of 87% and 0.87 

F-measure.  

• A novel method for significantly improving results for both gender categorisation 

and dialect identification has been devised that uses models trained on data 

organised by secondary class type (authorship) rather than the primary class 

type (gender or dialect). 

• Effective detection of code-switching at the character level has been achieved. 

An accuracy of 81.2% was obtained using 5-fold cross-validation on the full 

BTAC corpus. 

1.5. Publications  

This research has produced three publications in the fields of Computer Science and 

Computational Linguistics. 

• Gender and Authorship Categorisation of Arabic Text from Twitter Using PPM. 

This paper was published in AIRCC's International Journal of Computer 

Science and Information Technology (IJCSIT).   

Altamimi, M., and Teahan, W.J., "Gender and Authorship Categorisation of 
Arabic Text from Twitter using PPM." International Journal of Computational 
Science and Information Technology (IJCSIT) 9(2) (2017): 131-140. 
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• BTAC: A Twitter Corpus for Arabic Dialect Identification.  

The 6th Conference on CMC and Social Media Corpora was held in Antwerp, 

Belgium on 17-18 September 2018. It was hosted by the CLiPS research center 

(Computational Linguistics and Psycholinguistics) at the University of Antwerp: 

Altamimi, M., Alruwaili, O. and Teahan, W.J., "BTAC: A Twitter Corpus for 
Arabic Dialect Identification." In the 6th Conference on Computer-Mediated 
Communication (CMC) and Social Media Corpora (CMC-corpora 2018) (p. 5) 
17-18 September 2018, University of Antwerp, Belgium.  

 
 

• Arabic Dialect Identification of Twitter text Using PPM Compression. 

This paper has been accepted for publication in the International Journal of 

Computational Linguistics (IJCL): 

Altamimi, M., and Teahan, W.J., "Arabic Dialect Identification of Twitter text 
Using PPM Compression." International Journal of Computational Linguistics 
(IJCL) 10(4) (2019): 47-59.  

 

1.6. Thesis Outline 

The rest of the thesis begins with chapter two examining the background and related 

work including an introduction to the field of text categorisation along with an 

introduction to the main method used in this thesis, the compression-based approach 

Prediction by partial matching (PPM). Next, chapter three discusses the design and 

creation of the Bangor Twitter Arabic Corpus (BTAC), which includes overviews of the 

previous Arabic dialectal corpora. Then, chapter four explores authorship attribution 

tasks using PPM. Following this, chapter five explores the gender text categorisation 

problem using PPM. Chapter six covers the identification of dialect using PPM. 

Chapter seven presents code-switching detection of Arabic twitter text using 

character-based, and chapter eight concludes the thesis and sets out directions for 

future work. 
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Chapters Title 

Ch. 2 Background and Related Work. 

Ch. 3 Creating the Bangor Twitter Arabic Corpus (BTAC). 

Ch. 4 Authorship attribution of Arabic Tweets using PPM. 

Ch. 5 Gender categorisation of Arabic Tweets using PPM. 

Ch. 6 Dialect identification of Arabic Tweets using PPM.  

Ch. 7 Character-based Identification of Code-Switching in Arabic tweets. 

Ch. 8 Conclusion and Future Work.  
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Chapter 2 

2. Background and Related Work  

 

The purpose of this chapter is to provide the background and related work to the text 

categorisation applications used in this thesis.  This chapter also introduces and 

explains the main method adopted for this research Prediction by Partial Matching 

(PPM), which is described along with other standard machine learning algorithms that 

have been used for comparison purposes. Furthermore, this chapter also reviews the 

basic fundamentals of Arabic language structure, with an emphasis on several 

challenges for text categorisation. 

Thus, the chapter is summarised as follows. Section 2.2 provides a background of the 

Arabic language with an overview of the Arabic language structure; section 2.3 lists 

the related work for Arabic textual resources and its dialects; section 2.4 describes 

several text categorisation applications; section 2.5 explains approaches for text 

categorisation with an emphasis on the machine learning algorithms used in this 

thesis; section 2.6 provides an overview of the compression algorithms; section 2.7 

explains compression techniques for text classification; section 2.8 describes the main 

method used, Prediction by Partial Matching; section 2.9 explains how PPM 

compression-based is used for language modelling; section 2.10 explains how PPM 

is used for text categorisation with an example on the use of PPM for the authorship 

attribution problem; section 2.11 demonstrates the classification procedure used in 

this study; section 2.12 reports metrics that are used for evaluation purposes; and 

finally, section 2.13 concludes of the chapter. 
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2.1. Introduction 

With the increase of text available in social media, an efficient process is required for 

filtering those text data and converting them into useful information. Text mining is the 

process of acquiring knowledge from linguistic sources (Knight, 1999). The benefit of 

text mining is achieving semantic analysis without the need to understand the text, this 

ensures that relevant information is returned within a short period of time. Text 

categorisation is the process of assigning text to predefined categories. Recently, text 

categorisation has become popular due to the rapid growth of data available on the 

web over the past two decades. As a result, there are large amounts of data available 

to be categorised. Text categorisation becomes fundamental where it could be used 

in many applications such as dialect identification, authorship attribution, and gender 

categorization. 

2.2. Arabic language background  

Arabic is spoken by over 300 million people. It is the fifth most widely spoken language 

in the world after Chinese, Spanish, English, and Hindi. It is widely used in all of the 

Middle Eastern countries as a first or second language.  There are three forms of 

Arabic: Classical Arabic (CA); Modern Standard Arabic (MSA); and Dialectal Arabic 

(DA). CA represents an older style of Arabic. It was used more among people in the 

sixth and seventh centuries (pre-Islam) and continued beyond that (Holes, 2004). CA 

is used in religious books such as the Qu’ran, Hadith (the speech of the prophet 

Muhammad, peace be upon him), and also some traditional books such as poetry and 

history. MSA is more formally used by all the Arabic-speaking people. It started to 

become popular with the increase of Arabic media in the second half of the nineteenth 

century and its popularity continues until now. It is used more in modern life media 

sources such as newspapers, magazines, and formal TV programmes.  

However, MSA is used much less frequently in daily conversations where people use 

dialects to communicate. Dialects are widespread and divided by geographical region 

and are used in daily life communication between people from the same location see 
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Figure 2.1. However, it can often be difficult for Arabic-speaking people to understand 

each other when they use dialects specifically from north African regions (Harrat et al., 

2015). 

 

Figure 2.1 Map of the Middle East showing the spread of the five main dialects (based on 
Alshutayri & Atwell 2017). MOR. indicates Moroccan dialect; LEV. is for the Levantine 
dialect; EGYPT is for the Egyptian dialect; GULF indicates Gulf dialect; and IRAQI is 

for the Iraqi dialect. 

2.2.1.  Overview of Arabic language structure  

The Arabic language is a language with a complex morphology. It notably differs from 

most of the other popular languages. In general, Arabic differs from the English 

language in three cases. First, Arabic has two genders – masculine and feminine. 

Second, Arabic has three forms of number – singular, dual, and plural. Third, Arabic 

has three grammatical cases – nominative, accusative, and genitive. However, words 

in Arabic can be categorised into three main parts-of-speech: nouns; verb; or particle. 

First, nouns describe a person, thing, or idea and it can be originated from other nouns 

or verb. Also, nouns has three nominative cases: when it is the subject; it could be the 

object of a verb; or it could be the object of a preposition (Zrigui et al., 2012). Second, 

similar to English, verbs are divided into perfect, imperfect, and imperative forms. 

Finally, particle includes adjective, adverbs, pronouns, conjunctions, prepositions, 

interrogatives,  and interjections (Khoja, 2001). This shows how Arabic has a complex 

linguistic structure which means that one root of the word can generate multiple 

hundreds of words having different or the same meanings. This increase in 
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morphological variations introduces several challenges for text categorisation tasks 

such as: inflection; diacritics; and word length and synonyms. 

Form Translation Form Translation 
feminine ثنؤم  object لوعفم  
masculine ركذم  object of a 

preposition 
رج فرحب رورجم  

singular ىنثم  perfect ماتلا لعفلا ةغیص  
plural عمج  imperfect صقانلا لعفلا ةغیص  
nominative عفرلا  imperative رملاا ةغیص  
accusative بصنلا  pronouns رئامضلا  
genitive رجلا  adjectives تافصلا  
particles تاودا  adverbs لاوحلاا  
nouns ءامسا  conjunctions فطعلا  
verbs لاعفا  prepositions رجلا فورح  
adjectives تافص  interjections بجعتلا ةغیص  
adverbs فورظ  interrogatives ماھفتسلاا تاملاع  
subject لعاف    

Table 2.1 Overview of the Arabic language grammar structure based on (Ayedh et al., 2016) 

2.2.1.1.  Inflection  
In English, prefixes and suffixes are added to the beginning and the end of the root. 

Arabic is a highly diverse language. Infliction can be seen in various forms such as 

prefixes, infixes, and suffixes. This results in adding affixes to stems; for instance for 

the root ملع  the variations include the following: prefix: مولعم ; infix: ملاع ; suffixes: يملع  (De 

Roeck and Al-Fares, 2000). This increase in language variation expands the number 

of word variations in the Arabic language. An expected problem with inflections is that 

extracting lexical features due to variations of a word will be difficult (Abbasi and Chen, 

2005b; Ayedh et al., 2016). 

2.2.1.2.  Diacritics  
Diacritics are special marks placed below or above letters to represent short vowels. 

Diacritics usage changes both the meaning and pronunciation of words. Arabic 

diacritics include Fathah (َ–), Dama (ُ–), Kasra (ِ–), Double Dama (ٌ–), Double Fathah 

(ً–), Double Kasra (ٍ–), Hamza (ء), Shada (ّ–), and Sukon (ْ–), where – signifies a 

single letter (Duwairi, 2006). For instance, the word ( ملع ) could mean ‘science’ ( مُـلْعِ ), or 



 

 

 

 

 

13 

it could mean the verb ‘teach’ ( مََّلعَ ), or it could mean the noun ‘flag’ (ْ ملع ) depending on 

the diacritics (Nwesri et al., 2006). Diacritics are rarely used in writing because the 

readers are expected to infer the missing short vowels using their semantic knowledge 

of the language. However, it is therefore difficult for feature extraction programs to use 

this knowledge directly (Abbasi and Chen, 2005b). 

2.2.1.3.  Word length and synonyms  
Arabic words are considered short; therefore, this might reduce the effectiveness of 

lexical features, such as word length distribution (Abbasi and Chen, 2005b). Also, most 

Arabic letters are written concatenated with each other, few letters written separated 

from each other. In addition, nouns in Arabic do not start with capital letters such as 

names, cities, acronyms, and abbreviations as is the case in English, making the 

nouns more difficult to identify. Furthermore, Arabic is diverse with synonym variations; 

examples of synonyms in Arabic are رظنا فوش , دھاش , علطا , رظان , صب ,  which all mean ‘look’. 

These variations are all derived from the classical Arabic, modern standard Arabic, 

and dialectal Arabic. 

2.3.  Resources for Arabic language 

This section lists the related work for textual Arabic resources. First, the work related 

to Modern Standard Arabic resources is listed, followed by discussion of the work 

achieved for Classical Arabic, before moving on to mention Arabic dialect corpora 

resources. In the final subsection, summary of existing dialectal Arabic corpora are 

listed in Table 2.4 with different criteria such as the type of data, source, size, number 

of dialects, and annotation method.  

2.3.1.  Resources for Modern Standard Arabic  

Most of the contributions on Arabic have focused on producing MSA corpora due to 

the availability of online media sources at the beginning of the twenty first century. 

Maamouri et al. (2004) created the Penn Arabic Treebank (PATB) which is derived 

mainly from newswires from diverse regional sources in the Arab region. The corpus 
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contains over 542K tokens and is considered the most widely used annotated MSA 

resource due to the informative linguistics content that the corpus contains such as 

parts-of-speech and morphological annotation.  

The corpus developed by Abdelali et al. (2005) focused on a MSA text obtained 

through crawling online published newspapers from various Arabic countries. They 

collected 107 daily issues from 11 Arabic publications. The corpus of contemporary 

Arabic (CCA) created by Al-Sulaiti and Atwell (2006) collected a range of online written 

text with various topics such as fiction, arts, science, and business while the spoken 

part was taken from TV and radio podcasts. The corpus contains over 1M words 

purposely designed as a learner corpus (teaching Arabic as a foreign-language) and 

for other language processing research which is helpful for information retrieval 

studies and Arabic machine translation. 

Smrž and Hajic (2006) developed the Prague Arabic Dependency Treebank (PADT). 

It is primarily intended for building models for statistical parsing. It consists of 100K 

tokens annotated morphologically and analytically from newswire including plain text 

from the Arabic Gigaword corpus (Graff, 2003). It varies considerably from that of the 

Penn Arabic Treebank (PATB) as it uses morphological and syntactic information. 

Moreover, Alansary et al. ( 2007)  created the International Corpus of Arabic (ICA) 

containing 80M words. The collection of samples is written in MSA selected from a 

wide range of newspapers sources. Habash and Roth (2009) created the Columbia 

Arabic Treebank (CATiB). The corpus is manually annotated with parts-of-speech and 

syntactic analyses of 228K words.  

Moreover, the resource Essex Arabic Summaries Corpus (EASC) introduced by El-

Haj et al. (2010) is intended for Arabic text summarisation. The corpus contains 

diverse articles in different areas such as education, finance, health, politics, 

environment, art, music, science, religion, sport and tourism. The corpus contains 153 

Arabic articles manually summarised by humans.  
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Saad and Ashour (2010) created an open source Arabic corpora (OSAC) which 

contains approximately 18 million words collected from newswire websites such as 

CNN, the BBC and other publications, focusing on various topics such as economics, 

education, religion, sport, health, astronomy, stories, law and cooking recipes.  

There are also a few corpora that contain a mixture of both CA and MSA text. The 

Bangor Arabic Compression corpus (BACC) contains 31 million words designed for 

performing compression experiments on Arabic text. The text files are written with 

various genres, such as sports, culture, economics and so forth which are collected 

from many sources such as magazines, books, and websites (Teahan and Alhawiti, 

2013). Also, the King Abdulaziz City for Science and Technology (KACST) corpus 

contains 700 million words from the pre-Islamic era to the present day. The corpus 

contains a variety of text mainly from newspapers, magazines, books and old 

manuscripts (Al-Thubaity, 2015).  

Reference Name Size Source 

Maamouri et al. (2004) PATB 542K tokens Newswires 

Abdelali et al. (2005) Not 
mentioned 

107 issues Arabic newspaper 
publications 

Al-Sulaiti and Atwell (2006) CCA 1M words TV and radio podcasts 

Smrž and Hajic (2006) PADT 100K tokens Newswire 

Alansary et al. ( 2007) ICA 80M words Newspaper publications 

Habash and Roth (2009) CATiB 228K words Newswire 

El-Haj et al. (2010) EASC 153 articles Newspaper 

Saad and Ashour (2010) OSAC 18M words Newswire websites 

Alhawiti and Teahan (2013) BACC 31M words Websites, magazines, 
and books 

Al-Thubaity (2015) KACST 700M words Newspapers, 
magazines, and books 

Table 2.2 Summary of existing Modern Standard Arabic corpora. 
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2.3.2.  Resources for Classical Arabic  

Classical Arabic (CA) corpora have derived less attention from the research 

community. The reason for this is that classical corpora do not represent the majority 

of written text in Arabic; CA represents specific periods of time even though it is still 

used nowadays as quoted text from the Holy Qu’ran and prophet supplications. CA 

resources are required for training purposes to combine with other resources such as 

MSA and DA rather than by themselves in order to build more effective NLP systems. 

Most of the content available corpora refer back to the pre-Islamic era and subsequent 

eras.  

Both modern standard Arabic corpora mentioned previously, BACC and KACST, cover 

partly classical content. Moreover, The King Saud University Corpus of Classical 

Arabic (KSUCCA) is considered a resource that was created mainly for classical text. 

The goal of creating this corpus was to support research in both linguistics and 

computational linguistics such as studying the lexical semantics of the Holy Qu'ran. 

The corpus contains over 50 million words which are organised according to 

categories such as religion, science, sociology, linguistics, literature, and  biography 

(Alrabiah et al., 2013). The Shamela corpus is another large-scale historical Arabic 

corpus. It consists of one billion words across a fourteenth-century time span. The 

corpus includes Hadith collections, biographies, jurisprudence (Fiqh), and popular 

religious writings (Belinkov et al., 2016). 

Reference Name Size Source 

Alrabiah et al. (2013) KSUCCA 50M words Holy Qu’ran, Hadith, 
and old books 

Belinkov et al. (2016) The Shamela 1B words Hadith, biographies, 
and jurisprudence  

Table 2.3 Summary of existing Classical Arabic corpora. 

2.3.3.  Resources for Dialectal Arabic  

Corpora that are specifically created for dialectal Arabic are more challenging to 

design than MSA and CA corpora as they require more time to build and need 
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linguistics experts to validate the dialectal text. Gadalla et al. (1997) created the first 

Dialectal Arabic (DA) corpus called CALLHOME. The corpus focused on the Egyptian 

dialect mainly collected from phone conversations. The corpus is designed for 

research related to speech recognition rather than research related to text analysis. 

Omar and Callison (2011) produced a corpus mainly from newspaper commentary 

sections and Twitter data to investigate dialect and genre categorisation. The corpus 

is considered the first actual attempt to create a dialect text corpus called the Arabic 

online commentary (AOC). The corpus consisting of a total of 108K sentences was 

labelled for MSA and three dialects: Levantine; Gulf; and Egyptian. 

Salama et al. (2014) created a corpus for dialectal Arabic collected mainly from 

YouTube commentaries. The corpus contains multiple dialects such as Egyptian, Gulf, 

Iraqi, Maghrebi and Levantine. Over 600K sentences were collected and annotated 

according to the geolocation of the comments’ authors. Harrat et al. (2014) collected 

a corpus comprising 4K sentences mainly from Algerian dialects. The corpus is used 

for machine translation research between modern standard Arabic and Algerian 

dialect.  

Almeman and Lee (2013) automatically built a dialectal corpus by bootstrapping Arabic 

web pages with a total of 1043 dialect words. The corpus that was created comprised 

48 million tokens mainly distributed across four dialects – Gulf, Levantine, Egyptian 

and Maghrebi. The text was obtained from various resources such as forums, blogs 

and comments. The Gumar corpus (Khalifa et al., 2016) was built from over 100 million 

words of the Gulf dialects collected from 1,200 novel forums. The corpus is classified 

for the Gulf sub-dialects at the document level. 

The corpus created by Saad (2017) comprises text in both Egyptian and MSA dialects 

collected from Wikipedia articles. Harrat et al. (2017) created an Arabic parallel corpus 

that is built for Maghrebi, Tunisia, Algerian, Palestine and Syrian dialects. It consists 

of 6400 sentences in each of the five dialects in addition to MSA. The data were taken 

from recorded movies and shows and then transcribed by hand.  
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The Curras corpus was created by Jarrar et al. (2017) and is considered the first 

morphological corpus of the Palestinian dialect. The corpus contains 56K tokens 

collected form social media, blogs, forums, and stories. The project COLABA 

produced by Diab et al. (2010) harvested weblogs with the focus on both Egyptian and 

Levantine dialects. Unfortunately, this corpus is not publicly available. 

Recently, Twitter has provided a rich resource for collecting dialectal text. Many 

researchers have taken advantage of this and used its API to collect texts in the form 

of tweets. Mubarak and Darwaish (2014) collected over 175 million Arabic tweets. 

Those tweets are filtered according to the user location to determine the dialects 

resulting in 6.5 million dialectal tweets. The corpus was created mainly to perform 

Arabic dialect categorisation. The research by Alshutayri et al. (2016) also explores 

Twitter as a source of Arabic dialects. Over 200K tweets were collected according to 

35 unique words from the main five dialects. Alshutayri and Atwell (2018) added 10K 

comments from newspapers, and 812K comments from Facebook along with previous 

corpora from Twitter. The corpus is annotated for five groups of Arabic dialects – Gulf, 

Iraqi, Egyptian, Levantine, and North African. Twenty-four-thousand tweets and 

comments were randomly annotated online through a game by 1,575 participants 

designed specifically for this task.  

The Arap-Tweet corpus (Zaghouani and Charfi, 2018) was collected mainly for dialect 

Arabic categorisation and it was annotated according to the geographical location. The 

Shami corpus created by Abu Kwaik et al. (2018) is designed specifically for Levantine 

dialects. Over 117K tweets were collected from four Levantine dialects. The corpus is 

created to aid dialects identification research. Furthermore, the dataset DART  has 

about 25K tweets that are annotated via crowdsourcing over five main Arabic dialects: 

Egyptian; Gulf; Levantine; Maghrebi; and Iraqi (Alsarsour et al., 2018). 

Finally, two dialectal resources are created for the MADAR project (which means ‘orbit’ 

in Arabic). The first dataset is the MADAR travel domain dialect identification dataset 

(Bouamor et al., 2018). It is a parallel corpus consisting of sentences covering the 

dialects of 25 cities form the Middle East. The corpus consists of selected 2,000 
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sentences translated from Basic Traveling Expression Corpus (BTEC) (Takezawa et 

al., 2007).  

The second dataset is the MADAR Twitter user dialect identification dataset (Bouamor 

et al., 2019). The corpus contains 2,980 Twitter user profiles from 21 different 

countries in the Middle East. A total of 100 tweets are collected from each user. Then 

the user’s profile is annotated manually by three Arabic native speakers according to 

the location. 

2.3.4.  Discussion and limitations of dialectal Arabic corpora 

This section reviews various aspects about dialectal Arabic corpora. The discussion 

investigates the corpora in three different contexts: data annotation; variety of dialects; 

and size of the annotated text.  

2.3.4.1.  Data annotation  
The method used for the annotation process differs from one corpus to another. Some 

corpora crowdsource their annotation tasks to other service providers. The only 

drawback to these corpora is the quality of the annotation specifically when the number 

of annotators increases. For instance, the Arabic Online Commentary (AOC) corpus 

(Zaidan and Callison-Burch, 2011) outsourced the annotation task by using Amazon’s 

Mechanical Turk service employing 454 annotators. According to Darwish, Sajjad, and 

Mubarak (2014), they did not use the AOC corpus in their study as the annotation 

quality of the corpus was not reliable.   

Other research presumes that each tweet belongs to a dialect according to the 

geographical information of the tweet (latitude and longitude) (Mubarak and Darwish, 

2014; Salama et al., 2014; Abu Kwaik et al., 2018; Zaghouani and Charfi, 2018). 

However, that is not an accurate assumption for several reasons: tweets might be 

written by a user in a location speaking a different dialect; tweets might involve modern 

standard Arabic and classical Arabic; and tweets might also contain code-switching.  

More recently, some Twitter accounts might be used by bots. These bots use specific 

locations to post tweets automatically often for malicious reasons. In January 2017, 
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the BBC published a large list of fake accounts found on Twitter (2017). One of the 

features of those accounts was that they involved tweets posted from places where 

nobody lives. Fake accounts and bots are becoming more prevalent in the Middle 

East. These accounts are used to post fake news, propaganda, and hate speech from 

certain locations to escalate the Middle East crises in the region and create further 

tensions between the nations. For this reason, it seems that trusting the location of the 

tweet for annotation purposes is not an always accurate assumption.   

Lately, other corpora are annotated according to specific keywords from each dialect. 

This idea is more precise than relying on a tweet’s location, but the only downside of 

this approach is code-switching might occur in some of the tweets. In addition, building 

a corpus using key words requires a generalised quantity of keywords that could be 

relied on. However, language used on social media differs from other standard 

language in that it is very common to encounter new words. 

However, other researchers annotated their corpora manually using volunteers or 

experts. This method is more accurate than all the other methods above. The 

annotation task is done by known people. The downside of this method, though, is that 

it is challenging because it takes more time and effort to produce this kind of 

annotation.   

2.3.4.2.  Variety of dialects 
The number of dialects that some corpora include varies according to the aim of the 

research. For example, some researchers focused only on creating a mono-dialect 

corpus where the focus was to create a corpus for one specific dialect: Egyptian 

(Gadalla et al., 1997; Saad, 2017); and Palestinian (Jarrar et al., 2017). Other corpora 

aimed to create a corpus for multiple dialects from the main dialects in the Middle East 

(Zaidan and Callison-Burch, 2011; Mubarak and Darwish, 2014; Salama et al., 2014; 

Alsarsour et al., 2018; Alshutayri and Atwell, 2018). Other corpora are created from 

multiple dialects from specific regions; for example, Abu Kwaik et al. (2018) uses four 

Levantine dialects, Khalifa et al. (2016) use six Gulf dialects, and Harrat et al. (2017) 

uses five Maghrebi and Levantine dialects. 
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However, adding more than the five main dialects is confusing and challenging. The 

annotation task becomes more complex as it requires experts from each dialect. 

Zaghouani and Charfi (2018) built a corpus that contained 11 dialects and found 

similarity between some dialects such as the Moroccan and the Algerian dialects and 

also between the Qatari dialect and some other Gulf dialects.  

2.3.4.3.  Size of the annotated file 
It is believed that a consistent smaller corpus that adheres to a high-quality design is 

far more valuable than a larger corpus (Granger, 1993). Most of the corpora are now 

much larger due to better hardware and software that exist currently. This allows 

researchers to collect data more easily. Moreover, the existence of various APIs from 

social media platforms allow research to collect larger volumes of data; however, The 

AOC corpus annotated 110K sentences out of 3.1 million collected sentences. 

Mubarak and Darwish (2014) collected 175 million tweets, then extracted 6.5 million 

tweets using the aforementioned list. After that 100 tweets from each dialect were 

evaluated by three different judges. Those judges were from the countries associated 

with the dialect to confirm whether the tweet belongs to a dialect or not. Alshutayri and 

Atwell (2018) annotated 8K tweets according to a seed word out of 210K collected 

tweets. Moreover, they annotated 24K documents out of the 1.1 million documents 

collected from Twitter, Facebook and website comments, relying on 1,575 users who 

participated in a game designed for annotating documents.  

The table below summarises existing dialectal Arabic corpora contributions. 

Reference Type Source Size #Dialects Annotation method 

Altamimi et 
al. (2018) 

Dialects 
Genre 
Gender 

Twitter 122K tweets 5 dialects, 
MSA and CA 

Manually by dialects, 
genre, gender, and 
authorship   

Gadalla et al. 
(1997) 

Dialects Phone 
conversation 

120 telephone 
conversations 

Egyptian 
dialects 

Not mentioned 

Khalifa et al. 
(2016) 

Dialects Text- novel 100M words 6 Gulf 
dialects 

Document-based 
annotation 

Saad (2017) Dialects Wikipedia Not mentioned Egyptian 
dialects 

Not mentioned 
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Harrat et al. 
(2017) 

Parallel 
dialects 

Movies and 
shows  

6400 sentences 5 dialects Manual translation 

Jarrar et al. 
(2017) 

Dialects Text-social 
media, blogs, 
forums, and 
stories 

56K tokens Palestinian 
dialects 

Manual annotation 

Omar and 
Callison 
(2011) 

Dialects News 
commentary 
and Social 
media 

108K sentences 4 dialects, 
MSA 

Amazon’s Mechanical 
Turk service 

 

Salama et al. 
(2014) 

Dialects YouTube 
commentary 

630K sentences 5 dialects Geographical location of 
the author 

Mubarak and 
Darwaish 
(2014) 

Dialects Twitter 6.5M tweets 5 dialects According to the location 
of the tweet 

 

Alshutayri et 
al. (2016) 

Dialects Twitter 210K tweets 5 dialects According to common 
dialectal word  

Alshutayri 
and Atwell 
(2018) 

Dialects Text-Twitter 
Facebook 
Comments 

226K tweets              
812K Facebook 
comments                
9K online 
comments                 

5 dialects According to user 
location and common 
dialectal word 

Abu Kwaik et 
al. (2018) 

Dialects Twitter 117K tweets 4 Levantine 
dialects 

According to the location 
of the tweet 

Zaghouani 
and Charfi 
(2018) 

Dialects 
Gender 
Age 

Twitter 2M tweets 11 dialects According to the location 
of the tweet 

Alsarsour et 
al. (2018) 

Dialects Twitter 25K tweets 5 dialects Manually via 
crowdsourcing 

(Bouamor et 
al., 2019) 

Dialects Twitter 297 tweets 21 dialects Manually according to 
the user profile 

Table 2.4 Summary of existing dialectal Arabic corpora. 

 

2.4.  Applications of text categorisation   

In this section, a number of text categorisation applications are listed where such 

techniques are applied. Each application is supported with popular research using 

different approaches such as feature-based and character-based compression. 

 



 

 

 

 

 

23 

2.4.1.  Authorship attribution  

There are two prominent surveys mainly directed at authorship attribution studies 

(Juola, 2006; Stamatatos, 2009). This section, however does not review the traditional 

studies of authorship attribution that address how to solve disputed authorship. 

Instead, the focus is on more recent contributions to authorship attribution, highlighting 

the classification methods and the types of features used in the research, and the 

reported results.  Following this, most of the contributions made by researchers for the 

Arabic language are explored, with a focus on the limitations of the research for that 

specific language.     

In the studies on authorship attribution, to identify the author of a text, researchers in 

the past have focused on attributing authors who used a single unique type of textual 

feature. This assumption was derived from the belief that each author has a specific 

writing style. For example, the study by Mendenhall (1887) used word length 

frequencies to attribute text to Marlowe, Bacon or Shakespeare; also the research by 

Brinegar (1963) used the same method to attribute the Quintus Curtius Snodgrass 

Letters which were 10 letters published in the New Orleans Daily Crescent in 1861. 

However, Williams (1975) investigated the work by Mendenhall and concluded that 

the distinctions in word-length distributions found in the study were more attributed to 

the style of text (poetry and prose), rather than between different authors. 

An earlier study by Yule (1939) suggested using sentence length as a possible method 

for distinguishing authors. Koppel et al. (2009) stated that this method did not yield 

reliable results if used alone, but it did open the way to figure out new methods such 

as statistical techniques and machine learning algorithms which were explored later. 

Statistical features have often been used to attribute authorship. Mosteller and 

Wallace (1963) used Bayesian statistical analysis to discover the actual author of 

Federalist Papers (a number of political newspaper essays written by John Jay, 

Alexander Hamilton, and James Madison; both Hamilton and Madison claimed that 

they wrote 12 of these essays). The study uses a word count based on function words 

such as upon, of, and to measure the distinction among candidate authors. This study 
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encouraged researchers to discover other types of features and techniques to apply 

to the authorship problem. 

Researchers made many efforts to define features for capturing the authors’ writing 

“fingerprints” (Holmes, 1994; 1998); for example, sentence length, word length, word 

frequencies, character frequencies, and vocabulary richness. However, most of the 

work undertaken in the beginning of 1990s lacked satisfactory evaluation measures. 

Stamatatos (2009) state that much of the research was mainly directed to solving 

disputed authorship for large textual data, hence the number of candidate authors (two 

to three authors) was often too small. This caused most of the studies to report just 

the name of the potential author candidate, rather than report a measure of accuracy.  

With the increase of available electronic text, authorship attribution research was 

reanimated using statistical techniques and machine learning algorithms. Khmelev 

and Tweedie (2001) performed a study based on Markov chains that were used for 

attributing 45 authors from the Gutenberg project, achieving an accuracy of 74.42%. 

Also, many researchers explored compression-based approaches. Benedetto et al. 

(2002) used off-the-shelf compression programs such as GZIP to perform 

classification. Their study mainly focused on an authorship attribution task for Italian 

text, achieving an accuracy of 93.3%. However, their method was criticised by 

Goodman (2002) for taking too long to execute. 

Additionally, Khmelev and Teahan (2003) used the prediction by partial matching 

(PPM) text compression scheme to attribute authors from the RCV1 dataset (Lewis et 

al., 2004). They achieved an accuracy of 89%. This was similar to Hunnisett and 

Teahan (2004) who achieved similar results using higher-order PPM models. With the 

same dataset, Marton et al. (2005) explored other compression methods such as RAR, 

LZW, and GZIP, achieving accuracy of 78%, 66%, and 79%, respectively. 

Furthermore,  various machine learning methods have been used for authorship 

attribution such as the research by Hoorn et al. (1999) which studied three classifiers 

– Naïve Bayes (NB), K-nearest neighbour (KNN), and neural networks – to attribute 



 

 

 

 

 

25 

authors of poetry. Using trigrams, they found that the neural network outperformed 

other algorithms, achieving 80-90% accuracy when identifying two authors of poetry.  

Khmelev and Teahan (2003) also performed classification using SVM, reporting an 

accuracy of 85%. Moreover, Argamon and Levitan (2005) measured the use of 

function words for authorship attribution using SVM, and achieved 99% accuracy. 

Their research involved using the most frequent words to distinguish between eight 

authors. Later, Zhao (2007) compared various classifiers such as Naïve Bayes, KNN, 

3-NN, Decision Tree, and Bayesnet. They found that the Bayesnet classifier is the 

most effective method using function words to distinguish between authors. 

In contrast, instead of using function words, Tan and Tsai (2010) used both lexical and 

syntactic features for authorship attribution. They reported an accuracy of 90% using 

the Naïve Bayes classifier. Their research also found that for large datasets, syntactic 

features such as common and function words are effective, whereas lexical features 

such as number of sentences and punctuations are efficient for small datasets.  

Pillay and Solorio (2010) combined supervised and unsupervised learning approaches 

to their authorship attribution task on web forum posts. They first performed clustering 

to help identify relevant features which can assist the classification process. Next, they 

performed classification using four algorithms: Bayesian Networks; Naïve Bayes; and 

Decision Trees (C4.5). They reported that using Bayesian Networks performed well 

with an accuracy of 90.80% when used to distinguish between five authors.  

Concerning non-English studies, Coyotl-Morales et al. (2006) were able to use a set 

of word sequences to identify the authorship between five Mexican poets using the 

Naïve Bayes classifier. They studied the effect of identifying text using frequent words 

sequences that combine stylistic and topic features of the authors. The research 

achieved an accuracy of 77.30%.  

Türkoğlu et al. (2007) applied various classifiers such as Naïve Bayes, SVM, KNN, 

Random Forest and Multi-Layer Perceptron (MLP) classification methods to identify 

authorship on Turkish text. Ten different feature vectors were obtained from authorship 
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attributes including N-grams and various combinations of these features. SVM 

outperformed other algorithms with an average accuracy of 84.8%. 

Pavelec et al. (2007) applied SVM to the Portuguese language using four kernel 

functions: Linear; Polynomial; Gaussian; and Tangent Hyperbolic. Their best result 

was achieved using a linear kernel which resulted in a 75.1% accuracy. Reicher et al. 

(2010) performed authorship classification for the Croatian language for multiple 

sources such as articles, blogs and books. The classification implemented using SVM 

achieved accuracies of 93%, 91%, and 98% for each source. The study reported that 

the accuracy performed best when using combinations of function words, punctuation 

marks, word length, and sentence length frequencies.  

2.4.1.1.  Previous work on Arabic authorship attribution  
For the Arabic language, Abbasi and Chen (2005a) used SVM and C4.5 with lexical, 

syntactic, structural and content-specific features. They used the clustering algorithm 

of De Roeck and Al-Fares (2000) to extract roots of Arabic words. These roots were 

used to help identify authors with SVM using features based on root morphological 

similarities in Arabic scoring 85.43% accuracy. Later, Abbasi and Chen (2005b) used 

SVM and C4.5 decision trees on political and social Arabic web forum messages from 

Yahoo groups. They performed authorship analysis achieving an accuracy of 94.83% 

with SVM using a combination of lexical, syntactic, structural, and content-specific 

features. 

In a further attempt, Abbasi and Chen (2006) examined both SVM with a Writeprints 

technique which uses a dynamic feature-based sliding window algorithm. They 

created an authorship visualisation tool which generates specific writing patterns. 

These patterns can be automatically identified according to the authors’ writing styles. 

As a result, the Writeprints technique performed well against SVM when the messages 

were grouped by single authors. However, SVM outperformed Writeprints when 

identifying the author of a single message.  
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Shaker and Corne (2010) used function words for Arabic authorship attribution of 12 

Arabic Books. They applied linear discriminant analysis (LDA) using 104 common 

Arabic conjunctions and prepositions reflecting English function words produced by 

Mosteller and Wallace (1963). The best performance achieved was 87.63% accuracy 

using 54 function words.  

Furthermore, Alwajeeh et al. (2014) explored authorship identification of five authors’ 

news articles using both the SVM and NB classifiers, with both classifiers performing 

well in terms of the accuracy – 99.8% and 99.4%. Altheneyan and Menai (2014) 

undertook an extensive study in authorship identification using NB classifier models: 

Multinomial Naïve Bayes; Multivariate Bernoulli Naïve Bayes (MBNB); and 

Multivariate Poisson Naïve Bayes. MBNB performed well among all the NB models 

with an average accuracy of 97%. 

Albadarneh et al. (2015) conducted author identification in Twitter data. They focused 

on many challenges such as dealing with the large scale of Arabic tweets, the short 

text length of tweets, and the lack of available Arabic NLP tools. The results produced 

an accuracy of 61.6% using the NB classifier to perform the experiment using the 

Hadoop platform for Big Data analysis.  

Later, Rabab’ah et al. (2016) explored authorship identification on Twitter posts. The 

study achieved the highest accuracy of 68.67% using SVM, which was obtained by a 

combination of bag-of-words stylometry features. Altakrori et al. (2018, p. 35) also 

studied Arabic authorship attribution extensively on Twitter posts. The experiment 

involved studying the effect of increasing the number of tweets to the testing set and 

increasing the number of authors per experiment. They did not achieve a satisfactory 

result due to the large scale of candidate authors (20 authors).  

2.4.1.2.  Limitations of previous authorship attribution research 
From the previous studies in the literature, it seems that machine learning algorithm 

methods have been studied thoroughly to attribute authors. It is considered a new 

trend in research due to the increase in the range of software that implements the 
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algorithms and the fast-processing hardware that runs these algorithms. Moreover, 

Arabic authorship attribution is also well studied for most of the machine learning 

algorithms such as Naïve Bayes, SVM, and KNN (Shaker and Corne, 2010; 

Altheneyan and Menai, 2014; Alwajeeh et al., 2014; Albadarneh et al., 2015; Rabab’ah 

et al., 2016). However, a different statistical approach such as using a compression 

character-based approach is a less studied area for Arabic. According to Teahan and 

Harper (2003) compression-based classification using character features can 

outperform the feature-based approach. Character-based features have proved to be 

capable of detecting “fingerprints” of an author, when used in various forms such as 

character unigram, bigram and trigram features. Characters or sequences of 

characters can effectively capture the author’s style of writing; in particular when the 

author inserts specific characteristic identifiers when writing such as punctuation, 

underscores and commas. In contrast, word-based approaches are language-

dependent and could rely on the topic of the text more than on the author’s style, which 

might cause confusion during the classification process. 

In terms of the method used, Prediction by Partial Matching (PPM) is a compression-

based method which outperforms other compression methods. In English, using 

Reuters-10 author articles, Teahan et al. (2001) found that order 3 PPMD performed 

well with an accuracy of 91%. On the same dataset, Marton et al. (2005) showed that 

the RAR, LZW, and GZIP compression methods did not perform as well, achieving 

87%, 84%, and 83%, respectively. Moreover, on the RCV10-dataset,  Khmelev and 

Teahan (2003) reported an accuracy of 89.2% using order 5 PPMD. On the same 

dataset, Marton et al. (2005)  reported  worse results for RAR, LZW, and GZIP 

achieving an accuracy of  78%, 66% and 79%, respectively.  

To date no specific study in Arabic has investigated the effect of compression methods 

on the authorship attribution problem. However, the study by Ta’amneh et al. (2014) 

examined genre categorisation using compression methods such as RAR, LZW, and 

GZIP on the BBC Arabic dataset (Saad and Ashour, 2010) achieving accuracy of 84%, 

76%, and 62%, respectively. Prior to the research conducted by Ta’amneh study, no 
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work has been done to examine the effects of using compression-based methods such 

as specifically for the Arabic authorship attribution problem.   

This current research is conducted using the new Twitter corpus – BTAC – for 

attributing authors. Previously, authorship attribution studies relied on a small number 

of candidate authors to evaluate the results using large amounts of training text. 

However, this research investigates the problem as a real-life authorship attribution 

scenario. In addition, further investigation is conducted on the effect of various text 

sizes such as: short texts in the form of single tweets; and long texts in the form of 

multiple tweets. Also, we test the performance of having a small set of 5, 10, 15 and 

20 candidate authors, and a more complicated scenario with a large number (101) of 

candidate authors. 

In previous studies of authorship attribution in Arabic from the Twitter dataset 

Rabab’ah et al. (2016) explored authorship identification on 12 users. Another study 

by Albadarneh et al. (2015) performed an authorship study for 20 Twitter users, 

whereas the study by Alwajeeh et al. (2014) attributed articles to just five authors. 

Table 2.5 below lists the recent Arabic authorship studies with classifier used, 

accuracy reported, type of text, and the total number of authors. 

Citation Classifier Accuracy Text Source #Authors 

Alwajeeh et al. (2014) SVM 99.8% News    5 

Altheneyan and Menai 
(2014) 

MBNB 97.0% Books  10 

Abbasi and Chen (2005b) Writeprints 94.8% Al-Hayat 
Newspaper 

100 

Shaker and Corne (2010) LDA 87.6% Books  12 

Rabab’ah et al. (2016) SVM 68.6% Twitter  12 

Albadarneh et al. (2015)  NB 61.6% Twitter  20 

Table 2.5 Recent results for Arabic authorship attribution. 
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2.4.2.  Gender categorisation   

There are three main aspects that determine the differences for gender categorisation 

research: first, the method used for categorisation; second, the features used to 

search for similar styles between both genders; and third, the accuracy produced by 

the categorisation method. This section addresses those aspects for most of the 

gender categorisation publications with an emphasis on research that used data from 

social media.  

Gender categorisation is the process of identifying the gender of the author of the text 

and has been applied to many different fields, from speech understanding (Trudgill, 

1972; Ritchie Key, 1975; Labov, 1990; Eckert, 1997) to informal writing such as 

student essays (Mulac et al., 1990; Mulac and Lundell, 1994) and electronic 

messaging (Herring, 1996). Also, gender categorisation is seen in image recognition 

in the field of forensic analyses  (Jain et al., 2005). However, in this review, the main 

interest is in research related to gender categorisation in written text.   

Gender categorisation research started with the investigation of language differences 

between genders. Lakoff (2004) found that a list of lexical, syntactic and pragmatic 

features differentiates the language style used by women as well as the use of specific 

wordlists, expletives, and questions asked. Mulac et al.  (1988) found there are certain 

questions that tend to be asked by women; for instance, “Does anyone want to get 

some food?”, whereas “Let’s go get some food” is more likely to be found in men’s 

conversations. On the other hand, a number of studies have argued against the 

existence of any clear differences in men’s and women’s language (Bradley, 1981; 

Weatheral, 2002). For example, Thomson and Murachver’s (2001) study of email 

messages found that men and women equally tend to ask questions, offer 

compliments, and apologies.  

With the development of NLP tools, automated gender categorisation has been 

increasingly investigated in gender studies. Koppel et al. (2002) were able to predict 

authors' gender with approximately 80% accuracy, analysing a large corpus of formal 

written texts (fiction and non-fiction) from the British National Corpus (BNC). Their 
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study used 42,000 words as training data. They found that the best performance was 

achieved when combining both features involving function word distributions and 

parts-of-speech N-grams using the Exponential Gradient (EG) algorithm of Kivinen 

and Warmuth (1996). Furthermore, Argamon et al. (2003) used writing style features 

to help to categorise the gender.  They used the BNC and applied EG algorithms to 

categorise gender. They showed that males used more nouns then females, whereas 

females used more pronouns. Doyle and Keselj (2005) used distance measurement 

techniques for automatic categorisation of author gender based on N-grams profiles 

achieving 81% accuracy. 

Another study by Cheng et al. (2009) investigated the gender categorisation problem 

by using the Enron email dataset (Enron, 2005). Results showed that the Support 

Vector Machine classifier (SVM) performs better than the decision tree method, 

achieving an accuracy of 82.20%. They observed that when combining a list of 

psycho-linguistic features introduced in their previous work, word-based features 

(such as function words) contributed more in categorisation of the gender. More 

recently, Cheng et al. (2011) addressed the problem of gender categorisation using 

psycho-linguistic features by analysing the generic writing styles of men and women. 

Experimental results showed that SVM outperforms Bayesian-based logistic 

regression and AdaBoost decision tree for identifying the author’s gender. The 

experiment was performed using the Reuters and Enron corpora achieving accuracy 

of 76.75% and 82.23%, respectively.  

Lately, the attention of research has shifted towards text generated from social media. 

This attention was necessary to address the problems of gender information being 

hidden in social media. 

2.4.2.1.  Gender categorisation studies on social media 
The study of gender categorisation in social media is applied mostly using machine 

learning algorithms. Rao et al. (2010) investigated various classification tasks such as 

age, gender, regional origin, and genre for Twitter text. Their study produced a 

collection of large datasets representing all the classification tasks. They used SVM 
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with different feature models such as sociolinguistic feature models, N-grams feature 

models, and stacked models which combined both N-grams features and 

sociolinguistic features along with their prediction weights. The results showed that 

stacked models that combine both models using the SVM classifier achieved the best 

accuracy of 72.33%; better than the sociolinguistic feature model and N-grams alone 

with accuracy of 71.76% and 68.70%, respectively.  

Burger et al. (2011) used statistical models to detect the gender of data collected from 

Twitter. Machine learning algorithms were applied such as SVM and NB, along with 

the Winnow2 algorithms (Littlestone, 1988). The results show that balanced Winnow2 

achieves the best accuracy of 74.0%, over SVM and NB, 71.8%, 67.0%, respectively 

using word unigram features. 

A more recent study by Liu and Ruths (2013) investigated the relationship between 

first names and text in detecting gender tweets, assuming this could improve the 

accuracy of gender detection. The study involved collecting a large body of data of 

tweets that were classified using SVM, achieving an accuracy of 87.1%. Marquardt et 

al. (2014) investigated how to increase the predictive performance of detecting users 

according to age and gender attributes. They used text from Twitter, blogs, and hotel 

reviews in the English and Spanish languages. SVM was used to detect gender 

attributes with context-based and stylistic features. They used two models to evaluate 

their accuracy – powerset transformation (LP) model, and classifier chains (CC) model 

– both using SVM as the underlying learning algorithm. The accuracy of detecting 

gender on the Twitter dataset was 71.15% using LP models, and 69.15% using CC 

models.  

Modak and Mondal (2014) also studied gender classification using machine learning. 

Several classification algorithms were applied such as Naïve Bayes, maximum 

entropy and decision tree. They applied the username of the author’s tweet as a 

feature to classify gender of the tweet. The results showed that maximum entropy 

performed with the highest accuracy in comparison to the other classifiers. Deitrick et 

al. (2012b) studied gender categorisation of English tweets. They used a neural 
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network with different N-grams features to classify the text and achieved 82% 

accuracy using the entire set of features. 

Sap et al. (2014) studied age and gender categorisation for predicting gender words 

from a dataset of Facebook users. They used regression and classification based on 

word features,  and achieved 91.9% accuracy in gender detection. Meanwhile, 

Ugheoke and Saskatchewan (2014) studied gender detection for authors of tweets 

using the SVM classifier and achieved an accuracy of 86.8%. To optimise the results, 

they manually annotated the gender by comparing the user name of the account with 

the US Social Security publicly available gender names. This method increased the 

accuracy of the results, achieving 95.3%.  

Mikros (2012) showed that the accuracy of gender categorisation achieved 82.6% 

using the SVM classifier. The study investigated gender detection and author profiling 

using data collected from various Greek blogs. The author focused on two features of 

text content: classical stylometric features; which depend on the vocabulary variation 

such as word length and word frequencies; and N-grams features which depend on 

character bigrams and word unigrams. 

The study by Volkova et al. (2013) undertook an analysis of the important differences 

between male and female in Twitter text for three languages – English, Russian and 

Spanish. They investigated whether gender differences in subjective language can 

effectively be used to improve sentiment analysis. Their result shows that 

incorporating gender leads to major improvements for sentiment analysis which can 

help to improve subjectivity and polarity classification in all three languages. 

2.4.2.2.  Gender classification studies for Arabic text 
Alsmearat et al. (2014) performed an extensive study on the Arabic gender of formal 

online news text containing 250 articles for both genders. They find that SVM achieved 

a high accuracy comparing several machine learning algorithms using bag-of-words 

approach for feature selection. They also studied the effect of stemming on the 
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performances of the selected classifier reporting that it decreases the accuracy in 

some experiments when applying an Arabic light stemmer. 

Furthermore, Alsmearat et al. (2015) investigated the impact of emotion analysis on 

identifying the author’s gender. Their work included analysing bag-of-words computing 

features related to sentiment. The goal was to find out if there is a specific distinct style 

of writing between Arabic males and females. They collected their dataset manually 

from Arabic news websites and also collected Modern Standard Arabic text for both 

genders. They used Naïve Bayes, KNN and SVM to evaluate their experiments. The 

results showed that SVM achieved a high accuracy of 86.4% using the bag-of-words 

approach. However, when applying feature selection techniques, they could not 

confirm that there is a distinct style of writing between males and females based on 

the dataset used.  

Estival et al. (2007) developed a tool which can detect author attributes or other 

information such as name, age, gender, and level of education. They used a collection 

of emails collected from both genders. Many machine learning classifiers were used 

in their experiments such as SVM, KNN and decision trees (J48). In gender detection, 

the results showed that SVM achieved 81.15% accuracy over other classifiers. This 

result was achieved using a combination of four features – character, morphological, 

lexical and named entity which includes language-independent name features such 

as URLs.  

Moreover, AlSukhni and Alequr (2016) investigated the use of machine learning 

algorithms in detecting the gender of Arabic tweets. They collected a Twitter dataset 

for both genders which mainly comprised text written in the Jordanian dialect. They 

tested the ability of many machine learning classifiers, such as J48, KNN, Naïve 

Bayes, MNB and SVM. Overall, MNB performed well against other classifiers with an 

accuracy of 59.91% after pre-processing and 60.72% without pre-processing. 

However, the results showed significant improvement after adding the author’s first 

name as a feature, when the accuracy of J48, MNB and SVM classifiers achieved 

above 98%. 
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Alrifai et al. (2017) presented an approach for author profiling using twitter data. They 

used the dataset provided on the PAN2017 (Rangel et al., 2017)  consisting of 24000 

tweets collected from both gender, and the test set consist of  1600 authors. An 

accuracy of 66.38% was reported with character n-gram feature using SVM classifier 

as a training algorithm.  

Most of the contributions to the field on gender categorisation used machine learning 

algorithms, particularly SVM. This algorithm excels in most of the research due to its 

suitability for binary classification. One problem with the machine learning approach is 

that it requires pre-processing steps such as feature extraction, stemming, and 

normalisation. This is performed to reduce the complexity of Arabic language 

morphology by decreasing the number of features. However, that is not always 

effective as it may change the word meaning or gender specifically in this study, 

knowing that Arabic words have two genders, masculine and feminine. For this reason, 

performing stemming and normalisation can in fact lead to negative performance as 

reported by Wahbeh et al. (2011). 

For this reason, using PPM which is based on a character-based approach is 

preferable for gender categorization problems where it is confirmed that the most 

representative features need to be considered, whereas also there are no pre-

processing or higher level of modification required for the examined text. The following 

summarises the advantages of using PPM over other algorithms that require the 

features-based approach: 

• It does not require features selection to be performed or stop word extraction. 

• It does not require heavy morphological analyses such as stemming and 
normalisation which may hinder the categorisation process. 

• It performs at the character level, so it does not require specifying word 
boundaries or word segmentation. 

• Syntactic features such as periods, colons and comma and the repeat of these 
features are considered helpful for recognition. 
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Reference Classifier Features Acc. Material 
Used 

Alsmearat et al. (2015) SVM bag-of-words 86.04%  500 
articles  

Estival et al. (2007) SVM combination of 
four features  

81.15% 8,028 
emails 

Alrifai et al. (2017) SVM character n-gram 66.38% 1600 
authors 

AlSukhni and Alequr 
(2016) 

MNB first name 60.72% 8000 
tweets 

Table 2.6 Recent contributions to gender categorisation in Arabic language. 

 

2.4.3.  Dialect identification  

There are two definitions of dialect. It can refer to the accent used by a speaker 

(Chambers and Trudgill, 1998) or it can refer to the language vocabulary used by a 

specific region or community (Liu and Hansen, 2011). The first definition refers to the 

pronunciation variations of language, whereas the second definition refers to the 

structure of the language such as lexicon (vocabulary) or grammatical variations 

(morphology and syntax). In this section, the focus is on the second definition with an 

emphasis on the text variation of the language among the regional community of native 

speakers. Many papers and research studies address the challenge of dialect 

identification (Chambers and Trudgill, 1998); more recently a survey was undertaken 

based specifically on dialect identification (Etman and Beex, 2015).  

The early studies of dialects were introduced by social and linguistics scientists. The 

aim of most of this early research was to find dialectal separation between two regions 

or to answer general questions about the existence of dialect. For instance, Bailey 

(1968) and  Davis and Houck (1992) focused on finding word variations between the 

north and south of the U.S.A. surrounding the Ohio river and whether or not the 

Midland dialects exist. Labov (1972) demonstrated that the New York accent variations 

after the “r” letter occur after the vowel (postvocalic). Other studies focused on words 
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and lexical sets to classify English pronunciation according to some specific features 

that represent each accent (Wells, 1982); and more recently (Nagy et al., 2006). 

Kessler (1995)  focused on string distance methods in Irish Gaelic which combined 

studying lexical set methods with phonetic analysis. However, these kinds of studies 

proved to be expensive as they required time and experts to identify the differences 

and perform the identification. The deeper the approach to the study of features, the 

harder it was to solve the problem and the more time was needed to achieve results.  

Computational linguistics was not applied to study dialect identification in the early 

research stages for a few reasons. First, most of the main languages are standardised 

and, even with the existence of dialects, differences do not affect people 

understanding each other. For instance, English, which has received much 

consideration generally from a computational perspective, has two main variations:  

American English and British English (Stein and Quirk, 1995; Trudgill and Hannah, 

2013). In French, the language follows the standard approach. In India, most of the 

variations are related to language differences. In Arabic, dialectal variations exist 

between most of the Middle Eastern countries, but the language is standardised when 

used formally.  

Second, other research areas were sparked in the field of computational linguistics, 

as differences were more highly obvious in those areas such as language 

identification, authorship attribution, gender identification, and topic categorisation. 

Third, the study of dialects was considered challenging often initially due to lack of 

resources, as dialects are not used formally.  For instance, no dialects are used in 

media sources such as newspapers and formal TV programmes as they are 

considered too informal to use in most of the formal communication. However, with 

the growth of the internet, people started to communicate more in forums, newspaper 

commentary sections, in email exchanges, and instant private messages such as 

MSN, Paltalk, and Yahoo messengers. All these tools helped to generate more 

interaction between people speaking different dialects. In the early stages, differences 

were highly noticeable, which attracted researchers to work in the field of dialect 
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identification taking the advantage from the data generated from the various online 

forms of communication. Therefore, dialect identification has emerged in recent times 

as an important sub-field within computational linguistics, because it is now considered 

less expensive to develop resources. This in turn populated the field of dialect 

research by either supporting dialectal studies or offering better representation of a 

dialectal feature that can be distinguished by various methods and tools. 

Modern research of dialect contains four factors that determine the differences of most 

research: type of feature; method used; number of dialects; and size of data. It is unfair 

to mention the results of any study without stating those four factors. Performance 

results improve when using a fewer number of dialects. In addition, results improve 

when studies are performed between non-closely related languages, where 

differences are highly notable, whereas other studies performed at the dialect level 

have often not produced as good results where differences can be difficult to identify 

even by humans.   

In the case of the English language, Lui and Cook (2013) investigated cross-domain 

three-way national dialect classification between Australian, British and Canadian 

English. Their results demonstrated that there are lexical and syntactic characteristics 

of each national language variation that exist across several data sources such as 

web data, web government pages, and tweets. They found that the SVM classifier 

using bag-of-words features generally outperformed features based on syntax or 

character sequences when differentiating between Australian, British and Canadian 

English.  

Ljubesic et al. (2007) used a character N-gram model in combination with a most 

frequent words list to distinguish between Croatian, Serbian and Slovenian-related 

languages using 13 thousand documents.  Their study achieved high accuracies of 

over 99%. This research led to further work by Tiedemann and Ljubešić (2012) on 

investigating Bosnian, Croatian, and Serbian-related languages using a total of 600 

documents. They performed an experiment using a Naïve Bayes classifier with word 

unigram features, achieving accuracies of 95%.  More recently, Ljubešić and Kranjčić 
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(2015) distinguished Twitter users by language using very similar South-Slavic 

languages – Bosnian, Croatian, Montenegrin and Serbian. They applied the 

supervised machine learning approach by annotating a subset of 500 users from an 

existing Twitter account collected by user language. They showed that by using a 

simple bag-of-words model, and the univariate feature, they were able to achieve a 

98% user classification accuracy using Multinomial Naïve Bayes.  

Zampieri and Gebre (2012) explored computational techniques for automatic dialect 

identification of two variations of the Portuguese language – Brazilian Portuguese and 

European Portuguese. A character-based model that used 4-grams was reported to 

perform best compared to character N-grams of other lengths from 1-6. They used 

data collected from newswire containing one thousand documents divided between 

the two variations, and reported an accuracy of 99.8%. Later, Zampieri et al. (2013) 

applied an N-gram language model on four Spanish variations, Espagne, Argentine, 

Mexique and et Pérou, with a total of one thousand documents from newswires. They 

found that word 2-grams outperformed character N-grams of any length from 1 to 5. 

They also found that binary classification settings achieved significantly better results 

reporting an accuracy of 96.9% whereas, in comparison to the 4-way classification, 

this achieved an F-measure of 0.876.  

In the Chinese context, Xu et al. (2017) performed 6-way, 3-way, and 2-way 

classifications in various greater Chinese dialects such as Mainland China, Hong 

Kong, Taiwan, Macao, Malaysia, and Singapore. They found that character bi-grams 

and segmented words work much better in Chinese then character unigrams do. This 

indicates that such longer units are more meaningful in Chinese and can better reflect 

the characteristics of a dialect. They performed 6-way classification via the linear 

kernel support vector machine using the LIBLINEAR library, achieving an accuracy of 

82% on a total of 15 thousand text sentences collected from newswires.  

In the Indian language, Kumar et al. (2018) identified Indian variations of Modern 

Standard Hindi (MSH), Braj, Awadhi, Bhojpuri, and Magahi using 10 thousand 

sentences of each variation. The study demonstrated that character N-gram were 
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more effective than word N-gram features. However, combining both character and 

word n-grams led to better results, achieving an accuracy of 96.4%. 

2.4.3.1.  Arabic dialect identification research 
Arabic dialect identification is a crucial topic for most Arabic NLP research because of 

the diversity of Arabic dialects and the fact that Arabic is spoken in 20 different 

countries in the Middle Eastern region.  Most of the early work on Arabic focused only 

on Modern Standard Arabic. Recently, there has been an increase in studies focusing 

on Arabic dialect identification due to the availability of NLP tools and resources that 

support the Arabic language.  

The early work on Arabic was started by Zaidan and Burch (2011) which is considered 

one of the first attempts to investigate the Arabic dialects in depth. They created an 

Arabic Online Commentary dataset with a total of 108 thousand sentences which were 

labelled for MSA and three dialects – Levantine, Gulf, and Egyptian. The study 

reported an accuracy of 69.4% from a 4-way classification. However, for a 2-way 

classification using character-based N-gram and word-based N-gram features 

between Egyptian Arabic and MSA, the accuracy reached 87.9% using word-based 

unigrams (Zaidan and Callison-Burch, 2014). Likewise, the study by Elfardy and Diab 

(2013) performed 2-way classification of the Egyptian dialect and MSA using the AOC 

dataset. They applied the Naïve Bayes classifier using tokenisation to the sentence 

level, scoring an accuracy of 85.5%.  

Darwish et al. (2014) performed a study of 2-way classification on Egyptian dialects 

and MSA. The study included a range of lexical and morphological features to classify 

a total of 700 tweets annotated evenly between the two variations. The accuracy 

reached 95% using the Random Forest classifier. Moreover, the research by Malmasi 

et al. (2015) examined a 6-way classification task using two thousand sentences of a 

multidialectal Arabic dataset (Bouamor et al., 2014). Various character-based N-gram 

and word-based N-gram features were examined. The best result showed that by 

using the LIBLINEAR SVM classifier combining all character and word features, an 

accuracy of 74% was achieved.  
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Furthermore, Sadat et al. (2014) conducted an experiment using Markov models. Their 

result showed that the Naïve Bayes classifier performs better than the character N-

gram Markov models for most Arabic dialects. The experiment was performed using 

data collected from 18 Middle Eastern countries with a total of 63 thousand sentences. 

They reported an accuracy of 98% at distinguishing among all the dialectal datasets. 

The study by Alshutayri and Atwell (2017) reported a classification accuracy of 79%. 

They performed the classification using Multinomial Naïve Bayes (MNB) using the 

WordTokenizer feature in Weka. Their training data contained 8,090 tweets, and 

testing on 1,764 tweets divided unequally between the five main Arabic dialects.   

El Haj et al. (2018) presented experimental results from automatically identifying 

dialects. They performed 5-way classification tasks with a total of 16 thousand 

sentences using SVM. The study used subtractive bivalency profiling features 

combined with grammatical and stylistic features. The results showed that their 

classification methods can reach more than 76% accuracy using 10-fold cross 

validation.  

Most of the work on dialect identification performed binary classification to identify two 

dialects (Elfardy and Diab, 2013; Darwish et al., 2014; Zaidan and Callison-Burch, 

2014). Other studies were performed the study with more dialects by using 4-way and 

5-way classifications (Zaidan and Callison-Burch, 2011; El Haj et al., 2018).  However, 

according to Katakis et al. (2008), the more labels there are to categorise, the more 

complicated the identification task becomes.  

There are two experimental settings used in most dialect studies: the first involves 

identifying short text represented by a single sentence or tweet. The second setting 

involves large text represented by paragraphs, multiple sentences, or multiple tweets. 

Most previous work on identifying Arabic dialects has involved classification of short 

text represented by sentences or tweets (Zaidan and Callison-Burch, 2011; Elfardy 

and Diab, 2013; Darwish et al., 2014; Sadat et al., 2014; Malmasi et al., 2015; El Haj 

et al., 2018).  
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Studies have performed experiments using different data sizes; for example, Darwish 

et al. (2014) performed the experiments using a total of 700 tweets. Malmasi et al. 

(2015) used sentences collected from the multidialectal parallel corpus of Arabic 

(MPCA). A total of 2000 sentences were translated by native speakers into five Arabic 

dialects. The studies by El Haj et al. (2018) and Sadat et al. (2014) used a total of 

16,000 tweets and  63,000 sentences, respectively, to perform their experiments. 

Other researchers (Zaidan and Callison-Burch, 2011; Elfardy and Diab, 2013) used 

the AOC dataset, which is the closest dataset to the corpus of this current study, 

consisting of 108 thousand sentences collected from the commentary sections in 

popular Arabic newspapers.  

However, the experiments in this chapter investigated a 7-way classification task 

including five main Arabic dialects in addition to Modern Standard Arabic and Classical 

Arabic. In addition, two experimental settings were used in this study: identification of 

short text represented by single tweet; as well as large text represented by multiple 

tweets composed by the same author. Furthermore, this study used over 112 

thousand tweets from BTAC as a training set, and also performed the testing on an 

unseen test set consisting of over 6500 tweets. Table 2.7 below reports the recent 

publications for Arabic dialect identification.  

 

Reference Classifier No. of 
dialects 

Features Accuracy Data size 

Sadat et al. (2014) Naïve 
Bayes 

18 Word N-gram 98.0% 63K 
sentences 

Darwish et al. (2014) Random 
Forest 

2 Character N-
gram  

95.0% 700 tweets 

Elfardy and Diab 
(2013) 

Naïve 
Bayes 

2 Tokenization 
sentence-level 

85.5% 108k 
sentences 

El Haj et al. (2018) SVM 5 All features 76.2% 16K 
sentences 

Malmasi et al. (2015) linear SVM 6 All features 74.0% 2,000 
sentences 

Zaidan and Callison-
Burch (2011) 

Kneser-
Ney 

4 Word N-gram 69.4% 108k 
sentences 

Table 2.7 Recent publications for Arabic dialect identification. 
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2.4.3.2.  Studies on code-switching 
Code-switching is the shift in spoken or written text between two languages or dialects. 

It also has been defined as the shift between two linguistic variations at the same 

moment  (Scotton and Ury, 1977). It has been studied previously using data acquired 

from utterances as this is a common phenomenon among bilingual people in Arabic 

(Al-Rowais, 2012; Rivera, 2019). However, more recently, code-switching has been 

seen to emerge with textual data specifically in social media websites. In this review, 

we are focusing on studies that use textual data specifically for the Arabic language.  

Several studies showed promising results for code-switching detection methods using 

two languages. Yeong and Tan (2010) used N-gram-based approaches to identify 

Malay-English vocabulary. The experiment results reported that using the syllable 

structure method was able to achieve 93.73% accuracy on 10,000 testing 

vocabularies. Oco and Roxas (2012) examined code-switching that occurs between 

Tagalog-English languages using pattern matching refinements (PMRs). They 

achieved an accuracy of 94.51% using a dictionary-based approach. 

Lignos and Marcus (2013) detected code-switching between Spanish-English in 

Twitter data which occurred in 11% of the text. They achieved an accuracy of 96.9% 

using ratio list models which label each word according to dominant language models. 

Piergallini et al. (2016) used the Naïve Bayes algorithm to predict code-switching that 

occurs in Swahili-English languages, achieving an accuracy of 96.9%. 

In the Arabic language, Samih and Maier (2016)  proposed token- and text-level code-

switching detection between MSA and Moroccan Arabic (Darija). Both variations share 

similar descriptive levels but differ in phonology, syntax, and lexicon (Ennaji et al., 

2004). They achieved 91.4% of accuracy at the token level using the Conditional 

Random Fields (CRF) classifier. Tarmom et al. (2018) detected the Egyptian Arabic 

dialect and English language that exists in Facebook pages. The study achieved a 

high accuracy of 99.8% using the compression-based approach. Furthermore, they 

achieved an accuracy of 97.8% in identifying the shift between the Saudi dialect, 

Egyptian dialect, and English language.  
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However, other studies performed in-depth code-switching prediction between two 

linguistics variations of a single language. Elfardy et al. (2014b) used the language 

model approach with a back off to a morphological analyser to handle out-of-

vocabulary words to recognise code-switching points in Arabic. The approach yielded 

an F-measure of 0.86, and 0.20 for both token-level and tweet-level code-switching. 

Furthermore, Elfardy et al. (2014) examined the code-switching that occurs between 

Egyptian dialect and modern standard Arabic. They performed an experiment using a 

Naïve Bayes classifier and achieved an accuracy of 51.9%. The study used the AOC 

dataset of Zaidan and Callison-Burch (2011) containing 26k sentences comprising 

both Egyptian dialect and MSA.  

Shrestha (2016) reported an F-measure of 0.34 for identifying code-switching using 

Conditional Random Fields (CRF). The experiment was performed on data consisting 

of 1,262 tweets where code-switching occurred in 214 tweets between Arabic dialect 

and MSA. El Haj et al. (2018) detected code-switching and bivalency that occurs in 

text. They used subtractive bivalency profiling to extract code-switching content as 

pre-processing to the dataset being used. This was achieved by examining dialect 

identification for the Arabic language. Overall, they achieved an accuracy of 76% for 

identifying the dialect on 16,494 sentences using the Support Vector Machine 

classifier. Moreover, they examined testing on a completely unseen test set consisting 

of 7,073 sentences and reported an accuracy of 66%. 

 

2.5. Approaches for text categorisation  

There are two main text categorisation approaches that are related to the approaches 

adopted in this thesis; feature-based approach which is based on the selection of 

features used by most of the machine learning algorithms, and the compression-based 

approach which is adopted by most of the character-based compression algorithms. 

Figure 2.2 shows a general overview of text categorisation techniques that are 

explained in this chapter.  
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Figure 2.2 Overview of text categorisation techniques that are explained in this chapter.

2.5.1.  Feature-based approach for text categorisation 

The feature-based approach is based on traditional machine learning. It relies heavily 

on selecting a sequence of words and pre-processing the sequence to build the 

models. However, the feature-based approach usually requires pre-processing steps 

before applying the machine learning algorithms such as stemming, tokenisation, 

removal of stop words, and the calculation of word frequencies to help build word 

vector lists. In addition, feature selection is subsequently applied to determine the most 

important features in a text (Ta’amneh et al., 2014).  

 

 

  

   

Figure 2.3 Workflow of feature-based approach used for text categorisation. 

This thesis adopts the feature-based approach for comparison purposes only; three 
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research (Cavnar et al., 1994; Koppel et al., 2002; Sebastiani, 2002; Eyheramendy et 

al., 2003; Fung, 2003; Duwairi, 2006; Mesleh, 2007; Alsaleem, 2011): K-nearest 

neighbours as a representation of similarity function and close distances approach; 

Multinomial Naïve Bayes which is based on the frequency count  and probabilistic 

approach; and the Support Vector Machine which is based on statistical-based 

approach, which implements the “one-against-one” approach  for multiclass 

classification.  

2.5.1.1.  K-nearest neighbours (K-NN) 
The K-nearest neighbours algorithm is used for classification and regression. It is 

widely used in text classification tasks due to its robustness (Jiang et al., 2007). The 

algorithm bases its theory on the closest distances measured among all observations. 

It categorises the problem depending on the number of votes of its neighbours; for 

instance, when a new document (d) is ready to be classified, a number of training 

documents are retrieved to predict the new documents. The algorithm finds the K 

nearest documents in the training set and assign the most common class to the new 

document. The distance between the new document d and the most common training 

document is calculated according to the standard Euclidian distance function (Mitchell, 

1997). It is defined as follows:  

𝑑(𝑥, 𝑦) = )*+𝑎-(𝑥) −	𝑎-(𝑦)0
1

2

-34

 

where 𝑥 and 𝑦 are two points in N-dimensional space and 𝑎- is the value of the 𝑖67 

attribute.  

The algorithm is considered one of the lazy learning algorithms as it does not rely 

heavily on the training data to produce the result, where all the work happens in the 

testing phase when the prediction is requested (Altman, 1992). The K-nearest 

neighbours algorithm is used in this thesis as a representation of the instance-based 
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approach and compares its performance against character-based compression 

techniques. 

2.5.1.2.  The support vector machine (SVM) 
The Support Vector Machine (SVM) was first introduced by Boser et al. (1992) and 

Cortesand Vapnik (1995) although the basis for SVMs has been around since the 

1960s. It is a machine learning approach that is used for classification and recognition. 

It transforms the original training data into higher dimension data by using a nonlinear 

mapping then creates the best linear separating hyperplane known as the “decision 

boundary”. Data from two classes can be divided by a hyperplane which can be used 

for categorisation (Han et al., 2011). Given a set of 𝑁 linearly separable points 𝑆 =
{𝑥- ∈ 𝑅=|	𝑖 = 1,2, … , 𝑁},	each point 𝑥-	belongs to one of the two classes, labelled as yD ∈
{−1, 1}. A separating hyper-plane divides 𝑆 into two classes, each class containing 

points with the similar class label only. The separating hyper-plane can be identified 

by the pair (𝑤, 𝑏) that satisfies 

𝑤. 𝑥 + 𝑏 = 0 

 

and	 M𝑤. 𝑥- + 𝑏 ≥ +1	if	𝑦- = +1
𝑤. 𝑥- + 𝑏 ≤ −1	if	𝑦- = −1 

for 𝑖 = 1,2, … , 𝑁; where the dot operation (. ) is defined by:  

𝑤. 𝑥 =*𝑤-	𝑥- 

for vectors 𝑤 and 𝑥. Thus, the aim of the SVM learning is to find the best separating 

hyperplane that maximize the margin to nearest vector of both classes. This can be 

formularized as:  

minimize	
1
2𝑤.𝑤	 
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subject to  

M𝑤. 𝑥- + 𝑏 ≥ +1	if	𝑦- = +1
𝑤. 𝑥- + 𝑏 ≤ −1	if	𝑦- = −1 	for	i = 1,2, … , 𝑁 

 

For the classification task, SVM makes a decision according to the hyperplane instead 

of going through the whole training set. It classifies the new test set according to 

location of the new vectors out of which side of hyperplane it lands on (Yang and Liu, 

1999). Moreover, SVM is not only compatible with linear data but also works well with 

non-linear data. It uses kernel methods to avoid the explicit mapping of non-linear data 

by replacing its features by kernel functions such as Polynomial, RBF and, Sigmoid 

(Gharib et al., 2009).  

LibSVM is used in this thesis, a Java library for support vector machines (Chang and 

Lin, 2011). The library is currently one of the most widely used SVM software. From 

2000 to 2010, there were more than 250,000 downloads of the library. LibSVM 

implements the “one-against-one” approach (Knerr et al., 1990) for multiclass 

classification. It is also quick and flexible when it is used with text classification. For 

these reasons, this SVM package is used in this thesis as a representation of feature-

based and statistical techniques and compared against the character-based 

compression techniques. 

2.5.1.3.  Naïve Bayes (NB) 
Naïve Bayes is a simple probabilistic classifier based on applying Bayes' theorem 

which was named after Thomas Bayes (1702–1761). It assumes that features are 

independent given the class. Given a test example 𝑡, based on the feature values, 

Naïve Bayes allocates the test example to the class with the highest probability 

(Mitchell, 1997).  

The probability that the test example	𝑡 belongs to a specific class 𝐶 can be estimated 

as follows:  
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𝑃(𝐶|𝑡) =
𝑃(𝐶). 𝑃(𝑡|𝐶)

𝑃(𝑡)  

where 𝑃(𝐶) is the probability of a class calculated from the number of documents in 

the category divided by number of documents in all categories. 𝑃(𝑡)	is the probability 

of a test document and is a constant that can be ignored. 𝑃(𝑡|𝐶) is the probability of 

the test document given the class. Documents can be represented by a set of words:  

𝑃(𝑡|𝐶) =Z 𝑃(𝑤𝑜𝑟𝑑-|𝐶).
-

 

This can be rewritten as: 

𝑃(𝐶|𝑡) = 	𝑃(𝑡)Z 𝑃(𝑤𝑜𝑟𝑑-|𝐶)
-

 

where 𝑃(𝑤𝑜𝑟𝑑-|𝐶) is the probability that a given word occurs in all documents of class 

𝐶, and this can be computed as follows: 

𝑃(𝑤𝑜𝑟𝑑-|𝑡) = 	
𝑊^6 + 	1
𝑁^ + |𝑉|

 

Where 𝑊^6 is the number of times that the word occurs in class 𝐶, 𝑁^ is the total number 

of words in class and 𝑉 is the size of the vocabulary. Finally, 1 is added to the 𝑊^6 to 

avoid zero probability. 

In this thesis, Multinomial Naïve Bayes is specifically used as another representative 

of feature-based and probabilistic techniques and compared against the compression 

character-based techniques. It works well when words are represented in terms of 

their occurrences (frequency count). It is also found to be almost uniformly better than 

the multi-variate Bernoulli Naïve Bayes model (McCallum and Nigam, 1998). Also, it 

outperforms other Naïve Bayes models such as Poisson and Bernoulli (Eyheramendy 

et al., 2003). 
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2.5.2.  Character-based  compression approach for text 
categorisation  

An alternative approach to the feature-based method is to adopt an information 

theoretic approach instead and apply a character-based approach based on 

compression. Character-based compression models process each character in the 

text sequentially. Using the character-based approach can help to avoid the 

aforementioned pre-processing steps faced in the feature-based approach such as 

feature selection, stemming, and tokenisation (Teahan and Harper, 2003).  

 

 

 

 

Figure 2.4 Workflow of character-based approach used for text categorisation. 

This research uses the character-based approach to sidestep the characteristics 

related to Arabic text such as inflection and diacritics. Many researchers have only 

relied on the main 28 Arabic letters and ignored the rest of the characteristics because 

of their effect on the feature extraction process (Abbasi and Chen, 2005b). However, 

these characteristics are an important and unique aspect of Arabic text, and should be 

considered when performing categorisation, and should not apply normalisation or 

stemming during tokenisation as it may lead to mis-identification of the author of the 

text (Alwajeeh et al., 2014). The character-based compression approach is discussed 

in more details below in section 2.5 as it is the main method adopted and relates to 

the research questions / objective(s). The next section lists the most important 

applications for text classification. 

 Training 

file 
 Trained 

model 
 Testing 

file 
Results 

 



 

 

 

 

 

51 

2.6. Overview of compression algorithms  

The idea of compression is to encode a symbol to reduce its size in order to transmit 

the message more efficiently. Thus, the encoded symbol is transmitted to the receiver 

which is then decoded in order to retrieve its original form of the symbol (Nelson and 

Gailly, 1996). There are two ways to compress data – lossless and lossy compression. 

Lossless compression ensures that any data being compressed is not lost. It is used 

for text compression and for binary data files, such as documents, database files, and 

computer applications. However, lossy compression loses some of the non-essential 

data during the process of compression. Lossy compression has become increasingly 

popular particularly with the need to compress multimedia data such as images, videos 

and audio data (Memon et al., 1999).  

Lossless compression algorithms can be categorised into three main methods – 

dictionary-based, context-based and transform-based – as illustrated in Figure 2.5. 

   

 

 

 

 

 

 

 

 

Figure 2.5 Overview of compression-based algorithms.                     

2.6.1.  Dictionary-based lossless compression methods 

A dictionary-based approach is an adaptive approach based on building a dictionary. 

The encoding part works when reading in the input stream by looking for repeated 

groups of symbols that appear in a dictionary. If a symbol match is found, a pointer or 

index into the dictionary can be sent instead of the code of the symbol. The decoding 
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part works simply by replacing the dictionary pointers with the original symbol 

according to the entered stream (Nelson and Gailly, 1996). A good example of a 

dictionary-based approach is LZ77 (Ziv and Lempel, 1977). It uses a sliding window 

technique in which it consists of two segments – a search buffer and a look-ahead 

buffer. The encoder attempts to read symbols from the look-ahead buffer and find a 

match in the search buffer. When the match is found, the encoder produces a list of 

seen occurrences with a reference containing the following: ‘offset’; ‘match length’; 

and ‘next symbol’. Unseen symbols being encoded are included in the compressed 

stream as “literals”. Another method, the LZ78 algorithm, replaces a reference in the 

dictionary instead of adding pointers (Ziv and Lempel, 1978). A variant of the LZ78 

algorithm known as LZW (Welch, 1984) initialises the dictionary to the set of all input 

characters, which ensures a match in the dictionary for any input. Therefore, it 

eliminates the need for adding “literals” in the compressed stream (Bratko, 2012).  

2.6.2.  Context-based lossless compression methods 

In contrast to dictionary methods, the context-based approach encodes single 

characters one at a time using the probability of a character's appearance. Each code 

is constructed in such a way that more probable symbols are represented with fewer 

bits so that the compression code length is minimised. One of the context-based 

lossless compression methods is prediction by partial matching (PPM). The basic idea 

of PPM is to use the last few characters in the input to predict the upcoming one. Other 

methods such as dynamic Markov compression predict the symbol like PPM except 

they encode the predicted input one bit at a time rather than one byte at a time the 

way that PPM does (Cormack and Horspool, 1987). 

In general, the dictionary-based approaches, such as Ziv-Lempel, are known for speed 

and memory efficiency whereas a context-based approach is known for better 

accuracy in compression (Bell et al., 1989). 
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2.6.3.  Transform-based lossless compression method 

The transformation-based approach is more recent than the dictionary and context-

based approaches. A popular example of this method is the Burrows-Wheeler 

transform (Burrows and Wheeler, 1994). It uses a block-sorting compression that 

works by re-ordering a group of symbols together into runs of similar symbols. The 

algorithm tends to put the same characters of the original sequence next to each other 

making it easier for the algorithm to compress the data. The decoding part of the 

algorithm works by sorting the last column of the table generated by the algorithm and 

retrieve the original sequence. The cost of using this method is the computational sort-

based process used when encoding and decoding (Salomon, 2004). A popular 

software package, bzip2, is a free and open-source file compression program that 

uses the Burrows-Wheeler algorithm.  

2.7. Compression techniques for text classification 

It is hard to determine who first suggested using compression for classification. The 

compression-based approach is considered a non-standard approach for 

classification, but it is adopted for classification to overcome problems with the feature-

based approach (Marton et al., 2005). Assuming the features are generally words, 

problems arise with the feature-based approach such discarding part of the text by 

feature selection, specifying the feature boundary, ignoring the morphological variants 

of the features, and neglecting other non-textual features such as numbers and 

symbols (Frank et al., 2000).  

Compression-based text classification methods help to overcome the problems above. 

By adopting a character-based approach, an overall compression of an article can be 

compared with other training models to find which model compresses the article best 

and then choosing the class associated with the model. This approach has several 

advantages such as: avoiding all the pre-processing steps performed by feature 

selection; ensuring that part of the text is not discarded since the whole text consists 

of sequences of the characters being considered; automatically dealing with non-word 

features of a document such as number and symbols;  and automatically dealing with 
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different types of documents such as non-arbitrary files in a computer system (Marton 

et al., 2005). 

Many studies have investigated compression methods for classification. Marton et al. 

(2005) tested three compression methods – RAR, Gzip, and LZW – on the English 

language applied to the problems of genre categorisation and authorship attribution. 

RAR always performed much better than LZW and Gzip. On the other hand, PPM was 

compared with a combination of other compression algorithms including RAR, Gzip, 

and Bzip2 for authorship attribution. PPM was reported to perform better than the other 

compression methods (Khmelev and Teahan, 2003; Thomas, 2011).  

On the Arabic language, Ta’amneh et al. (2014a) tested three compression algorithms 

– RAR, Gzip, and LZW on genre categorisation. RAR always produced a more 

accurate classification than either LZW or Gzip. Alhawiti (2014) compared PPM with 

other compression methods, Gzip, ABC2.4,  and Bzip2. PPM outperformed other 

methods by using bi-graph substitution for PPM (BS-PPM) designed specifically for 

the Arabic language. In this thesis, PPM is used for its excellent overall ability at both 

compression and classification compared with the other compression-based 

techniques.   

2.8. Prediction by Partial Matching (PPM) 

The Prediction by Partial Matching (PPM) text compression technique for lossless data 

is based on the adaptive context modelling family which uses a fixed number of 

preceding characters according to a selected maximum fixed order to predict the 

coming character. For example, if the selected maximum order is three, the prediction 

of the following character will be based on the previous three characters. PPM moves 

from the maximum highest order down to lower orders using the escape mechanism 

whenever a previously unseen symbol is encountered. This process will be continued 

until the lowest default order of -1 is reached, where all character probability are 

equiprobable. It has shown excellent performance in many NLP tasks, such as text 

correction and language identification (Teahan and Cleary, 1997).  
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PPM has gone through many developments with variations such as PPMA and PPMB 

(Cleary and Witten, 1984), PPMC (Moffat, 1990), PPMD (Howard, 1993), PPM* 

(Cleary and Teahan, 1997) and PPMO (Wu and Teahan, 2008). For PPMC, the 

probability 𝑃 `ab for the next character 𝜑 is given by: 

𝑃 `ab(𝜑) =
𝑐e(𝜑)
𝑇e

 

where the currently used coding order is specified by 𝑑, the total amount of times that 

the current context 𝑐-gh ⋯ 𝑐-g4 has occurred is indicated by 𝑇e(𝑐-gh ⋯ 𝑐-g4). 

𝑐e(𝑐-|𝑐-gh ⋯ 𝑐-g4)	represents the total number of occurrences for the symbol 𝜑 in the 

current context. The estimation of the escape probability 𝐸 by PPMC is as follows: 

𝐸``ab =
𝑡e
𝑇e

 

where the total number of times that a unique character has occurred following the 

current context is represented by 𝑡e.  

In this thesis, PPMD is used instead of PPMC as it produces better compression 

results with Arabic (Alhawiti, 2014; Aljehane, 2018). Also PPMD is improved variation 

of PPMC invented by Howard (1993) which often results in better compression. It is 

similar to PPMC except that it makes use of new symbol by adding ½ instead of 1 to 

both escape and counts for each new symbol. The formula for estimating the 

probability 𝑃 for the next character 𝜑 is given by: 

																																																																				𝑃 `ak(𝜑) =
1^l(𝜑)g4
1ml

,  (1) 

and the escape probability is estimated as follows: 

																																																																										𝐸``ak =
6l
1ml
.      (2) 

Many researchers have investigated PPM. Khmelev and Teahan (2003) applied the 

compression-based method to the authorship attribution problem in English; the goal 

was to find duplicated documents and plagiarism by comparing several compression 
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algorithms used for identification purposes. PPMD order 5 performed well achieving 

89.2%. Teahan and Harper (2003) performed text categorisation using PPMD 

achieving 91.1% compared to 84.8% using Naïve Bayes classifier. 

Bobicev (2007) undertook a comparative experimental study of two PPM-based text 

categorisation methods – a comparison of word-based and character-based methods. 

The results showed that the word-based method is not better than the character-based 

method even though the differences are very small. 

 In the study by Bratko et al. (2006), the character-based PPM models were used for 

spam detection in a binary classification: spam versus valid email. The models they 

created were applied to the spam-filtering task and showed better results than other 

machine learning approaches, demonstrating that data-compression models are well 

suited to the spam-filtering problem.  

Frank et al. (2000) undertook extensive experiments on the use of compression 

models for categorisation. They produced some promising results, but they found that 

other techniques such as machine learning should be considered, and more 

evaluation was needed of the performance between compression-based methods and 

the state-of-the-art machine learning methods. 

2.9. PPM compression-based language model  

PPM compression encodes a text while building a model for it. Each single symbol is 

encoded within the context provided by the previous symbols appearing in the 

document. For a given text, 𝑇 , we can achieve the best compression for a model 𝑝a 

for document 𝐷 by observing that 

				𝐻(𝑇, 𝑝a, 𝐷) = 

=	−	
1
𝑛	log1 𝑝a

(𝐷), 𝐷 = 𝑥4= 

= −	4
=
	log1	 ∏ 𝑝a(𝑥-|𝑐𝑜𝑛𝑡𝑒𝑥𝑡-)=

-34    [by Chain Rule] 
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=		 4
=
∑ − log1 𝑝a(𝑥-|𝑐𝑜𝑛𝑡𝑒𝑥𝑡-)=
-34 , 

where 𝑐𝑜𝑛𝑡𝑒𝑥𝑡- = 	 𝑥4, 𝑥1, … , 𝑥-g4. Thus, each symbol is encoded according to its 

information contained within the context provided by all the previous symbols. In 

practice, this is generally not possible so PPM applies the Markov assumption by 

assuming a fixed-order context.  

2.10. Using PPM for categorisation  

PPM is used for classification by simply selecting the class related with the model that 

best compresses the text. The main idea is to predicate the correct class of text 𝑇 

using the formula: 

𝜃x(𝑇) = 𝑎𝑟𝑔𝑚𝑖𝑛^𝐻(𝑇|𝑆^) 

where 𝐻(𝑇|𝑆)	is some approximation of relative entropy of text 𝑇 with respect to text 𝑆 

and the class 𝑐 is chosen from the model with the minimum value. In this case, it is 

estimated using the PPM compression scheme i.e. for an order five model, it is 

calculated using the following formula: 

																																																		𝐻(𝑇|𝑆) = −∑ log1 𝑃(𝑐-|𝑐-gh ⋯ 𝑐-g4)=
-34      (3) 

where 𝑛 is the length of the text and the probabilities for each character are calculated 

using the PPM Markov-based modelling method which estimates the probability of the 

next character (see formulas (1) and (2) for PPMD) based on the context of the 

previous five characters.  

2.10.1. Example of PPM 

Table 2.8 below shows an example of how the PPMC processes the string “I have a 

dream. I have a dream. I ha” using different orders 𝛫= 2, 1, 0 and -1, where 𝛫 means 

the prediction of the upcoming character will be estimated based on the (number of 𝛫) 

preceding characters. Usually, each character will be encoded arithmetically with the 

probability estimated by the model (Witten et al., 1987). Although for the purposes of 
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classification, the arithmetic coding step can be eliminated since the physical process 

of writing to a file on disk is not required and only the modelling step is required. 

Order 𝜥=2 Order 𝜥=1 Order 𝜥=0 Order 𝜥= -1 

Prediction c p Prediction c p Prediction c p Prediction c p 
I_ ®h 

®esc 
3 
1 

3/4 
1/4 

I ®_ 
®esc 

3 
1 

3/4 
1/4 

®I 3 3
46 ® A 1 1

|𝐴| 

_h ®a 
®esc 

3 
1 

3/4 
1/4 

_ ®h 3 3/13 
 

®_ 9 9
46    

_a ®_ 
®esc 

2 
1 

2/3 
1/3 

®a 2 2/13 ®h 3 3
46    

_d ®r 
®esc 

2 
1 

2/3 
1/3 

®d 2 2/13 ®a 7 7
46    

_I ®_ 
®esc 

2 
1 

2/3 
1/3 

®I 
 

2 2/13 
 

®v 2 2
46    

ha ®v 
®esc 

2 
1 

2/3 
1/3 

®esc 4 4/13 ®e 4 4
46    

av ®e 
®esc 

2 
1 

2/3 
1/3 

h ®a 
®esc 

3 
1 

3/4 
1/4 

®d 2 2
46    

a_ ®d 
®esc 

2 
1 

2/3 
1/3 

a 
 
 

®v 
 

2 
 

2/9 
 

®r 2 2
46    

am ®. 
®esc 

2 
1 

2/3 
1/3 

®_ 
 

2 
 

2/9 
 

®m 2 2
46    

ve ®_ 
®esc 

2 
1 

2/3 
1/3 

®m 
®esc 

2 
3 

2/9 
3/9 

®. 2 2
46    

e_ ®a 
®esc 

2 
1 

2/3 
1/3 

v ®e 
®esc 

2 
1 

2/3 
1/3 

®esc 10 10
46    

ea ®m 
®esc 

2 
1 

2/3 
1/3 

e 
 

®_ 2 2/6       

dr ®e 
®esc 

2 
1 

2/3 
1/3 

®a 
®esc 

2 
2 

2/6 
2/6 

      

re ®a 
®esc 

2 
1 

2/3 
1/3 

d ®r 
®esc 

2 
1 

2/3 
1/3 

      

m. ®_ 
®esc 

2 
1 

2/3 
1/3 

r ®e 
®esc 

2 
1 

2/3 
1/3 

      

._ ®I 
®esc 

2 
1 

2/3 
1/3 

m ®. 
®esc 

2 
1 

2/3 
1/3 

      

. ®_ 
®esc 

2 
1 

2/3 
1/3 

      

Table 2.8 The generation of PPMC model after processing the string “I have a dream. I have 
a dream. I ha” using maximum order 2. (The space is represented by _ in this table). esc 

refers to escape; c indicates count; p refers to the probability. 

Imagine three scenarios where two subsequent letters – “ve”, “te”, and “rm” – are 

encountered after the sentence “I have a dream. I have a dream. I ha” has already 

been seen (see Table 2.9). First, for encoding “ve” following “ha”, using maximum 

order of two, in this situation the probability is estimated as 1
�
	 for each letter (‘v’ and 
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‘e’), since the context and predictions, ha®v, and av®e are found in order two (𝛫=2) 

context (see Table 2.8). This requires 1.21 bits [− log1 �
1
�
× 1

�
�] to encode. (As stated, 

PPM normally uses arithmetic coding to physically encode the probabilities which 

results in the code length being close to the theoretical optimum which is −log1	𝑝 

where 𝑝 is the probability being encoded. However, when using PPM for text 

classification purposes, there is no need to physically encode the probabilities and 

instead, PPM computes the theoretical code lengths directly and uses that as the 

categorisation measure.) 

However, if “te” needs to be encoded following “ha”, the escape probability of 4
�
 will be 

encoded from order two because the letter “t” was not seen in that context after 

following the “ha”.  Then the process will move down to order one, and the escape 

probability �
�
  will need to be encoded again because the letter “t” was also not seen in 

order one after following “a”. Next, the escape probability 4�
��

  will be encoded a third 

time because the letter “t” was also not seen in order zero. Finally, the process will 

move down to order -1 where the letter “t” is found, so the encoded probability will be 
4
�
 where 𝐴 is the alphabet size (256 for a standard byte-based encoding 8 bits). 

Moreover, the second letter “e” will be encoded with probability 4
�
 after escaping 

because the context “at” was not seen in order two. After that, the escape probability 
�
�
  will be encoded again because the letter “e” was also not seen in order one after 

following the “a”. Next, the letter “e” is seen in order zero where the encoded probability 

will be found �
��

.  

The total probability for encoding the letter “t” is (4
�
(𝑒𝑠𝑐) × �

�
(𝑒𝑠𝑐) ×	4�

��
(𝑒𝑠𝑐) ×	 4

�
), and 

the letter “e” is (4
�
(𝑒𝑠𝑐) × �

�
(𝑒𝑠𝑐) ×	 �

��
).  which requires 20.2 bits to encode both letters 

(see Table 2.9).  
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Finally, If the aim is encoding the two letters “rm” after seeing “ha”, then the escape 

probability will be 4
�
 for order two and �

�
 for order one because the letter “r” was not 

seen in both orders, before the letter is found in order zero where the encoded 

probability will be found 1
��

.  Similarly, the letter “m” will result in the encoding of an 

escape probability of 4
�
 for order two, �

�
 for order one, until the letter is seen in order 

zero where the encoded probability will be found 1
��

. The total probability to encode the 

letter “r” is (4
�
(𝑒𝑠𝑐) × �

�
(𝑒𝑠𝑐) × 1

��
), and the letter “m” is (4

�
(𝑒𝑠𝑐) × �

�
(𝑒𝑠𝑐)	 1

��
) which 

requires 15.5 bits to encode both characters (see Table 2.9). 

 

 
 

 

  

Table 2.9 Encoding three sample characters using PPMC. 

 

2.10.2.  Example of using PPM for authorship identification   

The following example shows how the PPM compression scheme can be used to 

identify authorship of two popular speeches:  

Martin Luther King speech, “I have a dream” (King, 1963): 

“I have a dream that my four little children will one day live in a nation where they 

will not be judged by the color of their skin but by the content of their character. I 

have a dream. I have a dream that one day on the red hills of Georgia, the sons of 

former slaves and the sons of former slave owners will be able to sit down together 

at the table of brotherhood.” 

John F. Kennedy. “We choose to go to the moon" (Kennedy, 1962)” 

Text Subsequent 
letters 

Codelength being used 

..d
re

am
 I 

ha
.. 

  

 

ve − log1 �
1
�
× 1

�
� = 1.21 bits 

te − log1 �(
1
3 ×

3
9 ×

10
46 ×

1
A)(

1
3 ×

3
9 ×

4
46)� = 20.2	bits 

rm − log1 �(
1
3 ×

3
9 ×

2
46)(

1
3 ×

3
9 ×

2
46)� = 15.5	bits 
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“We choose to go to the moon. We choose to go to the moon in this decade and do 

the other things, not because they are easy, but because they are hard, because 

that goal will serve to organize and measure the best of our energies and skills, 

because that challenge is one that we are willing to accept, one we are unwilling to 

postpone, and one which we intend to win, and the others, too.” 

Testing Martin L. King 
Model 

(Codelength) 

John F. 
Kennedy Model 

(Codelength) 

Expected 
author 

I have a dream that one 

day this nation will rise up 
and live out the true 

meaning of its creed. 

267.694 bits 

(2.788 bits/char) 
 

368.914 bits 

(3.843 bits/char) 

Martin Luther 

King 
 

The Mariner spacecraft 

now on its way to Venus is 

the most intricate 

instrument in the history of 

space science. 

494.961 bits 

(4.419 bits/char) 

 

468.522 bits 

(4.183 bits/char) 

John F. 

Kennedy 

 

Table 2.10 Example of predicting authorship using PPMD order 5. 

The table above shows the codelength compression of both sample speeches of 

Martin L. King and John F. Kennedy. In the first row, the codelength shows that the 

expected author is Martin L. King based on the minimum codelength of 267.6 bits. This 

value is achieved after building an order 5 model by training on speech samples from 

Martin L. King and calculating probability of each letter occurring as shown in Table 

2.8. Then the codelength is calculated using formula (3) as shown in Table 2.9. 

Similarly, in the second row, the codelength shows that the expected author is John 

F. Kennedy based on the minimum codelength of 468.5 bits.  

2.11.  Procedure used for compression-based classification 
experiments 

Marton et al. (2005) provided an overview for three compression-based classification 

procedures: standard MDL (minimum description length); approximate MDL (AMDL); 

and the best-compression neighbour (BCN) procedures. MDL and AMDL perform 

classification on models trained using all the training text concatenated for each class. 
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On the other hand, BCN performs classification using separate models for each 

training document (i.e. a separate non-concatenated text for each document). The 

study by Marton et al. (2005) produced results for two procedures – AMDL and BCN. 

They found that AMDL produced the best result when using RAR compression 

techniques while BNC produced the best result using the GZIP compressor.    

Thomas (2011) introduced four procedures which he called “protocols”, as shown in 

Table 2.11. Three of these protocols were mentioned by Marton et al. (2005). 

However, Thomas separated these protocols according to concatenated versus non-

concatenated models and dynamic versus static models. Concatenated models are 

trained on all text available for each class concatenated together into a single training 

text used to train a single class model. Non concatenated models use separate models 

trained on each training document. Dynamic models update continuously during the 

testing process whereas the static models remain fixed once the  training process is 

completed. 

Protocols Static Models Dynamic Models 

Concatenation of training texts for each class SMDL (Protocol I) AMDL (Protocol II) 

Non-concatenation of training texts for each class Protocol III BCN (Protocol IV) 

Table 2.11 Protocols for text categorisation. Source:  Thomas (2011).  

Thomas (2011) examined all four protocols. He found that models using concatenated 

training texts outperformed non-concatenated models in nearly every experiment for 

all corpora. In addition, concatenated models require less processing time due to the 

large amounts of calculations required to perform for each separate non-concatenated 

model. Moreover, he found that dynamically concatenated models slightly improve the 

accuracy over statically concatenated models.  

In this thesis, after labelling each tweet according to the gender, authorship and 

dialect, all the tweets were concatenated into separate files for each corresponding 

class during the training process. The setup for each experiment is described in each 
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of chapter 4, 5, and 6. (Two new protocols that use training text organised according 

to a secondary class type are introduced in Chapter 5).    

 

2.12.  Evaluation Metrics 

Evaluation techniques are required in order to measure the success of classification-

based research. It is difficult to compare results with other research without having the 

same metric. These metrics are used in the experimental evaluation in chapters 4, 5, 

6 and 7.  

• Contingency table 

A contingency table is used to measure the relationship between two or more variables 

when performing a classification task. The table below shows how a contingency table 

is created. Each entry in the table (clockwise from top left) represents the following: 

the number of true positive items which are the number of cases where the prediction 

matches the correct label; the false positive items which are the number of cases 

where the prediction matches the incorrect label as positive; true negative items which 

are the number of cases where the prediction matches the correct negative label; and 

false negative items which are the number of cases where the prediction matches the 

incorrect negative label.  

 Correct 
 

Not correct 

Selected True positives False positives  

Not Selected False negatives True negatives 

Table 2.12 Contingency table. 

The following evaluation measures described below are calculated from the confusion 

matrix.  
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•  Precision 

Precision indicates the number of selected items that are correctly predicted as 

positive. It consists of all the true positive items divided by all the items that are 

predicted positive. It is defined as: 

#	True	positive𝑠		
#	True	positives + #	False	positives. 

•  Recall 

Recall indicates the proportion of actual classes correctly categorised as positive. It 

consists of all the true positive items divided by all the items that are actually positive. 

It is defined as: 

#	True	positives	
#	True	positives + #	False	negatives. 

•  Accuracy  

Accuracy is the measurement of all items that have been classified correctly. It 

consists of all the true positive and negatives items divided by all the items being 

classified. It is defined as: 

#	True	positives	 + #	True	negatives
#	True	positives + #	False	positives + #	False	negatives + #	True	negatives. 

•  F1-Measure 

F1-Measure is the combination of both precision and recall. It is defined as:  

2	𝑅𝑒𝑐𝑎𝑙𝑙	 × 	𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 	, 

2.13. Conclusion 

To conclude, the field of text categorisation is full of interesting challenges. We have 

first reviewed several tasks of text categorization. Many researchers have tackled this 
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field in order to solve some of the text categorisation tasks. Some of these tasks are 

fully studied with various techniques while others still need further investigation, 

specifically using text compression for Arabic text classification.  

We have reviewed the basic fundamentals of Arabic language structure, with an 

emphasis on several challenges for text categorisation tasks such as inflection, 

diacritics, and word length. The main question in this thesis is whether applying 

techniques on the character-based approach is effective for Arabic text, knowing the 

complex structure of Arabic. 

We have also reviewed the current dialectal corpora of Arabic existing under specific 

criteria. We also set the background for previous work on authorship attribution with 

an emphasis on work involving the Arabic language. We provide the background for 

previous work on gender categorisation with an emphasis on data taken from social 

media. In addition, we set the background and related work on dialect identification 

with an emphasis on Arabic dialects studies. 

This chapter has also reviewed the difference between the types of data compression, 

lossless and lossy, and the uses of both techniques. Then, the main adopted method 

Prediction by Partial Matching (PPM) is reviewed and explained in detail. In addition, 

other machine learning approach which have been used for comparison purposes are 

discussed such as K-nearest Neighbours, Multinomial Naïve Bayes, and the Support 

Vector Machine.  
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Chapter 3 

3. Creating the Bangor Twitter Arabic Corpus 

 

3.1. Introduction  

Corpora refer to sets of sorted text or speeches saved structurally in machine-readable 

form (McEnery and Wilson, 2003; Kennedy, 2014). Corpora have been used by many 

natural language researchers to facilitate tagging, segmentation, categorisation, and 

compression; for example, the application of corpora in NLP has increased in the last 

20 years due to the significant improvements in hardware and software used to 

manage the task. Twitter text is considered a unique style of writing that is relatively 

new compared to texts found in other more traditional corpora. The peculiar nature of 

Twitter text is the short length of tweets, the availability of data, and the type of 

language used. Therefore, a corpus containing Arabic Twitter text in particular, which 

is under-resourced, would provide an interesting resource for researchers. All of these 

characteristics helped to motivate the work described in this chapter. 

This chapter is an extension of the paper published as follows:  

Altamimi, M., Alruwaili, O. and Teahan, W.J., "BTAC: A Twitter Corpus for 
Arabic Dialect Identification." In the 6th Conference on Computer-Mediated 
Communication (CMC) and Social Media Corpora (CMC-corpora 2018) (p. 5) 
17-18 September 2018, University of Antwerp, Belgium.  

The rest of the chapter is organised as follows: section 3.2 discusses the purpose of 

creating BTAC corpus; section 3.3 provides background to the Arabic language 

dialects; section 3.4 describes creating the Bangor Twitter Arabic Corpus (BTAC) 

which involves the collection process, the pre-processing steps, and the annotation 

process of the corpus; section 3.5 analyses the corpus after the dialect and genre 

annotation;  section 3.6 reports the methods used for evaluating the quality of the 
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corpus along with the corresponding experimental results; and finally section 3.7 

concludes the chapter. 

3.2. Purpose of creating the corpus    

As stated, the shortage of Arabic language resources in the field of corpus linguistics 

compared to other popular languages such as English, Chinese and Spanish inspired 

this work. Many Arabic researchers have worked hard to establish resources in the 

last decade. The research in the field of dialectal Arabic is still limited due to the relative 

unavailability of resources and the time-consuming nature of the task needed to create 

and process these corpora (Jarrar et al., 2017).  

In this chapter, the focus is on creating a dialectal Arabic corpus for the research 

community. Newspaper commentaries sections and forums were used in the past as 

sources for Arabic dialectal corpora. However, dialectal resources have witnessed 

growth recently because of the ready availability of web-based resources in the form 

of textual data from social media websites, unlike in the past. This massive increase 

of dialectal resources has provided the incentive to produce this work. The corpus is 

planned to support various Arabic studies that depend on authentic data in addition to 

text analysis areas such as dialect identification, code-switching and other 

classification tasks such as gender categorisation, authorship attribution, and genre 

categorisation.  

3.3. Arabic dialects background 

There are many Arabic dialects that are spread throughout the Middle East. However, 

there are five main dialects that are widely spread: the Gulf; the Egyptian; the 

Maghrebi; the Levantine; and the Iraqi. The Gulf dialect is found in countries such as 

Saudi Arabia, Kuwait, Bahrain, Qatar, Emirates, and Oman. The Egyptian dialect is 

widely spoken only in Egypt. The Maghrebi dialect includes dialectal variations from 

countries such as Morocco, Tunisia, Libya, and Algeria. The Levantine dialect is found 

in countries such as Syria, Lebanon and Jordan, and in Palestine. Finally, the Iraqi 
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dialect is spoken only in Iraq. Other dialects such as Sudanese, Somali, Yamani, and 

Mauritani are not included in our research due to the lack of use in social media for 

these dialects (Salem, 2017). 

Sometimes, countries are affected by dialects according to the geographical region. 

The region south of Iraq and Jordan is affected by the Gulf dialects.  West of Iraq is 

close to the Levantine dialects. In addition, dialectal Arabic sometimes overlaps within 

MSA whereas differences can be highly noticed in other variations. For example, the 

verb “ رظنا ” [ B: “anzr” E: “look”] is widely used differently in most of the Arabic dialects, 

MSA, and CA. The dissimilarity can be seen more than once with each dialect 

according to the graphical region of the country. Also, similarity can be seen with the 

same verb “ فوش ” [B: “shwf”, E: “look”] in Egyptian, Iraqi, and Gulf dialects – see Table 

3.1 above for each verb with the corresponding dialects and transliteration.  

Table 3.1 Example of the verb “look” which shows differences among Arabic dialects. 

 

3.4. Creating the Bangor Twitter Arabic Corpus (BTAC) 

In the BTAC corpus, the focus was to create a corpus that contains text from social 

media. Twitter in the form of tweets is considered challenging for many reasons: 

tweets are written using only 280 characters making it more difficult to classify them; 

text is written informally; and the frequency of misspelling and slang in twitter text is 

high (Çoban et al., 2015). Over 122K tweets were annotated manually according to 

the five main dialects in addition to Modern Standard Arabic and Classical Arabic. 

Code-switching is also identified when mixed dialects occur for further research 

analyses. In this research the focus is on the change from one dialect to another within 

W
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MSA CA Egyptian Iraqi Gulf Levantine Moroccan 
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each tweet. Code switching occurs often in Arabic conversations as people shift from 

a dialect to MSA or CA.  

Also, the corpus was manually annotated according to the genre along with the 

dialects. In addition, the tweets were checked by an expert for further evaluation (see 

section 3.4.3 below on annotation process of BTAC). Several processing steps were 

performed on the tweets (see section 3.4.2 on processing steps). It is not assumed 

the tweets belong to a specific dialect by the tweet or username location. Each tweet 

is checked to assess which dialect it belongs to. Table 3.2 lists Bangor Twitter Arabic 

Corpus characteristics. 

Size Medium (From 1 to 3 million words) 

Text Languages Multi-dialectal 

The language of Texts Arabic 

Mode Written text 

Nature of Data Specialised (dialect) 

Nature of Application Categorisation 

Authorship Multi-author 

Annotation Manual annotation according to the dialect and genre 

Access Free 

Table 3.2 Bangor Twitter Arabic Corpus characteristics. 

The corpus employs a judgment (e.g. purposive) sampling technique rather than 

collecting a large number of tweets. This is achieved by four criteria: selection of the 

dialect; selection of the gender; selection of the interest; and collection of data 

according to specific requirements (see section 3.4.1.1). The corpus contributions can 

be summarised as follow: 

• Over 200K tweets were collected and used to build a new dialectal corpus for 

Arabic tweets. 

• After cleaning, over 122K tweets were labelled into five dialects in addition to 

MSA and CA. 
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• The corpus includes other labels for each tweet such as gender, authorship, 

and genre to allow researchers to perform other types of text analyses. Also, 

mixed dialects are tagged for further code-switching research. 

• The corpus is checked and evaluated by an expert. 

3.4.1.  Collection process  

The aim is to create a corpus that contains high-quality ground truth data. In Twitter, 

accounts are created using name, location, profile pictures, and biography. The 

selection process used these information to identify over 101 users from different 

locations in the Middle East. The selection process involved users from the five main 

dialects: Egyptian; Gulf; Iraqi; Maghrebi; and Levantine. Also, the selection process 

involved users with different interests such as religion, culture, politics, sport, and 

general. The selection process involved both genders to perform gender 

categorisation. To verify the gender selection, the corpus contained tweets from 

verified accounts from known people. The entire selection process was based on user 

information such as account location, profile picture, bio information, and Twitter 

verification star. 

The corpus are collected using the Tweepy library (Tweepy, 2009). Tweepy is a 

Python package that interacts with the Twitter API for collecting data. Also, certain 

hashtags were crawled separately and added to the training set afterward. The reason 

for this was to expand the size for the Iraqi, Levantine, and Maghrebi dialects.  Table 

3.4 shows the list of hashtags used.   

3.4.1.1. Training set 
A total of 101 users were selected in the corpus – 20 users for each main dialect, and 

21 users for the Maghrebi dialect, as we found less tweets collected for this dialect. 

Over two thousand tweets were collected from each user. The reason for this was to 

balance the selection process. The collection process did not collect tweets from more 

users as it was intended to annotate the data manually. The selection process involved 

both genders. Out of the 101 users collected, 40 users were females, and 61 users 
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were males. The selection process could not balance between the two genders as it 

was very hard to find females interested in some genres such as religion and politics.  

In order to create the training dataset, 2K tweets were collected from each account. 

The tweets were collected between December 2016 and January 2017. The selected 

user's account is listed in Table 3.3. In order to select the Twitter account, the selection 

was verified with the following requirements: 

• an actual Twitter account was selected (e.g., not a media source or an 

organisational account); 

• the account was publicly accessible; 

• the account should belong to a verified user with Twitter blue star verification if 

possible;  

• the account should have at least posted not less than 5K tweets from the time 

of starting their account; 

• the majority of the account should be written text (e.g., not a picture or links); 

• the majority of the text should be written in Arabic.   

Dial. General Sport Politics Religion Culture 

G
ul

f 

@EbMi_ 
@MeMeAlaid 
@IIYaserSh 
@AmarapAmmar 

@nasraweia 
@Jawaher_ALsaif 
@Meshari_ 
@I_mohdiary 

@imankais1 
@SameeraAbd   
@DrHAKEM     
@aAltrairi     

@Nawal_Al3eed_ 
@salman_alodah 
@MohamadAlarefe 
@a_alemran  

@alarabeya8 
@Kaw993 
@majeedtimraz0 
@MS_Holaiby 

Le
va

nt
in

e @3omariReem 
@Marwa_101 
@moh_akkad92 
@Anasal10  

@RaghoodaSa11 
@lilianetannoury 
@HusseinY22 
@sabbah_ashraf 

@EHSANFAKEEH 
@sourayaassi1 
@YZaatreh 
@Omar_Madaniah 

@moalhasan 
@DrZaineddin 
@shmhd1 
@1977Lababidi  

@loubabah 
@nardeen_abunaba       
@Zahiwehbe 
@AymanOtoom 

Eg
yp

tia
n @ablaFahita 

@sasosall 
@mohamedelshrafa 
@loaiomran  

@ManarSarhan 
@aya_elmshnb 
@IbrahimsaidAdam 
@Nsoo7y  

@Nadiaglory 
@AzzaElGarf   
@MohamedAbuHamed 
@ashrafrady 

@amrkhaled 
@DrAliGomaa 
@alqaradawy 
@raghebelsergany  

@RadwaAboAlam  
@FatimaNaoot 
@sultanhaggar 
@alikhiry000 

M
ag

hr
eb

i @Unknowngirl1990 
@ferferdaous 
@BiiiGGGG 
@imedbhri 

@BadiBenJemaa 
@derradjihafid 
@DhiabTarak 
@Chaouali1970 
@Benayadachraf 

@Ania27El 
@hassinaouch 
@anwarmalek 
@mohamedzitout  

@hassan_kettani 
@SOHAIB_SOUNI 
@Abou3issa_Lotfi 
@salafisenna 

@amira27277 
@nouaramechta 
@Abou_Yaareb 
@WacinyAlAraj 

Ira
qi

 

@KaramAlhafidh 
@Ola_Zngna 
@rtto98901 
@HaydarAlmudafar  

@Qi3iQ 
@sarrrrh2044 
@EyEyad 
@Rawanalnahi 

@NerminGaga 
@zyaad_alsenjary 
@alhashimi_Tariq 
@akklaph  

@alduferi1969 
@aliqaradaghi 
@HadiAlModarresi 
@zaman_alhasnawi 

@DIJLA85 
@alia_jaber97 
@a_k_omari 
@ZaidHamdany 

Table 3.3   All the users selected for BTAC. Text in bold font refers to the female users. 
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3.4.1.2.  Hashtags 
The aim of the hashtag collection was to add more tweets to certain dialects. These 

hashtags are considered part of the training set. It was noticed that some dialects 

contained less tweets than the others. Therefore, further tweets were collected using 

Iraqi, Levantine and Maghrebi hashtags to expand the corpus for these dialects. These 

hashtags were chosen according to the geolocation from people speaking those 

dialects. Table 3.4 below lists the hashtags used for the corpus.  

Dialects Hashtags 

Iraqi #يقارع_يبعش_رعش# تایمراد# دورگم_تایموی# _راعشا# يقارع_لزغ# يقارع_رعش  

Levantine #ملاظلا_دلب# كرتشملا_لقنلا# ينعی_ينانبل_كنا# ينبحتب_ول  

Maghrebi #ةنایزملا_سنوت# ھیغیزاملااب_درغ# ھجیرادلاب_درغ لوبرفیل_يف_زرحم#   

Table 3.4 List of Hashtags used in BTAC. 

3.4.1.3.  Testing set 
The study attempted to collect multiple test sets over different periods of time. This is 

designed to represent the exact nature of the twitter streaming feed. The intention was 

to designate specific training and testing splits rather than use a cross-fold validation 

process. This is because designating specific splits is more representative of the 

categorisation task in this case due to the dynamic streaming nature of twitter data 

which changes over time. This will mean that other researchers will be able to directly 

compare future experimental results avoiding possible inconsistent processing of the 

data by explicitly designating the specific training and testing splits used herein in order 

to aid future research.  

The testing set was collected from the same selected users in Table 3.3 at three 

different time periods in March, April, and July, 2017. This was done to avoid any 

possible overlap between the testing and training sets. The testing sets were 

processed the same way as the training set was processed. However, this time only 

the top 50 tweets were collected from the same usernames in the training set 

employed in this research. The number of tweets including training and testing data 

before and after processing is shown in Table 3.5. 
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File # tweets before 
processing 

# tweets after 
processing 

Training 218,835 115,985 

Testing   15,000     6,890 

Combined  233,835 122,875 

Table 3.5 Size of the corpus before and after processing. 

3.4.2.  Processing steps  

In order to clean the text, the following processing steps were applied to all the tweets. 

A sample tweet before and after processing is shown in Table 3.6. 

• Retweeted tweets were removed. This was to ensure that the tweets were 

collected for a specific username and were not tweeted by another person.   

• HTTP links, usernames, images, and non-Arabic tweets were also removed as 

the focus was only on Arabic text, and also to ensure that tweets did not contain 

spam and other non-relevant data that would not help when performing 

classification.  

• Hashtags, emojis, stop words and special characters such as underscores, and 

quotes were retained. This information was retained to provide the text in its 

original form and might aid identification when classification experiments are 

performed in the future.   

Label Tweet 

Before processing @RyBookFair:  باتكلل_يلودلا_ضایرلا_ضرعم# ةرایز تاقوأ  
https://t.co/A2lWzgBtq7 

After processing باتكلل_يلودلا_ضایرلا_ضرعم# ةرایز تاقوأ  

Table 3.6 A sample tweet before and after processing. 

3.4.3.  Annotation process of BTAC  

As stated, the corpus contains five main dialects – Egyptian, Gulf, Iraqi, Maghrebi and 

Levantine in addition to MSA and CA. Two Arabic native speakers (postgraduates with 

experience in NLP) independently annotated the corpus manually. Details concerning 
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the two annotators are shown in Table 3.7. The first annotator was the author of this 

thesis. The second annotator, Osama Alruwaili, is an expert in linguistics studies. This 

collaboration produced the paper mentioned at the beginning of the chapter. To ease 

the annotation process for both annotators, a website was created to enable the 

annotation process.   

File Annotator 1 Annotator 2 

Name Mohammed Altamimi Osama Alruwaili 

Qualification PhD Student in 
Computer Sciences 

PhD Student in 
Linguistics Studies 

Time spent 2 months full time 4 months part time  

Table 3.7 Qualifications of the two annotators. 

3.4.3.1.  Annotation tool for the BTAC 
A website was created to help the annotation process using the Google site service. 

The service allows for the creation of high-quality sites for teams, projects or events. 

The main page in the website contained links for each author tweets, whereas author 

timeline tweets was uploaded using a Google Excel spreadsheet. The advantage of 

using the Google spreadsheet was to provide synchronization between the two 

annotators, and accessibility from any device used by the annotators.  

Each spreadsheet contains author timeline tweets. For each tweet, a dropdown list 

was attached for each line containing three columns: main dialect; second dialect (in 

case of code-switching excites); and tweet genre. For dialect annotation, eight labels 

were included within each dropdown list containing Egyptian, Gulf, Iraqi, Maghrebi, 

Levantine, MSA, CA, and Unknown.  In addition to dialect annotation, the corpus was 

annotated by genre. A total of 12 genre were included – Social, Economy, Greetings, 

Cultural, Religious, Sport, Tourism, Political, Art, Conversation, Information, and 

Unknown. These genres were chosen according to other studies who used similar 

topics (El-Haj et al., 2010; El-Haj and Koulali, 2013). For example, In the second row 

of the spreadsheet in the Figure 3.1, the tweet “  تباغو اھحرط تلواح يتلا ةركفلا تطقتلا كنلأ كركشأ

اھضفرو ضعبلا نع .” translated as “Thank you for picking up the idea that I tried to explain 
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and rejected it by the other.” has been labelled as general statements for its genre, 

and labelled as modern standard Arabic for the type of dialect used. More sample 

tweets are shown in Table 3.8. 

 

Figure 3.1 Copy of the Google spreadsheet used to annotate the corpus. 

 

3.4.3.2.  Annotation labelling 
The goal of the annotation was to identify whether the tweet is written using one of the 

dialects, MSA or CA. Tweets that could not be assigned to one of the dialects were 

marked as unknown so that they could be identified and excluded from both the 

training and testing sets if needed. Moreover, code-switching was also identified for 

tweets that were written in mixed dialects (for example, a tweet that is written in the 

Egyptian dialect followed by MSA text or CA). 

In order to assure the annotators followed the same annotation steps, the following 

annotation labels was used: 
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• Dialect: This was for tweets that are written in one of the dialects; these should 

be annotated under the name of the dialect. 

• Classical Arabic: This included tweets that contain old writing styles such as the 

Qu’ran, Hadith, Prayers, or Poetry.  

• Modern Standard Arabic. This was for tweets written in a modern style of Arabic 

such as found in newspapers, magazines or TV programmes.  

• Unknown: This was for tweets that used an unknown set of multiple dialects or 

tweets that were not meaningful or contained only symbols such as emojis or 

undetermined text.  

• Mixed: This was for tweets that contained two dialects. The name of the second 

dialect is mentioned in this case. 

3.4.3.3.  Data availability  
The corpus is presented in three different formats: TXT for easy processing; XML for 

data manipulation; and CSV for supporting tables. The entire corpus is available to 

download freely1. The main corpus includes three main folders: train; test; and code-

switching. Each tweet was labelled in all three folders with various labels such as main 

dialects, second dialects, genre, gender, and authorship. Code-switching content is 

excluded and stored in a different folder.  

 

 

 

 

 

                                            

1https://github.com/Maltamimi01/BTAC  
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Tweet Main 
Dialect 

Second 
Dialect 

دح لك اھیف فوشتب سانو دجلا تقو كنم برھتب سان يفو                                                                                
English: There are people evading in some serious situations and there 
are people around 

Egyptian 

 

 

... ملاعلا ساكل اندعصی يكلب هوبیج                                                                                                  
English: Bring him it might lead us to the World Cup 

Lev. 

 

 

 

 نیبعشلا نیب نایزم وج يحایسلا مسوملا مھذاقنإب مھنم انانفرع ادج ةلیمج ةرھاظتب نییرئازجلاب نولفتحی ةسوس يلاھأ
دحاو_انحا# اھسانو ةسوس اھلاح ام                                                                                                      

English: The people of Sousse celebrated the Algerians in a very beautiful 
demonstration in recognition for saving the tourist season a lovely 
environment between the two peoples #we_are_together 

MSA Maghrebi  

وندب مسی ملاك وعمسا حر بیط بعش نھنع لوقیب صخش يا نكل  Ðأع ضوعلاو لاح لك ىلع Ð دمحلا لاا لوقن لا  
English: We do not say, but praise is to Allah. In any case, the reward is 
for him, but anyone says they are good people, I will poison him 

CA Lev. 

 

Table 3.8 Some sample tweets from the BTAC and their English translations. Text in red 
colour shows code-switching content which will be examined in chapter 7. 

 

3.5. BTAC analysis  

The tweets are analysed after manually annotating the tweets according to both dialect 

and genre. The results from this analysis are presented in this section.  

3.5.1.  Dialect tweet analysis 

The tweets were distributed unevenly among the dialects. Out of the 122K tweets 

collected, it was found that the majority of the tweets were written in Modern Standard 

Arabic and Classical Arabic styles. Most of the tweets that were written in Modern 

Standard Arabic style (37%) with political influence due to the current situation in the 

Middle East (Ritzen, 2019). However, tweets written in Classical Arabic (27%) were 

religious, historical, and cultural tweets. The rest of the tweets were written in dialectal 

form ordered by the percentage of tweets as follows: Gulf (8%); Egyptian (8%); 

Levantine (7%); Maghrebi (3%); and Iraqi (2%). The Gulf and Egyptian dialects are 

highly used in social media especially on Twitter. The Maghrebi, Levantine and Iraqi 

dialects accounted for the lowest number of tweets out of those collected. This is due 

to Twitter not being very popular in those countries compared to Facebook, which is 
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mostly used in these countries (Salem, 2017). In addition, countries such as Morocco, 

Tunisia and Algeria also use other languages to communicate such as French (Harrat 

et al., 2015). 

 

 

 

 

 

 

Table 3.9 Breakdown of the annotated tweets. 

Undetermined tweets were labelled as Mixed. Those tweets contained emojis, 

numbers and undecided dialectal text. Lastly, code-switching occurs in 1% of the 

entire corpus. Most of these tweets are mixed with either CA or MSA. Only three tweets 

were found to have a mixture of dialects as it was found to be extremely rare to have 

people using multiple Arabic dialects in the same tweet.  

 

Figure 3.2 Dialect percentage of the annotated tweets. 

 

 

 

Dialect Number of 
tweets 

Dialect Number of 
tweets 

MSA      46,053 Mixed 8,492 

Classic      32,490 Levantine 8,221 

Gulf 9,769 Maghrebi 4,147 

Egyptian 9,624 Iraqi 1,970 
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3.5.1.1.  Unigram distribution  
Unigram samples taken from the tweets show the obvious distinctions between all of 

the Arabic dialects. Table 3.10 shows the top 20 unigrams for BTAC. This table is 

generated by removing the stopwords using the list produced by Alrefaie (2016).  

Buckwalter transliteration is provided in the first column for each dialect to illustrate 

the differences between the subset in Latin script. 

Table 3.10  Top 20 unigrams for BTAC. 

3.5.2.  Genre tweet analysis 

On the other hand, the annotation of genre was somewhat challenging due to the 

various texts that were collected. The highest number of tweets were those that 

contain conversations (29%). It was hard to determine the genre of these tweets as 

they contain responses or chat text. Political tweets were next with (21%); this was 

expected due to the current situation in the Middle East. Religious tweets followed, at 

16%; these tweets contained some Qu’ran verses, prophet supplications, prayers, and 

a few explanations of religious problems. Sport accounted for (15%) of the tweets; 

these contained discussion about various European and local football matches and 
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sports news. In this section, it was noticed that some tweets contained strong 

language and hate language, specifically during rival matches. Cultural tweets 

accounted for (12%) of the total. These tweets were quoted from books, poems and 

speeches. A small percentage (3%) of tweets contained various types of greetings. 

Social, information, and unknown tweets accounted for 1% of the tweets. Finally, 

genres such as travel, health, media, art and economy formed less then 1% of the 

tweets. 

 

Figure 3.3 Genre percentage for the BTAC corpus after the annotation. 

 

Genre # Tweets Percentage Genre # Tweets Percentage 

Conversations 35,476 29.00% Information      1,172 1.00% 

Politics 25,807 21.00% Unknown      1,071  1.00% 

Religion 20,047 16.00% Art  560 0.50% 

Sport 18,323 15.00% Media  260 0.20% 

Culture 15,219 12.00% Economics    91 0.17% 

Greeting   3,392   3.00% Travel    62 0.08% 

Social News   1,360   1.00% Health    35 0.05% 

Table 3.11 Breakdown of genre tweets after the annotation. 
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3.5.3.  Challenges during annotation 

As Arabic speakers, the annotators were able to understand the text as they were 

readily identifiable as belonging to a specific dialect, but it was noted that it was difficult 

to understand the meaning of some of the tweets. The annotation task was not as 

easy as expected; this was due to the time-consuming and challenging nature of the 

task. This corpus aimed to be manually checked to study the variations in the language 

and to rely on an accurately annotated corpus produced by known annotators. Both 

annotators kept track of the difficulties faced during the annotation process. They 

collected all the challenging tweets and excluded them from each dialect and labelled 

them as unknown. The list below summarises the challenges faced when annotating:  

• Short tweets: tweets that are less than three words. This kind of tweet was 

difficult to annotate as it is pretty difficult to identify the exact dialect that it 

belongs to.  

o Example: طقف كحضلل 😂😂😂😂 

o Translation: Just for laughing😂😂😂😂  

• Acronyms: It was difficult to understand some of the tweets that contained 

acronyms. Those tweets were kept under unknown category.  

Example: يا يا يا 🤣🤣🤣🤣🤣🤣🤣🤣🤣 

Translation: AY AY AY 🤣🤣🤣🤣🤣🤣🤣🤣🤣 

• Tweets that used unknown dialects: Some of the tweets were considered 

dialectal but it was very hard to label them to a specific dialect. This kind of 

tweet was kept under the Mixed category.  

Example: ھلك رخفلا وتنإ اللهو   

Translation: You are full of pride 

Example: يدیس كرابم كدیعو   

Translation: Eid Mubarak sir 

Dialects Gulf, Levantine, and Iraqi 
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• Tweets using local dialects: These tweets existed in some variation of the 

Maghrebi dialects. Tweets were written using a local dialect such as Amazigh 

(a Berber language) which Arabic native speakers consider hard to understand.  

Example: 🎙Lip challenge ھیغیزاملااب_درغ# تساثمحشمس اراتثمحشمسرؤ ام ثشیشمثإ ثیز ساثمحثشمس  

• Sensitive tweets: Some of the tweets were found to contain offensive language. 

These tweets were encountered mostly in the sport and political topics. These 

tweets were removed as they are not suitable for public consumption.   

3.6. Corpus evaluation 

This section describes the evaluation of the corpus by applying various experimental 

analysis: First, the annotation quality was evaluated by applying a inter-annotator 

agreements (IAA) analysis. Second, cross-corpus classification experiments were 

used to compare the classification result of this corpus with other existing corpora. 

This helped to verify the dialectal subset of this research by comparing it against 

existing dialectal corpora. And finally, an N-grams evaluation was applied with the aim 

to compare the classical and modern standard Arabic subsets of the corpus by 

verifying it against other existing classical and Modern Arabic corpora. 

3.6.1.  Annotation evaluation 

In order to evaluate the quality of the annotation, the Kappa coefficient,	𝜅 (Cohen, 

1960) for measuring inter-annotator agreements (IAA) between the two annotators 

was used, as follows: 

𝜅 = �̀g	 �̀	
4g	 �̀

, 

where 𝑃� is the actual agreement between annotators, and 𝑃� is the expected 

agreement between annotators obtained if they randomly assign tags while 

annotating. P¡ is calculated as: 

𝑃� = 	∑
=¢£¤
-¥ 	× 	=¢¦¤

-
= 	 4

-¦
∑ 𝑛�4¥ 	× 𝑛�1¥¥ , 
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where 𝑛�§¥ is the number of tweets to which annotator 𝐴𝑥 assigned tag 𝑞.		𝑖	is the 

total number of annotated tweets.  

The Kappa coefficient was measured for the total of 122K tweets that were annotated 

by the two annotators who took part in this research. The obtained Kappa value was 

0.864 for all the MSA, CA and Dialects tweets as shown in Table 3.12. The obtained 

Kappa result shows substantial agreement according to the measurement of observer 

agreement for categorical data suggested by Landis and Koch (1977). This reflects 

the correlation agreement of the two annotators. 

After checking the disagreement of the annotated tweets between the two annotators, 

the cause of the difference was found to be one of the following two reasons: 

• More than two dialects could be assigned to the tweets. To solve this 

disagreement, an annotation label was added that indicated that code-

switching had occurred to the other dialect. 

• Human error was the reason for disagreement. To overcome this, the two 

annotators modified the annotation label to reflect the accurate dialect after 

they reached an agreement. 

File Agreement Disagreement Observed 
Agreement 

Kappa 

 MSA 46,197   6,617 94.6 0.888 

 CA 33,000 15,323 87.5 0.723 

 DA 34,098     828 99.3 0.983 

Table 3.12 Inter-annotator agreement, disagreement and Kappa values for the BTAC 
analysis. 

 

3.6.2.  Cross-corpus evaluation 

The goal in this experiment was to evaluate the corpus by comparing it with another 

existing corpora that shares similar characteristics. In order to perform this evaluation, 

corpora that are designed for the same purpose (dialectal Arabic) have to be 
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compared. The first  dataset was selected from the AOC corpus (Zaidan and Callison-

Burch, 2011) which contains over 130K annotated sentence labelled in five dialects 

including MSA consisting of 27K newspaper comments and 105K tweets. The corpus 

was annotated manually using Amazon’s Mechanical Turk service. The second 

dataset was taken from the AOCD corpus (Mubarak and Darwish, 2014), which 

contains 139K tweets was selected from the dataset representing the main five 

dialects. The tweets are annotated according to the geo-location.  

In contrast, BTAC corpus contains over 105K tweets including five dialects in addition 

to MSA and CA. The interesting thing to note is that all corpora differ entirely by the 

size and annotation method. In each experiment, training is undertaken using one 

corpus and testing is done against the other two corpora. The experiment employed 

the Multinomial Naïve Bayes (MNB) algorithm using the WEKA toolkit (Hall et al., 

2009). 

Tr
ai

n 

Test 

Corpora BTAC AOC AOCD 

BTAC - 56.0% 44.1% 

AOC 49.6% - 51.4% 

AOCD 16.1% 34.8% - 

Table 3.13 Cross-corpus evaluation using MNB.  

The result shows that BTAC has identified 56% of the AOC corpus and 44% of the 

AOCD corpus whereas AOC identified 51% of the AOCD corpus and 49% of the BTAC 

corpus. Lastly, AOCD only identified 16% of the BTAC corpus and 34% of the AOC 

corpus. This result shows how the BTAC corpus identified both corpora, which 

indicates that the BTAC is more generalised then the AOC and AOCD corpora despite 

the differences in size and content. Table 3.13 shows the evaluation results. 

3.6.3.  N-gram feature-based approach for evaluation 

Another method to assist in evaluating the quality of the corpus is to compare it against 

another existing corpus that shares similar characteristics. The initial way to evaluate 
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this is to use token analyses (Rayson, 2012), but this method only shows count 

information. An alternative approach is to examine the corpus by applying the N-grams 

feature-based approach (Alhawiti, 2014). The corpus evaluation metric is based on 

the relative entropy calculated using the following formula,  

	

𝑀b£,b¦ =
∑ kª£,ª¦(«¬)

¬®£

=
, 

where M  is the average code length difference between the two corpora 𝐶4 and 𝐶1.	𝑛 

is the number of N-grams of the same length that occur in the two corpora 𝐶4 and 𝐶1. 

𝐷  is the code length difference for an N-gram defined as the absolute difference 

between compression codelengths when encoding the N-gram using two different 

models and calculated as follows: 

𝐷b£,b¦(𝑔) = ¯𝐻b£(𝑔) − 𝐻b¦(𝑔)¯ = ¯𝑙𝑜𝑔1 𝑃b£(𝑔) − 𝑙𝑜𝑔1 𝑃b¦(𝑔)¯.	

If the value of	𝑀b£,b¦ is equal to zero, then the two corpora would be exactly the same. 

If the M±£,±¦ value is less than 1, then the corpus being compared has much in common 

with the reference corpus. If the 𝑀b£,b¦  score is over 1, it would specify that the corpus 

being compared is quite different from the reference corpus. In general, it is impossible 

to have 𝑀b£,b¦ equal to zero if entirely different corpora are being compared, but low 

codelength values signify that the two corpora being compared have shared 

characteristics and high values indicate more differences. 

In this evaluation, the aim was to compare three popular corpora against BTAC corpus 

to find out how similar they are. The Holy Qu’ran and Hadith from the King Saud 

University Classical Arabic (KSUCCA) corpus (Alrabiah et al., 2013) was selected as 

a representation of classical Arabic text. In addition, corpus A from (Alkahtani and 

Teahan, 2016) and the TED corpus from (Kulkarni, 2016) was selected as a 

representation of modern standard Arabic text. Table 3.14 shows the result of the 

comparison.  
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Average 
codelength 
differences 

(𝑀b£,b¦) 

Holy Qu’ran (CA) Hadith (CA) Corpus A (MSA) TED corpus 
(MSA) 

BTAC 
(CA) 

BTAC 
(MSA) 

BTAC 
(CA) 

BTAC 
(MSA) 

BTAC 
(CA) 

BTAC 
(MSA) 

BTAC 
(CA) 

BTAC 
(MSA) 

Unigrams 2.291 2.658 2.331 2.414 2.248 2.090 1.922 1.786 

Bigrams 2.721 3.183 2.401 2.279 2.008 1.804 1.928 1.716 

Trigrams 2.804 3.397 2.589 2.307 2.804 1.741 1.996 1.735 

Table 3.14 Codelength differences calculated using formula (1) for BTAC (Classic) and (MSA) 
when comparing it with: Holy Qu’ran; Hadith; Corpus A; and TED corpus.  

Since the Holy Qu’ran is a classical Arabic text, the average code length indicates a 

strong similarity between this text and the classical Arabic part of BTAC. The average 

𝑀 value of unigrams, bigrams, and trigrams is 2.605 compared to 3.079 for the modern 

standard Arabic part of BTAC. Recall that, low codelength values signify that the two 

corpora being compared have shared similar features. Similarly, the Hadith classical 

corpus which is composed of prophet Muhammad supplication shows an average 

2.331 code length for unigrams for the classical Arabic part of BTAC. This is compared 

to the average 2.414 code length of unigrams for the MSA part. 

However, as Corpus A and the TED corpus are modern standard Arabic, the average 

code length of the Modern standard Arabic part of BTAC is less than the classical 

Arabic part of BTAC. For instance, in Corpus A, the average code length of unigrams, 

bigrams, and trigrams for the classical Arabic part of BTAC is 2.353. This is compared 

to the average 1.878 code length of the Modern standard Arabic part of BTAC. Also, 

in the TED Corpus, the average code length of unigrams, bigrams, and trigrams for 

the classical Arabic part of BTAC is 1.946. This is compared to the average 1.745 

code length of the Modern standard Arabic part of BTAC.  

To summarise, as Corpus A and the TED corpus are modern corpora of Arabic text, 

the average codelength of BTAC (MSA) is less then BTAC (Classic) for unigrams, 

bigrams and trigrams, thus indicating similarities between these corpora. Unlike the 

Holy Qu’ran and Hadith, the average codelength difference of BTAC (Classic) is less 

than for BTAC (MSA), which indicates noticeable similarities between these corpora 

for unigrams, bigrams and trigrams.  
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3.7. Conclusion  

This chapter explored the creation of BTAC which contains texts from social media as 

a reference for Arabic dialects. The collection process involved over 122K tweets 

manually annotated according to the main five Arabic dialects – Egyptian, Gulf, Iraqi, 

Maghrebi, and Levantine,  in addition to the two main Arabic styles – Classical Arabic 

and Modern Standard Arabic. Also, the annotation process involved annotation of the 

tweets according to genre such as information, politics, religion, art, sport, media, 

culture, economics, greeting, travel, social, and health.  

This corpus represents a valuable and rich resource for NLP applications targeting 

Arabic dialects. The annotation also highlights some tweets that contained code-

switching. The evaluation of the annotators' performance is shows substantial 

agreement according to the measurement of observer agreement for categorical data. 

Cross-corpus evaluation with other existing corpora was performed and the results 

show that BTAC is more generalised despite the differences in size and content. 

Furthermore, the study invstigated the corpus using an N-grams evaluation, which 

indicates noticeable similarities between the classical and MSA datasets of BTAC 

corpus with other popular classical and MSA corpora.  

 

 

 
 
 
 



 

 

 

 

 

88 

Chapter 4 

4. Authorship Attribution of Arabic Tweets Using PPM  

 

4.1. Introduction 

Authorship attribution addresses the problem of determining the author of an 

anonymous text from a set of nominated authors based only on the internal features 

of the text. It is considered a text classification problem where each author represents 

a class (Koppel et al., 2009). Authorship attribution has achieved some degree of 

success in many applications concerning well-known historical text such as the 

Federalist Papers (Baayen et al., 1996; Khmelev and Tweedie, 2001; Oakes, 2004), 

15th book of OZ (Binongo, 2003), and The Pickett letters (Holmes et al., 2001). 

However, modern research of authorship attribution involves many varied applications 

such as detecting plagiarism (Chaski, 2005) and identifying writers of messages 

involving harassment (Abbasi and Chen, 2005b). This research has usually involved 

formal text from various publications such as articles, essays and emails. However, 

very limited studies to validate the different techniques have been undertaken 

specifically for social networking messages such as Twitter. Such research would be 

relevant in a broad range of applications including computer forensics, criminal and 

civil law, and cybercrime investigation.  

One reason to study authorship attribution for social media such as Twitter is to reveal 

the true persona of the source of the text among potential suspects. In the age of 

online surveillance, it is important to identify hidden name accounts by exposing the 

real person behind an account. The Arab Social Media Report series (Salem, 2017) 

has reported that, based on a regional survey concerning false information that people 

usually provide on social media, around 61% of those respondents said that they 

provide a false name. Those accounts are used for several reasons including online 
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sexual harassment, illegal trading, cyberstalking, extreme religious, and extreme 

feminism. 

Therefore, this study aims to examine the effect of prediction by partial matching 

(PPM) in recognising authorship text from social media. The key goal is to adopt a 

character-based approach to capture the “fingerprints” of the author of the text on 

social media. In addition, the results are compared with traditional machine learning 

algorithms and various features such as characters, and words are employed to aid in 

authorship attribution.  

Part of this work in this chapter has been published in the International Journal of 

Computer Science and Information Technology (IJCSIT): 

Altamimi, M., and Teahan, W.J., "Gender and Authorship Categorisation of 
Arabic Text from Twitter using PPM." International Journal of Computational 
Science and Information Technology (IJCSIT) 9(2) (2017): 131-140. 
 

The chapter is structured as follows. Section 4.2 describes the experimental setup and 

dataset breakdown; section 4.3 reports the results of single tweet authorship 

attribution, with a focus on results using various word and character (N-grams) 

features; section 4.4 reports the results of multiple tweets authorship attribution and 

discuss the mis-classified authors results; section 4.5 discusses the findings of the 

study; and section 4.6 concludes the chapter.  

4.2. Experimental Setup 

In this experiment, two different datasets were examined – single tweet and multiple-

tweets authorship attribution – single tweet categorisation classifies each tweet from 

each author separately, whereas multiple tweet categorisation classifies several 

tweets from each author. given a set of candidate authors from Twitter composing 

relatively short text. Is it possible to identify a set of sample writings for each one of 

the candidate authors? Figure 4.1 shows the experimental design for both 

approaches. The training phase uses the concatenation of training text available from 

each class (i.e. Author 1 and Author 2 and so forth) using Protocol I (see section 2.11). 
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The testing phase remains as discussed earlier examining single tweet and multiple-

tweets authorship attribution. 

 

             

                                                                     Single Tweets           Multiple Tweets 

Figure 4.1 Experimental design for authorship attribution experiments.  

4.2.1.  Dataset 

The dataset for this research contains 101 users to perform authorship attribution 

experiments on, with each user representing a set of sample writings for each one of 

the candidate authors. The authors represent different dialects from the Middle East 

(Gulf, Egyptian, Levantine, Maghrebi, Iraqi). The intention is to identify the authors 

using different dialects and styles of writing. Also, to add variation to the sample of 

author, the authors’ selection includes authors with different interests such as religion, 

culture, politics, sport, and general. The total number of tweets obtained for each 

author is listed in Table 4.1 below. The training set composed of 2000 tweets was 

collected from each author back in January 2017. The testing set composed of 50 

tweets was collected form the same authors in three different time periods (March, 

April, and July 2017). The table shows that the total number of training and testing 

tweets vary for each author. This is because several processing steps were performed 

to make sure that tweets follow the same standard in each of the experiments 

performed in this thesis. [Section 3.4.1 lists all the processing steps performed] 
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# Authors #Training #Testing # Authors #Training #Testing 

 1 FatimaNaoot      679  47 52 akklaph     1536   56 

 2 RadwaAboAlam      989  63 53 alhashimi_Tariq     1904  122 

 3 alikhiry      886  72 54 zyaad_alsenjary     1627  110 

 4 sultanhaggar    1635     101 55 EHSANFAKEEH       754   71 

 5 AzzaElGarf      806  49 56 sourayaassi     1483   98 

 6 ablaFahita    1464  21 57 Omar_Madaniah     1749  116 

 7 sasosall      845  67 58 YZaatreh     1532  102 

 8 loaiomran      568  22 59 AniaEl     1680  106 

 9 mohamedelshrafa      275   1 60 hassinaouch       576  102 

10 Nadiaglory      563  35 61 anwarmalek       553   41 

11 mohamdAbuHamed    1396  94 62 mohamedzitout     1814  111 

12 ashrafrady    1064  65 63 loubabah     1143  58 

13 DrAliGomaa     1752   68 64 alia_jaber       125   7 

14 alqaradawy     1823  119 65 AymanOtoom     1495  93 

15 amrkhaled     1345   96 66 Zahiwehbe       827  45 

16 raghebelsergany       908   44 67 Nawal_Aleed_       971   78 

17 ManarSarhan     1007   64 68 MohamadAlarefe     1203   88 

18 aya_elmshnb     1566      103 69 a_alemran     1528   80 

19 IbrahimsaidAdam     1616      116 70 salman_alodah     1556  109 

20 Nsooy     1288   88 71 HadiAlModarresi     1455   88 

21 alarabeya      556  34 72 alduferi     1027   56 

22 MS_Holaiby      930  63 73 aliqaradaghi     1115   57 

23 majeedtimraz      922  20 74 zamanalhasnawi     1407   85 

24 DIJLA    1606     111 75 moalhasan     1039   38 

25 EbMi_    1857     114 76 DrZaineddin     1229   59 

26 MeMeAlaid    1334  91 77 Lababidi       491   71 
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27 AmarapAmmar      798  39 78 shmhd     1041   29 

28 IIYaserSh    1511     100 79 Abouissa_Lotfi       632    9 

29 KaramAlhafidh      321  39 80 SOHAIB_SOUNI       699   44 

30 Ola_Zngna      212  11 81 hassan_kettani     1101   98 

31 rtto      260   3 82 salafisenna     1036   84 

32 HaydarAlmudafar      350   9 83 amira       782  36 

33 Marwa_    1444  91 84 nouaramechta       780       57 

34 omariReem    1429  77 85 Abou_Yaareb     1990     121 

35 Anasal    1332  60 86 WacinyAlAraj       765   4 

36 moh_akkad    1727     114 87 Jawaher_ALsaif       806   81 

37 Unknowngirl    1129  21 88 nasraweia       697   17 

38 ferferdaous      323  11 89 I_mohdiary     1631  101 

39 BiiiGGGG      509  44 90 Meshari_     1403  98 

40 imedbhri    1161  73 91 QiiQ     1416  72 

41 Kaw      952  63 92 sarrrrh       394  83 

42 nardeen_abunaba    1124  63 93 EyEyad     1641  61 

43 ZaidHamdany      798  58 94 rawanalnahi     1573  120 

44 a_k_omari    1521  83 95 RaghoodaSa       991  7 

45 SameeraAbd    1211  52 96 lilianetannoury     1315  58 

46 imankais    1099  80 97 HusseinY     1774  112 

47 DrHAKEM    1910     105 98 sabbah_ashraf       767  74 

48 aAltrairi    1078  75 99 BadiBenJemaa       872  68 

49 NerminGaga    1172  20 100 Benayadachraf     1465  98 

50 derradjihafid      694  74 101 Chaouali       450  96 

51 DhiabTarak      475  82     

Table 4.1 Total number of training and testing tweets used in the BTAC. 
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4.3. Single tweets authorship attribution 

In this experiment, the attribution task for identifying the authorship of single tweets 

was investigated for 101 authors. Each tweet was split into a single file with a total of 

6890 tweets tested. The task was investigated using different orders of PPMD from 

order 2 to order 13. Overall, the best accuracy is obtained by applying PPMD using 

order 5 with accuracy 57.2%. This initial result did not match expectations but was 

anticipated due to a large number of tweets which caused much confusion. Also, 

classifying single tweets that contain fewer author features made the classification task 

more difficult. Table 4.2 reports these results of authorship attribution of single Arabic 

tweets using PPMD.  

Orders  Accuracy Recall Precision F-measure 

Order 2 46.9% 0.447 0.432 0.439 

Order 3 52.4% 0.486 0.473 0.479 

Order 4 56.1% 0.513 0.509 0.511 

Order 5 57.2% 0.522 0.524 0.523 

Order 6 56.9% 0.519 0.523 0.521 

Order 7 57.0% 0.522 0.526 0.524 

Order 8 56.9% 0.521 0.523 0.522 

Order 9 56.6% 0.518 0.520 0.519 

Order 10 56.6% 0.518 0.520 0.519 

Order 11 56.6% 0.520 0.519 0.520 

Order 12 56.4% 0.515 0.517 0.516 

Order 13 56.4% 0.515 0.516 0.515 

Table 4.2 Authorship attribution of single Arabic tweets using PPMD. 

In order to compare these results with other classifiers using WEKA (Hall et al., 2009). 

Machine learning algorithms were applied using the same testing set used for PPM. 

We used string-to-word-vector filter to build our vector list. We did not undertake 

further pre-processing of the data such as stemming, tokenisation or removal of stop 
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word. however, only the top 100 most frequently used words from each author. The 

default setting in WEKA retains up to 1000 words from each class. However, 

processing of these words required substantial execution time and was found to be 

unmanageable for a total of 101 class of authors. Results showed that none of the 

three classifiers performed well. This was expected due to the lack of contextual 

information from each author, as the experiment is performed on single tweets for each 

author.  

Test  Accuracy   Recall Precision F-measure 

MNB 15.2% 0.152 0.329 0.163 

LibSVM 14.7% 0.147 0.330 0.158 

KNN1 2.46% 0.000 0.004 0.002 

Table 4.3 Authorship attribution of single tweets using machine learning algorithms. 

However, a study by Luyckx and Daelemans (2011) suggested that the problem of 

authorship attribution is relatively less complicated when the number of authors is 

small. Therefore, an experiment with random authors to attribute their single tweets 

was investigated. However, we wanted to test the performance of having various sets 

of 5, 10, 15 and 20 candidate authors. The authors were selected from one dialectal 

region (Egyptian) where the authors use much common context as they are from one 

region. The authors selected are the top 5, 10, 15 and 20 authors from Table 4.1.  

Table 4.4 shows that the result improved when performing with a smaller number of 

authors, as was expected. The best result was obtained with five authors achieving an 

accuracy of 77.7%. A total of 332 tweets were tested in this experiment. This 

represents the scenario when the intention is to identify a text in a forensic 

investigation among potential suspects. In addition, the accuracy of attributing single 

tweets of 20 authors achieved an accuracy of 73.04%. This result is better then 

attributing single tweets of 10 and 15 authors achieving accuracy of 71% and 70%, 

respectively.  

This result was obtained using order 4 of PPMD which shows that authorship is better 

identified using short sequences of characters. Note that, order 4 of PPMD is 
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equivalent to two Arabic letters as the compression is performed at the byte level. 

However, further experiments are required using multiple tweets dataset to confirm 

this assumption.  

#Authors #Tweets Accuracy Recall Precision F-measure 

 5   332 77.7% 0.766 0.797 0.781 

10   478 71.0% 0.631 0.638 0.634 

15   920 70.0% 0.629 0.642 0.635 

20 1355 73.0% 0.674 0.677 0.676 

Table 4.4 Authorship attribution of single tweets using PPMD performed on 5, 10, 15, 20 
authors. 

With the same dataset produced by five authors, the experiment was performed on 

single tweets with the machine learning algorithms. This time, the top 1000 most 

frequent words were used from each author, as the aim was to expose as many 

features as possible from each author’s text. The results reported in Table 4.5 show 

that LibSVM generated the best result with an accuracy of 60.8%, slightly better than 

MNB with an accuracy of 59.3%. KNN did not perform well on this experiment 

compared to the other classifiers, achieving an accuracy of just 31.3%.   

Test  Accuracy Recall Precision F-measure 

MNB 59.3% 0.593 0.626 0.590 

LibSVM 60.8% 0.608 0.604 0.605 

KNN1 31.3% 0.313 0.114 0.166 

Table 4.5 Authorship attribution of single Arabic tweets performed on five authors. 

As mentioned, one of the aims of this work was to investigate authorship attribution 

using different feature sets. Using the single tweets dataset produced by the five 

authors, various word-based (unigram and bigram), and character-based features 

from one to six characters. We could not add more word n-grams as this would result 

in low frequency. Overall, Table 4.6 shows that LibSVM achieved the best results with 

character 6-grams with an accuracy of 63.8%; this was slightly better than MNB which 
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achieved an accuracy of 62.9% also using character 6-grams. KNN achieved the best 

accuracy with word unigrams obtaining 31.3%.  

This result shows that using machine learning algorithms to identify authorship was 

found to perform best using a higher number of characters such as 6-grams. However, 

further experiments using multiple tweets dataset is needed to confirm this 

assumption.  

Classifiers MNB LibSVM KNN 1 

Features Acc. 
(%) 

Rec. Prec. F-
Meas. 

Acc. 
(%) 

Rec. Prec. F-
Meas. 

Acc. 
(%) 

Rec. Prec. F-
Meas. 

W
or

d Unigrams 59.3 0.59 0.62 0.59 60.8 0.60 0.60 0.60 31.3 0.31 0.14 0.16 

Bigrams 48.1 0.48 0.64 0.48 54.8 0.54 0.61 0.54 14.7 0.14 0.02 0.03 

Ch
ar

ac
te

r 

Unigrams 24.0 0.24 0.73 0.20 22.5 0.22 0.74 0.19 30.0 0.30 0.11 0.16 

Bigrams 14.1 0.14 0.45 0.10 18.6 0.18 0.46 0.12 31.0 0.31 0.22 0.25 

Trigrams 50.6 0.50 0.67 0.44 50.6 0.50 0.66 0.45 9.33 0.09 0.03 0.05 

4-grams 61.4 0.61 0.64 0.57 62.3 0.62 0.62 0.58 14.1 0.14 0.04 0.06 

5-grams 59.6 0.59 0.63 0.59 61.1 0.61 0.63 0.60 19.5 0.19 0.19 0.12 

6-grams 62.9 0.63 0.66 0.62 63.8 0.63 0.63 0.62 14.1 0.14 0.16 0.04 

Table 4.6 Results for single tweets authorship attribution using different word and character 
features. 

However, we performed the experiment using PPMD for various orders 2 to 12. The 

experiment was performed with 332 single tweets for 5 authors as shown by the best 

result in table 4.4. The best classification reported on Table 4.7 was when using order 

4 and order 6 with an accuracy of 77%. This result shows that PPM outperforms 

machine learning algorithms using various word and character features. 
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Orders  Accuracy Recall Precision F-measure 

Order 2 76.0% 0.75 0.75 0.75 

Order 3 74.0% 0.72 0.74 0.73 

Order 4 77.0% 0.76 0.79 0.78 

Order 5 76.0% 0.74 0.76 0.75 

Order 6 77.0% 0.75 0.77 0.76 

Order 7 75.0% 0.74 0.76 0.75 

Order 8 74.0% 0.73 0.75 0.74 

Order 9 75.0% 0.74 0.77 0.76 

Order 10 76.0% 0.76 0.78 0.77 

Order 11 76.0% 0.76 0.78 0.77 

Order 12 76.0% 0.75 0.78 0.76 

Order 13 76.0% 0.75 0.78 0.76 

Table 4.7 Results for single tweets authorship attribution using a different order of PPM. 

4.4. Authorship attribution for multiple tweets 

Unlike testing on single tweets, in this experiment the aim was to investigate the 

accuracy when combining multiple tweets from the same author. We applied the 

experiments to the Twitter data that was described in Chapter 3. The number of 

authors in Test I, Test II, and Test III are 94, 96, and 95, respectively. Table 4.8 reports 

the accuracy for various orders: Test I achieved the best accuracy of 93.6% for order 

4, Test II achieved the best accuracy of 94.8% for order 2, and Test III achieved the 

best accuracy of 89.5% for order 3. Overall, the lower orders of PPMD achieved better 

accuracy. This is due to the dataset containing short sequences of characters, such 

as syntactic features, that helped identify the authors.  
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Orders Test I (March)  Test II (April) Test III (July) 
Order 2 90.4 94.8 88.4 

Order 3 89.4 92.7 89.5 

Order 4 93.6 88.5 87.4 

Order 5 92.6 87.5 88.4 

Order 6 90.4 87.5 87.4 

Order 7 90.4 87.5 86.3 

Order 8 92.6 89.6 87.4 

Order 9 90.4 89.6 87.4 

Order 10 91.5 89.6 87.4 

Order 11 91.5 89.6 88.4 

Order 12 91.5 89.6 88.4 

Order 13 91.5 89.6 88.4 

Table 4.8 Accuracy of authorship attribution in three test sets using PPM. 

For authorship attribution using machine learning algorithms, we used string-to-word-

vector filter to build our vector list. we did not undertake further pre-processing of the 

data such as stemming, tokenisation or removal of stop word. However, only the top 

100 most frequent words were retained from each author for the vector list.  Again, it 

was found that the default setting of 1000 words took a significant amount of time to 

process for a total of 101 class of authors. It was found that MNB  and LibSVM 

produced a better result than KNN1 as shown in Table 4.9. However, further 

investigation is required using various word and characters N-gram features.  

Table 4.9 Authorship attribution of author tweets using machine learning classifiers for the 
different test sets. 

Tests Test I (March) Test II (April) Test III (July) 

Measure Acc. 
(%) 

Rec. Prec
. 

F-
Meas. 

Acc.  
(%) 

Rec. Prec
. 

F-
Meas. 

Acc.  
(%) 

Rec. Prec. F-
Meas. 

MNB 74.4 0.74 0.67 0.69 81.2 0.81 0.75 0.77 78.9 0.78 0.71 0.73 

SVM 74.4 0.74 0.67 0.69 80.2 0.80 0.75 0.76 77.8 0.77 0.69 0.72 

KNN1 2.12 0.02 0.01 0.01 12.0 0.12 0.09 0.09 3.15 0.03 0.02 0.02 
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Also, the effect of adding word and character features were examined to the attribution 

process. The goal of this was to evaluate which feature gives the best performance in 

the attribution process. Word N-grams and characters using MNB, LibSVM, and KNN1 

were employed to find the best features to use for the machine learning classifiers. 

However, all the testing sets (Test I, Test II, and Test III) were combined into one 

testing set. Table 4.10 reports the experimental results. Overall, the best performance 

was obtained by using unigram word features, achieving the same accuracy of 93% 

for both MNB and LibSVM classifiers. KNN achieved the best result with word 

unigrams obtaining 57.4% of accuracy.  

This result shows that using machine learning algorithms to identify authorship 

performs best when using a higher number of characters. However, in this experiment, 

word unigrams achieved the best result in identifying authorship features. Note that in 

comparison with character N-grams, word unigrams still rely on a higher number of 

characters, as the average Arabic word length is 5 characters (Alotaiby et al., 2009) 

Classifiers MNB LibSVM KNN 1 

Features Acc. 
(%) 

Rec. Prec. F-
Meas. 

Acc. 
(%) 

Rec. Prec. F-
Meas. 

Acc. 
(%) 

Rec. Prec. F-
Meas. 

W
or

d Unigrams 93.0 0.93 0.89 0.90 93.0 0.93 0.89 0.90 57.4 0.57 0.53 0.54 

Bigrams 86.0 0.84 0.82 0.83 81.0 0.80 0.80 0.80   1.9 0.02 0.01 0.01 

Ch
ar

ac
te

r 

Unigrams 59.4 0.58 0.55 0.56 57.4 0.57 0.53 0.54   6.9 0.06 0.06 0.06 

Bigrams 36.6 0.36 0.29 0.31 35.6 0.35 0.29 0.31 11.8 0.11 0.08 0.09 

Trigrams 17.8 0.17 0.14 0.14 16.8 0.16 0.12 0.13 32.6 0.32 0.24 0.26 

4-grams 42.5 0.42 0.32 0.34 45.5 0.45 0.35 0.38 45.5 0.45 0.37 0.39 

5-grams 76.2 0.76 0.67 0.70 78.2 0.78 0.69 0.72 49.5 0.49 0.43 0.45 

6-grams 88.1 0.88 0.82 0.84 89.1 0.89 0.84 0.85 42.5 0.42 0.39 0.39 

Table 4.10 Results for multiple tweets authorship attribution using different word and 
character features. 

To compare the results obtained from machine learning classifiers, Table 4.11 shows 

classification using PPM performed using various orders from 2 to13. Overall, the 

lower orders achieved better accuracy using PPM, with the best result obtained when 
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using order 2 with an accuracy of 96%.  This supports the earlier observation in Table 

4.4 and Table 4.8 which shows that authorship is better identified using short 

character  sequences such as syntactic features. This result is the best accuracy 

obtained for the experiments described in this chapter outperforming the other 

character and word-based approaches used by the machine learning algorithms.  

Orders  Accuracy Recall Precision F-measure 

Order 2 96.0 0.96 0.94 0.96 

Order 3 92.0 0.92 0.89 0.88 

Order 4 93.0 0.93 0.89 0.90 

Order 5 90.0 0.90 0.85 0.87 

Order 6 89.0 0.89 0.84 0.86 

Order 7 91.0 0.91 0.88 0.87 

Order 8 92.0 0.92 0.89 0.88 

Order 9 92.0 0.92 0.89 0.88 

Order 10 92.0 0.92 0.89 0.88 

Order 11 92.0 0.92 0.89 0.88 

Order 12 92.0 0.92 0.89 0.88 

Order 13 92.0 0.92 0.89 0.88 

Table 4.11  PPMD results for author tweets attributions using different orders 

As seen, combining all three testing sets into one set offers better insight for each 

author as seen in Table 4.10. The results in Table 4.12 show summary of the best 

experiment results obtained for all of the classifiers. PPMD with order 2 is found to be 

the best with only four mis-classifications out of the 101 authors. Next, MNB and SVM 

using word unigram feature achieved the second best result with seven authors being 

mis-classified.  
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Classifiers Incorrect Accuracy Recall Precision F-measure 

MNB- Unigrams  7 93.06 0.931 0.896 0.908 

SVM- Unigrams  7 93.06 0.931 0.896 0.908 

KNN1- Unigrams 43 57.42 0.574 0.537 0.546 

PPMD order 2  4 96.00 0.960 0.940 0.950 

Table 4.12 Authorship attribution of author tweets for different classifiers. 

4.4.1.  Studying mis-classified authors  

A total of four authors were found to be mis-classified using PPMD. Three were 

incorrectly classified due to relatively few tweets found in their testing set. For example 

the first three authors in Table 4.13 have in total less then 10 tweets for each author. 

This is due to most of their testing set were retweeted content which was removed as 

pre-processing step for the corpus. This was to ensure that the testing set contained 

only tweets for each specific author and not to have comprised other tweets written by 

other authors.  

However, the last author Sohaib_Souni was found to have less than 300 bytes 

codelength difference between the actual and incorrect author. This author was mis-

classified to an author who had similar interests and dialect (which were religion and 

the Maghrebi dialect). Table 4.13 below shows the codelength and codelength 

difference between the mis-classified author and the actual author.   

Table 4.13 Codelength and codelength difference between the incorrectly and correctly 

classified authors. 

Incorrect author Testing 
Tweets 

Codelength 
(bits) 

Classified to Codelength 
(bits) 

Codelength 
Difference 

(bits) 

RaghoodaSa  7     615.380 SameeraAbd   588.643   26.737 

Abouissa_Lotfi  9   2134.416 salman_alodah  2057.448   76.968 

mohamedelshrafa  1     507.148 MohamedAbuHamed    450.341   56.807 

Sohaib_Souni 44 18961.330 salafisenna 18685.416 275.914 
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4.5. Discussion and findings  

In this chapter, a number of Arabic authorships attribution experiments has been 

presented. The main aim was to perform the experiment using Prediction by Partial 

Matching (PPM) to see how well it would perform in Arabic. Also, the results were 

compared with other machine learning algorithms using both word- and character-

based approaches for the same dataset.  

First authorships attribution for 101 authors was performed on a total of 6890 single 

tweets. This experiment did not achieve good results for PPM with an accuracy of 

57.2%, or machine learning algorithms which produced very low accuracy of 15.5% 

and 14.7% using MNB and LibSVM. This was expected due to the lack of contextual 

information from each author, as the experiment was performed on single tweets for 

each author.  

Another experiment was performed when testing single tweets of only five authors with 

a total of 332 tweets. This was preformed to simplify the problem and represents the 

scenario when investigating text among potential suspects. This experiment achieved 

better results using PPM with accuracy of 77.7% using order 4, compared to 60.84% 

and 59.3% of accuracy using LibSVM and MNB. This shows that authorship is better 

identified using short sequences of characters using order 4 which is equivalent to two 

Arabic letters. 

Lastly, a further experiment was performed to identify single tweets of only five authors 

with a total of 332 tweets using the machine learning algorithms. The experiment was 

studied with various word-based features (unigram and bigram), and character-based 

features from one to six characters; the result shows that character-based features of 

6-grams produced the best results, yielding accuracies of 62.9% and 63.8% using 

MNB and LibSVM classifiers.  

Another experiment involved authorship attribution of multiple tweets for 101 authors; 

this experiment achieved better results with an accuracy of 96% using PPMD order 2. 

This result is much higher authors than other Arabic attribution studies. For instance, 
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Abbasi and Chen (2005b) achieved 94.8% accuracy using 100 authors of newspapers 

articles, Shaker and Corne (2010) reported 87.6% accuracy using 12 books authors, 

Albadarneh et al. (2015) achieved 61.6% accuracy using 20 authors from Twitter, and 

Rabab’ah et al. (2016) reported 68.6% accuracy using 12 authors from Twitter. It is 

important to note that our experiment involved a much larger number of twitter authors.  

Finally, multiple tweets authorship attribution was investigated using word-based 

(unigram and bigram), and character-based features from one to six characters. This 

was performed for the machine learning algorithms to compare their results with PPM. 

However, the best results for machine learning algorithms were obtained by MNB and 

LibSVM using unigram word features which achieved the same accuracy – 93% – for 

both classifiers. In contrast, character-based PPM using order 2 produced the best 

results overall with an accuracy of 96%. This result demonstrates that authorship is 

better identified using short character sequences, which interestingly corresponds to 

other work that produced similar findings for the Greek language (Mikros, 2012).  

4.6. Conclusion  

This chapter has investigated the authorship attribution problem using two main 

approaches: character-based using PPM and feature-based using various machine 

learning classifiers, such as KNN, MNB and LibSVM. Overall, both approaches were 

applied with a focus on the Arabic language which is still largely understudied 

specifically on short text. The experiments were performed with Twitter posts which 

represent additional challenges due to the limitation in their sizes. The findings showed 

that PPM generates superior results compared to the machine learning algorithms.  

Results were not as good when trying to determine authorship for single tweets. This 

was expected due to the lack of the contextual information within the short single 

tweets. However, the second experiment involved attributing authorship when 

concatenating multiple tweets from the same source. This produced the best result 

achieving an accuracy of 96%. 
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Chapter 5 

5. Gender Categorisation of Arabic Tweets Using PPM  

 

5.1. Introduction 

The aim of this chapter is to investigate the problem of gender categorisation for the 

Arabic language. Unlike the traditional gender analysis which involves formal text such 

as books, articles or email messages, this research investigates the gender 

categorisation problem for informal text collected from social media. This type of text 

is considered challenging with many non-standard text variations such as acronyms, 

emoticons, and misspellings. However, in online communication, people may not 

expose their true identity for one reason or another by deliberately assigning a different 

gender or by hiding their gender information for malicious reasons. A well-known case 

to illustrate the need to study the gender categorisation problem is the suicide of the 

teenage Megan Meier after exchanging emails with Lori Drew (female) who pretended 

to be a teenage boy (called Josh). Megan killed herself due to cyberbullying. Josh 

abruptly ended their friendship, telling Megan that she was cruel (Wikipedia 

Contributors 2018). This example shows the urgent need for applications to check 

users’ accounts regularly and flag suspicious accounts for further investigation.  

Part of this work in this chapter has been published in the International Journal of 

Computer Science and Information Technology (IJCSIT):  

Altamimi, M., and Teahan, W.J., "Gender and Authorship Categorisation of 
Arabic Text from Twitter using PPM." International Journal of Computational 
Science and Information Technology (IJCSIT) 9(2) (2017): 131-140. 

 
The chapter is structured as follows. Section 5.2 discusses the aims of this chapter; 

section 5.3 describes the experimental setup for both single tweet gender 

categorisation and author gender profiling. Next, sections 5.4 and 5.5 report the 
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experimental results, section 5.6 discusses an optimisation using a new classification 

protocol to improve the categorisation results further, section 5.7 discusses the 

research findings, and lastly, section 5.8 concludes the chapter.  

5.2. Research aims for this chapter 

There are a number of aims that we want to achieve in this chapter. Examining the 

effect of PPM in recognising Arabic text using the BTAC; in particular, we aim to look 

specifically at the problem of gender categorisation using a statistical approach such 

as PPM. The results generated here are compared with those from other machine 

learning algorithms. In addition, we aim to employ various features such as characters 

and words to aid in identifying gender. Finally, we analyse the incorrectly classified 

tweets and discuss further improvements. These aims can be summarised as follows:  

• apply PPM to the gender categorisation problem; 

• compare the results with other machine learning algorithms; 

• apply various features such as characters and words;  

• examine the performance of identifying multiple tweets versus single tweets; 

• investigate further improvements. 

5.3. Experimental Setup 

In this investigation, in order to see how effective PPM is at gender categorisation of 

Arabic tweets, two datasets were examined: single tweet gender categorisation; and 

multiple tweet author gender profiling. Single tweet gender categorisation classifies 

each tweet separately, whereas multiple tweet gender profiling categorises gender 

based on several tweets from the same author.  

Figure 5.1 below shows the experimental design for the study. Each tweet is pre-

processed as described in section 3.4.2. Then, the tweets are annotated and split 

according to the author’s gender. After that, two categorisation experiments are 

applied for this study – single tweet gender categorisation, and multiple tweet author 
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gender profiling. For each approach, various classifiers have been applied including 

Prediction by Partial Matching (PPM) and machine learning algorithms for comparison.  

For Prediction by Partial Matching (PPM), static PPMD models were created by 

training on each class of text. WEKA (Hall et al., 2009) was used for the other machine 

learning algorithms for a selection of well-performing classifiers such as Multinomial 

Naïve Bayes (MNB), K-Nearest Neighbours (KNN), and an implementation of Support 

Vector Machines (LIBSVM).  

 

 

 

 

 

 

 

Figure 5.1 A diagrammatic overview of the experimental design. 

5.3.1.  Collection process   

The experiments used the data in the BTAC corpus (Chapter 3) to perform the gender 

evaluation. The corpus contains 122 thousand tweets written by 101 authors.  The 

corpus is designed to contain mixed gender texts to allow the study of gender 

categorisation. The selected gender accounts were based on the username, profile 

picture, and account description. To verify the selection, accounts were chosen that 

adhered to Twitter policy. Figure 5.2 below shows a screenshot of three different 

verified profile accounts.  

We also checked the account description field for obvious indicators of gender; for 

instance in Figure 5.2, the description  translated as “Female Egyptian "ةیرصم ةبیدأو ةبتاك" 
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Writer and Novelist” which indicates that description is written by female since the 

suffixes "ةـ"  have been added after each word; whereas a description like "ماعلا نیملأا 

"ةملأا رمتؤمل , translated as “Secretary-General of National Council”, confirms the 

description is written by a male since no suffixes have been added.  

Figure 5.2 Three screenshots for Twitter accounts. 

5.3.2.  Size of the dataset 

The author selection for the corpus (BTAC) involved both genders from various 

dialects in the Middle East. The reason for this is to acquire gender variation among 

several dialects. It was decided to use an explicit testing set for testing purposes rather 

than split the training set, as the intention was to study gender variation within the time 

frame. The training set was collected for 101 accounts and the test was collected for 

the same users for three different periods of times in March, April, and July 2017. Table 

5.1 below shows the size of the training and testing sets used for the experimental 

dataset. 
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Data Male Female 

Training 73,160 38,900 

Test I (March)      954      527 

Test II (April)    1809     846 

Test III (July)    1928     926 

Table 5.1 Total number of tweets collected for gender categorisation experiment. 

 

Gender Tweet 

Male # رضحا يسفن ناك  للاب_ملیف كبعت ةرمث فوشتو قراط وبی ریخ لك كلانمتا  ��   

Female ةبیاغ مایا 4 اھلا اھنیو تلق كتدقفتسا حرابم يفرعتب  😍 

Male وكیسلاكلا ةجیتنً اریثك ددحت هرثؤم لماوع صرفلا للاغتسإو زیكرتلاو ءاطخلأا ةبسن ! 

Female يبیبح_تارمو_يتخأ# ..لجارلا سفنو ةتكاچلا سفن بحنب سیقلبو انأ  

Table 5.2 Sample of tweets representing each gender. 

 

5.3.3.  Procedure used for gender categorisation experiment 

In this study, after labelling each tweet according to the gender, all the tweets were 

concatenated into two files (Male/Female) in the training process. Therefore, the 

outcome of this procedure is two models representing each gender. The testing 

process remains as discussed in section 5.3 where the aim is to examine the 

performance of identifying multiple tweets versus single tweets. The following diagram 

demonstrates the classification procedure. The training phase uses the concatenation 

of training text available for each class (i.e. Male and Female) using Protocol I (see 

section 2.11). 

 



 

 

 

 

 

109 

 

 

5.4. Single Tweet Gender Categorisation   

In this experiment, a binary-classification task for identifying the gender for single 

tweets was performed – i.e. is this tweet written by a male or female? Each tweet was 

split into a single file with over 6890 tweets (i.e. files) being tested in three different 

test sets. Investigation was carried out using different orders of PPMD from order 3 to 

order 13. We started with order 3 as lower orders such as 2 performed worse. Overall, 

the best results were obtained by applying PPMD using order 11 with an average 

accuracy of 76.3%. It has been found that the results increased up to order 12 but then 

decreased subsequently as shown in Table 5.3. The best result is shown in bold font 

for each test set. Results for order 11 for Test I, Test II and Test III datasets (see Table 

5.2 above) are similar in terms of recall and precision ranging from 0.72 to 0.75.  
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Figure 5.3 Overview of the classification procedure used. 
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Table 5.3 Single tweet gender categorisation of Arabic using PPMD for different orders. 

In order to compare these results with other classifiers, several machine learning 

algorithms from WEKA (Hall et al., 2009) were used. Training and testing sets for 

various WEKA classifiers need to run through a string-to-word-vector filter. The filter 

for this research was using the ‘frequency-inverse document frequency’ (tf-idf) 

measure. For gender categorisation, the top 1000 words to appear in the filter from 

each category (female/male) were chosen. This ensures that the classifiers were 

exposed to more contexts for both genders. We did not undertake further pre-

processing of the data such as stemming, tokenisation or removal of stop word, as the 

intention was to mimic the same approach taken for the PPM-based experiments. 

Three different algorithms – MNB, KNN, and LibSVM – were applied.  

Table 5.4 shows that the LibSVM classifier outperforms the other machine learning 

classifiers with an average accuracy of 70%. MNB performed slightly less efficiently 

than LibSVM achieving an average accuracy of 68%. Lastly, the accuracy of the KNN 

classifier is the lowest of the three machine learning algorithms with an average 

accuracy of 64%. Results are shown in Table 5.4 below. Overall, compared with the 

O
rders 

Test I (March) Test II (April) Test III (July) 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec
. 

F-
Meas. 

3 68% 0.68 0.67 0.68 69% 0.68 0.66 0.67 66% 0.68 0.66 0.67 

4 72% 0.72 0.71 0.71 71% 0.71 0.68 0.70 68% 0.68 0.66 0.67 

5 73% 0.73 0.71 0.72 73% 0.72 0.70 0.71 70% 0.70 0.68 0.69 

6 73% 0.71 0.71 0.71 76% 0.74 0.72 0.73 71% 0.71 0.69 0.70 

7 76% 0.74 0.74 0.74 77% 0.74 0.73 0.74 73% 0.72 0.71 0.71 

8 75% 0.72 0.73 0.72 77% 0.73 0.73 0.73 73% 0.71 0.70 0.70 

9 76% 0.72 0.74 0.73 76% 0.73 0.73 0.73 74% 0.71 0.71 0.71 

10 76% 0.73 0.75 0.74 76% 0.72 0.73 0.73 75% 0.71 0.72 0.72 

11 77% 0.73 0.75 0.74 77% 0.73 0.73 0.73 75% 0.72 0.72 0.72 

12 77% 0.74 0.75 0.75 77% 0.74 0.74 0.74 74% 0.71 0.71 0.71 

13 77% 0.73 0.75 0.74 77% 0.73 0.74 0.73 73% 0.70 0.70 0.70 
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previous PPMD experiment, it can be seen that PPMD with order 11 outperforms all 

the machine learning algorithms that were tested with an average accuracy of 76.3%. 

Tests Test I (March) Test II (April) Test III (July) 

Measures Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

MNB 68% 0.67 0.67 0.67 70% 0.70 0.70 0.70 67% 0.67 0.67 0.67 

libSVM 69% 0.69 0.69 0.69 72% 0.72 0.72 0.72 70% 0.70 0.69 0.69 

KNN 1 64% 0.64 0.64 0.64 66% 0.66 0.66 0.66 63% 0.63 0.63 0.63 

PPMD 11 77% 0.73 0.75 0.74 77% 0.73 0.73 0.73 75% 0.72 0.72 0.72 

Table 5.4 Results for single tweet gender categorisation using machine learning classifiers. 

As mentioned earlier, one of the objectives of this work was to investigate the use of 

different feature sets such as word N-grams features (unigram, bigram, and trigram), 

and character N-grams (1-6). We added word trigrams this time to examine a wider 

range of word features. However, we performed the experiment with a combination of 

all three test sets combined into one test set (see Table 5.1 above).  

Classifiers MNB LibSVM KNN 1 

Features Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

W
or

d 

Unigrams 68.8 0.68 0.68 0.68 71.0 0.71 0.70 0.70 64.9 0.65 0.64 0.64 

Bigrams 66.9 0.66 0.63 0.64 66.7 0.66 0.44 0.53 67.4 0.67 0.64 0.60 

Trigrams 67.7 0.67 0.68 0.67 66.6 0.66 0.44 0.53 67.6 0.67 0.64 0.60 

Ch
ar

ac
te

r  

Unigrams 67.8 0.67 0.65 0.65 69.9 0.70 0.69 0.69 64.0 0.64 0.64 0.64 

Bigrams 67.8 0.67 0.68 0.68 71.9 0.71 0.71 0.71 46.8 0.46 0.69 0.43 

Trigrams 67.9 0.67 0.68 0.68 71.2 0.71 0.69 0.70 45.0 0.45 0.66 0.40 

4-grams 67.2 0.67 0.67 0.67 70.0 0.70 0.68 0.69 51.7 0.51 0.64 0.51 

5-grams 67.2 0.67 0.66 0.67 70.3 0.70 0.70 0.70 57.0 0.57 0.64 0.58 

6-grams 66.3 0.66 0.65 0.65 69.1 0.69 0.68 0.68 64.2 0.64 0.63 0.63 

Table 5.5 Results for single tweet gender categorisation using different features. 

The best results for MNB occurred when using word unigrams achieving an accuracy 

of 68.8%, slightly better than when using character trigrams with accuracy of 67.9%. 

In contrast, LibSVM achieved the best results with character bigram and trigram 
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features with accuracy of 71.9% and 71.2%, respectively. KNN achieved the best 

results with word trigram features with an accuracy of 67.6%.  

However, the same combinations of test sets were applied to PPMD which 

outperformed the other machine learning classifiers. PPMD performed well with order 

12 achieving an accuracy of 76% with an F-measure of 0.73. This shows that gender 

is better identified using long sequences of characters. Note that order 12 is equivalent 

to 6 Arabic letters as the compression is performed at the byte level.  However, further 

experiments using multiple tweets dataset is needed to confirm this assumption.  

Orders  Accuracy Recall Precision F-measure 

Order 3 68% 0.68 0.66 0.67 

Order 4 70% 0.70 0.68 0.69 

Order 5 72% 0.71 0.69 0.70 

Order 6 73% 0.72 0.71 0.71 

Order 7 75% 0.73 0.72 0.73 

Order 8 75% 0.72 0.72 0.72 

Order 9 75% 0.72 0.72 0.72 

Order 10 76% 0.72 0.73 0.72 

Order 11 76% 0.72 0.73 0.73 

Order 12 76% 0.73 0.73 0.73 

Order 13 76% 0.72 0.73 0.72 

Table 5.6 Results for single tweets gender categorization using different orders of PPMD. 

Referring to the confusion matrix, the LibSVM classifier using character bigrams mis-

classified female tweets more than male tweets. In contrast, the MNB classifier using 

word unigrams identifies male tweets more than female tweets, but it also identified 

female tweets twice as much as the LibSVM classifier similar to the KNN using word 

unigrams features. Finally, The total number of correctly classified instances for PPMD 

was 5277 including 3834 instances tweets categorised for males and 1443 for tweets 

categorised for females (see Table 5.7 for the confusion matrix). Although PPMD 
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identified gender in single tweets best in our experiment, it still mis-classified 37% of 

the female tweets and 16% of the male. 

Table 5.7 Confusion matrix for single tweet gender categorisation using PPMD, MNB, 
LibSVM, and KNN. 

5.5. Author Gender Profiling  

In this section, the results for author gender profiling were reported where multiple 

tweets for each author were classified. A total of 101 authors were categorised 

according to their gender and performed the experiment again on the three test sets. 

Overall, the accuracy of identifying gender when combining multiple tweets for each 

author was found to be higher than identifying the gender of a single tweet. We 

investigated using different orders of PPMD from order 3 to order 13. Overall, the best 

accuracy was obtained for the Test I set using order 11 with an accuracy of 88%. Test 

II and Test III achieved best results using order 9. Table 5.8 reports the results. 

 

 

 

 

 

 

 

 

Confusion 
matrix 

PPMD order 
12 

MNB LibSVM KNN1 

Gender Male Female Male Female Male Female Male Female 

Male 3834 758 3564 1027 4354 237 3388 1203 

Female 856 1443 1120 1179 1756 543 1211 1088 
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O
rd

er
s  Test I (March) Test II (April) Test III (July) 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

3 77% 0.77 0.76 0.76 80% 0.78 0.79 0.79 79% 0.79 0.78 0.78 

4 77% 0.77 0.76 0.76 81% 0.80 0.80 0.80 78% 0.77 0.76 0.77 

5 80% 0.80 0.80 0.80 79% 0.78 0.78 0.78 77% 0.76 0.75 0.75 

6 79% 0.78 0.79 0.78 83% 0.81 0.83 0.82 78% 0.77 0.76 0.77 

7 85% 0.82 0.86 0.84 83% 0.81 0.83 0.82 77% 0.75 0.75 0.75 

8 86% 0.83 0.89 0.86 85% 0.82 0.86 0.84 80% 0.77 0.79 0.78 

9 87% 0.84 0.89 0.87 85% 0.82 0.86 0.84 84% 0.81 0.84 0.83 

10 86% 0.83 0.89 0.86 84% 0.81 0.85 0.83 83% 0.80 0.84 0.82 

11 88% 0.86 0.89 0.88 84% 0.81 0.85 0.83 82% 0.79 0.81 0.80 

12 87% 0.85 0.88 0.86 84% 0.81 0.85 0.83 82% 0.79 0.81 0.80 

13 87% 0.85 0.88 0.86 85% 0.83 0.85 0.84 83% 0.80 0.84 0.82 

Table 5.8 Author gender profiling of Arabic tweets using PPMD. 

Machine learning algorithms were also applied to author gender categorisation on the 

three different testing sets. MNB achieved the best results with an average accuracy 

of 75.3%. LibSVM achieved an average of 70.0% across all testing sets. Lastly, KNN1 

performed lowest results achieving an accuracy of 62.6%. Overall, from the previous 

experiment, PPMD performed better compared to the other machine learning 

algorithms with an average accuracy of 85.3%. However, further investigation is 

required using various word and characters N-gram features. 

Test Test I (March) Test II (April) Test III (July) 

Measures Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

MNB 75% 0.75 0.75 0.75 73% 0.74 0.74 0.74 78% 0.78 0.80 0.79 

libSVM 69% 0.69 0.68 0.68 70% 0.70 0.70 0.70 71% 0.71 0.71 0.71 

KNN 1 63% 0.63 0.67 0.65 63% 0.63 0.69 0.66 62% 0.62 0.57 0.59 

PPMD 9 87% 0.84 0.89 0.87 85% 0.82 0.86 0.84 84% 0.81 0.84 0.83 

Table 5.9 Experimental results for author gender profiling of Arabic tweets. 
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As an additional comparison, further experiments were performed with other features 

such as word N-grams (unigram, bigram, and trigram), and character N-grams (1-6). 

All the test sets for each author were combined into one test set. MNB identified gender 

best using high number of characters 5-gram features with an accuracy of 78%. While 

LibSVM identified gender best with character unigram features with an accuracy of 

76%. KNN identified gender best with word trigrams features with an accuracy of 70%. 

The results are reported in Table 5.10. 

Classifiers MNB LibSVM KNN 1 

Features Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

W
or

d 

Unigrams 75% 0.75 0.75 0.75 71% 0.71 0.70 0.70 62% 0.62 0.76 0.49 

Bigrams 76% 0.76 0.76 0.76 60% 0.60 0.36 0.48 62% 0.62 0.62 0.62 

Trigrams 77% 0.77 0.77 0.77 60% 0.60 0.36 0.48 70% 0.70 0.71 0.70 

Ch
ar

ac
te

r  

Unigrams 68% 0.68 0.70 0.68 76% 0.76 0.76 0.76 68% 0.68 0.67 0.67 

Bigrams 72% 0.72 0.71 0.71 68% 0.68 0.79 0.61 41% 0.41 0.76 0.26 

Trigrams 71% 0.71 0.71 0.71 62% 0.62 0.63 0.52 40% 0.40 0.76 0.24 

4-grams 75% 0.75 0.76 0.75 68% 0.68 0.71 0.63 40% 0.40 0.76 0.24 

5-grams 78% 0.78 0.78 0.78 67% 0.67 0.66 0.65 40% 0.40 0.76 0.24 

6-grams 75% 0.75 0.76 0.75 74% 0.74 0.74 0.74 62% 0.62 0.67 0.51 

Table 5.10 Results for author gender profiling using different features. 

Also, a combination of three test set were applied for gender profiling using PPM. The 

results shown in Table 5.11 show that PPMD identified gender best with order 13 

achieving an accuracy of 88%. Overall, the gender categorisation experimental 

results, it can be seen that using PPMD in categorising author gender outperforms 

other machine learning classifiers. Furthermore, the result shows clearly that gender 

can be predicted best with higher order using PPMD.   
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Orders  Accuracy Recall Precision F-measure 

Order 3 78% 0.77 0.77 0.77 

Order 4 79% 0.78 0.78 0.78 

Order 5 80% 0.79 0.79 0.79 

Order 6 82% 0.81 0.81 0.81 

Order 7 85% 0.85 0.83 0.84 

Order 8 86% 0.87 0.83 0.85 

Order 9 87% 0.89 0.84 0.87 

Order 10 86% 0.88 0.83 0.85 

Order 11 86% 0.88 0.83 0.85 

Order 12 87% 0.89 0.84 0.87 

Order 13 88% 0.90 0.85 0.87 

Table 5.11 Results for author gender profiling using different orders of PPMD. 

 

5.5.1.  Mis-classified instances 

For each of the incorrect instances from the author profiling experiment, further 

investigation was undertaken to gain a better insight into the effectiveness of the 

classification. The confusion matrix is reported as shown in Table 5.12. 

Confusion matrix Male Female 

Male 60  1 

Female 11 29 

Table 5.12 Confusion matrix for all test sets using PPM order 13. 

From the confusion matrix, it can be seen that only one male user was classified as 

female from a total of 61 male users. The PPM codelength difference between the 

female and male models was relatively low, being less than 10.16 bits (see Table 

5.13).  
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User Original Classified Female 
(bits) 

     Male      
(bits) 

Difference 
(bits) 

HaydarAlmudafar Male Female   1495.082   1505.242     10.016 

Ola_Zngna Female Male   2122.946   2112.374     10.572 

NerminGaga Female Male   5078.898   4679.036   399.862 

Nawal_Aleed Female Male 22336.309 21901.215   435.094 

AniaEl Female Male 26182.217  25965.645   216.572 

Amira Female Male 10527.591  10392.348   135.243 

moalhasan Female Male 10608.572   9714.538   894.034 

loubabah Female Male 14806.273 14511.586   294.687 

lilianetannoury Female Male 11059.908 10922.140   137.768 

hassinaouch Female Male 34979.020 32719.201 2259.819 

ferferdaous Female Male   2192.403    2142.364     50.039 

EHSANFAKEEH Female Male 28075.094  27726.158   348.936 

Table 5.13 Codelength and differences between the incorrectly classified author genders. 

In contrast, 11 female users were classified as male. Eight authors out of 11 were 

classified as male with a codelength difference less than 400 bits. Only three authors 

were classified with over 400 bits difference in codelength. A possible reason for the 

mis-classification is that the cost of compression in some tweets is affected by the 

topic. For instance, the author Nawal_Aleed mostly tweets about religion. This affects 

the gender classification as most of the authors who tweet about religion are males. 

Similarly, the authors moalhasan and hassinaouch mostly tweet about politics. This 

shows how tweet topics can effect the prediction of the user’s gender. 

5.6. Improving gender classification  

Following the classification procedure in section 5.4.3, the training model was 

previously trained on the concatenation of training text available for each class (i.e. 

male and female) using Protocol I (see section 2.9).  In this current experiment, we 

wanted to apply a new protocol to see if this would lead to any improvement.  
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The idea behind the new protocol is as follows. Often there is insufficient training text 

for Protocols III and IV which uses training text which is too specific or limited to each 

training document (i.e. each tweet when classifying Twitter data), whereas there might 

be too much training text for Protocols I and II which might lead to mis-classifications 

because models are too general. Perhaps an alternative protocol might be more 

effective if it used more training models where there would be less (but more specific) 

training text to train on. 

One way to achieve this is to create models for another secondary class type different 

to that used for the primary categorisation task. This is possible as long the primary 

class information can be deduced once the secondary class was identified. This class 

type might also be easier to recognize. For example, for gender classification, the 

primary class type is gender. A secondary class type might be authorship. Once a 

specific author was identified, then the gender could readily be deduced if this 

information was available during training. Using authorship as the secondary class 

type might also lead to improved performance because previously published text 

categorisation results for this class type using PPM have been better (in terms of 

accuracy, recall and precision, for example) compared to the gender class type. A key 

insight is that even though the authorship for the test documents may not be 

completely known, the classification process will guess the gender from a known 

author found in the training set which has the most similar properties in the test set in 

terms of the language used. This suggests that the following two new protocols shown 

in Table 5.14 could be added to the Protocols Table that was previously provided in 

Table 2.11. 

Protocols Static Models Dynamic Models 

Concatenation of training texts for each primary class SMDL (Protocol I) AMDL (Protocol II) 

Non-concatenation of training texts for each primary class Protocol III BCN (Protocol IV) 

Concatenation of training texts for another secondary class type Protocol V Protocol VI 

Table 5.14 Amended Protocols for text categorisation.  
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The number of training models required for each protocol is as follows: C1 for Protocols 

I and II where C1 is the number of classes for the class type used for the primary 

categorisation task (e.g. two for Gender i.e. “Male” and “Female”); T for Protocols III 

and IV where T is the number of training documents and where T is usually much 

greater than C1; and C2 for Protocols V and VI where C2 is the number of classes for 

a class type different to the primary categorisation task and where C2 would be greater 

than C1, but still much less than T (e.g. if an authorship secondary class type is used, 

then this would be equal to 101 for BTAC). 

For the gender classification experiment reported in this section (and later on for 

dialect identification in section 6.6.2 of Chapter 6), only Protocol V has been 

investigated since Protocol VI (using dynamic models rather than static models) 

requires substantially more resources to perform the classification procedure. This is 

because dynamic models update continuously during the testing process whereas 

static models remain fixed once the  training process is completed. 

Figure 5.4 demonstrates the gender classification procedure that uses Protocol V. This 

shows that the training process uses authorship files as a secondary class type. Note 

that the primary class (gender) can be detected since it is available during the training 

process. 

 

Figure 5.4 Training process for the new concatenated author models (Protocol V). 
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Table 5.15 shows the experimental results when using PPMD using Protocol V on 

higher orders. It shows the best results for all the experiments in this chapter. It can 

be seen that the accuracy of identifying single tweets using the concatenated model 

was 76%, whereas using the concatenated author models yielded an accuracy of 81%. 

Similarly, the accuracy of the author profiling experiment increased to 97% compared 

to 88% using the concatenated model. This shows that the use of the new protocol 

helps to improve the results of gender categorisation for both single tweet and multiple 

tweets. 

Table 5.15 Results for gender categorisation using Protocol V. 

One of the benefits of using this new protocol for gender categorisation is that it helps 

to identify gender using text from multiple tweets written by (possibly) other authors 

with the same gender. There was a downside of using concatenated models (Protocol 

I) when female authors were classified as male, as shown in Table 5.13. That was 

because, in the case of some authors, the cost of compression in some tweets is 

affected by the topic. However, the use of the new protocol helps to categorise gender 

by comparing with other authors who have the same gender. Table 5.16 shows the 

miss-classified author genders after using the new protocol. It clearly shows that the 

use of author-trained models also helps to decrease the average codelengths between 

the authors compared to the results in Table 5.13. 

 

 

Tests Single Tweets Author profiling 

Orders Acc. Rec. Prec. F-Meas. Acc. Rec. Prec. F-Meas. 

Order 11 81% 0.770 0.780 0.775 97% 0.976 0.962 0.969 

Order 12 81% 0.776 0.783 0.779 97% 0.976 0.962 0.969 

Order 13  81% 0.777 0.783 0.778 97% 0.976 0.962 0.969 
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Users Original Classified Female 
(bits) 

     Male      
(bits) 

Difference 
(bits) 

hassinaouch Female Male 38646.023 38146.188 499.835 

Ola_Zngna Female Male   2288.389 2261.728   26.661 

Raghooda Female Male     578.810 565.202   13.608 

Table 5.16 Codelengths and differences between the incorrectly classified author genders 
using Protocol V. 

5.7. Discussion and findings 

In this chapter, we examined the performance of the selected classifiers in gender 

categorisation of single tweets and authors’ gender profiling for multiple tweets. As 

shown in Table 5.6, PPMD outperforms other machine learning classifiers as it 

achieved better accuracy, F-measure, recall, and precision in all three test sets, at 

76.4%, 0.73, 0.73, and 0.73, respectively. Out of the three test sets with a total of 6990 

tweets (male 4691 and female 2299), 5277 tweets were correctly classified (3834 

tweets for males and 1443 for females). This compares well with results reported by 

other researchers – for example in English, the study by Burger et al. (2011) which 

reported an accuracy of 74% accuracy and the study by Rao et al. (2010) which 

reported an accuracy of 72.33%. Marquardt et al. (2014) used SVM to detect gender 

on the Twitter dataset and reported an accuracy of 71.15%, while AlSukhni and Alequr 

(2016) achieved 60% accuracy in identifying the gender of 8000 Arabic tweets using 

MNB. Furthermore, the results of this current research were improved by using a new 

protocol that achieved accuracy, F-measure, recall, and precision of 81.6%, 0.77, 

0.77, and 0.78, respectively.  

Also, the research investigated author gender profiling – reported in Table 5.11 – 

which we found to significantly improve results for accuracy, F-measure, recall, and 

precision, achieving 88.1%, 0.87, 0.85, and 0.90, respectively. These results compare 

well with other researchers results in Arabic on different datasets such as the studies 

by Alrifai et al. (2017) which achieved 66.38% of accuracy, and Alsmearat et al. (2014) 

which reported 86.4% of accuracy. In English, Estival et al. (2007) which achieved 

81.15% accuracy, Liu and Ruths (2013) which reported 87.1%, Marquardt et al. (2014) 
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which reported 71.1%, Ugheoke and Saskatchewan (2014) which reported 86.8%, and 

Mikros (2012) which yielded 82.6% for the Greek language. In addition, the results of 

this current research were improved using a new protocol achieving accuracy, F-

measure, recall, and precision of 97.0%, 0.96%, 0.97, and 0.96, respectively. 

Moreover, the research tested the effect of using word features such as word N-grams 

and character N-gram features. In single tweet categorisation, LibSVM performed best 

with character bigrams with an accuracy of 71.9%. In contrast, MNB achieved the best 

result with word unigrams features achieving an accuracy of 68.8%. However, in the 

author gender categorisation experiment, LibSVM performed best with character 

unigram achieving an accuracy of 76%. MNB achieved the best result with word 

character 5-grams features achieving an accuracy of 78%. Similarly, it has been found 

that PPMD with higher orders such as 12 and 13 worked best. This finding 

corresponds to those of other researchers who found that higher orders of N-grams 

are most effective for gender categorisation (Deitrick et al., 2012b, 2012a; Mikros, 

2012) using English and Greek language respectively, and (Alrifai et al., 2017) using 

Arabic language.  

To understand why gender was identified best with higher orders, Table 5.17 presents 

a selection of prominent gender-specific features produced using character 6-grams 

that represent each gender. This shows that the noun “# ةیاور ” translated as “#novel” is 

a common expression for females, whereas “ باتكلا ” translated as “Book” is a popular 

expression used by males. Moreover, writing “Thanks” is different between both 

genders; females write it repeating the last Arabic letter “ا” as “ اااركش ”; instead. In 

contrast, males write the word using double diacritics fathah as “ ًاركش ”. 

 

 

 

 



 

 

 

 

 

123 

Female Male 

Feature Translation Count Feature Translation Count 

ًاركش 100 - �😂😂😂😂😂�  Thanks    169 

يتبیبح  Love 85 ةارابم  Match 161 

# ةیاور  #novel 85 بابشلا  The guys   75 

ةمطاف  Fatimah 79 نلایم  Milan   73 

اااركش  Thanks 68 يلملست  Appreciate  62 

ةیاور _ _novel 62 باتكلا  Book   55 

بح_اھف  Contains_love 62 ىفویلا  Juventus   44 

..... - 60 😄😄😄😄😄😄 -  36 

🌹 💝 😍 - 18 😂😂😂😂😂 -   27 

Table 5.17 A selection sample of prominent gender-specific features. 

5.8. Conclusion 

In this chapter, we presented the results of gender categorisation in Arabic using 

Prediction by Partial Matching (PPM) on both single tweets achieving an accuracy of 

76.4%, and multiple tweets (author profiling) achieving an accuracy of 88.1% using 

concatenated models (Protocol I). We compared these results with other machine 

learning algorithms. In addition, various features were applied such as character N-

grams and word N-grams. Overall, the results show that PPM significantly outperforms 

other mainstream machine learning methods for gender categorisation of Twitter data. 

Furthermore, the results of this current research were improved by using concatenated 

author models to identify a secondary class (Protocol V) on both single tweets gender 

categorisation achieving an accuracy of 81.6%, and multiple tweets (author profiling) 

achieving an accuracy of 97.0%. This work would be useful for such applications 

where user’s profile is examined and needs to be checked regularly based on the text 

content in order to detect false profiles for further investigation.    
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Chapter 6 

6. Dialect Identification of Arabic Tweets Using PPM  

 

6.1 Introduction 

Arabic dialects refer to the spoken variations of Arabic language which differ according 

to the geographical region. Although the written form of Arabic is still considered the 

standard form of the language which is used formally, a dialect is more often used 

unofficially among people from a specific region on a daily basis. Recently, it has been 

noticed that the written form of dialects is being used more frequently for informal 

written communication on the web (Hamdi et al., 2015). However, most of the early 

research on languages has involved identification between the main languages. 

Dialect identification in social media is a recently emerging phenomenon in the field of 

text categorisation.  

Meanwhile, the main way to identify the source of a tweet is to trace the location of the 

tweet (latitude and longitude). The problem is that researchers rely heavily on the 

location of the tweet rather than on identifying the dialect from the content of the text. 

With the existence of many fake accounts and bots in social media which use hidden 

locations to spread rumours or start political propaganda, it is becoming vital to study 

the language used besides other elements to identify the actual source of the tweets 

rather than relying on misleading location information. 

Part of this chapter is based on a paper accepted for publication in the International 

Journal of Computational Linguistics (IJCL): 

Altamimi, M., and Teahan, W.J., "Arabic Dialect Identification of Twitter text 
Using PPM Compression." International Journal of Computational Linguistics 
(IJCL) 10(4) (2019): 47-59.  
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The rest of the chapter is organised as follows: section 6.2 discusses the goals of this 

chapter; section 6.3 describes the experimental setup for both single tweet’s dialect 

identification and multiple tweets author-based dialect identification; and sections 6.4 

and 6.5 report the results of both experiments with a focus on the incorrectly classified 

instances and the improvement of the results using the new classification protocol 

(Protocol V). Next, section 6.6 discusses the findings from both experiments, and lastly 

section 6.7 concludes the chapter and suggests future work.  

6.2 Goals for the investigation 

This section describes the set of goals to be achieved in this chapter. It first examines 

the effect of PPM in recognising Arabic dialects text using the BTAC corpus. In 

particular, it aims to identify the dialects in a single tweet and the author’s dialects with 

multiple tweets, and then compare the results with those obtained from using the 

machine learning algorithms. In addition, it employs various features such as 

characters and word features to help identify the dialects. Finally, it analyses the mis-

classified tweets in both experiments (single tweets, and author tweets). These 

analyses will give better insight into the task to provide some feedback to improve the 

results.  

This chapter’s aims are summarised as follows:  

• to use PPM to identify Arabic tweets for single tweets and for multiple authors’ 

tweets; 

• to compare the results with the benchmark machine learning algorithms; 

• to apply various variants such as character- and word-based approaches; 

• to analyse the incorrectly classified instances in order to find any improvements.   

6.3 Experimental Setup 

This section describes the setup for the experiments that were conducted for this 

study. These experiments adopted a supervised classification approach for this task 

by applying both PPM and machine learning algorithms to identify Arabic dialects 
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using the BTAC corpus. An explicit testing set was used to identify which dialect each 

tweet belongs to. Moreover, the experiments attempted to identify each author’s 

dialects from the 101 authors collected from the corpus. Two feature types were 

employed for these tasks, as described below. 

6.3.1  Character-based classification approach 

PPM and machine learning algorithms were applied on sub-word features using 

constituent characters. PPM classification using different orders were performed from 

3 to 13. After finding the best order, these results were compared with those from 

machine learning algorithms using character N-grams (1-6). The character-based 

approach allowed for implicitly capturing various sub-lexical features such as single 

letters, suffixes, prefixes, and morphemes.  

6.3.2  Feature-based classification approach 

For the machine learning based approaches, word N-grams were also investigated to 

compare these with the results generated from the character-based approach. Each 

feature (i.e. unigram, bigrams and trigrams) was extracted with its frequency 

distribution. The features’ frequencies are weighted using the tf-idf weighting scheme, 

as this proved to be effective in previous research.  

6.3.3  Dataset  

The dataset used Bangor Twitter Arabic corpus (BTAC) which is purposely designed 

for dialect research (see chapter 3). The corpus covers five major Arabic dialect 

groups: Gulf; Egyptian; Levantine; Maghrebi; and Iraqi; in addition to Modern Standard 

Arabic (MSA) and Classical Arabic (CA). The corpus contains over 120K tweets 

annotated according to the different Arabic dialects. The corpus is collected from 101 

authors from the Middle East, with all the tweets manually annotated according to the 

dialects and independently verified by two experts. An explicit testing set has been 

created for testing purposes rather than splitting the training set. The test set was 

collected from the same users for three different time periods to verify that there is no 
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overlap between the training and testing set, and to reflect a real-world data collection 

scenario. The total number of tweets collected for each dialect including training and 

testing sets are listed in Table 6.1. The training phase uses the concatenation of 

training text available for each class (i.e. Gulf; Egyptian; Levantine; Maghrebi; Iraqi; 

MSA; and CA) using Protocol I (see section 2.11). 

Dialects Train Test I (March) Test II (April) Test III (July) 

All Tweets 114,956    1,481    2,655     2,754 

MSA   42,658 757    1,276     1,362 

CA   31,006 301 590  593 

Gulf  9,148 128 260  233 

Egyptian  9,057   98 221  248 

Mixed  8,343   49  64   36 

Levantine  7,857   70 150 144 

Maghrebi  3,980   50   47   70 

Iraqi  1,884   12  29   45 

emojis  1,023   16  18   23 

Table 6.1 Breakdown of the tweets used for the dialect identification experiments. 

The first experiment is applied to the task of identifying the dialect for single tweets 

with there being three different explicit testing sets. This experiment is designed in 

order to find out whether the system would be able to identify the dialect from a single 

tweet, knowing that a single tweet is written in 140 characters or less. This is 

considered challenging as the system is being provided with minimal dialectal context.   

In the second experiment, tweets are combined for each author in order to investigate 

dialect identification for each author. All the three test sets for each author were 

combined to one file; then each author is labelled with the highest number of tweets 

generated from the author’s training file (Modern, Classic, Gulf, Egyptian, Levantine, 

Maghrebi, or Iraqi). The goal of this experiment is to identify the dialect used by each 

author. This dataset provides better insight for each author as multiple tweets from 

each author are collected. Also, it can be considered less challenging than the first 

dataset as the system is being exposed to more data.  
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Figure 6.1 shows the actual dialect used for each author before and after the manual 

annotation. Before the annotation, each author was chosen based on geolocation with 

a total of 101 authors for all dialects. However, after the annotations, we can see that 

the majority of authors were added to both MSA and CA style instead of their main 

dialect. This is because each author was labelled according to the most used dialects 

found in the training sets.  

Figure 6.1 Number of users that represent each dialect before and after the 

annotation. 

6.4 Dialect identification of tweets: Experimental Results  

In this experiment, a multiclass classification (7-way) task for identifying each single 

tweet’s dialects (Modern, Classic, Gulf, Egyptian, Levantine, Maghrebi, Iraqi). This 

was investigated using different orders of PPMD from order 3 to order 13. We started 

with order 3 as lower orders such as 2 performed worse. Each tweet is split into a 

single file; over 6573 tweets were tested in three different test sets. While other 

research experiments perform dialects classification using machine learning 
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algorithms, this experiment is novel in its approach to dialect classification for Arabic 

text as it investigates the use of the character-based text compression scheme PPM. 

Each order experiment, below, was tested on three different test sets. Overall, order 

6 performed better in terms of F-measure with an average of 0.63, while order 11 

performed better in terms of accuracy with an average of 74%.   

Table 6.2 Dialect identification of Arabic single tweets using PPMD. 

However, three machine learning classifiers were also investigated using Weka (Hall 

et al., 2009): Support Vector Machines specifically the LIBSVM package (Chang and 

Lin, 2011); Multinomial Naïve Bayes (MNB); and k-nearest neighbours (KNN). In order 

to classify text for machine learning algorithms using Weka, training and testing sets 

need to be run through a string-to-word-vector filter. The filter for this experiment was 

built using the common term frequency-inverse document frequency (tf-idf) measure. 

Multiple tokenisers were also used such as word N-grams and character N-grams; 

however, no further pre-processing of the data was carried out, such as stemming, 

tokenisation, and removal of stop words, as the intent was to mimic the same approach 

used for PPM.  

O
rders  

Test I (March) Test II (April) Test III (July) 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

3 66% 0.61 0.50 0.55 66% 0.58 0.49 0.53 65% 0.60 0.50 0.55 

4 69% 0.66 0.54 0.60 70% 0.61 0.53 0.56 70% 0.67 0.56 0.61 

5 71% 0.64 0.56 0.60 72% 0.63 0.56 0.59 72% 0.68 0.59 0.63 

6 72% 0.65 0.57 0.61 74% 0.64 0.59 0.61 74% 0.68 0.62 0.64 

7 73% 0.65 0.58 0.61 74% 0.63 0.59 0.61 74% 0.66 0.62 0.64 

8 72% 0.64 0.59 0.61 74% 0.61 0.60 0.60 73% 0.64 0.62 0.63 

9 73% 0.65 0.60 0.62 74% 0.61 0.60 0.60 73% 0.63 0.60 0.62 

10 73% 0.63 0.58 0.60 74% 0.60 0.60 0.60 73% 0.63 0.60 0.63 

11 74% 0.63 0.59 0.61 74% 0.59 0.59 0.59 74% 0.65 0.63 0.64 

12 73% 0.63 0.58 0.61 74% 0.60 0.59 0.59 73% 0.64 0.61 0.62 

13 73% 0.64 0.59 0.61 74% 0.60 0.60 0.60 73% 0.64 0.61 0.62 
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Test Test I (March) Test II (April) Test III (July) 

Measures Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

MNB 65% 0.65 0.69 0.66 69% 0.69 0.70 0.69 69% 0.70 0.72 0.70 

LibSVM 66% 0.66 0.66 0.66 65% 0.66 0.67 0.66 69% 0.69 0.69 0.69 

KNN 1 53% 0.54 0.54 0.54 53% 0.54 0.53 0.53 52% 0.52 0.52 0.52 

PPMD6 72% 0.65 0.57 0.61 74% 0.64 0.59 0.61 74% 0.68 0.62 0.64 

Table 6.3 Experimental results for dialect identification of Arabic single tweets using Machine 
learning classifiers and PPM. 

Best results are obtained using the Multinomial Naïve Bayes classifier with an average 

accuracy of 67.6%. LibSVM performed less then MNB with an average accuracy of 

66.6%. Finally, KNN performed worse with an average accuracy of 52.6%. The 

experimental results are reported in the Table 6.3. When comparing all methods, we 

can see that PPM performs better in terms of accuracy while MNB and LibSVM 

performs better in terms of F-measure.  

Classifiers MNB LibSVM KNN 1 

Features Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

Acc. Rec. Prec. F-
Meas. 

w
or

d Unigrams 68.8 0.69 0.68 0.68 67.3 0.64 0.67 0.65 53.4 0.53 0.53 0.53 

Bigrams 57.6 0.54 0.57 0.56 50.8 0.34 0.50 0.43 56.4 0.52 0.56 0.54 

C
ha

ra
ct

er
 

Unigrams 56.2 0.54 0.56 0.55 58.5 0.54 0.58 0.55 48.5 0.49 0.48 0.50 

Bigrams 64.0 0.64 0.64 0.64 69.1 0.68 0.69 0.68 20.2 0.28 0.20 0.64 

Trigrams 68.3 0.68 0.68 0.68 72.8 0.72 0.73 0.72 20.2 0.22 0.20 0.60 

4-grams 67.9 0.68 0.67 0.67 71.8 0.71 0.71 0.72 26.2 0.30 0.26 0.56 

5-grams 66.4 0.66 0.66 0.66 68.2 0.66 0.68 0.68 37.2 0.41 0.37 0.56 

6-grams 64.2 0.64 0.64 0.64 63.2 0.58 0.63 0.65 53.3 0.52 0.53 0.52 

Table 6.4 Dialect identification of Arabic single tweets using different features. 

As mentioned earlier, one of the goals of this work is to apply different feature sets; 

the word N-grams features (unigram and bigram), and character N-grams features (1-

6). All three tests were combined into one test set resulting in a total of 6573 single 

tweets. Table 6.4 reports the experiment results. In general, character trigrams 
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features identified single dialect tweets best using LibSVM achieving an accuracy of 

72.8%. MNB identified tweets best with the word unigram feature, achieving an 

accuracy of 68.8%. However, the KNN1 classifier found word bigram performed best 

with an accuracy of 56.4%. Overall, in terms of F-measure, LibSVM was found to 

perform well with results as high as 0.73.  

Orders  Accuracy Recall Precision F-measure 

Order 3 66.2 0.60 0.50 0.54 

Order 4 70.2 0.65 0.55 0.59 

Order 5 72.2 0.66 0.57 0.61 

Order 6 74.0 0.66 0.60 0.63 

Order 7 74.1 0.64 0.60 0.62 

Order 8 73.8 0.63 0.60 0.62 

Order 9 73.8 0.63 0.60 0.61 

Order 10 74.0 0.63 0.60 0.61 

Order 11 74.0 0.63 0.60 0.61 

Order 12 73.7 0.62 0.60 0.61 

Order 13 73.5 0.61 0.60 0.61 

Table 6.5 Dialect identification of Arabic single tweets using different orders of PPMD. 

Table 6.6 shows the confusion matrix for PPMD order 7 which achieved the highest 

score when compared with other the orders. The confusion matrix shows a close 

relation between CA and MSA as both are considered formal. However, there are a 

few uses of words interchangeably which leads to some tweets being mis-classified. 

Also, the results show more mis-classifications of MSA tweets with other dialects; this 

shows that there is some overlap between MSA and other dialects which makes it 

difficult to classify.   

The table also shows less confusion between the Egyptian, Levantine and Maghrebi 

dialects which may be due to the clear features that make it easier for the classifier to 
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distinguish between these dialects. On the other hand, more confusion for both Iraqi 

and Gulf dialects can be seen; this is due to the overlap between Gulf and Iraqi dialects 

as south of Iraq are influenced by the gulf dialects which also lead to confusion 

between the two dialects. Finally, it is important to note that the classifier used in this 

experiment has managed to distinguish between dialects despite the data being 

imbalanced. 

PPMD 7 CA Egyptian Gulf Levantine MSA Iraqi Maghrebi 

CA  1220    8  12    3    206  6   6 

Egyptian   8 418  24  23   73  5 13 

Gulf  21   36  363  59   91 22  21 

Levantine  11   18  39      228   37  7  18 

MSA    507   89  121  33  2503 24  51 

Iraqi   3     7 13  16   16 25   4 

Maghrebi   4   10   6  13   12   7     113 

Table 6.6 Confusion matrix for single tweets dialect identification using PPMD order 7. 

6.4.1  Incorrectly classified instances 

To improve the identification result, the tweets that were incorrectly classified were 

analysed further. It was noticed that some of the tweets are not correctly identified due 

to insufficient context to distinguish the dialect when the tweet is too short. In contrast, 

very long tweets are likely to have more features that facilitate correct classification. 

Four further classification experiments were performed by removing tweets that 

contained fewer than 20, 40, 50, and 60 bytes. A total of 1174 tweets were removed 

from the testing sets. Assuming the average Arabic token is five characters, the 

average characters within a 20-byte tweets are just two tokens. This because each 

Arabic character is allocated two bytes. However, the average characters within 40-

byte tweets are five tokens. In contrast, the regular tweets containing 140 characters 

require roughly 250 bytes each.  
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PPMD 7 # of tweets 
removed 

Accuracy 
(%) Recall Precision F-measure 

All test data Non 74.1 0.649 0.607 0.627 

< 20 114 74.9 0.651 0.625 0.638 

< 40 522 77.3 0.655 0.680 0.667 

< 50 287 78.3 0.655 0.705 0.679 

< 60 251 79.1 0.655 0.721 0.686 

Table 6.7 Results of dialect identification of Arabic single tweets using PPMD7 after 
removing tweets containing fewer than 20, 40, 50 and 60 bytes. 

From Table 6.7, using PPMD 7 with the best order from the previous experiment, it 

can be seen that by removing tweets that are less than 20, 40, 50, and 60 bytes, the 

results gradually improve. Overall, there is a slight rise in the recall by 1.4%. However, 

there is a dramatic increase of 11.4% with precision from 0.607 to 0.721. This increase 

improves the F-measure by 5.9%, which also increases the accuracy to reach 79.1%.  

MNB word-
unigrams 

# of tweets 
removed 

Accuracy 
(%) Recall Precision F-measure 

All test data Non 68.8 0.688 0.713 0.692 

< 20 114 69.3 0.694 0.719 0.698 

< 40 522 71.5 0.715 0.740 0.719 

< 50 287 72.6 0.726 0.750 0.730 

< 60 251 73.1 0.732 0.756 0.736 

Table 6.8 Results of dialect identification of Arabic single tweets using MNB after removing 
tweets containing fewer than 20, 40, 50 and 60 bytes. 

On the other hand, the same dataset of removed tweets was applied to MNB – see 

Table 6.8. The table shows that there is a moderate rise in the recall and precision 

with 4.4%, and 4.3% respectively. This led to a total of 4.4% rise in the F-measure, 

and the accuracy also increased to reach 73.1%.  

Furthermore, Table 6.9 shows the effect of removing tweets for the LibSVM classifier 

with character trigrams features which performed best previously. Overall, there was 
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a smaller rise in the recall and precision, both by 3.6%. This led to a 3.7% rise in the 

F-measure, and also an increase in accuracy to reach 76.4%. This shows that PPM 

produces better accuracy when tweets that contain less text are removed. The 

accuracy, recall, and precision after removing 20, 40, 50, and 60 bytes are reported in 

the tables below. 

LibSVM 
character-
trigrams 

 

# of tweets 
removed 

Accuracy 
(%) Recall Precision F-measure 

All test data Non 72.8 0.728 0.732 0.722 

< 20 114 73.4 0.734 0.737 0.728 

< 40 522 75.1 0.751 0.755 0.745 

< 50 287 75.7 0.758 0.762 0.752 

< 60 251 76.4 0.764 0.768 0.759 

Table 6.9 Results of dialect identification of Arabic single tweets using LibSVM after 
removing tweets containing fewer than 20, 40, 50 and 60 bytes. 

However, it was noted that a few of the longer tweets were also mis-classified. These 

tweets were then analysed in more depth to help better understand how difficult the 

task is. This showed that identifying dialects within tweets can be complicated even 

for a native speaker, for the following reasons:   

• There are no defined boundaries between dialects and modern standard Arabic 

when dealing with text; for instance, some tweets are influenced by the 

standard modern Arabic regardless of the dialects used. 

• The classification is affected by the topic bias of the tweets; for instance, the 

tweet might be classified by the tweet’s topic regardless of the dialects being 

used. 

• The cost of encoding the text can be dominated by people’s names or location 

when classifying tweets.  

• Classifying single tweets is more challenging due to the fact that some tweets 

contain less dialect content.  
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6.5 Author dialect identification  

As well as classifying single tweets, classification of multiple tweets from the same 

author were also investigated. Each author’s tweets from the three test sets were 

combined into single files; each file represents tweets from the same author.  Each 

author had their dialect labelled according to the most used dialect found in the training 

sets, and this dataset was then used for experiments using PPMD and the machine 

learning algorithms. This classification task is different to the problem of authorship 

attribution, as the intention is to classify text according to the dialect or dialects used 

by the author, not to classify text according to which author the tweets belongs to. 

Table 6.10 shows the results of classifying a total of 101 authors according to their 

dialect using MNB, LibSVM, KNN, and PPMD. The best result is achieved using PPMD 

order 5 reporting an accuracy of 87.1%, slightly better than MNB achieving an 

accuracy of 86.1%. LibSVM reported an accuracy of 71.2%. Finally, KNN 1 achieved 

an accuracy of 34.6%.  However, further investigation is required using various word 

and characters N-gram features. 

Measures Correctly 
classified 

Accuracy 
(%) Recall Precision F-measure 

MNB 87 86.1 0.861 0.870 0.862 

LibSVM 72 71.2 0.713 0.663 0.672 

KNN 1 35 34.6 0.347 0.402 0.190 

PPMD 5 88 87.1 0.840 0.915 0.876 

Table 6.10 Results of author dialect identification using machine learning algorithms and 
PPMD. 

However, various N-grams word and character features were also applied to the 

machine learning classifiers in Table 6.11. The results show that MNB produces the 

best result using word unigram features with an accuracy of 86.1%. In contrast, 

LibSVM achieved the best result using character 4-grams features, with an accuracy 
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of 78.2%. Also, KNN 1 achieved best results using character unigram features 

achieving 49.5%. 

Classifiers MNB LibSVM KNN 1 
Features Acc

. 
Rec. Prec. F-

Meas. 
Acc

. 
Rec. Prec. F-

Meas. 
Acc. Rec. Prec. F-

Meas. 

W
or

d  Unigrams 86 0.86 0.87 0.86 71 0.71 0.66 0.67 34.6 0.34 0.40 0.19 

Bigrams 80 0.80 0.81 0.79 36 0.36 0.40 0.22 40.0 0.40 0.59 0.29 

C
ha

ra
ct

er
 

Unigrams 52 0.52 0.64 0.49 54 0.54 0.58 0.51 49.5 0.49 0.57 0.48 

Bigrams 68 0.68 0.73 0.68 60 0.60 0.63 0.55 4.09 0.05 0.28 0.02 

Trigrams 76 0.76 0.78 0.75 73 0.73 0.70 0.70 9.09 0.09 0.29 0.03 

4-grams 80 0.80 0.82 0.79 78 0.78 0.74 0.75 9.09 0.09 0.29 0.03 

5-grams 80 0.80 0.81 0.80 75 0.75 0.74 0.72 9.09 0.09 0.29 0.03 

6-grams 80 0.80 0.83 0.80 76 0.76 0.75 0.74 34.6 0.34 0.40 0.19 

Table 6.11 Results for dialect identification of Arabic author using different features. 

 

Orders Accuracy (%) Recall Precision F-measure 

Order 2 76.2 0.686 0.792 0.735 

Order 3 84.2 0.807 0.861 0.833 

Order 4 83.2 0.793 0.867 0.828 

Order 5 87.1 0.840 0.915 0.876 

Order 6 84.2 0.773 0.890 0.827 

Order 7 84.2 0.773 0.886 0.826 

Order 8 81.2 0.718 0.869 0.786 

Order 9 81.2 0.718 0.869 0.786 

Order 10 82.2 0.738 0.878 0.802 

Order 11 82.2 0.738 0.863 0.796 

Order 12 82.2 0.738 0.878 0.802 

Table 6.12 Results for dialect identification of Arabic author using PPM with different orders. 
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To compare the results with PPM, an experiment was performed using various orders 

of PPMD. Table 6.12 shows that order 5 PPMD outperformed other orders, achieving 

an accuracy of 87.1%. This result shows that identifying dialect within multiple tweets 

is better using short sequences of characters. This is probably due to words with two 

or three characters containing more distinguishable dialect features. This was similar 

to other Arabic studies that found that character N-grams identifies Arabic dialects best 

(Darwish et al., 2014; Sadat et al., 2014). 

Table 6.13 shows the confusion matrix for the PPMD order 5 classifier which achieved 

the highest scores in all the experiments as shown in Table 6.12. The confusion matrix 

shows that there were some confusions between CA and MSA due to the overlap of 

some features they both use. This supports the earlier informal observation when 

classifying single tweets. Also, similar to previous experiments performed using single 

tweets, less confusion among Egyptian, Levantine, and Maghrebi dialects was 

observed. In contrast, a close relationship can be seen between the Iraqi and Gulf 

dialects as three Iraqi authors were classified as using the Gulf dialect, so this was 

examined further below. 

PPMD 5 CA Egyptian Gulf Levantine MSA Mix Iraqi Maghrebi 

CA     26 1 0 0 2 0 0 0 

Egyptian 0 8 0 0 0 0 0 0 

Gulf 0 0 7 0 0 0 1 0 

Levantine 0 0 0 5 0 0 0 0 

MSA 3 1 1 0    31 1 0 2 

Mix 0 0 0 0 0 5 0 0 

Iraqi 0 0 0 0 0 0 3 0 

Maghrebi 0 0 0 0 1 0 0 3 

Table 6.13 Confusion matrix for author dialect identification using PPMD order 5. 
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6.5.1 Incorrectly classified instances  

After checking the 13 inaccurately classified authors, it appeared that eight of the 

authors changed their type of writing from one style to the other. For instance: three 

of the authors changed their style of writing from CA to MSA in the testing set;  one 

author changed their form of writing from MSA to CA; another author used mostly 

Moroccan dialects instead of MSA; a further one did the opposite, switching from 

Moroccan to MSA; another changed from writing in Egyptian to write in MSA; and one 

author changed from writing in Egyptian to write in CA. In the cases of the remaining 

five authors, one author had less than 10 tweets in their testing set. This because most 

of their tweets were retweets or repeated. Note that all retweets or duplications were 

deleted when cleaning the BTAC corpus. Table 6.14 shows the codelength differences 

between training and classified labels for the rest of the four authors which PPM mis-

classified. 

PPMD 5 Author1 
Omran 

Author2 
Kaream 

Author3 
Saban 

Author4 
Meshari 

Training label MSA Iraqi Mix Gulf 

2nd Training label CA Mix Levantine MSA 

Classified label  CA Gulf MSA MSA 

CA 19475.064 5417.531 20494.516 22959.967 

Egyptian 22794.061 4912.527 19130.512 23266.092 

Gulf 22659.961 4715.622 19271.420 23407.367 

Levantine 23053.801 4835.546 19132.461 24736.404 

MSA 19989.648 5011.298 18836.396 21314.678 

Maghrebi 23433.289 5058.061 20975.969 25037.535 

Iraqi 24787.527 4881.765 21935.494 26231.883 

Mix 21188.887 4773.661 18861.479 22069.014 

Difference (bits)     514.584   166.143       25.083   2092.689 

Table 6.14 Codelengths for the mis-classified authors.  

The codelength differences among the first three authors (shown in the final row of the 

table) is quite low. For example, the codelength difference between classical and 
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modern style for the first author is 514.584 bits. In contrast, the fourth author is 

classified to the modern style which is the highest training subset in the corpus and 

therefore has a better contextual coverage compared to the other styles and dialects. 

After analysing this author’s tweets, it was found that the codelength difference was 

quite high (2092.689 bits). This is due to this author having the second highest number 

of tweets written in the modern style. Furthermore, it was found that this particular 

author is a journalist, and this clarifies the classification results as the author used 

modern standard Arabic style in most of his tweets. 

6.5.2  Improving  author dialect identification 

Following the classification improvement for gender categorisation in chapter 5, the 

experiment was repeated to see if better performance was possible using Protocol V. 

That is, instead of concatenating the training data according to the dialects comprising 

eight labels – Modern, Classic, Mix, Gulf, Egyptian, Levantine, Maghrebi and Iraqi – 

the training data would be concatenated according to authorship instead. This 

generated 101 models since 101 authors were collected for BTAC. Each author is 

labelled according to the most used dialect found from the training sets. Figure 6.2 

demonstrates the author dialect identification procedure that uses Protocol V. This 

shows that the training process uses authorship files as a secondary class type. Note 

that the primary class (dialect) can be detected since it is available during the training 

process. 

Figure 6.2 Dialect identification procedure for Protocol V. 

 
Training  

 
Author1 

Author2 

 
Author3 

  

 
Author4 

Models 

  

Author1.model   (Egy.) 

Author3.model  (MSA) 

 

 

Author4.model  (Gulf) 

 

 

Author2.model    (CA) 

 



 

 

 

 

 

140 

The classification performed using orders 2 to 6 as these were shown to produce the 

best results on the dialect experiments in this chapter.  The best result was obtained 

with order 2, achieving an accuracy of 98%, with two authors being mis-classified (see 

Table 6.15). The reason for the misclassification is that both authors had few tweets 

in their testing sets. This result reflects the results that were found for authorship 

attribution in Chapter 4, which obtained the highest accuracy with order 2. The result 

obtained confirms the ability of the system to capture the correct dialect with the aid of 

the author writing style. Orders 3 and 4 achieved the second best result with accuracy 

of 94.1%, with six authors being mis-classified. By using author-trained models, other 

factors besides dialect were considered in the identification process such as each 

author’s possibly different writing styles (e.g., hash, comma, and dots) and interests 

(e.g. football, hobbies, politics) instead of relying heavily on the dialect most used by 

an author in the testing set as shown in section 6.6.1.  

Orders  Accuracy (%) Recall Precision F-measure 

Order 2 98.0 0.983 0.966 0.974 

Order 3 94.0 0.953 0.885 0.919 

Order 4 94.0 0.953 0.885 0.919 

Order 5 93.1 0.950 0.881 0.915 

Order 6 92.1 0.944 0.869 0.906 

Table 6.15 Dialect identification of Arabic authors using Protocol V. 

The mis-classified authors from orders 2 and 3 were analysed. Table 6.16 shows that 

the difference in codelengths between the lowest and correct models is low. The 

average codelength differences average in order 2 is 20.56 bits for two authors, while 

the average codelength in order 3 is 29.81 bits in total for the six authors. This 

compares to the average codelength with the concatenated models produced in Table 

6.14, which resulted in an average of 699.624 bits for the four authors. This shows 

that using concatenated author models also reduces the cost of compression, which 

also helps to accurately identify the dialect for each author. 
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 Table 6.16 Codelengths for the mis-classified authors produced by concatenated author 
models using Protocol V. 

6.6 Discussion and findings   

Experimental results for a number of Arabic dialect identification experiments have 

been presented using prediction by partial matching (PPM) employing the character-

based approach. These results have also been compared with those from other 

machine learning algorithms using character-based and word-based approaches. The 

results showed that the PPM classifier provided competitive performance.  

The findings demonstrated the utility of the selected corpus BTAC for experiments for 

Arabic dialect identification. Single tweets identification achieved an accuracy of 74% 

and a F-measure of 0.630 for PPM. Over 6500 tweets were examined using the 7-way 

classification task with a total of 112 thousand annotated tweets as the training set. 

This dataset is more comprehensive compared to others used for Arabic dialect 

identification studies performed on single tweets. For instance, the study by Zaidan 

and Callison-Burch (2011) used a dataset size of over 108 thousand sentences. They 

reported an accuracy of 69.4% performed on a 4-way classification task. Also, the 

research by Abu Kwaik et al. (2018) yielded an accuracy of 52% performed on a 4-

way classification task. 

 PPMD2 PPMD3 

Author Author1
MohAshr 

Author2 
Raghooda 

Author3 
Abouiss 

Author4 
Lababidi 

Author5 
rttoi 

Author6 
olZngna 

Author7 
Karamfdl 

Author8
MohAsh 

Training label Egy Lev CA MSA Iraqi Iraqi Iraqi Egy 

Classified to CA Gulf MSA CA Gulf Gulf Egy MSA 

Lowest 
Codelength  455.83 589.14 1987.8 9849.8 680.15 2315.2 5288.6 410.44 

Codelength 
for correct 

classification 
469.54 616.55 1998.4 9935.6 683.03 2324.6 5319.5 449.88 

Difference 
(bits)  13.71  27.41  10.56  85.76    2.88    9.39   30.86   39.44 
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Although other researchers have produced better results than those from this study, 

for this study we trained and tested on a larger dataset. El Haj et al. (2018) performed 

their study using 16 thousand tweets. Their study achieved an accuracy of 76.2% and 

an F-measure of 0.78. They performed a 5-way classification task using SVM. 

Moreover, Sadat et al. (2014) performed Arabic dialect identification on 18 Arabic 

variations. A total of 63 thousand sentences were used for training data, with the 

testing set consisting of 100 sentences for each dialect. They reported an overall F-

measure of 0.80 and an accuracy of 98% using the character bi-gram model. Finally, 

Malmasi et al. (2015) obtained similar results to this current study achieving an 

accuracy of 74% from a total dataset consisting of just two thousand sentences. The 

study by Alshutayri and Atwell (2017) reported 5-way classification accuracy of 79%. 

Their training data contained 8,090 tweets, and testing was done on 1,764 tweets.  

In addition, this work has also investigated classification by dialects according to each 

author yielding an accuracy of 87%.  When comparing this with other machine learning 

algorithms, MNB performed the best with an accuracy of 86%. In addition, the 

inaccurately classified authors were highlighted, and it was found that the mis-

classification was due to either fewer tweets by the author or that some authors 

changed their style of writing in the testing set. We also found out that the classification 

of the text can be dominated by people’s names or location or the tweet’s topic.  

Furthermore, the research results were improved by using concatenated author 

models (Protocol V). Instead of concatenating the models according to the available 

training text for each class (i.e. dialects) using Protocol I. The results improved to an 

overall accuracy of 98%. To the best of our knowledge, no other studies for Arabic 

have achieved such a good result using similar approaches.  

In general, it was also found that character N-grams identify Arabic dialects best, 

similar to the results reported by (Darwish et al., 2014; Sadat et al., 2014). Specifically, 

we found that short sequence of characters such as orders 5, 6, and 7 capture the 

dialect features best in Arabic. This is in contrast to other experiments on multiple 
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tweets classification which reported that word-based approaches identified Arabic 

dialects best (Zaidan and Callison-Burch, 2014; Harrat et al., 2017; Abu Kwaik et al., 

2018). However, the above-cited studies used machine learning algorithms which are 

known for their ability to perform well with word-based approaches.  

6.7 Conclusion  

In this chapter, Prediction by Partial Matching was employed to identify Arabic text for 

two scenarios: single tweets and multiple (author) tweets. The research achieved 

accuracies of 74% and 87% on both experiments using concatenated models. The 

results were also compared with the benchmark machine learning algorithms. In 

addition, various features such as character-based and word-based approaches were 

applied, and the incorrectly classified authors were assessed, in order to find 

improvements. It was also found that by using the new concatenated author models, 

the results of author dialect identification improved to an overall accuracy of 98%.  

There are a number of possible directions for future work in this chapter. The accuracy 

can be improved by increasing the size of the training data for both the Maghrebi and 

Iraqi dialects. In this regard, the relatively high classification accuracy of the 

compression-based approach is reassuring, given the restricted amount of training 

data available. Furthermore, the generalizability of the system needs to be 

investigated with a much greater number of authors in the author dialect identification 

experiment in order to determine how well the system scales up with real case 

scenarios. 
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Chapter 7 

7. Character-based Identification of Code-switching in 
Arabic Tweets 

 

7.1. Introduction 

The purpose of this chapter is to identify code-switching in Arabic Twitter text. Code-

switching is a phenomenon that often occurs in text acquired from social media. This 

is because the use of informal written text increases the chance that there is a shift 

between two linguistic systems. Many researchers have proposed the need to identify 

code-switching that occurs between two main languages. However, in this chapter we 

investigate code-switching between two variant linguistics systems from one 

language. The motivation for this came from observing in BTAC code-switching 

occurrences in Twitter for the Arabic language, which usually took place between 

dialectical and modern standard Arabic content, and vice versa. 

This chapter examines the code-switching dataset in BTAC and detects code-

switching which occurs in both dialect and MSA content. Furthermore, for validation, 

a further experiment applying five-fold cross-validation was applied on the entire data 

of the corpus which did not contain code-switching content. Finally, we analysed the 

code-switching outcomes and demonstrate results samples. The remainder of the 

chapter is structured as follows: Section 7.2 describes the method used for character-

based segmentation; section 7.3 explains the experimental setup for both the 

experiment and data used in the study; section 7.4 reports the experimental results; 

section 7.5 discusses the outcomes of the study and analyses sample of the results; 

and section 7.6 concludes the chapter.  
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7.2. Character-based segmentation using PPM 

The method used to perform the segmentation is based on the character-based 

approach.  Prediction by Partial Matching (PPM) is used to find the most likely true 

segmentation by switching between the compression-based language model used to 

encode each character. This is achieved by calculating the lowest compression 

codelength for the annotated character sequence. The searching process for finding 

the best switching uses the Viterbi-based algorithm which was implemented using the 

Tawa toolkit (Teahan, 2018).  

 

Figure 7.1 Search tree for the sample " رصم " (translation: “Egypt”). 

The search process for the segmentation problem which shows how the search was 

applied is shown in Figure 7.1. Two language variations were used in this example –

Modern Standard Arabic and Arabic Dialect. For each node, the transformed letter 

indicated which model was used to code it – the abbreviation ‘M’ if the Modern 

Standard Arabic model was used and the abbreviation ‘D’ if the Arabic Dialect model 

was used instead. If the process decided to shift from one model to the other, then a 

special sentinel symbols (like an end-of-file character) was encoded to signify the 

switch which added major costs to the encoding process. Under each node the 

codelength (i.e. cost of compression) is calculated based on a static order 5 PPMD 
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trained using the MA and DA datasets from BTAC (see the following section –

experimental setup). The lowest codelength for each level of the tree is shown in bold 

font.   

The example shows the process of segmentation of the word " رصم " (translation: 

“Egypt”). In the first level the lowest codelength for encoding the first letter, 5.81 bits, 

was assigned to the MA model. In the second level, the lowest codelength of 13.63 

bits was assigned to the DA model. Finally, the third level returned back to the correct 

MA model as it received the lowest codelength in the third level of 15.06 bits. Note that 

the alternative segmentations which involved code-switching did not produce the best 

result in this short sequence of three characters. The Viterbi-based search algorithm 

effectively makes the search tractable for longer sequences by pruning poorly 

performing segmentations which use the same predictive contexts. 

7.3. Experimental setup  

In the BTAC corpus (see chapter 3), code-switching has been manually identified and 

extracted for this and further research. Code-switching occurs among less than 1% of 

the entire corpus. 713 tweets were identified to contain code-switching mostly between 

dialectal and MSA content. Each tweet is processed and tagged with labels according 

to the trained model (DA and MSA). Each tweet split is tagged with the corresponding 

model. Then the file is post-processed to count the number of characters that were 

correctly classified to calculate the accuracy. The accuracy is calculated according to 

the percentage of correct characters based on the ground-truth judgments made for 

the code-switching data in BTAC.  

Code-switching dataset  

#Word 12,812 

#Characters 61,426 

#Testing tweets      713 

#Training tweets     105,583 

                  Table 7.1 Number of tweets, words, and characters for the code-switching 
dataset in BTAC. 
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7.4. Experimental Results 

The majority of code-switching exists in BTAC between dialect and MSA content. The 

models were built using a training set comprised of dialectal Arabic and MSA subsets 

taken from non-code-switching data found in BTAC. The MSA subset combines both 

modern and classical Arabic text containing 73,663 tweets, whereas the dialect Arabic 

subsets combines content from the five main dialects in one model (Egyptian, Gulf, 

Iraqi, Maghrebi, and Levantine), containing 31,922 tweets. Segmentation was 

performed using order 5 PPMD models as this was the order which achieved the best 

accuracy in identifying dialect tweets previously.  

The first experiment result reported in Table 7.2 involved using just the 713 tweets in 

BTAC that had been identified as containing a mixture of DA and MSA are examined. 

A total number of 327 tweets were identified as containing code-switching, whereas 

386 tweets were identified as having no code-switching existing between them. The 

accuracy obtained for identifying code-switching in the tweets at a character level 

using the PPM-based method was 62.4%. 

Data Results 

Number of tweets where single code-switching occurs     327 

Number of tweets where multiple code-switching occurs      68 

Number of correct characters   38,377 

Number of correct tweets  446.1 

Accuracy using order 5 PPMD models 62.4% 

Table 7.2 The results for code-switching performed on 713 tweets. 

Additionally, we performed another experiment for validation purposes using five-fold 

cross-validation. This time, the experiments included the entire corpus containing a 

total of 106,298 tweets including the code-switching dataset. Then the tweets are split 

into five folds, each fold consisted of 21,260 tweets. Similarly, a training set was used 

which comprised dialectal Arabic in one model, and combination of modern standard 

Arabic and classical Arabic in another model. Every fold is used once for testing while 

using the others folds for training. The experiment achieved an accuracy of 81.2% 
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when the full dataset was taken into consideration. Note that the segmentation method 

was able to identify most of the non-code-switching tweets correctly by identifying a 

single language variation for each tweet. The following table reports the experimental 

result.  

Data Five-fold cross-validation 106k tweets 

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 

#Correct tweets  16,352 16,478 16,418 16,263 16,501 

#Total character 1,729,467 1,732,827 1,736,996 1,738,553 1,725,308 

#Correct character 1,403,759 1,412,557 1,413,560 1,394,846 1,413,412 

Accuracy 81.1% 81.5% 81.3% 80.2% 81.9% 

Avg. Accuracy of PPM 
order 5 

81.2% 

Table 7.3 The results for code-switching performed using five-fold cross-validation.  

The confusion matrix shows the total numbers of actual and predicted characters. (The 

“No” label refers when no code-switching occurred content, and the “Yes” label refers 

to the existence of code-switching content). Out of 8,601,725 characters for the tweets 

that contain no code-switching, the system predicted 81.4% of the total number of 

characters correctly. However, when using the dataset that contains code-switching 

which consists of 61,426 characters, the system predicted 52.8% of the total number 

of characters that contains code-switching correctly.  

Confusion Matrix Predicted “No” Predicted “Yes” 

Actual “No” 7,003,979 1,597,746 

Actual “Yes”      28,964      32,462 

Table 7.4 Confusion matrix for the code-switching experiment performed on the entire 
corpus at the character level using five-fold cross-validation. 

Confusion Matrix Predicted “No” Predicted “Yes” 

Actual “No” 82,465 23,488 

Actual “Yes”     345      368 

Table 7.5 Confusion matrix for the code-switching experiment performed on each tweet in 
the entire corpus using five-fold cross-validation. 
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7.5. Discussion of experimental results 

As mentioned above, predicting code-switching in text acquired from Twitter is the key 

motivation of the research conducted for this chapter. Most of the studies mentioned 

in the related work section performed code-switching between two languages. For 

example, Yeong and Tan (2010) identified the switch between Malay-English 

vocabulary, Oco and Roxas (2012) examined code-switching that occurs between 

Tagalog-English languages, Lignos and Marcus (2013) detected code-switching 

between Spanish-English, and Piergallini et al. (2016)  identified code-switching that 

occurs in Swahili-English languages. These studies reported higher results due to the 

clear differences between the languages.  

Moreover, other studies performed code-switching between two linguistic variations of 

a single language. Elfardy et al. (2014) examined the code-switching that occurs 

between the Egyptian dialect and modern standard Arabic, and Shrestha (2016) 

detected code-switching that occurs between Arabic dialects and MSA. These studies 

produce very low accuracy due to the fact that the differences are not highly noticeable 

when identifying two linguistic variations from the same language.  

However, the reported result in this research is an accuracy of 62.4% which shows 

that the accuracy of identifying code-switching is complicated. This result compares 

with other studies such as Elfardy et al. (2014) who examined the code-switching that 

occurs between the Egyptian dialect and modern standard Arabic, achieving an 

accuracy of  51.9%. Elfardy et al. (2014b) used a language modelling approach with  

back-off to a morphological analyser and reported an F-measure of 0.20 for Twitter 

data. Shrestha (2016) reported an F-measure of 0.34 for identifying code-switching 

using Conditional Random Fields (CRF). 

Further analyses were applied to the segmented tweets. Most of the incorrectly 

segmented tweets fall into six erroneous cases: 

• Case one: The number of characters of the MSA part of the tweet is larger than the 

DA part. This occurs in 18.3% of the tested tweets (131).  
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Original: 

<\DA> ةنیعم ةطلس وا ماظن تحت نیحلاف لیغشت مم ..نھریغو يدرواملاو يعفاشلا ،ءاملع ریثك ونع وكحو  <DA><\MA>  <MA> ،ملاسلااب عاطقلاا ماظن 

Segmented:  

 <\DA> ةنیعم ةطلس وا ماظن تحت نیحلاف لیغ <DA><\MA> شت مم ..نھریغو يدرواملاو يعفاشلا ،ءاملع ریثك ونع وكحو ،ملاسلااب عاطقلاا ماظن  <MA> 

• Case two: The number of characters of the DA part of the tweets is larger than the 

MSA part. This occurs in 18% of the tested tweets (130).  

Original: 

<\DA> باوج لاو ... ؟ بیط كاسع ؟ كنولش ؟ كفیك !<DA><\MA>  <MA> اندنع ةیحتلا ةلئسأ رثكأ ام 

Segmented:  

<\DA> باوج لاو ... ؟ بیط كاسع ؟ كنولش ؟ كفیك اندنع ةیحتلا ةلئس !<DA><\MA> أ رثكأ ام  <MA> 

• Case three: One label was assigned to the tweets instead of segmentation. This 

occurs in 53% of the tested tweets (386). 

Original:  

<\DA> رضتحملا نیقلت بحتسم هارتو  <\MA> "الله لاا ھلإ لا مكاتوم اونقل" <MA>  <DA> ثیدح ھیف طلغ يخای لا

Segmented:  

<\DA> رضتحملا نیقلت بحتسم هارتو "الله لاا ھلإ لا مكاتوم اونقل" ثیدح ھیف طلغ يخای لا <DA> 

• Case four: Number of characters in both segmentations are equal. This occurs in 

a total of 66 tweets accounting for around 9% of the tested tweets.  

Original: 

 <\DA> ةدراھنلا ولح ربخ ينات <DA><\MA> ةلتحملا افیح ةنیدمب طفنلا ریركت يفاصم لخاد مخض قیرح علادنا <MA> 

Segmented: 

 <\DA> ةدراھنلا ولح ربخ ينات <DA><\MA> ةلتحملا افیح ةنیدمب طفنلا ریركت يفاصم لخاد مخض قیرح علادنا <MA> 

• Case five: Tweets that are wrongly assigned to contain code-switching. This often 

occurred specifically in the second experiment. The total number of splits that 

occurs is 3212 tweets, accounting for around 3% of the entire corpus.  
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Original:  

<\DA>  <DA> �� ؟مھعضو ونش لاو ءایبغأ مذاھ .. رئازجلا يف اوعجشی ةسناوت اشرب حرابلا يتنب ای 

Segmented: 

<\MA> <MA><\DA>�� ؟مھعضو ونش لاو ءایبغأ   <DA> مذاھ .. رئازجلا يف اوعجشی ةسناوت اشرب حرابلا يتنب ای 

• Case six: Tweets that are wrongly tagged with the opposite label. This often 

occurred specifically in the second experiment. The total number of tweets is 

20,276 tweets, accounting for around 19% of the entire corpus.  

Original: 

<\MA> دھاش# !! نیملسملا# ةفلاخ# ضفرو ایقیرفإ ةحاسم ثلث كلم ریمأ !!؟ وھ نم  <MA> 

Segmented: 

<\DA> دھاش# !! نیملسملا# ةفلاخ# ضفرو ایقیرفإ ةحاسم ثلث كلم ریمأ !!؟ وھ نم  <DA> 

• Case seven: Tweets that were correctly not segmented, which represents the 

majority of the tweets in the second experiment. The total number of tweets is 

82,465 tweets, accounting for around 77% of the entire corpus. Table 7.6 

summarises all the seven cases.  

Experiment 1 

Case # Tweets Percentage 

1           131 18% 

2  130 18% 

3  386 54% 

4    66  9% 

Experiment 2 

5        3,212  3% 

6      20,276 19% 

7      82,465 77% 

Table 7.6  Summary of the six cases with number of tweets and percentage for both 
experiments. 
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7.6. Conclusion  

In this chapter, Prediction by Partial Matching was employed to identify code-switching 

in Arabic Twitter text. Two experiments were employed in this chapter. First, a mixture 

of dialectal and MSA tweets were examined in this experiment. The accuracy obtained 

for identifying code-switching in these tweets was found to be 62.4%. Note that this 

result is produced from a small sample of 713 tweets. Second, for validation purposes, 

a further experiment using five-fold cross-validation was applied on the entire data of 

the corpus which did not contain code-switching content. The obtained accuracy for 

identifying code-switching in this experiment achieved 81.2%. Note that the method 

was able to identify most of the non-code-switching tweets correctly by identifying a 

single language variation for each tweet. Finally, we analysed the code-switching 

output and found that the incorrectly segmented tweets fell into six erroneous cases.  

There are a number of possible directions for future work from this chapter. We plan 

to perform further analysis using other corpora that contain code-switching content. 

Also, we plan to extend our dialect dataset to include segmenting individual dialects 

instead of combining all the dialectal text together into one model. This would be 

required for the system to be used in the future for automatically annotating data. 
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Chapter 8 

8. Conclusion and Future Work 

 

8.1. Discussion  

There were two motivations that inspired the work within this thesis. The first was that 

although there are a significant volume of classical and modern standard resources in 

the Arabic language community, the field of dialectal resources is still limited. Dialectal 

resources have recently witnessed major growth because of the availability of web-

based resources in the form of textual data from social media websites, unlike in the 

past. This increase in the availability of dialectal text has provided the incentive to 

produce this work.  

Therefore, a new corpus was created called the Bangor Twitter Arabic Corpus (BTAC).  

The corpus was planned to support various Arabic studies that depend on authentic 

data in addition to text analysis in areas such as dialect identification, code-switching 

and other classification tasks such as gender categorisation, authorship attribution, 

and genre categorisation. The corpus contains text from social media as a reference 

for Arabic dialects. The process involved the collection of over 122K tweets that were 

manually annotated according to the main five Arabic dialects – Egyptian, Gulf, Iraqi, 

Maghrebi, and Levantine, in addition to the two main Arabic styles – Classical Arabic 

and Modern Standard Arabic. The annotation also highlighted for further studies some 

of the tweets that contained code-switching. The corpus also involved genre 

annotation of each tweet such as information, politics, religion, art, sport, media, 

culture, economics, greeting, travel, social, and health. This corpus represents a 

valuable and rich resource for NLP applications targeting Arabic dialects research.  
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The second motivation was to perform text categorisation experiments in order to 

evaluate the PPM character-based approach and compare with the feature-based 

approach. The aim was to investigate Arabic Twitter text in three main classification 

tasks: gender categorisation; authorship attribution; and dialects identification. The 

potential for categorisation of text using the character-based approach has been 

underestimated in various studies (Frank et al., 2000). This underestimation had been 

supported by published experimental results for the word-based approach adopted by 

many machine learning algorithms. In the past, various studies have employed the 

character-based approach and performed categorisation experiments for various 

tasks involving English and Chinese texts. However, to the best of our knowledge, no 

study involving Twitter text using PPM has been performed before this one involving 

specifically Arabic language. 

In term of single tweets categorisation, the experimental results reported in this thesis 

that using PPM has produced an accuracy of 76% for gender categorisation, an 

accuracy of 77% for authorship attribution, and an accuracy of 74% for dialect 

identification. When compared to the machine learning classifiers where the best 

results were achieved by the LIBSVM classifier with an accuracy of 71% for gender 

categorisation, an accuracy of 63% for authorship attribution, and an accuracy of 72% 

for dialect identification.  

In term of the author tweets categorisation, the experimental results reported in this 

thesis that using PPM has produced an accuracy of 88% for gender categorisation, an 

accuracy of 96% for authorship attribution, and an accuracy of 87% for dialect 

identification for Arabic Twitter text using PPM. In contrast, when compared to the 

machine learning classifiers, the best results were achieved by the MNB classifier with 

an accuracy of 78% for gender categorisation, an accuracy of 93% for authorship 

attribution and an accuracy of 86% for dialect identification. 

Further optimisation was achieved for gender and dialect experiments using a 

classification procedure that used secondary class authorship information. The 

procedure concatenated all the data for each author as the training set which produces 
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separate models for each author. This improved classification accuracy in both gender 

and dialect experiments. The results significantly improved with gender author 

categorisation achieving an accuracy of 97%, and dialect author identification 

achieving an accuracy of 98%.  

We also investigated code-switching that often occurs in text acquired from social 

media. In this study we investigated code-switching between two variant linguistic 

systems from one language (Modern Standard Arabic and Arabic dialectal text). The 

purpose of the experiment was to detect the shift at the character level. An accuracy 

of 81.2% for detecting code-switching was obtained using 5-fold cross-validation on 

the full BTAC dataset. 

8.2. Review of aim and objectives  

The aim and objectives of this thesis summarised in section 1.2 have been effectively 

accomplished in this research. The character-based approach using PPM has been 

successfully applied to the real-world problem of text categorisation in the Arabic 

language. The results have been compared with well-known machine learning 

algorithms.  

The following lists summarises the achieved objectives: 

• Create a dialectal corpus for Arabic language using Twitter text. 

This objective was achieved as described in chapter 3 by creating the BTAC which 

contains over 122K tweets manually annotated according to the five main Arabic 

dialects.  

• Apply character-based approach based on compression using Prediction by 
Partial Matching (PPM) for Arabic twitter text categorisation.  

This objective was accomplished as described in chapters 4, 5, 6, and 7, with an 

accuracy of 88% obtained for gender categorisation, an accuracy of 96% for 

authorship attribution, and an accuracy of 87% for dialect identification. 
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• Evaluate the effectiveness of the method used (PPM) and improve the results.  

The results were improved using models trained on data organised by secondary class 

type (authorship) rather than the primary class type (gender or dialect) achieving an 

accuracy of 97% for gender categorisation, and an accuracy of 98% for dialect 

identification. 

• Explore text categorisation using single tweet vs multiple tweets. 

Experimenting using a multiple tweets dataset resulted in significantly better accuracy 

than the performance using the single tweets dataset. However, the results improved 

from 76% to 88% for gender categorisation, from 77% to 96% for authorship 

attribution, and from 74% to 87% for dialect identification.  

• Investigate which order of PPM is best for Arabic text. 

We investigated which order was best order for Arabic text categorisation. We found 

that the best order varied in each experiment that we performed. For instance, orders 

7-13 performed best for gender categorisation. The reason for this is that each Arabic 

letter is represented by two orders of PPM as the compression is performed at the 

byte level where each Arabic letter is allocated two bytes. This means that order 12 in 

PPM represent a total of six Arabic letters. This is similar to other researchers who 

found that longer sequences of characters identify gender best (Deitrick et al., 2012b, 

2012a; Mikros, 2012). Furthermore, for dialects identification, orders 5, 6 and 7 

performed best in identifying dialects tweets, similar to other studies that reported 

similar findings using Arabic (Darwish et al., 2014; Sadat et al., 2014).  

In contrast, order 2 performed best for authorship attribution. This was expected as 

low sequences of characters best identify the author’s fingerprint which corresponds 

to other work with similar findings using Greek text (Mikros, 2012).  
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8.3. Review of research question 

The main research question in this thesis has been addressed: 

How does the effectiveness of the character-based compression approach for text 

categorisation using Prediction by Partial Matching compare to that of commonly used 

machine learning algorithms in classifying Arabic Twitter text according to gender, 

authorship, and dialects? 

As shown in the experiments of chapters 4, 5, 6, and 7, character-based compression 

using the Prediction by Partial Matching classifier has successfully been applied to the 

problem of Arabic Twitter text categorisation. The PPM classifier performs better than 

other traditional word-based classifiers (Multinomial Naïve Bayes, Support Vector 

Machine, and k-nearest neighbors) in precision, recall and F-measure at various 

categorisation tasks on Arabic: authorship attribution; gender categorisation; and 

dialect identification.  

8.4. Limitations of the work 

We have encountered a few limitations while performing the experiments. Some 

limitations are discussed below:  

• The classification for some tweets is affected by the topic. For instance, when 

classifying authors according to gender, there are some topics mostly tweeted 

by males such as religion and sport. This affects the gender classification when 

female authors tweet about topics which are mostly covered by males.  

• In the dialect identification experiment, the modern standard Arabic class often 

dominates other classes. This was seen with a few tweets where the 

classification was assigned to the wrong class as shown in the confusion matrix 

for single tweets dialect identification (see Table 6.6 in section 6.4).  

• There was limited availability of training text for certain dialects in Twitter such 

as Iraqi and Maghrebi dialects as Twitter is less popular social media platform 

in some cultures.  
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8.5. Future work 

There are a number of potential directions for future work in this thesis as follows:  

• On BTAC, we are looking to expand the size of the corpus even further. We 

would also like to collaborate with other Arabic researchers to improve the 

resources to the research community. One idea is to use our corpus as ground 

truth data and apply it to help annotate much larger new corpora according to 

dialects, gender, or genre. This would be the first step before manually 

annotating the corpus. 

• PPM produces superior results at identifying author related features. Various 

authors’ information can be predicted such as gender, dialect, and authorship.  

However, further investigation is needed on different fields aside from 

authorship analyses. This could involve classification tasks such as genre 

classification. Furthermore, the system can be developed to predict ongoing 

criminal activities in social media. For instance, theft, online sexual harassment, 

piracy, illegal trading, cyber stalking, extreme religious, and extreme feminism.  

• Comparison with other classification methods need to be investigated such as: 

neural networks and deep learning algorithms. 

• The generalizability of the system needs to be investigated with a much greater 

number of authors in the author dialect identification experiment in order to 

determine how well the system scales up with real case scenarios. 

• Further analysis using machine learning algorithms is needed to examine how 

well they perform at identifying code-switching content. 

• Further processing of the text involving morphological analyses or parts-of-

speech tagging may yield improved results for the classification or 

segmentation tasks. 

(Altamimi and Teahan, 2017, 2019)
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