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Thesis outline

This thesis examirgethe impact of using different researchers to captugaality of life
outcomemeasures ibementiarandomised controlledrials. ChapterOne startswith an introduction
to RandomisedControlled Trials (RCTand their role in evidencbased medicineand where they sit
in the evidence hierarchybefore exploring the different types of biases that can ainseCT,swhich
canimpact upon research qualityhe focus then tusito the importance ofoutcome measurement
in RC¥ and explores the issues of measurement error Hr@specificsources ofinstrument bias

particularlythe impact ofresearcher bias on outcome measurement.

ChapterTwo providesa brief introduction to Dementia and the impadeémentia can have on
the quality of life of patients and their carers. The focus then turns to measuring quality of life in
DementiaRCTand the specific issues associated with this. Chapterconcludeshy focusingn the
issuesof instrument bias in Deantia RCTsnd the influence of using multiple researchers to gather

outcome databeforeoutliningthe research questions to be addressed in this thesis.

ChaptersThree describes the data used fahe statisticalanalysis and includes a brief
introduction to the RCTrom which the data was deriveahdextracted Chapterd-ourandFivedetail
the results of the statistical analysis conducted in order to assess the two different research questions

proposed.

The thesis concludes in Chap®ixwith a discussion of the resulta,comparisonof these
resultsto other literatureand thedetail of the statistical methods adopted in comparison to other
approaches usedt also describes thmain limitations of tle thesis andncludesrecommendations
for future research and implications for current practice. The chagtels with thefinal canclusions

from the thesispased on the analysimdertakenandits interpretation.
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ChapterOne t Introduction & Background

1.1 The randomised controlled trial

Randomiseontrolled Trials (RG)Thave been central to the Evidence Baststlicine (EBM)
paradigm and research for many decad®&othwell & Podolsky, 201&awson, 2018 The first
recognised RCT was published in 1948 by the British Medical Journal E@th#yell & Podolsky,
2016; Crofton & Mitchison, 1948; dbonald et al., 2(®). This study assessed the effects of
streptomycin in patients with tuberculosis, although quagperimental methodologies were in use
long before this Bothwell & Podolsky, 201&rofton & Mitchison, 1948;indsay, 2004yicDonald et
al., 2002. RCTs ad%o3  %o}*]3]1A]*3 %% E} Z 8} 3Z A op 3]}v }( ]vs EA v§]
A} ] v38] 0 eCe+3 ues Jv3} }v }( AZ] Z Vv A }u%l}v vd €3 . 4)vs EA v§
(Pawson, 2013X hes]vP v /£ % E]Ju v 0 % E ][Pu ~}ofodcAms HifferenEs $Z v u
that occur between experimental and control conditions and should a change occur, it is attributed to
§Z v J(( E v $ A (pv 4BEawson, 2018 Other factors that could influence the
}us ju ~Iv}Av < Z }v(}ueitheEtakenaGEounta priori (e.g. by the stratification of
baseline variables) or adjusted fpost hoc(e.g.usingmultiple regression)RCTs arbased on the
underlying assumption that having controlled for other variables, only the intervention produces the
observed effect. As such, RCTs are the only study design that enable researchers to establish causality

rather than association.

EBM encourages health care professionals to use the dpgadity evidence in the decisions
that inform their clinical practice. The evidence hierarchy is a framework used to rank research
methodologies according to the rigor of their desigkk¢beng, 200p Commonly, the hierarchy is
presented pictorially as a pyramid that consists of a series of levels. The higher up the pyramid, the
more rigorous the research design is purported to Bé&kabeng, 200p As RCTs are able to
demonstrate causality, they are}ve] & §} ZS8Z '}o S v E [} %EJu EC E -
the top of the evidence hierarchyMirad et al., 2016; Siepmann et al., 2016nly surpassed by
systematic reviews of RCTs (secondary researhever, thisform of categorisation onljocuses
on the type of study design undertaken, with little consideration for gju@lity of the underpinning
research.lt is alsofounded onthe philosophical principle aémpiridsm i.e.that we can measure
important phenomena ancheaningfu changeovertime. This assumes théite measures that we use
are stable and are not affected bpw they are usedyy the researcheiTesting this assumptioforms

the underlying basis for this thesis.
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Modifications to the traditionalpyramid have recently beemroposed expanding the
categorisation process to focus on the issue of study qualityrdd et al., 2015 This highlights the
fact that the conduct of the researdhas important as the underlying design of the study. As such,
Murad et al. (2016proposethat the lines between the different levels in the evidence hierarchy
should be wavy rather than straight (Figure 1). For example, they argue that a well conducted Cohort
study should be regarded as highly, or higher, than a poorly conducted RCT, asdietof the

study counterbalances the rigor of the design.

Figurel: (A) TraditionaBvidenceHierarchyPyramid (B)Suggested Amendments to Pyrantidurce: lflurad et
al., 2016

1.2Bias in Randomiségbntrolled Trials

Typically externalandinternal validity are used as indicatiooBRCTguality (Akobeng, 200b
External validity relates to the generalisability of the trial findings, i.e. how representative they are of
the context that the interveribn will eventually be embedded withidiyni, 2001 Rothwell, 200k
Internal validity refers to the quality and rigor of the trial design (other than sample sizejtsand
conduct(Gluud, 2006Higgins et al., 2031Juni, 200L As such, externa&kalidity is highly dependent
on the design of the intervention and the type of participants recruitgtiilstinternal validity relies
on the rigor applied to the research process and reducing study ®lasd, 2006Higgins et al., 2011;
Siepmann et al2016).

Although RCTs areeen to sit atthe top of the primary evidencehierarchy they can be
complex to deliver and subject wifferent types of studybias Pandis, 2011 Broadly, bias can be

classed into two formgandom bias (i.e. random erroand systematic biasMalone et al., 2014 The
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former relates to the notion that regardless of how well a study is designed and conducted, there is
always a statistical chance that some form of random error can occur within the cdtypéstudy
delivery(Pandis, 201} In an inferential model, Type | (stating an effect is present when it is not) and
dC% /I EE}E+ ~+8 S]JvP v (( 3 ]*v[S§ 8Z E AZ v ]§]ee E E

size calculation, where both types of error are redd as much as possibBi¢pmann et al., 20}6

Systematic error is classed asaror that arises during the design andnduct ofan RCTi.e.
it does not occurandomly, but is caused by elements within the design of the trial or due to the
actions of the study team, which are often repeated during the course of the sMdipfe et al.,
2014; Tripepi et al., 2008X & E}u 3 8]+*8] 0 %o E+% S]A U «C*5 u 3] EE}E
distortion of a statistical result due to a factor}3 00} A (}JE Jv 154 t(EEFEA $)PpwvE ~
Evidence: 6. Biag %o E } %o} * (1 v )S3MHerkeydiffeteixce between random and systematic

EE}E ]» 5Z 8§ §Z -((Hu AEVIPU KZvE i9reépatenthiciigiibut the study, which

then distorts the magnitude and direction of the effect seend threatens the quality of the research

undertaken

There is potential to introduce bias at any stage of the reseprobhess(and one RCTmay
have multiplesources of biag playat anyone point in time Gluud, 2006; Malone et al., 2018andis,
201% Siddiqgi, 2011Smith & Noble, 2014 Furthermore the introduction ofbiasinto an RCay not
necessarily be intgional Simundic, 2018 Whilst the deliberate distortion of RCTprocessess
unethical unintentional bias haa similarimpact on the research proceasd should be treated with
the samecaution (Simundic, 20183 A common misconception is thahd&CTeither contains bias or
does not,whenin reality, the presence of bias isot a binary conceptGerhard, 2008; Pannucci &
Wilkins, 2010. No research study is completely free of bias is it completely biasedinstead, he
focus of study quality should keroundhow muchbias is present antb what extent bias impast

upon theconclusionglrawn from the trial(Gerhard, 2008; Pannucci & Wilkins, 210

Collectively the presence of bias impacts on the internal validityaofRCT(Malone et al.,
2014 Smith & Noble, 2014 Systematic andepetitive distortions can leado an over or under
estimation of the treatment effegttherebycreating uncertaintyand makingesults and conclusions
difficult to interpret (Malone et al., 2014; Marshall et al., 2Q1%n turn, this directhimpacis upn
% }0] C u | E[e-. If omijsstoners and cliniciansiplementnew proceduresand processes
based orthe findingsof an RCWwith a substantive level of bias, this could at the very least produce

no health effect, or at its worst, cause harm to patie(f@erhard, 2008; Simundic, 2013; Smith &
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Noble, 2014. Although bias cannot be prevented entirely and is often difficult to pnmigny
techniques adopted byrialists aim to reduce biasEqually, given the damaging effect of drawing an
incorrect inference, therdés an ethical imperative foall investigatorgo act to minimise the level of
bias inRCTandensure that the whole remarch team are aware of potential biases and their impact

(Malone et al., 2014Simundic, 2013Smith & Noble, 2014)

Whilst there are many types of biases possibIR@Tsfive main domains have been identified
by the CochraneBias Methods Groupselecton bias, performance bias, detection bias, attrition bias
and reporting biasHiggins et al., 20)7AlthoughCochrane focus on these five sources of bias, there
are many other types of biases that can emerge in RCTs such as publicatigil&ig2002 Siddiqgi,
2011, analysis biadridrayan, 2012Simundic, 20183 contamination biasArnold, 2011 Indrayan,
2012, compliance bias and many more that go beyond the scope of this thesiFafilean Appendix
1 summarises these main forrogbias and their impacts dRCTsbut detail is provided below on the

fundamental processes withRCTshat help to reduce bias

Kv }( $Z (pv u vsS o eepu%S]}ve pv EoC]JvP Z delinicel $Z § & -

<u] %o }i.e. hone of the intervetions to be tested ar&kknownto be superior to anothera priori
(Cook & Sheets, 2011)or this to hold, there must be genuine uncertainty about the effects of the
interventions being testedQook & Sheets, 20)11The assumption is considered to be a essary
condition for RCTs as it allows the application of some of the techniques adopted in RCTs to be
conducted whilst minimising bia¢éy et al., 2017; Siepmann et al., 2D1& order to maintain
equipoise,ideally, cliniciansinvolved in the study ardlinded to group allocation Cook & Sheets,
2017). Not only does this uphold the principle of equipoise, but it also miningsésction bias
throughout the trial andother important study processes such as allocation, data collection,
intervention delivey and data analysis. o]v JvP Jv Z de ]¢ ~"8Z % & 3] (O % E A
participants, health care professionals, and those collecting and analysing data from knowing who is
in the experimental group and who is in the control group, in order to avadtbeing influenced by

u Z Iv}Ao (pP842)(Akobeng, 2005

Blinding starts at randomisatigrwhichis the process used to assign patients to a treatment
arminan RCTAkobeng, 2005X /3 » 00}Aes 3Z % E]v %0 }( 5 3]*3] o0 8Z }EC 3}
SZYEIUPZ v 0Ce]e }( 8Z & E(p d36)i.&. pAtieh shduld]net be cherry picked but
assigned atrandom to groups in an unpredictable manndgHoare, 201D There are various

randomisation techniques availableanging from simplistic to more complex methods such as
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restricted and stratifiednethods Simpk randomisation (e.g. tossing of a coin) satisfies the random

element butcan lead to unequal sized groupghereas sratified randomisation allowshe research

team to have some control over the size tife treatment groups and also account for certain
characteristics that could impact upon the main outcome of the study (e.g. gender ofHaomke,

2010) Thes @&E Iv}Av « }v(}uv JvP ( 8}Ee v &E ]JvEE} ]Jvs} §Z oP}
A E] d&kelerg, 2005Brocklehurst & Hoare, 201 Hoare, 2010 Russell et al., 20)1The net

result of these different approaches is that the characteristitgarticipants in intervention and

control arms are as similar as possible and any differences between the groups will have occurred by
chance Akobeng, 200b Allocation concealmeris another process thaattempts tominimise bias in

RCTsHere, the researcher is blinded to hparticipans areallocatedto different trial armsduring

randomisation

The processes of patient selection and randomisation should be detailed in the study protocol
along withthe level ofblinding (openlabel, single blind, double blind or triple blindnd any other
processes to be followed such as data collection, data handling and analysis, treatment procedures
and study intervention deliveries, handling adverse events-campliers and withdrawalsSfnith &

Noble, 2014. A weltdefined protocol, which is registered before the start of the trial, plays an
important role in reducing bias and ensures that the research team is clear about the processes to be
undertaken Smith & Noble, 2014

1.3 Measurement iRCTs

Another key element that influences the rigor ofi &RCTis measurement erroand as
highlighted abovethis forms the basis of this current thesiMeasurement error describes a
systematic distortion of the findings of a trial as a resultha& type of measures that are used and
how the outcome data is collected. Asetmain aim of clinical research is to improve the health and
wellbeing of the poplation, one of the most important considerationsRCTdesign is how to capture
these changes in health and wellbeing stafBise mostcommon method is to takeneasurements of
the health ofparticipants in the trial at baseline and again, ptedetermined time points after the
intervention has been delivere®{reiner, 2008 The inherent assumption in this modeiderpinned
by the empirical paradignis that the outcome measure is only influenced by the intervention i.e. that
the measure itsk does not changebut capturesmeaningfulchanges in health stateshich arevalid,

consistent, reliable and free from bias.
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1.3.1 What is an outcome measurement instrument?
An outcome measure ia tool used to evaluateehanges irthe participant| shealth state

(Streiner, 2008 TZ C }uu}lvoC S |1 §Z (}Eu }( Z]veSEHU VvSe[ }E Z+ o0 [ P
professionals and clinicians to evaluate important traits, behaviours, symptoms and experiences of a
treatment, iliness, disease or health isg{&treiner, 2008 There are several forms of measurement
JveS@Epu v8e ¢ }v 8Z v %3 }( Zo Stewens} (951 asciied in Stdfiner 2D08

These levels relate to the format of the instrument and fall into either binary, nominal, dydatip

or continuous categories. This is an important consideration in trials as the variable format impacts on

the sample size of the studffidrade, 201h

Interventions are sometimes assessed for efficacy by dieegpirical measures based on
obsenation, such as changes in size (e.g. tumour size, wédgsd, survival, or changes in biomarkers
or laboratory tests Frost et al., 200 However, as healthcare has become increasingly patient
centred it is increasingly important to measufé 3] VSe[ % E+% S]A ¢X dZ]e Z « &E -
development and increase in the use of patient reported outcome measures (PREWIS) €t al.,
2007;Marshall et al., 2006Rothman et al., 2007 The advantage of PROMs is that they incorporate
the patient[ A ]Jalfout their health stateand are often usedlongsidemeasurements otlinical
change Frost et al., 2007Rothman et al., 2007; Turner et al., 200his means that thegan gather
data which cannot always be obtained from direct observatibthe clinical condition under scrutiny
(Rothman et al., 2007 They involve patients answering questions subjectively about their health
status such asrecording any symptoms, changes tofunction, experiences with procedures,
satisfaction with treatmentand health and care utilisation. They can also capturé% S] vS|[e
perceptions of thé& conditionand anyimpact a their welkbeing and quality of lifeRrost et al., 2007;
Rothman et al., 2007; Turner et al., 200The disadvantage of PROMs is that ttay ke more prone
to bias, when compared to direct observational measuasstheyare subjective and seanbe open
to manipulaion (knowingly or subconsciouslyy both the researcher and the participant due to their

selfreporting nature.

PROMs can measure simple or complicated concepts (e.g. Health Relatkty of life
(HRQoD)(Rothman et al., 2007 Depending on the nature of the measurement in question, they may
encompass just one item or be composed of multiple iteRstliman et al.2007%. Generally, PROMs
with several items are considered to measure health states, traits or behaviours more precisely than
those with just a single item as they are considered to capture several attributes simultaneously rather

than just one Frost etal., 2007.
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PROMs tend to bpresented agjuestionnaireghat are selfcompletedby participants but
they may alsobe completed by a researcher at an interview and assessment visit, especially in less
cognitively able populationgviarshall et al., 2006 They can either be a generic measurement of a
SE ]S}IE SZ C v ZJe ¢ *% J(1][ v 82 & & Avs P+ v ] A
With generic instruments, some of the items may not always be applicable to some of the participants
that are being exposed to the measure. This contrasts with disease specific approaches, where all
items shouldbe relevant for the participants. As a result, disease specific instruments tend to be
shorter than generic scalebut their disadvantage is that 8y are not as generalizable as generic

scales, which allow for comparisons across studies that have used the sam&geatel, 2008

Several studies use proxy rating outcome measures in addition to BROdoxy rating is an
outcome measure that is completed BZ %o & S Jreieserddtive relative, friend or caregiver
(Magaziner et al., 1997These are ofterusedin Dementiatrials, which will be discussed further
below. They arecommonly utilisedvhen the information required cannot be directly collectiedm
the participantor whenthere is a question about the reliability of théte &S] % vS[e E *%}ve U

example, due to cognitive declin®@gaziner et al., 1997

RCEare powered to deteca difference orone Primary OQutcome Measure (POM), whicim
a hypotheticdeductive paradigmrelate back to the specific research question being asked by the
researchteam (Andrade, 201h All other measurements are considered todeeondary. As a result,
it is extremely important that researchers conducting trials identify and specify the POM during the
design stage of the study and state this clearly in the study protésulrade, 2015Bialocerkowski
& Bragge, 2008 The choiceof the POM is based otonsiderations of validity (see abovel)inical
knowledge ands commonly informed by earlietudies conducted in théterature (The BMJ, n.JL.
The choice is also affected logistical aspects such as administration, respong&ssninterpretability
and readability I(ohr, 2002; Terwee et al., 2007f the POM is not decidea priori then there is
potential to increase the risk of a Type | error, as a result of multiple outcomes being analysed
simultaneously. It can also increatbe risk of a Type Il error as the POM should be used to deduce
the estimation of the sample size needed for the study to have sufficient statistical péwergde,
2015.

1.3.2 What is measurement error
Exploring measurement error in Dementia triadsniis the basis of this thesihe precision

and accuracy d?POMss crucial to RCTgiven the mherent assumptiomf stabilityreferred toabove)

and is particularly important in Dementidals, as they commonlyise more subjective measures of

Pagel4of 143



experiencedue to the nature of the disease procesbwever,as highlighted in therecedingsection,
there is a lot of potential to introduce measurement error when collecting and evaluating outcomes
that are subjective in natuteMeasurement error caarise in many wayim RCTandwhat researchers
mean by measurement error variés the literature and is not always clear. This thesis regards
measurement error as a separate forminfernal validity, as shown in Figure 2. Both random error
and systematierror contribute to measurement error and the internal validity of a study. Within the
systematic errorelement, the biasesthat are detailed in $ction 1.2 can contribute to overall
Zu *pE u vs EE}E[ }( SZ SE S bhawesanifppactupeninikrnal validity This
section of the Gapter willnow focus onZu <p & u v S WIdEIEf&d toa systematierror or
bias in relation to the measuring tool or instrument used in the stadyshown in the red box Fgure

2.

Figure2: Componentso Evaluate theQuality of aRandomiseddontrolled Trial
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Whenundertakinga measurementthere willalwaysbe some form of inaccuracy, eveirith
validatedtools andinstruments Bartlett & Frost, 2008 This is especially true when sevepakallel
measurements araindertaken on the same individual or objeadue to natural variation in the
participant, variation in the measurement process, or a combination of the ferwee et al., 2007
Measurements that are used daijlfor example scales, temperature gauges, clocks (analogue or
digital), speedometers and many more, are generally accepted as having some form of inconsistencies
and fluctuations resulting in measurement err@tieiner, 208). To understand measurement error
(WESZ EU o0 §[*+ 31 Vv /£ u%o }( opPP P A ]1PZ38 AZ v SE A o00]VvP }v

v 00}A v Ky Tpigally one will weigh their suitcase befotbey leave for the airport and
then the groun staff will reweigh the luggage at the airport at cheitk using their scales. The
measurement readings will likely be slightly different, although nothing has been added or removed
in the suitcase. This would be regarded as a difference caused bydiféamgnt instruments. If you
had used the same scales, you would expect the differences in the two readingsitoilagbut may

still expect some variation due to your own imprecise readings.

This raises the questiaabouthow much erroiin ameasurements tolerable.Y ouwould hope
that §Z ]| Eschlesare accurates Clpu }v[3 A v8 8Z u 8} }A E ~RpuhismaZ A |PZS
attract excessharges. Equally,C}u }v[3 A v8 8Z u 8} uv € +3Ju § 32 A ]Pz§ =
a weight limitfor safe and efficient flyingAs a collective of individual measurements, the error and
magnitude might be more of a concerli a few people are only over their allowance by a small
amount, it is not likely to make a difference to plane safeltpwever, if every passenger goes over
their luggage allowance by a large amount then this cbale a more significammpact Thankfully,
there is a large window fomeasurementerror in the airline businessand it would require a
substantive amount to ipactuponaviation safetyHowever,one might argue thain clinical practice
individualmeasurement error is more of a conceand the collective impacteported in a study may

influencethe finalconclusionglrawn about theinterventionunder scrutinyBartlett & Frost, 2008

To quantify outcome measurement error, we assume that each measurement taken will have
a Kue [value, which is the value that would be obtained if a perfect reading was obtakaeth
measurement taken will consist ofithi# ue valuefand some amount of errowhichcan be expressed
as Obtained neasured value = true value + measurement err(RRothstein, 1985 as cited in
Bialocerkowski & Bragge, 200&8earranging this givédeasurement error = True valué obtained
measured value Unfortunately, $Z }voC Iv}Av A E] o ]Jv §Z <u 8]}v 1 8z Z

}$8]v Aopu[ v 83Z EE}E A op v }voC *3]u Bialocarkow3® o0 po 3
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& Bragge, 2008 Thids done using reliability and validity statistieghich arediscussedbelow(Terwee
et al., 2007.

1.3.3 Measuring outcome measurement error

In RCT¢hat use these types dbolsor instrumens, it is importantto understand the extent
of thismeasurement erroin order toevaluate themagnitudeof this error onthe resuls of the study
in question(DeVon et al., 2007Shrout & Fleiss, 1979This can be done by obtaining tieol or
instrumentp psychometric prperties.Psychometric propertieprovide a means of understanding the
relative performance of the instrument under questi{Bialocerkowski & Bragge, 2008jrner et al.,
2007). All outcome measure instruments should demonstrate sufficiently haglychometric
properties so that they can be used with confidence in R&Tthis forms the basis of the empirical
approach(Rosenkoetter & Tate, 2018%iven the ability oRCE to determine causality, a robust and
stable instrument is important in orddo attribute causal changévionkkink et al.(2010) produced
the COSMIN checklif€Onsensubased Standards for the selection of health status Measurement
Instrumentg that includes a list of the properties that should be assessed in order to provide
confidence in a given health related PROM. There are many terms used in the literdtuRrRCE u vS[U
ZE 0] ]0]8C[U ZE % E} pu ] ]10]8C [Barie@Es Bosts 20D8HEIE, ve disctigs tbd [SC[ ~

two main parameters reliability and validity.

Reliability
The concept of reliabilitglescribesa tool or instrumentf ability to accuratelyreplicate a

measurementover a giventimeframe (Frost et al.,, 2007 Streiner, 2008 This relates to the
consistency and repeatability of the measurement tantl asstatedabove, this is fundamental to the
empirical paradignifDeVon et al., 200Rosenkoetter & Tate, 20)&Reliability is often referred to by
other researchers and authors in the lite u E obsectivity, reproducibility, stability, agreement,

ee} ] 8]}vU « ve]3]A]S QStreinél BDOR]BUL)IMS only one element of measurement error
(DeVon et al., 2007 There are three main types of reliability: testtest reliability, inter-rater and
intra-rater reliability (highlighted below)Bialocerkowski & Bragge, 2008ywet, 2014 Rosenkoetter
& Tate, 2018 All are evaluated usintie intraclass correlation coefficient (ICEisper, 1992 as cited
in Streiner 2008Shrout& Fleiss, 1979; The calculation of the ICC is given byaeicipantvariability
divided by the total variability using variance calculatid®isdiner, 2008

ICC (Reliability coefficient) =
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The value of an ICC will fall somewhere between 0 and 1, the higher the tredumetter the
reliability of the test and the lower the value of the-efficient, the less reliable the teste.a 0 would
]Jv] § Bv] ]Jo]SC[ v i Alpo ]v ] & BaMett@® (Frost, FD08%trejefS C[ ~
2008. However, interpretation of the magnitude of the coefficient is not straightforwdrtb4t et al.,
2007;Streiner, 2008suggest that an ICC lower than 0ig@ot a sufficierly robustenoughfor use n
RCT, but as highlightedby Streiner(2008), the performance of the measuris alsoreliant on the
sample size of the studyn which the measure will be usetihere is no general agreement for the
calculation of a sample size that is required to obtaistable ICC there are suggestions in the
literature that a minimum sample of either 200 or 400 participants is requicddh(ter, 1999Frost et
al., 2007 and broadly, lhe lower the reliability othe measurethe larger the sample sizihat is

required Kraemer, 1979 as cited in Steriner 2D08

Testretest reliability commonlyrefers totests where there are no observers involved, such
as seHcompleted questionnaires, an online survey or autéeagelephone questionnaireompleted
by theparticipantalonei.e.there ]« v} Z} « EA E[ (( & E 3§ (Pofney& Wa&Ekins, E Z E
2000 as cited irBialocerkowski & Bragge, 280 However,variability can beintroduced bythe
participantthemselves, over and above the variation caused by underlying changes in the disease
state being measureddere, he same measurement instrument is administered under the same
conditions to the samgarticipanton two or more different occasi@aand the reliability of the test
will indicate the consistency of the measurement tool, when the traits, symptoms or behaviours of

the test being evaluated have not chang@ialocerkowski & Bragge, 2Q08treiner, 2008

Inter-rater and intrarater reliability coefficientsare also referred to as inteobserver and
intra-observerreliability. These termselate to studieswhich use different raters (e.g. clinicians or
researchers) obtaining measuremerdn a specific tool or instrumer{Portney & Watkins2000 as
cited in Bialocerkowski & Bragge, 200Bhis type of error forms the basis of this thesmsrelation to
Dementia trialsThe difference between these two terms relates to whether the same or a different
rater is being used to measure the efféGwet, 2014. Inter-rater reliability is evaluated when two or
more different raters obtain measurements on the same patieR@r{ney & Watkins, 2000 as cited
in Bialocerkowski & Bragge, 2009 he coefficient obtained estimatehe amount of error when
different raters take a measurement by obtaining an estimate of the probability that the different
raters will obtain the same results on the same patieBislpcerkowski & Bragge, 200&8leally there
should be little variation amongst ratefscores orthe same patientsalthough there willalwaysbe

some natural variation@ossraters[scores Bialocerkowski & Bragge, 200& smalizalue for thelCC
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demonstrates good reliabilitywhilsta large coefficiensuggests thathe ratersare not administering,
scoring or obtaining the measurement questionnaire consistemtlyen compared to one another

(Bialocerkowski & Bragge, 2008

Another form ofthe ICC coefficient is the mtrater reliability Gtreiner, 2008 Rather than
identifying variations between observers, the intr@er coefficient assesses the consistency of
measures taken over time by the same rateo(tney & Watkins, 2000 as cited in Bialocerkowski &
Bragge, 2008 Streiner, 2008 It involves one rater evaluating m&&ements on two or more
occasions on the samparticipant (Bialocerkowski & Bragge, 2008Again, there will be natural
variation from the observer and expected variation in theaticipant but the ICC shoulstill be high
enoughto indicate that thereis not too much error present. The issue with inteder is the time
period inbetween thedifferent measurementpoints; too longand several factors in th@articipant
and observer may have changed. If too short, the researchgradicipantmay carry memory of
performance from the previous observation into the current measure assessment known as repeat

testing bias Bialocerkowski & Bragge, 2008

Validity
Previougy in this Gapter we discussed validity in terms of internal and external validity (see

Figure 2 in section 1.3.2). Along with reliability, the validitarodbutcome measurénstrumentis a
psychometric property pertaining to whether the instrument isasaring what it aims to measure

and not another conceptAs a resultthis form of validity isften § Eu  Z }ve«3 E yu Sreikero] 13C ~
2008.

&}E *Ju Z ]JE 3[ o]v] 0} e EA 3]}v ee seu vi3e JE U *pE o epy Z
the test Jev[S o]l oC §} 00 (Stvelrjer< ROGE [However, whenthe underlying
phenomena under investigation isore complex, such as HRQahxiety and depression, it is more
difficult to assess whaixactlyis being measured by the instrument. As a result, a prasessmmonly
undertakento demonstrate the validity of the instrumeng{reiner, 2008 This is usually done by
comparing the masure to another instrument (or sevemathers) that is evaluating a similar concept;
in this procesghe correlation between thelifferent measures gives an indication of whether the new

instrumenthas sufficientonstruct validityStraner, 2008.

Relationship of Reliability and ValidityRC$E
Reliability and validity are two distinct psychometric propertiea BROM and measurement

error canaffectboth (Frost et al., 200;7Streiner, 2008 If an instrumentdemonstrates good reliability
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this does not meatthat the instrument is validRialocerkowski & Bragge, 20a8eVon et al., 2007;
Frost et al., 2007 In a similar manner tdias errors caused byinconsistency in the instru vS][e
reliability and validityare considered to b®n a spectrumi.e. neither completely reliablvalid or
unreliabldinvalid (Frost et al., 200/ The IC©f both propertiesof the FROM needto be high enough
for the outcome measurement tool to be usedRCTg¢Bialocerkowski & Bragge, 2008®therwise,
causationcould be misattributed to the intervention, when the phenomeswuld be as a result dfie
inconsistent properties of th&€OM.In most stidies, this threshold is set to ke minimum of 0.70
(Post, 2015

Poor reliability impacts on both the sample size and study powér an RCT A power
calculation (also referred to as a sample size calculationhdertakena priorito determine the
number ofparticipansthat arerequired to detect a clinically meaningful differendfeone is present.
Thecalculationconsists ofhe following componentsntendedstudy power (typically set at 0.8 or 0.9
for 80%0r 90% powey, the signficance level (generally 0.08) avoid a Type | error and the estimated
effect size of the interventionThese three elements determine tiember ofparticipantsrequired
for a trial (sample size). Any one of these variables can be calculated if thesahe known and
therefore eachparameter is interdependentincreaig the number ofparticipantsin the sample
increases the power of the studlyeon, 2007L.eon et al., 1995However, mcreasing the sampleize
might not be feasible in some trials as the resources may not be available to recruit extra participants
or the required population sizan the cohort of interest might not be large enougdhe to limited
prevalencgLeon, 200Y. As a resultincreasing theCC came considered as an alternative and more
reliable method to increase the power of the studye¢n et al., 1995 This is because the effect size
~}Z v o po 81}v }( (( 8 +]1 ¢ ] }oSVN+ @& S]H-°Z & $Z +]Pv o ]
u Pvisp (32 J1(( E v SA v 38Z u ve}(8Z SA}Y PE}u%-[ v 3Z :
the experimental %0 E 5] ]fohehy [L988Leon et al., 1995 Therefore, reducing thidoise[
(measurement error), decreases the variabibinpund thepoint estimate(Leon, 200Y. In turn, this
increaseshe power of the studyndor decreaseshe sample sizeleon, 200Y. Perkins et al. (2090
statistically modelled the relationship betwedhe reliability of the outcome measurand sample
size.Theirresults showed that if the reliability of the measure can be improved from 0.7 to 0.9%then
22% decrease in the sample size required can be achieved without reducing study po®erkiys(
et al., 2000.

Despiteitsimportance , measurement errotends to receive lesattention than other aspects

of research desigand becomes increasingly criticalith measureghat are notobjective in nature
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(Leon, 200Y. Details concerning the reliability of measures are infrequently reported with study
results and this has particular ramifications fofals that rely on subjective measures, liRementia

trials (Kobak, 201p For example, aeview carried outby (Mulsant et al., 2002 on studiesof
depressive disorders conductdsbtween 1996 and 20Q0found that factors that can influence
measurement error are poorly reporte@everalaspects of rater characteristicsuch as the number

of raters used andater training, were not reported. The ragw alsofound that only 22% of single
centre and 14%of multi-centre RCTgeported IRR coefficientdulsant et al., 2002 Given the
potential of measurement error to undermine the empirical basis of the trial paradigm, Stk

use standardised metlus of scoring on measures and researchers should be trained on these
processeqKobak, 201 Indeed, sme arguethat it is necessary to evaluate and monitaters|

scores throughoutrial processe$o minimise variability and bia&aur et al., 2000

1.3.4 Sources of instrument specific outcome measurement error
Instrument specific outcome measurement ers@re biases introduceds a result of the
instrument desigrand itsuse In a similar manneresearcher and observer effects and can contribute

to biasas a result ofesponse and recall bias.

Response bias
Responsebias describes how a% E3] % V3[c % E+% S]A giveiv}Ao P

phenomenon as well as their motivation for completing the assessment, can have an effect on the
responses given. A fear of judgement by the assessors can directly infltiemcéo ES] % vS[e
response artificially increasing or decreasing the score provided bypéwticipant A participant] e

desire to complete the assessment as quickly as possiblalsaimpact on theresponseahat isgiven.

Depending on the sensitivity of the questiobging asked there could be a difference
between aparticipart  true answer and how they wish to be portrayed. This demonstrates the
conceptofe} ] 0 & ]0]3C v (I]JvP P}} [ v }VA H-Ip@P Btr@ides]}v
2008. These concepts can either be adopted to avoid judgement or to achipagtiaular status
(Streiner, 2008 This caleadtoazZ )} C [ (( $dpakizipants mayortray themselves
more negatively before amtervention in order to meet theeligibility criteriaof a trial and then
portray themselves more positively pesitervention Streiner, 2008 This type of biazan be
introduced byparticipantsinadvertently, to avoid judgmentor deliberately in order to be included in
a particular trial. This phenomenogan bereducedby concealing theature of the trial, but this raises

important ethical considerationaround full disclosurg(Streiner, 2008)
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Other measurement errors can be introducedhen questionnaires are designed witimly
positive or negative answe(Strener, 200§. Use ofboth positively and negatively coded responses
can help identify and minimise th{Streiner, 2008 Respondents can also be eaderse, avoiding the
response items at extreme ends of sca{8¢reiner, 2008 Again, thesecan be minimised byhe
researcher paying particular attention to the typesenfd statements usedStreiner, 2008 Binary
yes/no responses can also limit the ability pefrticipants to give accurate honest answers if their

answer lies truly on a sca{&reiner, 200§.

Recall bias
In many studiesparticipans are often asked to reflect on phenomena retrospectively i.e.

recall details of the event(s) such as their experiences, symptoms and behaviours; the severity of
them; the number of occurrencesd the impacts of them and emotions felt. This all involves memory
(remembering what happened), making estimations of the event(s) (how many times it happened and
overwhat time period it had an affect) and also making inferences of the event(s) (thetgesed
impacts) Streiner, 2008 Completing tools and instruments that have a substantive retrospective
elementcan be cognitively draining and difficult for sorparticipants introdudng biasat several

stages of tle researchprocess $treiner, 2008

This can particulaty be anissue in Dementidrials. Participants my amplify or dowrplay
certainevent andtheir perspectiveganbe influenced byheir individualexperiencsandtheir ability
to accurately recall these experiend@annucci & Wilks, 2010. It is easier for participants from the
general population to remember events that have occurred more recently rather than further in the
past (ndrayan, 2012 The implications of this are that the events may appear exaggerateg or
underreported depending on wherthey areasked, which could impaatpon the study findings.
Researchers should consider this when deciding on time points for primary outcome collection and

other data collectionRannucci & Wilkins, 20)0

Instrument design
Many of the biases described above can be mitigated by the design of the instrutiistig

why there should be several design and development steps incorporated in producing measurement
instruments.This is particularly important in population cohortsaathare more vulnerable to these
types of biasThe process should involve theoretical explication, qualitative exploration, quantitative
confirmation, and psychometric supporTrner et al., 200} Consideration should be given to
vocabulary, comprehensiolevel, balance of positive and negative loading and questionnaire length.

In relation to length, consideration should be given to how to measure the intended concept and the
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guestionnaire should contain enough items to cover all of the content areasrestjwithout being

too long.How the question is askeahdhow theparticipantsare given thepportunity to answer the

guestionare also key Response options can cover a full range of responsestitiutot containan

individual[« /&£ § wudsreéguiring them to choose thelosestappropriate answer, which in turn

can introduce some loss of precisi(ftreiner, 2008)Precision can also be lost withth® &S] ]% vS|[e
JvS E% E § S]}ve }( SZ & *%o}ve }%S]}veX &}E A[u%oZY®& k(s wiiCZp

can vary in interpretation and ranking from person to person.

Environmental factors
There areseveral ways of administering outcome measures in different environments with

advantages and disadvantages of each. fadace is the mst commonly used method of obtaining
health measurements but others include telephone, mailing, computer assisted, random digit dialling,
e-mail questionnaires and the use of websitgreiner, 2008 There is an extensive amount of
literature and researh covering the relative pros and constbé different methodsof administering
guestionnaires and surveyghichsummarigsthe impacts of each method on the measurement and

potential measurement errowhich is beyond the scope of this thesis

W &3] ]vespoBads an be affected by environmental distractionBialocerkowski &
Bragge (2008uggest that errors can be reduced during assessments by givipattiepanta quiet
environment with Iimited distractions tofacilitate compleion ofthe questionnaire. It is also said that
uu E- }( % ES] % vS[e (u]oC v dyqdm where péssibl@parGeipadis} v
should complete assessments or questionnaires without the presence of family, friends or care givers
(Bialocerkowski & Bragge, 2008

Researcher bias
Whilst a lot of research focus is around scoring differences argl 1€Gattention has been

paid to the quality of the interview carried out by researchers to colbettome data(Kobak, 201D
Researchers may be successfully trained on scoring outcome measures and hence achieve good
reliability coefficients, but a factor that can be overlooked is that the instrument items and overall
scores are generated from the responses given to the researcher from a participant during interviews
(Pannucci & Wilkins, 201&treiner, 2008 The way in which resrchers obtain this data through
questioning may contribute to rater variation across measurements in a sialyig et al., 2010; West

& Blom, 2018. This is particularly the case in Demergtadies some authors have suggested that

+ AE o OIZRCHF &1+3 Z E} u*d & » € Z  «][P vuta pGordntérra( ]o

reliability, poor interview quality and rater biggkobak, 201 There are aariety of suggestions of
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ways to minimise tis type of bias in the literature: for example, ensuring all researchers collecting
data are blind to participant allocationél{en, 2002; Pannucci & Wilkins, 201fdrmatting interview
<t ¢8]}ve 8§} veu& ]Jv(ou v ahdupEnpure@at igearchers are trained properly in

data collection processeM@lone et al., 2014Streiner, 2008

Although research has been conducted on interviewer or researcher effects on participant
responsesavis et al., 2010; West & Blom, 2Q1#here is littleliterature which addresses any effect
of the consistency of the researcher collecting outcome data between visits and the impact this can
ZA }v 8Z u suE uvs v % E3] Kehak $3Q1PGE.Iggkslsy thatésearcher
consistencymay introduce potential biases on outcomes. He hypothesised that those who had the
same researchers may have ratings that are biased as the rater has prior knowledge of the
% ES] JHealthS{ate at baseline or the previous assessment and therefore magtbeaneasure

based on thigkobak, 2010 Howeverthisis insufficientlyevaluated

The current thesis wilexplore whether there is any difference of the same researcher
attending followup interviews and collecting outcome measures as opposed terdiif ones which
will give an indication of whether a possible researcher effect on the outcome measure is present.
Data from apreviously conducted RGHith multiple time points evaluating QoL outcomes in a

Dementia population will be utilised.

People with Dementia generally have a lot of contact with health care professionals (e.g.
nurses, carers etc.) amday not necessarily have cgistencywith these persong'Health and Social
Care professionals”, n.d?rince, 2015 Introducing a researcher into their environmeart top of the
numerous health care workennay add more stresfor them. Continuity of researchers may be
therefore important for this population as people with this disease may value stafiliy Good car
group, n.d.).Additionally, certain types of measurement error may be more likely in these studies as
some of the characteristi@ndsymptoms of the disease, which are discussed in Chdptein more
detail, are likely to contribute to cemin types ofmeasurement errorfor examplememory loss may

introducerecall bias

This Chapter hasoted the importance of RGIlto EBM andheir E % us 8]}v e« 8§8Z ZP}o
«§ v @ r¢search The issue of quality of RCTs was raisedthaednany biaseshat are prevalent
acrosRCEwas highlighted The key importance of the POM wamsideredand in particular PROMs

were discussed. Measurement error of these PROMs and methods of measuriggremeant error
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was exploredInstrument specific biases were mentioned watid attentionon researcher biasThe
guestion around the impacts of researcher consistency on measurements were ralsedext
Chapter will covea briefintroductiontoDemenf v $§Z Ju% 8¢ }v §Z %o S§] v8[e ~ Vv §Z

quality of life It willexplore the issues of measuriggality of life in this populationpertinent to the
points raised above
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Chaper Two t Introductionto Outcomemeasures to assess QolDiementia

Dementia has become an increasingly common medicallition over the last few decades
and isnow amajor focus in health and social cafde prevalence ahdividuals in the dited Kingdom
(UK)with Dementiain 2019is estimated to bearound 85,000 and predicted to rise to 1 million by
2024 and tol.6million by 2@0 (Wittenberg et al., 2010 In the UK, currently one sixth of people over
the age of 80 have Dementia and approximately 40,000 people under the age of 65 have the disease
("Facts for the media", n.d.Pementia patients or those with cognitive problems account for 70% of
the populatbn in care homes across the Wkacts for the media", n.d.Worldwide, there are
approximately47 million people living wittbementia which is predicted to grow t&32 million by

2050(World Health Organisation, 2017

Dementia is a broad umbrellat@® u (} E PE}u% }( ] = Z E S E]- o« N
]*}E &+ $Z § SE]PP & o('racts(forde vedia'vn.$\orld Health Organisation,
2017. The medical dictionargefinition of the condition states thaan illness willbe classed as
u v3] ~AHoth memory andanother cognitive function are each affected severely enough to
Jvd E( & A]S3Z % Ee+}v[s ]0]3C 3§} ENeCiahpWelBtep 8 ThehaoSt 3$]A]3]
Juulv (JEuU }( u vs] ]+ o lase](ADENith afeundds 70% of Dementia cases being
classed as AWorld Health Organisation, 20LOther common types of Dementia include Vascular
Dementia, Dementia with Lewy Bodies arRantotemporal DementigWorld Health Organisation,
2017). There are also many other rarer types such as Y-onsgt Dementig Alcohotrelated brain
damage and HFvelated cognitive impairmenf'Types of Dementia", n.oWorld Health Organisation,
2017. /v E}pv 19 }( o ¢ % 5] vie Z A }u Jv 8]}v }( u vs8] (}E&ue &E
u v§] ([Facts for the media", n.d.World Health Organisation, 201.7The o©nditions are
progressiveand are generally classed into either early stage, middle stage or late stage Dementia
(Wittenberg et al., 2019World Health Organisation, 2017

Although the exact cause of Dementia is unknown, there are certain factors waith c
Jv & - %o Ee}lv[e E]el }( A 0}%]vP §Z ]Jo X ES ]v U}PE %o.
ethnicity), lifestyle choices (e.g. unhealthy diet, lack of physical activity, excessive alcohol abuse and
smoking) and other medical conditions (e.g. cavdicular disease, high blood pressure, diabetes,
depression and heart disease) are all recognized as Dementia risk fatoje! ( S} Ee+ (}E u vs] _

n.d.; World Health Organisation, 201Wu et al., 2015
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Whilst the severity of the conditioprogressesat different rates, the disease is a progressive
disease that eventually leads to death agach year the diseasmntributes to a large proportion of
deaths in the UKJffice for National Statistics, 201@/orld Health Organisation, 2037Jn 203, the
disease was the leading cause of death in the(Qffice for National Statistics, 2009 here are a
number of management strategies to reduce the symptoms associated with the diseasednitive
behaviour, insomnia, aggression, depressi@iiyeatments”, n.d). These include pharmaceutical
medications, persoitentred care, talking therapies and other alternative therapies such as
aromatherapy, massage, bright light thera@annabidiol €BD oil, coconut oil and transcutaneous
electrical nerve sinulation ("Treatments”, n.d.)However, there are currently no treatments or
medications that can cure the disea§&acts for the media”, n.dBrod et al., 1999Prince et al.,
2014). The cost of Dementia to thé&ational Health ServiceNHS in the UKis stated to be
approximately £26 Billioper annumand is predicted to continue to rise furthePrince et al., 2014

As a result, there is high demand for research into the disehg#ig, 201).

While the different Dementialisorders as a group share similar characteristics of irreversible
cognitive decline andaurological problemsthe symptoms of the diseases differ between types of
Dementiacanvary on a cas&y-case basisBanerjee et al., 208). In general, patients tend to suffer
with symptomssuch asmemory loss, confusion, reduced understanding, effect on judgement and
reasoning, difficulties with speech and language, difficulties learning new tasks and lack of motivation
(Association, 2033NWu et al., 201X dZ ] <+ o0} (( 8¢ }v [« ]0o]8C S} }v u
domestic tasks and setfare @Association, 2013Vorld Health Organisation, 201Wu et al., 201k

(V)8

Behavioural and personality changes such as intenséfiedtions including aggression, agitation, less
patience and anxiety are also common sympto@ergjeira et al., 20)2These symptoms associated

with the disease can be degrading, troublesome and worrying for the individual diagnoseffentd

their dailyactivities, thereforepeoplewith Dementia tend to experience a reduction in quality of life
(QoL) Lewis et al., 20L4Steeman et al., 2007Y p o]SC }( o]( ] < E] e N§Z o8 v

comfort and happiness experienced dy indivdual or group_"Quality Of Life", n.q.

The symptoms oDementiaresult in patients requiring &ignificant amountof care and
support(World Health Organisation, 201 Most carersof Peoplewith Dementia (Pw/pare informal
and tend to befamily members particularly their spouse or childre(zwaanswijk et al., 20}3
Informal carers typically do not have the specific skill set, guidance or training of a professional carer
(Zwaanswijk et al., 20)&nd the role can be straining both menyadind physially for them Brod et

al., 1999;Zwaanswijk et al., 20)3The behavioural changes in patients with the disease may be
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et al.,, 2016. Conpared with carers of physically impaired older people in other disease areas,
Dementia caregivers tend to experience the negative side effects to a higher extent, reporting higher
stress levels, more mental health issues, less time for other family mendetsother social
relationships and more workelated problems(Bremer et al., 2015Dow et al., 2018Schulz &

Martire, 2004; Thomas et al., 20LlResearch into the impact on informal carers has shown that the
caregiving tasks associated with caringRovD results in substantial burden and the responsibilities
of caring for a PwD can have a negative impact on tQeic(Dow et al., 2018Merlo et al., 2018

Zwaanswijk et al., 2033

The patientcarerrelationshipcanalsobe complicated As many PwEarer relationships are
formed before a diagnosis is madieoth the PwD and carer not only have to come to terms with the
diagnosisbut are both required to adapt to their new roles within this relationstipéctor et al.,
2016; Quinn et al.2009. It appears thathe quality of the patierdcarer relationship impacts upon
the QoL of botlthe PwD andheir carer, with thosereporting a better relationship, scoring higher on
respective QoL measurédarques et al., 201,9uinn et al., 2009VVoods et al., 2011 Equally, where
ulcE E ] & <p]JE U 8Z]+ ]* o]l oC 8§} o JQuindEet gh, 8QQWA3wa SZ E
result, the importance of considering QoL in Dementigearchshould not be underestimated and
QolLis animportant area ofstudy (Ready & Ott, 2003 Interventions to improve QoL in Dementia
patients and carers have become increasingly examined over the last few detgllets¢s et al.,
2003; Missotten et al., 2008Mougias et al., 2001 As a resultto assess the impacts of these
interventions, the measurement of QoL in Dementia has become a key fataglie, 2007Woods et
al., 2006.

One of the main issues with measuring QoL is that it is not alwaysvdhedris meant by the

term (Bosboom et al., 201 lissotten et al., 2008 Definitions vary and the constructs encompassing
thesedefinitions differ.dZ t}Eo , 03Z KEP v]l §]}v ~t,Ke &} oC (]Jv * Y}>
perception of their position itife in the context of the culture and value systems in which they live

v Jv & o S]}v 8} §Z ]| P} o*U A% § 5]}Wdlld-+ealth Grganisation}v Eve_
[WHO], n.d). In this context, QoL is more than just the health status of an indiVidod is not
classified by gersoneither having or not having a disease; nor is it measured by the severity of
symptoms or the presence of symptonidilenaar et al., 2017World Health Organisation, [WHO]
n.d). The concept relates more to the individogds A] A }( §Z JE }Av Z 08Z 38 § U Z %o %o]
of contentment Medvedev & Landhuis, 2018)
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Alargely influential framework for designing QoL measures in Dementia is the work of Lawton

and many Dementia specific QoL instrumemise subsequentlydenbased on his researcdkttema,
Drées, et al., 2005yaglie, 2007; Afompson & Kingston, 2004Q0L consists of both objective factors
and subjective factorand the evaluation of both is required to appropriately measuré.éwton,
1983 as cited in Thompson & Kingston, 2004j)s acknowledged as @omplex phenomenon with
various factorghat consist of bottphysical and psychological domains along with social dorsaiis
as W A ndlationships, environment, support, vas and coping stylg@anerjee, 2006Bosboom et
al., 2012;Beerens et al., 2013Mougias et al., 201\Walker & Lowenstein, 2009Many of these
factors contribute to the measurement of Qowt AZ & (( 3¢ }v % Ee+}v[e Y}> u]PZ3 v}

v }§ Z .@& pddition therelativeimportance of each factor to an individual may véffompson &
Kingston, 2004 It is therefore important that QoL measurement toatsDementiacover a range of
these constructs andhat the opinions and perspectives oPwD areincorporated Bowling et al.,
2015. Instrumentsthat measure Qoheed to consider the perspective of the person evaluating the
Qol, as scores may vary depending on whether they are evaluated by a health professional, relative

or friend of the PwDRowling et al., 20156

ForPwD, measuring QoL has added complexigcause theharacteristicand symptomsf
the disease can vary and contribute to measurement error during assessmamerican
Psychologicahssociation, 201Zobak, 201 This can add to measurement error (see Chapter One).
/v 13]}vU 8Z u <p@E u vs }( Y}> v }PV]S8]A oC u v JvPU E «pu]E
situation using both shofterm and longterm memory Black et al., 204). The neurological
impairments of the disease can make this particularly difficult for Ppdentially leading to
measurement errorAddingtorrHall & Kalra, 2001; Banerjee et al., 2p0@any argue that the loss of
insight and awareness that PwD experieriogactson their ability to evaluate their own QqReady
&Oftt, 2003 X ,}A A U <}u «<p *3]}v Z}A & o A v3 &ZTriyg At dle, 200UAs( Jv-]PZ$§
QoL is largely a sjdrtive conceptthey would argue that this is still a valid questioshPwD are
unaware of their DementidE 0 § *Cu%S}ue v E § S§Z JE& Y}> Z]PZ & S$Z v }8Z
still providing an account that reflects their own perception of the disems®its impact on their daily
lives (Brod et al., 1999Trigg et al., 2001 However other symptoms such as fatigue, loss of
concentration, lack of understanding amdher problemsadd weight to the idea thatheir QoL
evaluationis difficultto communicae (AddingtonHall & Kalra, 2001; Banerjee et al., 208®bak,
2010. This hased someresearcherdo question whether a PwD can se#fport without introducing

considerable measurement erroRéady & Ott, 2003rigg et al., 2011
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Theconcerns around theeliability } (W A [4epouddd QoLraises questions abowtho
shouldundertake this whether the instrument should collect data from the participants themselves
JE e Z% E}AC[ u *uE (E}u v e¢]Pvmeniher@r daregiver)NaglieC (ulJoC
2007; Ready & Ott, 2003 Many argue that proxy measures should be used, but there remains
uncertainty around the reliability and validity of proxy ratirfigs QoL assessmentsf PwD Bowling
et al., 201%. However, pevious studies have found a lack of agreement between the two with many
suggesting that proxy ratings tend to be lower themifreportedratings Bowling et al., 20134uang
et al., 2009Naglie, 2007Naglie et al., 2006ready et al., 20048ands et al 2004 Trigg et al., 20])1
While this could be due to the unreliability of the PwD ratings many suggest otherwise and argue that
proxy ratings should not be used in substitute of satings Bowling et al., 2015R6émhild et al.,
2018).

There aremany QoL outcomemeasures that have been developéat PwD(Naglie, 2007;
Ready & Ott, 2003Trigg et al., 2011yang et al., 2018X dZ Yp o]3C }( >]( ]lv o0lZ Ju E][:
~Y K>r Logsdon et al.,, 1999Dementia Quality of lif@uestionnaire (DQOLBKod et al., 1999

0lZ Ju E[s ]+ + Z 0o 5 Ypu o]3Rabitsefdl., 299%nd Dementia Quality of Life
guestionnaire (DEMQOLSrhith et al., 200pare frequently cited and used measures in the literature
(Bowling & al., 2015Yang et al., 20980ther examples include the QUALIDHitema et al., 200y
the Quiality of life in latestage Dementia (QUALIDY¢iner et al., 1999 observational Dementia care
Mapping (DCM)Ghenoweth & Jeon, 2007 the Bath Assessmepf Subjective Quality of Life in
Dementia (BASQID)Trigg et al., 2007 CorneliBrown Scale for Quality of life in Dementia
(Alexopoulos et al., 1988the Quality of Life Assessment Schedule (QOL2eHi (et al., 2001
Pleasant Events Schedule in Altn E[+ ]+ <«AD)Wgsdon & Teri, 1997andothers(Bowling
et al., 201%. With a wide range of measures available it can be difficult for researchers to know which

measures are appropriate to us€his is important in the context of trial desi@reon, 200Y.

As describedn ChapterOne a variety of psychometric properties amsedto evaluate the
reliability and validity of outcome measurasda number oktudies have been conducted on the QoL
measures useth Dementiaresearch Thevalidity of these scales has been assessed in several ways
(Ready & Ott, 2003 Some have been validated by compatingm against other outcome measures
of disease severity, depression, mood, activities of daily living or against generic QoL instruments
(Ready & Ott, 2003 The QUALID scale demonstrated good validity in one study by comparing scores
with a depression outcome measuRdady & Ott, 2003 Another study demonstrated convergent

validity on the BQoL by using subscale scores and commgathese two scores on the Geriatric
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Depression Scal@®fod et al., 1999 Another study used visual analogue scale scores to validate the

CorneliBrown scaleReady & Ott, 2003

As described in Chapt@ne the reliability of measuresan be assessed usingnamber of
different properties internal consistency, tesktest scores, sensitivity to change, in@ter
reliability and intrarater reliability. Previous studies have demonstratgmod to excelleninternal
consistency scores for Dementia specific QoL measures. For exdmephDRQLthe CornelBrown
scalethe QUALID and the QOLAS measuradICC Cronbach alpha coefficients of 0.80, 0.81, 0.77
and 0.78 respectivel{Ettema, et al., 2005Ready &0tt, 2003. Testretest reliability has also been
shownto be moderate to high in some of these measufes. example, reéest correlation coefficients
on the DQOL range from r = 0.64 to r = 0.90 and on the QUALID a coefficient of r = 0.81 was obtained
(Ettema, et al., 2005Ready & Ott, 2003 Other studies demonstrated the subscales of the DCM to
have poor to moderate testetest reliability with ICCs ranging from r = 0.33 to r = 0Eitefna, et al.,
2005; Fossey et al., 2002These findings potentill challenge some of the assertigrsghlighted
above about the difficulty of evaluating QoL in PwIhesemeasuresappeared todemonstrat good
internal consistencyand suggestthat participants are responding consistently to thdifferent

elements inherent in th&@olLmeasures

The QolAD isone of the most used measures to evaluate QoL in Dem&@& and many
researcherdiaverecommenckd its use Harrison et al., 2016]IPND research, 20L%\s a result, it is
one of themost utilised andresearched QoL measwé Dementia Bowling et al., 2016 Several
studies have showimigh internal consistency for botparticipantand caregiver reportswith ICC
coefficients ranging from 0.80 to 0.90qgsdon et al., 1999; Logsdon et al., 20@2&lai & Trimble,
1999+ X K3Z E *3p ]« Z A E %} ESE §Z-5u }+E][vE &8 Z A aP}} E o]
ICC of 0.79 foparticipantsand 0.92 for carers was obtained in one stydggsdon et al., 1999As
the measure is commonly completed by both PwD and their caregaggeement between the
participantcarer scores for the scale has also been evaluated. For exaanpberelation coéicient
of r = 0.40was obtainedan ICC for absolute agreement of 0.19 and an ICC for consistency of 0.28

(Logsdon et al., 1999; Logsdon et al., 2002

As discussed i@hapterOne,alargesource ofvariability contributing to measurement error
is the way thethat outcome datais collected (Kobak, 2010 Commonly Dementiameasures are
collected viainterviews with the participant and the consistency and variation of Dementia specific

QoL measures in terms of rateliabilityisan important psychometric property to evaluate. Common
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psychometrigroperties here include intraater and interrater reliability coefficients, both degbed

in ChapterOne (Section 1.3.3. Several studies have demonstrated that many Demesyiiecific QoL
measures have good levels of irt@ter reliability. ICC coefficients of 0.80 for the DCM and 0.90 on
the CorneliBrown scaleKttema, et al., 2009Ready & Ott, 2003 TheQOLD [ {CC vaesfrom 0.63

to 0.93 and the QUALID has demonstrated an ICC coefficient of{Exi8&a, et al., 2005Ready &
Ott, 2003. However,other studies have foundhese measures to have low levels of inteter
reliability. For example, one DementiRCTmeasured the reliability of raters on the AD&&) and

found that reliability was poor with a low ICC fagent of 0.08 being obtaine(Gaur et al., 2000

Dementia QoL studies typically take place over a |mvipd of time with several followp
assessmentwhichcanaffect researcher variation in relation to thgguality of the interview and inter
and intrarater reliability(Connor & Sabbagh, 2008pbak, 201 The lengthy nature of the studies is
another contributing factor to the difficulty in measuring PwD responses, as their symptoms generally
deteriorate with time. The progressivaature of the disease meanmrticipantsare likely to further
decline acrosthe study period v. §Z]e u € o0} Jv(op v SZ & « E Z E[* A %o
to QoL scores over tim&hismaylead to researchersubconsciously scimg QoL lower at followup

time points, especially if they have prior knowledge of plagticipans [previous statgKobak, 2011

The long study length al$acreases the potential for changes within tsteidy team meaning
that different researcherswill attend at subsequentfollow-up visits. Many Dementiastudieshave
used multiple researchers to carry out visits to collect data at different time pojiés REMCARE
(Woods et al., 20IgWHELIWhitaker et al., 2014 iCSTOrgeta et al., 200@ndChallengddEMCARE
(MonizCook et al., 201)j. Forexamplethe WellBeing and Health for Peophgth Dementia (WHELD)
study collected data at baseline anddertook a ninemonth follow-up across 16 sites in England using
multiple researchergWhitaker et al., 2014)Equallythe individual Cognitive Stimulatiorh&rapy
(ICSTYrial collected data at &seline, 13 and 26 wds across four UK sites using sevetdferent
researchers at eacfOrgeta et al., 2015During a study a participant might have one researcher

conducting assessments or may encounter sewdifidrent researchers

The impacts of using multiple raters across time points has been little reseassitetbrms
the basis of this thesig his is important ashe researchesparticipant relationship and the effects of
rapport on interviews and assessments is discussed widely in the carftexjualitative paradigm,
yet there isoften a lack of consideratiorgiven to the impact this may hawen RCTswhich are

undeminned by the empirical notion thathanges can be measured objectivéDoody & Noonan,
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2013; Guillemin & Heggen, 2009; Pitts & Milly, 2007. Many cualitative researchrs would argue
that the relationship and rapport between researchers and participds important for collecting
good quality dataGuillemin & Heggen, 2009; Pitts & Mileay, 2007. Forexample Hill & Hall (1963
concluded that better rapport is associated with higher reliability of the interview datacent paper

by (Bell et al, 2016 highlights the importance of establishing rapport in quantitative assessments to

encourageparticipantsto respond more openly and honestly

Relationship andapport are generally built across time through several encount&ist§ &
Miller-Day, 200J. Giventhe nature of Dementiathese interactions with resarchers could be
significant.The relationship between the researcher goatticipantmay influence he assessmerin
several waydt could be hypothesised that good rappaonty promote answers that better reflect the
true feelings of the participanttheir perceptions and current experience of the disease under
guestion In contrast, poor rapport magesult in the @rticipant providing a response thdbes not
provide atrue reflection d their experienceor a very limited responselt could be argued that
motivation may be lacking in thogarticipantswho have a bad relationship with their researcher and
less inteaction between the two could result in missing data or certain observations not being picked
up. However, the impact of good or bad rapport on QoL quantitative assessments is unkvithwn
some research suggesting that too much rapport can influence thexviiew process in a biased
manner Hill & Hall, 1963; Miller, 1992Regardless of the question of the optimum level of rapport
and the effects that good and bad rapport have on data and outcome measures, reseactisuity
is little researched irempirical studies oDementia.Some researchers have stated that researcher
continuity can impactupon retention rates in Dementia trials, suggesting that good continuity
NvZ v e SENS V E %%}IES_ u}lvPeS Bo(MlHeE]195d. vSe v E ¢ & Z &

Researcheparticipant relationshipscan be complex and the potential tachieve good
rapport can beaffected by many factorsuch as interview administration, interview techniqoe
interviewer behaviour Bell et al., 201plthasalso v « ] §Z § §Z & « & Z E Vv % ES
gender can influence rapport and relationship development in the research cqi@eatil, 201Hwith
some research indicating that good rapport can be built more easily between researchers and
participants ¢ the same genderWilliams & Heikes, 1993The term gender here indicates the
biologicalsexof the researcheor participant Whilst gendewastraditionally considered aa binary
concept it is becoming a highlgontested areawhich goeseyond the scope of this thesiBor the
purpose of the analyses that followve simplyclass biologicaexinto one of two categories; male or

female
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Not only does gender play a part in rapport building and relationship development but the
gerder of theresearcher is said to impact upon participant respon@asiner, 1988 ThurnelliRead,
2016; Williams & Heikes, 1993t has been suggested that participants are more likely to reveal
information to female researchers as they are thoughb®more sympatheticwhencompaed to
their male counter-parts (Pollner, 1988 Thismight beexpected to be especially prominent where
sensitive topics are discussekports of depression, substance abuse, and antisocial behaviours were
recorded more daen by female interviewers, regardless of the gender of pgaticipant being
interviewed Pollner, 1988 It could be argued that the influence of gender on the willingness to
report symptoms to an interviewer could contribute to differences in outcomesueementsand
someresearchdoessuggestthat participants may be more open with female researchétsllfier,
1988). In theory, his couldnfluencemeasurement scoreslowever, research into researcher gender
differencesin RCT is sparsdt is widely @knowledged thamany treatments and interventions have
different impacts on male and female mpigipants in terms of biological differenceand hence

participant gender is a common confounder in RChdl{ps & Hamberg, 2016iepmann et al., 2016

Social science researbtlas shown thatemales in everyday conversation tend to facilitate a
more open dialogue and are better ate ¢e]J]vP }58Z E<[ ( o]vPe v RetedE&Hallp]SC SE
2004). There is some evidence in healthcare studies that gempdhys a role and some studies have
shown that researcher gender has an impact on participant responses particulgfnirstudies
(Fisher, 2007McClelland & McCubbin, 2008; Miyazaki & Taylor, 2088)vever, the influence of
researcher gender is undgudied in Dementidrials and no definitive conclusions can be draan

this stage

Research Questions
As a result of the uncertainties around the impact of using multiple researchers to collect QoL

outcome data and the potential impact odsearcher gender on outcome data collectidme focus of
this thesiswill explorethe influence of these two factors during research into QoL for Piie aim
of the research is to use data from a previously conducted RCT to determine if theanyre
differences between the scores of those who had the same resealmang measuremenvisits
compared tathose who had differentesearchers. o research questionsill be exploredin a study

with three time points folPwD and carer dyads

1) Does the use ba different researcher at time points impact upon the outcomeasure?

2) Does the(biological)gender of theattendingresearcher impact upon the outcome measure?
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ChapterThree t Data Description & Exploration

To address the two research questions propose&hapter Twpthisthesisuses data from
the REMCARESY C ZZ u]v]e v PE}u%e* (}E % }%o0 A]lsZ u vi] %
effectivenessandcost(( 3]A Vv ¢+ % E Pu 3] uposd] vdichaed tduestjoit E] o]
reminiscence groups for people with mild to moderate Dementia and thenily carerun by Robert
Woods at Bangor UniversifyVoods et al., 2012 This was a muitentre parallel twearm study,
which recruited 488 dyads in totaPgople with Dementia (PwD) and their carer). Dyads were
recruited into the study aoss the UKrom several centres including London, Manchester, Bangor,
Hull, Bradford and Gwent through several types of mental health services. All PwD recruited were
those who met the DSNV criteria for Dementia of any type who were in the mild to maderstage
of the disease, living in the community and who had a carer with whom they maintained regular

contact with that could participate in the trial.

Those recruited and consented were randomisad a 1:1 allocation ratido either the
treatment arm or thetreatment as usual.The participants were stratified by recruitment centre and
their relationship to the carer (horizontal or vertical;, horizontal beangarer of the same age or
generation(e.g. a spousdriend or sibling whilst vertical is a different generatio(e.g. parent and
child relationship) (Woods et al., 2012 Those randomised to the treatment arm received standard
careplus a jointreminiscencebasedgroup therapy and those allocated to the treatment as usual arm
receved standard care alon&\{oods et al., 2012 The main aim of the intervention was to improve
the quality of life (QoL) for the person with Dementia (PwD) and to reduce-celeged stress for the
caregiver; subsequently improving thearticipantcarer rdationship. On completion, the study
showed no evidence for the effectiveness or eeffectiveness for the interventionfoods et al.,
2012.

Data was collected at baseline, 3 months after baseline (falipwl.) and 10 months after
baseline (followup 2) and a variety of outcome measures were collected at each time point covering
Y}>U u u}EC (pv 3]}v 0]8CU % E <+]}v v VvA] SCU E P]A E]J-
caregiving, activities of daily living, service use and the quality of tteg-patient relationship. The
REMCARfimary analysis was an ANCOVA model at fellpv2, with a secondary ANCOVA model
run at followup 1. Further exploratory general linear mixed models were run at both time points to
investigate effects ovaime. The participants in the study were not blind to group allocation but the

researchers collecting the folleup data were Woods et al., 2012 however, some were
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unintentionally unblinded during interviews. It is not known explicitly how many rebessovere
Hv oJv. U Z}A A EU Z% E %3]}v *Z 3S¢[ }u%o & CE-+ E Z E-* ]v

correct definite judgements was around 25% at foHop/2.

dz § o Se pue (}JE 5Z]e 8Z *]*[ v 0oCe]le AE & &afro@ ASE 3]

the original REMCARE dataset, merging datasets together and filtering out participants who did not
meet necessarcriteria, such as those who ditbt complete all three visitsSTwo separate datasets
containing the corresponding dyads were created aised for analysis, a participant data set (the
PwD) and carer datasehg PwDcorrespnding carers)All data extraction, merging and subsequent
analysis was conducted using SRBM version 25 IBM, 2017. Information on the researchers
collecting daa, demographic variables and the required outcome measures were included in each of
the datasets. The demographic variables inctideeage, gender, ethnicity, marital status, who the
participantlives with, centre, treatment all@tion, wave and date dfirth. REMCARE recruitment was

v us Jv (JA ZAA [ 3Z E (JE §Z AA A E] o ] Azl z E Eu]du
recruited and randomised durind-he PwD age and PwD gender were also included in the carer

dataset as they are required ftine carer analysis models replicate the REMCARE analysis

PwDcompleted the assessments with a researcher whilst carers completed their measures
independently with little input from the researchemue to this, it ihyypothesisedhat a researcher
effect, if present, would be seen in the participant data but ndhicarer data. Therefore, to explore
the research questions, the current analysis requires outcome measures that have been completed
by both the participant and the cardhis included the QCPR, Q&lD and the EGD. The EGD is a
relatively short andyeneric measure of only five items, which can be independently completed by the
participants with little interaction from the researcher, thus the measure is unlikely to be susceptible
to a researcher effect and therefore is not included for this analydie QCPR and QAD are both
measures which require interaction and communication amongst the participants and researchers
and therefore could be influenced by a researcher. The QCPR was collected from both the PwD and
carer based on their own perceptisrof the caregiving relationshif:he participant QolAD was
collected from the PwD based on their perception of their own QoL and the careARQQgiroxy

version was collected from the carer regarding their view of the QoL of the PwD they care for.

As dscussed in Chaptd@wo, the QoEAD is a common measure used in Dementia studies.
QoL-AD is a validated seléport outcome measure that is used to assess the QoL of a person with

Dementia Logsdon et al., 1999The measure consists of 13 items scooeda 4point Likert scale

Page36of 143



rangingfrom1t 8 AZ E i & % E * vSe Z%}}E[ v 8 E % E « vie Z £ 00 V3]
by summing the 13 items hence the final score ranges from 13 to 52. A higher total score indicates
better QoL. The item has missing data rule of mean substitution where if two or fewer items are

missing then the mean score of the completed items can be used for the missing values. If more than

two items aremissingthen the total score should not be calculated.

The QCPR @so a validated seleport outcome measure used to assess the relationship
between a participant and their carer by evaluating the presence of warmth in their relationship and
the absence of conflict and criticisrBdruytte et al., 2002 The measure iless used in Dementia
research studiesompared to the QolADhowever, it contains sensitivend personal questions that
may be affected by researchelinfluenceeven more so than other measures. The QCPR consists of
14 items where each item is scored afive-point Likertscale ranging from 1 to 5. The item options
& vP (CE}u "8}8 ooC v}S PE _ 8} "§}S ooC PE _X dZ u spE Z -
(scored in reversegonsisting of 6 itemand a warmth scaleonsisting o8 items Each subscale is
calculated by summing the individual components to give a total score for the subscale. The total score
is calculated by summing the twazaleshence the final score can range from 14 to 70 with higher
scores indicating a better perceid@elationship between participant and caregiver. No missing data
rules were found for the measure so if any items are missing the total score cannot be calculated.

Appendix2 summarises the characteristics of the @D and QCPR.

Along with the reseather data, demographics and the outcome measures, additional
variables were created using Microsoft Exééicrosoft, 2018 (} & §Z § ¢« §e §Z ¢ JvoOou Zvy
}( Al*]8°[U ZE «+ E Z E 85Vv v [ v ZP Vv EdL EWHUEMHFE-Jv 355 \
variable corresponds to whether the participant had completed one, two or three visits which was

+ JWAZ3Z E A E] o Z }u%o § C[ A« veA EAsthiSanalgsi( $Z 3]u
is exploring a researcher effect across the tinoengs, based on a relationship building hypothesis, it
was necessary to filter out those who did not complete all three visits. A high proportion of PwD did
complete the three visits (69%), filtering on this resulted in a dataset containing 336 parttcifainxt
participants were removed from both data sets due to the carers not completing all three foflew
Therefore, the final data sets contained 330 participants in each totalling 660 (330 -dyedBwD
and their corresponding carer), detailedrigure3. All analysis were run using these datasets however
as some demographic and outcome data were missing and completeapadgsis is conducted
(described in more detail later in this Chapter) some of the models did not contain the full sample.
The amlysis and figurepresentedwill detail the number of cases usedhe REMCARE data final

sample contained 350 participants however they includizda where thosewho just completed
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baseline and one of the followps howeverthis analysis requile participants and carers that

completed all three visits.

Figure3: Flowchart of Number of Cases in Dataset

dz zZE& « & Z & vamblewas dreatedby categorisng participantsinto groups
based onwhether they had the same researcher for all visits, different researchers or a combination.
At follow-up 1 only two visits had been completed and at follanyy 2 three visits had been completed,
therefore two variables were neededone for the researcheattendance at followup 1 (same or
different) and one at followup 2 (same, different or a combinatigas described beloy) The variable
A} e v S8Z Z }u%o § C[ A ] oideAtfigr af th¢ vésehvchers #/ho
conducted inerviews. For the researcher attendance at follaw 1, participants were coded into one
}( A} 3 PYE] » Zi[]Jv] § 8Z 8 8Z % ES] 1% v8 Z 8Z s u E « CE
follow-p% i § ~]X X e u & « E Z E_- adadifferent researches c8lléctihgZ
baseline datdo thefollow-p % i 8§ ~]X X " J(( E v8§ E « & Z E-+_+X

The researcher attendance variable at folloyw 2 was coded in a similar way but participants
were put into one of three categoriesne researcher attending all three visits to collect data (i.e.
Ne u E o Etilo GsitsWith the same researcher but one of the visits was completed with a
1(( E v E+ E Z E 8} §Z }8Z E 3A} Ale]8+ ~]X X ~}v +taglly, v 3A} ]
three different researchers attending the visits therefore had all different researchers collecting
U Ju & ~IX XA J((E VE E » E Z E+_+X HPE]VP 8Z E 5 }( §Z 52
§S v v [ JE& (}& vC <3 ysie presented, this will be indicating the corresponding

researcher attendance variable at either follayw 1 or follow-up 2.
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d} }vuse }v EC A%0}E S}]EC Vv 0Ce]s ZP Vv E }( & « & Z

created, again using the researchdentifiers |v §Z Z }u%.0 § THe vari@ble indicates

the whether the participant had the same or different resgzer and if different whether the
researcher gender was consistent or not. As we are interested in the consistency of the gender of the
researcher there is no need to distinguish at folopy 2 whether the patient had two or three
researchers, thereforehe same variable was created for follays 1 and followup 2. Participants

were put into one of three categories; the same researcher attended visits therefore same gender,
different researchers attended visits but were the same gender, and lastly, diffeesearchers

attended visits and were different genders. These variables and categories|atealinFgure4.

Figure4: Codingof ResearcheAttendance andsenderof Researcher intlendanceVariables

Several assumptions were made on researcher names during céasity, a first initial and
last name matching a full name were assu §} §Z eu €+« E Z & (}J& A u%o ZZ
v ZZ ASacepdly VC U]JV}IE *% 00]JVP ]Jv }vel]e§ v ] e ep Z ¢« ZZ Z 0 A ve
were classed as the same researchdditionally abbreviations of names were categorised as the
eu E+« EZE (JE £ u%o ZZ Z HOwefther assumpiionothawae fiéde
was that if two researchers were listed the firesearchemame was taken as the main researcher,
this only occurred on one occasion out of 990 possibilifi@s. some researchers it was difficult to
establish the gender based on the name alone, therefore, if the gender was unclear a website
("GenderChecker.com”, n.g@jiving probabilities of the gender based on the hame given was used with
the genderassumed by the highest probability given. This could not be done for all as some
researchers only initials were given, some were unisex names and one name was not recognisable on
the website therefore these researcher genders were left unknown, this whstba case for four

researchers.
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Table 1 details the frequencies of the researcher attendance and the researcher gender
attendance variables at each follemp. At follow-up 1 the splits between the two attendance groups
are almost even with 48% in tharme researcher group and 52% in the different researchers group.
At follow-up 2 the splits between the thregroups are still relatively even with adequate samples
representing each grouf:he gender of the researcher in attendance group splits varylaiore.
At follow-up 1 those who had the same researcher and same gender is 160 (49%) those who had
different researchers of the same gender is 119 (36%) and those who had different researchers with
different genders is 47 (14%). At follaw 2 the splis across groups varsiightly but still have
adequate representation in each growyith the majority havingifferent researchers of the same
gender (42%), followed by a large proportion hawimg same researcher therefore the same gender

(36%)and slighly less having different researchers with representatives of both genders (21%)

Tablel: Occurrence dResearcheittendance atFollow-up 1 andFollow-up 2
Researcher attendance N = 330

Follow-up 1 Follow-up 2

N (%) N (%)
Same researche 160 (48%) 118 (36%)
Two different researchers 170 (52%) 129 (40%)
Three different researchers *N/A 83 (25%)

Researcher gender attendance N = 330

Follow-up 1 Follow-up 2

N (%) N (%)
Same Researcher (therefore same gender dérvisits) 160 (49%) 118 (36%)
Different Researchers for visits of the same gende 119 (36%) 139 (42%)
Different Researchers for visits with representatives 47 (14%) 69 (21%)

both genders
Unknown 4 (1%) 4 (1%)

*N/A indicates notapplicable as at followp 1 only two visits would have been carried out

The original data collected was enteredMarth Wales Organisation for Randomised Trials in
Health (NWORTHvia Teleform scanning and subsequent SDV checking and data cleaning were
conducted, therefore due to the confidence in the data entry and cleaning process no additional

cleaning was required.

Table 2 contains figures of the completeness of the outcome measure total sCareglete
cases are defined as the outcome measurbgiv have enough items answered for the total score to
be calculated. Some measures may have been partially completed that will not contribute to the total

scores. For the QCPR no missing data rules were found in publications, therefore all items must be
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complete for a total score to be calculated. For the @d@lthe missing rule, as notedAppendix2,

is that if up to two items are missing then the items can be substituted using the mean of the available
items. Appendix 3 details the number of itemgssing according to the raw scores at each time point.
Using the missing data rule, 43 participants and 18 carers at baseline, 59 participants and 19 carers at
follow-up 1 and 54 participants and 29 carers at follow2 required their total scores to lealculated

using missing items imputation for the Q8D measure.

Table2: CompletiorRates of theOutcomeMeasures

Researcher Researcher attendance at fu2
Overall attendance at ful
Outcome B Same Two Same Two Three
N =330 . . :
Measures N (%) researcher different researcher different different
N = 160 N =170 N=118 N =129 N =82
N (%) N (%) N (%) N (%) N (%)

Participant- Qol-AD total score

Baseline 317 (96%) 150 (94%) 167 (98%) 109 (92%) 126 (98%) 82 (100%)
Followrup 1 309 (94%) 145 (91%) 164 (97%) 106 (90%) 123 (95%) 80 (96%)
Followrup 2 292 (89%) N/A N/A 99 (84%) 118 (92%) 75 (90%)

Participant- QCPR total score

Baseline 308 (93%) 149 (93%) 159 (94%) 108 (92%) 124 (96%) 76 (92%)
Followrup 1  293(89%) 138 (86%) 155 (91%) 103 (87%) 117 (91%) 73 (88%)
Followup 2 288 (87%) N/A N/A 98 (83%) 114 (88%) 76 (92%)

Carer- Qol-AD proxy total score

Baseline 326 (99%) 157 (98%) 169 (99%) 115 (98%) 129 (100%) 82 (100%)
Followup1 323 (98%) 157(98%) 166 (98%) 116 (98%) 128 (99%) 79 (96%)
Followrup 2 329 (<100%)  N/A N/A 118 (100%) 129 (100%) 82 (100%)

Carer- QCPR total score

Baseline 321 (97%) 156 (98%) 165 (97%) 115 (98%) 128 (99%) 78 (94%)
Followup1 312 (95%) 149 (93%) 163 (96%) 111(94%) 124 (96%) 77 (93%)
Followup 2 321 (97%) N/A N/A 117 (99%) 126 (98%) 78 (94%)

Overall, the completion rates of the outcome measures are high and only vary by a small
percentage across time poingnd alwaysemain above 87%. When split by researcher attendance
variables the completion rates vary slightly in each group but still iemaer 79%. A visual inspection
of the completion rate reveals that there appears to be no major differences between those
participants who had the same or different researchers across time points, raising no major concerns
for analysis. In general, tloarers had slightly higher completion rates than the participants across the

study, which is to be expected and is usually the case in trials of this n&here was little variation
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between the completion of the outcome measures, however overall the-&olLhad higher

completion rates for the total scores which could be attributed to the missing data rule.

Methods of dealing with missing data in RCTs is debated amongst researchers, although it is
acknowledged that methods of dealing with missing dataanalysis should be based on how much
data is missing, the kind of missing data (single items, full measures, a measurement time point) and
what type of missing data exists within the dataseigsing completely at randonMCAR), missing at
random (MAR) or missing not at randomMNAR). The REMCARE study adopted multiple imputation
techniques for analysis. Since the completion rates of the outcomes to be used for the current analysis
are high, the missing data should not affect the results of duerent analysis.Predictors of
Aylee]vPVv e« A E }Jve] & U Z}A A EGU P]JA vV epu Z 0]8330 wu]ee]vP
necessary and therefore complete case analysis will be conducted with no methods of missing data

imputation adopted.

Table3 contairs the descriptive statistics for both datasets presented overall and split by
researcher attendance. Initially, ethnicity and marital status were collected with 22 and 7 categories
respectively, however, as there was very little representation in manyefcategories, these two
variables have been dichotomised into two groups, as the REMCARE study did. Ethnicity has been

] Z}8}u]e Jv8} ZtZ]S [ v Z}SZ E[ v u E]S o0 - Jov[>¢ Z" "%} e of }

A large majority of the sample are Whiten[P; 97%, carers; 96%), married (PwD; 75%, carers;
88%) and live with their spouse (PwD; 70%, carers; 78é)prevalence of males and females in the
datais even with an almost equal split for participant (Male; 51%, Female; 49%) but varies more for
carers with a higher number of females in the sample (Male; 33%, Female; 67%). Although the
representation of samples within these variables is uneven, with Entiqggpant samples representing
some categories, surprisingly, the proportions across the researcher groups (same or different

researcher(s)) for all appear to be evenly split.

Overall, the numbeof participants atentres are generally even exceptthe case of Gwent
who recruited just 4% of the participants. There appears to be an imbalance between the researcher
attendance groups for the centres therefore it is important to consider this when interpreting the
analysis results. There is a highrgentage of participants in wave one, two and three but fewer in
wave four or five.The splits between researcher attendances at both follgys are relatively

unbalanced in some groups which also needs to be considered when interpreting the analytss resul
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The split between allocation group overall has remained relatively even and is well balanced across

the researcher attendance groups.

On average, the age of the Pwias approximately 77 years old and for the carers the average
age was approximately 69 years old. The age range of the carers is larger than the age range of the
participants(23 t 90 and 54 t 93 respectively) The mean ages between the researcher attemcia

groups (at both followups) are relatively similar for participarasd carers

There is a small amount of missing observations of demographic data, which will have a
minor impact on thenumber of participants used in thenalysis models. In totéhere are 6 missing
observations for the participant demographic data and 12 for the carer data, some of these missing
cases are noindependent with one participant being responsible for three of these observations and
several carers accounting for seskobservations.Therefore, with no missing data imputation
methods being adopted this will result in 3 participants and 5 carers being excluded from the analysis
models. Therefore, a further eight dyads are removed and a maximum sample of 322 partiaiplants

be used in the full analysis models, indicateéfigure 5.

Figure5: Flowchart oNumber ofCasedor AnalysisModels
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Table3: Descriptiveatistics ofDemographics an@ther Characteristics

Researcher Attendance at followp 1 Researcher attendance at followp 2

Data set Variable ISJ) v:eggllo Same researcher  Twodifferent Same researcher Two different  Three different
N (%) N =160 N =170 N =118 N =129 N =83
N (%) N (%) N (%) N (%) N (%)
Female 162 (49%) 82 (51%) 80 (47%) 61 (52%) 63 (49%) 38 (46%)
Gender Male 167 (51%) 78 (49%) 89 (52%) 57 (48%) 66 (51%) 44 (53%)
Missing 1 (<1%) 0 1 (<1%) 0 0 1 (1%)
White 319 (97%) 157 (98%) 162 (95%) 115 (98%) 127 (98%) 77 (93%)
Ethnicity Other 10 (3%) 2 (1%) 8 (5%) 2 (2%) 2 (2%) 6 (7%)
Missing 1 (<1%) 1 (<1%) 0 1 (<1%) 0 0
N Marital Spousal 246 (75%) 121 (76%) 125 (74%) 86 (73%) 98 (76%) 62 (75%)
Participant stafus Non-spousal 82 (25%) 38 (24%) 44 (26%) 31 (26%) 30 (23%) 21 (25%)
Missing 2 (<1%) 1 (<1%) 1 (<1%) 1 (<1%) 1 (<1%) 0
No-one 49 (15%) 26 (16%) 23 (14%) 19 (16%) 18 (14%) 12 (15%)
Other 13(4%) 3 (2%) 10 (6%) 2 (2%) 8 (6%) 3 (4%)
Lives with Other family 26 (8%) 14 (9%) 12 (7%) 13 (11%) 7 (5%) 6 (7%)
Spouse 229 (70%) 111 (69%) 118 (69%) 80 (68%) 90 (70%) 59 (71%)
Spouse & other family 11 (3%) 4 (3%) 7 (4%) 2 (2%) 6 (5%) 3 (4%)
Missing 2 (<1%) 2 (1%) 0 2 (2%) 0 0
Female 221 (67%) 107 (67%) 114 (67%) 80 (68%) 84 (65%) 57 (69%)
Gender Male 108 (33%) 53 (33%) 55 (32%) 38 (32%) 45 (35%) 25 (30%)
Missing 1 (<1%) 0 1 (<1%) 0 0 1 (1%)
White 317 (96%) 115(97%) 162 (95%) 113 (96%) 126 (98%) 78 (94%)
Ethnicity Other 10 (3%) 3 (2%) 7 (4%) 3 (3%) 3 (2%) 4 (5%)
Missing 3 (1%) 2 (1%) 1 (<1%) 2 (1%) 0 1 (1%)
Marital Spousal 290 (88%) 142 (89%) 148 (87%) 108 (92%) 108 (84%) 74 (89%)
Carer  status Non-spousal 36 (11%) 16 (10%) 20 (12%) 9 (8%) 19 (15%) 8 (10%)
Missing 4 (1%) 2 (1%) 2 (1%) 1 (<1%) 2 (1%) 1 (1%)
No-one 10 (3%) 6 (4%) 4 (2%) 2 (2%) 6 (5%) 2 (2%)
Other 14 (4%) 5 (3%) 9 (5%) 4 (3%) 8 (6%) 2 (2%)
Other family 26 (8%) 15 (9%) 11 (7%) 11 (9%) 9 (7%) 6 (7%)
Lives with Spouse 260 (79%) 127 (79%) 113 (78%) 95 (81%) 99 (77%) 66 (80%)
Spouse & other family 15 (5%) 4 (3%) 11 (7%) 4 (3%) 6 (5%) 5 (6%)
Other & no one 1 (<1%) 0 1 (<1%) 0 (0) 0 (0) 1(1%)
Missing 4 (1%) 3 (2%) 1 (<1%) 2 (2%) 1 (1%) 1 (1%)
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Researcher Attendance at followp 1

Researcher attendance at followp 2

Data set Variable ISJ) v:e;z;llo Same researcher  Twodifferent Same researcher Two different  Three different
N (%) N =160 N =170 N =118 N =129 N =83
N (%) N (%) N (%) N (%) N (%)
Bangor 57 (17%) 41 (26%) 16 (9%) 39 (33%) 18 (14%) 0
Bradford 39 (12%) 35 (22%) 4 (2%) 27 (23%) 12 (9%) 0
Gwent 14 (4%) 8 (5%) 6 (4%) 3 (3%) 8 (6%) 3 (4%)
Centre Hull 46 (14%) 11 (7%) 35 (21%) 11(9%) 24 (19%) 11 (13%)
London North 59 (18%) 13 (8%) 46 (27%) 5 (4%) 15 (12%) 39 (47%)
BOTH CARE London South 49 15%) 14 (9%) 35 (21%) 8 (7%) 16 (12%) 25 (30%)
AND Manchester 66 (20%) 38 (24%) 28 (16%) 25 (21%) 36 (28%) 5 (6%)
PARTICIPAN Wave 1 101 (31%) 55 (34%) 46 (27%) 44 (37%) 35 (27%) 22 (27%)
Wave 2 82 (25%) 37 (23%) 45 (26%) 27 (23%) 24 (19%) 31 (37%)
Wave Wave 3 88 (27%) 42 (26%) 46 (27%) 29 (25%) 44 (34%) 15 (18%)
Wave 4 54 (16%) 26 (16%) 28 (17%) 18 (15%) 22 (17%) 14 (17%)
Wave 5 5 (2%) 0 5 (3%) 0 4 (3%) 1 (1%)
Allocation Intervention-Group 1 192 (58%) 94 (59%) 98 (58%) 68 (58%) 71 (55%) 53 (64%)
Control- Group 2 138 (42%) 66 (41%) 72 (42%) 50 (42%) 58 (45%) 30 (36%)
Overall Researcheattendance at followup 1 Researcher attendance at followp 2
. N Same Researcher Two Different Same researcher Two different  Three different
Data set Variable Mean (SD N N N N N
Range Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)
Range Range Range Range Range
330 160 170 118 129 83
Participant 77 (7.60) 77 (7.86) 78 (7.31) 77 (7.94) 77 (7.61) 79 (6.93)
Age 54 t93 54-91 56-93 54-91 56-93 62-93
330 160 170 118 129 83
Carer 69 (11.38) 68 (11.85) 71 (10.80) 68 (12.20) 69(11.45) 72 (9.68)
23-90 36-89 23-90 36-89 23-87 43-90
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Basic statistical tests, as outlined below, were conducted on each of the factor variables to
investigate if there are any individual effects on the outcome measures or correlations amongst
variables. The exploratory tests have been conducted on all diitters used in the REMCARE final
analysis models and the two additional variabtesated for this research (thesearcher attendance
and gendewof researcher irattendancevariables) These individual exploratory tests do not take into
account any badme differences or any other of the factor effects but will give further insight of any
individual variable effects. $Zv] 18C v Z>]A « A]J$8Z[ A & v}§ pe Jv 8Z (]Jv o
therefore will not be included in the current research. Alarge mpfo€ }( %0 ES] % vSe[ SZv] ¢
recorded as white and only small samples represented the other categories therefore the variable
would not have led to any robust results. Lives with ywasxy represented by the horizontal/vertical
carer relationship wiih was a stratification variable and therefore did not need to be additionally

included in the models

For the twolevel categorical variables independertests were conducted and for variables
with more than two categories the equivalent ANOVA tesése run to investigate any differences
between the mean outcome measure scoegsongstthe variablelevels. The assumption checks that
are the same for both models (a full list of these can be foun8pipendix4) were conducted and
have all been evaluatkto sufficiently hold to run the models. Box plots identified some observations
as outliers, however the outliers identified are not large and are within the expected range of the
scales and therefore are not excluded nor do they require any transformafiome factors did not
satisfy the assumption of homogeneity; the results reported for those that satisfied the assumption
are the assumed equal variance results and for those that did not meet the assumption are the

Z sepuU MV <u 0 A E] uesls 0} e WEIchdest results for ANOVAS.

The results of the tests are displayed in ApperlixThe researcher attendance variable
produced no statistically significant differences on the QCPR otAQoé4t either followup for the
PwDor carer data, indicated in Table 1 in Apper&liXhe gender of researcher in attendance, results
of which are also contained in Table 1 in Appeilis significant at the 5% level at follayp 1 on the
PwD QCPRE, 286) = 3.28, p = 0.04, on the ca@®CPHR{2, 305) = 2.96, p = 0.05, and at the 1% level
of significance on the carer proxy GAD H2, 316) = 4.40, p = 0.01. At follayp 2 the genderof

researcher irattendance is not statistically significant at the 5% level on any of the outcome measures

The results of the-tests conducted on gender, marital status and allocation are contained in
Table 2 of Appendi. There is a statistically significant difference between PwD gender groups at the

5% level on the PwD Q@D measure at followp 1,t(309) =4.17, p = 0.04, with a mean difference
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of 1.32 (95% CI; 0.04 to 2.59) with Females having overall higher QoL scores. There are no other

statistically significant differenced the PwD gender othe PwD measures.

Statistically significant diffences were noted on the carer outcomes at the 1% level between
the carer gender groups with ates on average having higher sco@a.the carer QCPR at follap
1 a mean difference 6#.33 was notedt(309) =4.17, p < 0.01) and at followp 2 amean difference
of -3.65 was foundt(318) =-3.27, p < 0.01). On the carer proxy QD at followup 1 a mean
difference of-2.28 was present(320) =-3.13, p < 0.01) and at followp 2 again a mean difference
of -2.28 ((326) =-3.24, p < 0.01)The PvD gender islsostatistically significant at the 1% level on the
carer QCPR outcomes at follayp 1,t(301) = 3.83, p < 0.01, and at follap 2,t(318) = 2.59, p = 0.01,
with mean differences of 3.76 and72 A]$Z (u o WA [+ }Jv A E P alesAPwP Z]PZ &E

gender is not statistically significant on the carer proxy-@BLoutcomes at either time points.

The PwD marital status, carer marital status and group Allocation variables are not statistically
significant at either followups on any of th®wD measures or the carer measures. Results of the wave
variable ANOVA are detailed Table 3 of Appendix5, which also is not significant on any of the

outcome measures at both time points.

The results of the ANOVA model run on the centre variable are display&abia 4 in
Appendix5. The variable produced a statistically significant result at the 1% H&/@85) = 2.96, p =
0.01, on the PwD QeAD at followup 1, to identify where these differences lie, post hoc tests would
need to be conducted. These results should be treated with caution, as there is a variety of
representation at each centre. The \ale is not significant at the 1% or 5% level on any other of the

PwD outcomes or carer outcomes at eittiellow-up.

To investigate any relationships between continuous factors estimates of Pearson's product

moment correlation were obtainedlhe assumpj}ve }( W @Ee}v[e § 5 Z A v Z | U
of which can be found iAppendix4 v Z A oo v Aop s 8} Z}o X dZ W E-}v[e
in Appendix5 Table 5, indicate a very smallCphen, 1988 positive correlation between age of
participant and QCPR scores at follap/ 2, significant at the 5% level (p = 0.04) with a correlation

}((1]1vs }( E~160 A iIXiTX dZ]e]Jv] &+ 3Z 35 }A E oo » 3Z WA [« P
increase. There is also a small positi@ot{en, 198) correlation at the 1% level of significance
between age of carer and carer QAD proxy scores at followp 1 and between the PwD age and

carer proxy QolAD scores at followp 2 with a correlation coefficient of 0.16 and.14 respectively.
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For this neasure overall as the carer age increases the scores of the carer proxy QoL increase however,
as the PwD age increases the proxy QoL scores decreasgpeksedthe outcome measure baseline
scores all significantly correlate with the follayp scores at the 1% level of significance. All other

correlations evaluated were not statistically significant at the 5% level.

To assess any associations between the redearattendance andgender ofresearcherin

88 v v A E] o0+ A]J3Z1}3Z E 3 P}E] oA E] 0« W Ee}v[e Z] *<p
been conductediesults of which are detailed in AppendiXable6. The assumptions of the test have
been cheked and all hold, the full assumption list and methods to evaluate can be fouybendix
4. There is a statistically significant result at the 1% level of significance on centre between the
researcher variable and the researcher gender attendance hariat followup 1 and 2 All four

¢} ] §]}ve E u} & S 0oC *SE}VP }E& JvP 8} }Z v[e ~idb66 Pu] o]v
V. The wave variable is statistically significant at the 1% level at falfp® with the researcher
attendance variabland is statistically significant with the researcher gender attendance variable at
both follow-up 1 and 2 at the 5% and 1% level respectively. Again, results concerning the centre

variable should be treated with caution as there are small data samplesgepting some centres.

Outcome measures

Descriptive statistics of the outconmaeasures at each time point are displayedTable 4
below, presented overall and split between the researcher attendance groups. The splits between the
researcher attendance groups at the mean scores are generally evenly distributed across groups and
there appear to be no major differences between any Isaf the variable only varying slightly on all

outcome measure totals.

As indicated irAppendix2 for both measures higher scores indicate a better result in terms
of outcome measure results; for the QCPR higher scores indicate a better perceived relationship
between the dyads and for the Q#D measure higher scores indicate a better quality of life.
general, scores for the participant and the carer for both outcome measures decrease slightly across
time points. Most remain similar but with a tiny decrease, from baseline to fallpw and then a
little more of a decrease at followp 2 but not bya large extentOverall, the carers have lower scores
on both measures compared with the participant scores, as se@ahile 4. This is expected as carers
§C%] 00C « }JE 3Z WA [+ Y}> 0}A E 8Z v 3Z %o 8] v8e 8Z ue 0A « v

of the carerpatient relationship lower than the PwD.
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Table4: Descriptiveatistics of theOutcomeMeasures

Outcome Overall Researcher attendance at followp 1 Researcher attendance at followp 2
Measure Sameresearcher Two different Same researcher Two different Three different
N =160 N =170 N =118 N =129 N =83
N Mean (SD) N Mean (SD) N Mean (SD) N Mean (SD) N Mean (SD) N Mean (SD)
Range Range Range Range Range Range
Participant- QolAD total
Baseline 317 37.5(5.18) 150 37.3(5.42) 167 37.7(4.97) 109 37.2 (5.36) 126 37.5(5.18) 82 38.0 (4.97)
21.0t52.0 21.0t50.0 24.0t52.0 21.0t50.0 24.0t52.0 28.0t50.0
Followup 1 309 37.1 (5.71) 145 36.8(6.11) 164 37.2(5.36) 106 36.4 (6.33) 123 37.6 (5.28) 80 37.0 (5.50)
17.3t50.0 17.3t50.0 22.0t50.0 17.33150.0 23.0t50.0 22.0t50.0
Followup 2 292 36.4 (5.48) N/A 99 35.5 (5.48) 118 37.2(5.05) 75 36.5(6.03)
22.0t51.0 22.0t51.0 26.0t49.0 22.0t50.0
Participant- QCPR total
Baseline 308 58.3 (6.04) 149 57.9 (6.43) 159 58.7 (5.65) 108 57.3 (5.77) 124 60.0 (6.20) 76 58.6 (6.07)
38.0t70.0 38.0t70.0 45.0t70.0 45.0t70.0 38.0t70.0 46.0t70.0
Followup 1 293 58.1(6.62) 138 58.2 (6.82) 155 58.1(6.45) 103 57.9 (6.65) 117 58.4 (6.74) 73 58.0 (6.45)
38.0t70.0 42.0t70.0 38.0t70.0 42.0t70.0 41.0t70.0 38.0t70.0
Followup 2 288 57.3 (6.47) N/A 98 57.4 (6.41) 114 56.6(6.09) 76 58.2 (7.05)
34.0t70.0 39.0t69.0 35.0t70.0 34.0t70.0
Carer t proxy Qo}AD total
Baseline 326 32.0 (6.13) 157 31.8 (6.22) 169 32.1(6.06) 115 31.0 (6.16) 129 33.0(5.95) 82 31.7 (6.19)
15.0t48.0 15.0t48.0 20.0t48.0 15.0t48.0 20.0t48.0 20.0t45.5
Followup 1 323 31.1 (6.24) 157 30.9 (6.31) 166 31.2(6.18) 116 30.4 (6.25) 128 31.9(6.29) 79 30.8 (6.08)
15.0t51.0 15.0t51.0 18.0t148.0 15.0t48.0 18.0t51.0 20.0t48.0
Follow-up 2 329 30.2 (6.06) N/A 118 29.7(5.90) 129 30.7 (6.40) 82 30.1 (5.72)
15.4t49.0 19.0t47.0 15.4149.0 16.0t43.0
Carer QCPR total
Baseline 321 54.3 (8.58) 156 53.7 (8.88) 165 55.0(8.27) 115 53.0 (8.75) 128 55.5(7.97) 78 54.3 (9.13)
30.0t70.0 32.0t70.0 30.0t70.0 32.0t70.0 31.0t70.0 30.0t70.0
Follow-up 1 312 53.6 (8.83) 149 53.0 (9.29) 163 54.2(8.37) 111 52.2 (8.94) 124 54.6 (8.41) 77 53.9 (9.18)
28.0t70.0 31.0t70.0 28.0t70.0 32.0t70.0 30.0t70.0 28.0t70.0
Followup 2 321 53.1(9.56) N/A 117 52.2 (9.97) 126 53.0(9.47) 78 54.6 (8.98)
21.0t70.0 25.0t70.0 21.0t70.0 31.0t70.0
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The univariate tests indicate significant differences, associations and correlations on some
variables on some of the outcome measures, moitall have significant findings. However, regardless
of the univariate tests, all the factors are to be included in the analysis models. This is because when
evaluating these effects with basic univariate tests we are only looking at the impact otthesfan
the outcome measures individualllfactors as a combination can contribute to effects seen; when a
new factor is introduced to a model, the others are affected and some factors may not be significant
but may still have an importance in the modeidataking the approach of significant at univariate
analysis could result in important confounding variables being missed. Statistical univariate analysis
alone should not decide what factors aetered into a multivariate model in clinical trials anchidal
input or past research should guide what variables are required in the middaiZe & Dunkler, 20).7
The analysis models adopted here, described in more detail in Chapters 4 and 5 will follow the same
format of those run in the REMCARE analysis with the addition of the variables of interest being

included in the models to be able to assess any imgaete additional factors have on the data.
The current Chapter has described in detail the dataset which will be used for analysis to

evaluate the two research questions, as stated above Chaptausand Fivewill detail the analysis

of these two questias and the results of these analyses.
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ChapterFour t Analysis of Researcher Attendance (Research Question 1)

The currentcZ %% & AJoo A %o0}E §Z (]En& SMHEdy wi@ tiree imes]}v }( Z
points does the use of a different researcher collecting data at the time points impact upon the
}US Ju u epE MJ[ d} e oe §Z]eU SZ Ju }( SZ v oCe]e ]* S} A %o}E |,
the outcome measure scord®d-AD and QCPR measuréssed on whether a participant had the
same researcher, different researchers or a combination of same and diffehmalysis of any
statistical differences between followp scores of the researcher attendance levels will be conducted
and any differences identified will be explored. Analysing whether there is a difference between the

groups will give an indication whethor not there is a potential presence of a researcher effect.

4.1 Analysis methods
An ANCOVA model was used to evaluate whether there are any statistically significant

differences between the different levels @fsearcher attendance reflected in the outcome measure,

whilst taking into account other factors whicl participant Dataset

might have an impact on the scorel total, eight 1. QCPR total score folloup 1
separate models were rurfour on the participant 2. QoL-AD total score followp 1
data and four on the carer data at the two follew 3. QCPR total score folloup 2

upsfor both QoLAD and QCPR outcome measurg 4. Qol-AD total score followup 2

Hgure 6 lists all analysis models conducted { carer Dataset

explore the research question. 1. QCPRotal score followup 1

QoL-AD proxy total score followp 1

2
The models usedcorresponded with the 3. QCPR total score folloup 2
models that were run for the REMCARE sty 4

QoL-AD proxy total score followp 2

analysis. The outcome measures were entered Figure6: List of Dependent Variablasthe

the dependent variables with the correspondin Primary Analysis Model

baseline scores included as covariates to adjust for any differences amongst the groupsiatbasel
Other factors that were entered into the model were entered as fixed effect factors if the variables
were categorical and as covariates if they were continuous variables. The REMCARE analysis included
all factors as fixed effects apart from CentrelaWave, which were entered in the models as random
effects. For the current analysis models all factors have been entered as fixed effects including Centre
and Wave. The Wave variable in REMCARE was based on what recruitment period the participants

were randomised during therefore is an ambiguous factor and in this data can be treated as fixed.

Pageblof 143



Similarly, Centre in REMCARE was treated as random as the analysis set was a sample of the population

but as we are just concerned with the current sample andtozet the variable as fixed here.

For the participant analysis the variables included as factors in the model-weveD age,
PwD gender, PwD marital status, centre, wave, allocation, the interaction between centre and
allocation, the researcher attendaa variable (at the corresponding time point; follayw 1 or 2) and
also the interaction between centre and researcher attendance. The carer models had the same
factors with the addition of the PwD age and PwD gender as in the REMCARE study.

All analges were run as complete case analysis without using any missing data imputation
techniques as discussed in Chapréree due to the way the participant sample was created for this
study, the completion rates for outcomes are high and missing data shotichpact the resultsThe
assumptions associated with an ANCOVA model have been checked for all of the mfualélst of

the assumptions and methods to check can be foim&ppendix6.

4.2 Analysis Results

Assumption checks

Visual inspection of scatterplots revealed that there was a linear relationship between each
of the covariates and dependent variable on each level of the researcher attendance group for all
models. The assumption of homogeneity of regression slopewviataged in several cases, where
this assumption was violated as recommendedGraceMartin (2013 the interaction term was
included in the final model. THest of the interaction terms are contained #ppendix7 to indicate
which models satisfied the assumption and which did not, the interaction terms that were significant

and hence included in the main models are reported within the analysis results table.

There were no substantial outliers to consider. Amgential outliers observed in the data
were all within expected range of the measures and therefore not removed from the analysis. The
deviations were not substantial enough to require consideration of transformations of the Taga.
QQplotsofthere p oe Jv] 8§ 8Z 8 "% E( §_ VIEU 0 ]*3E] usllv A « v
the data is only slightly skewed at the tails, therefore, transformations to the data are not required
and the assumptiosufficientlyholds. Lastly, the assumptions of homodasticity and homogeneity

of variances werenet for all models.
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4.2.1Participant (PwD) data results

Table5 details the results of the ANCOVA models run on the participant data and Gable
details the estimated marginal means for the researcher attendance variable having adjusted for the
covariates in the modelsWhere significance was indicated then the asatea effect sizes and

confidence intervals are presented.

Table5: ANCOVAModelResults for PwData

QCPR followup 1 QolL-AD followup 1
Factor DF Fvalue p-value Factor DF Fvalue p-value
QCPR Baseline 1 104.5 **<0.01 QoLAD Baseline 1 215.22**<0.01
Age 1 0.05 0.83 Age 1 128 0.26
Gender 1 0.74 0.40 Gender 1 259 0.11
Marital status 1 0.71 0.40 Marital status 1 0.02 0.89
Centre 6 0.34 0.92 Centre 6 1.78 0.10
Wave 4 2.27 0.06 Wave 4 049 074
Allocation 1 0.17 0.68 Allocation 1 092 0.34
Centre x Allocation 6 0.19 0.98 Centre x Allocation 6 2.22 *0.04
Researcher Attendance 1 5.65 *0.02 | Researcher Attendanc 1 10.24 **<0.01
Centre xResearcher 5 135 023 Centre xResearcher 6 089 050
Attendance Attendance
QCPR B Researcher 1 6.00 *0.02 QoOLAD B Researcher 1 9.42 *<001
Attendance Attendance
Error (SS within) 246 Error (SS within) 267
QCPR followup 2 QolL-AD follow-up 2
Factor DF Fvalue p-valug Factor DF Fvalue p-value
QCPR Baseline 1 43.28 **<0.01 QOoLAD Baseline 1 88.94 **<0.01
Age 1 6.01 *0.02 Age 1 045 0.50
Gender 1 0.00 0.99 Gender 1 029 0.60
Marital status 1 0.43 0.51 Marital status 1 086 0.36
Centre 6 0.85 0.53 Centre 6 2.50 *0.02
Wave 4 0.53 0.71 Wave 4 114 034
Allocation 1 0.50 0.48 Allocation 1 027 0.60
Centre x Allocation 6 0.68 0.67 Centre x Allocation 6 0.83 0.55
Researcher Attendance 2 2.93 0.06 |Researcher Attendanc 2 1.14 0.32
Centre xResearcher 10 216 *0.02 Centre xResearcher 10 074 069
Attendance Attendance
QCPR B Researcher .
Attendance 315 70.05 Error (SS within) 246

Error (SS within) 234
*Significant at the 0.05 level. **Significant at the 0.01 level.

Pageb3of 143



Table6: AdjustedMeans forResearcheAttendanceGroups from PWIANCOVA Model

ADJUSTED VALUES AT FOLUOW ADJUSTED
OUTOME - MEAN EFFECT SlIZ
MEASUR Same Researcher| Two Different Researchers DIEFERENCI (95% CI)
N Mean (SE) N Mean (SE) (P tVALUE)
0.07 -0.01
QCPR | 132 58.0 (0.96) 144 57.9 (1.01) (p = 0.95) (:0.25, 0.23)
-0.66 0.074
QOLAD | 136 37.2 (0.64) 161 37.8(0.72) (p = 0.36) (:0.16, 0.30)
ADJUSTED VALUES AT FOLUBW
OUTOME . .
Same Researcher| Two Different Researcherd Three Different Researchers
MEASUR
N Mean (SE) N Mean (SE) N Mean (SE)
QCPR | 92 58.0 (1.10) 108 57.3 (0.86) 70 57.8 (1.34)
QOLAD | 91 36.7 (0.87) 115 38.0 (0.68) 74 37.5(0.97)

QOLAD at followup 1

Detailed inTable5, the researcher attendance variable is significant at the 1% level on the
QoL-AD outcome at followp 1,1, 267) = 10.24, p < 0.01. An adjusted mean difference between the
researcher groups, presented Table6, of -0.66, was found, with those in the same researcher group
having an overall lower mean than those in the different researcher group. The difference obtained is
00C *]PV](] v8 8 8Z @9 o A o ~%¥efieciNEor0.07 WwiictE} 1

is classed as a very small effect gi2zehen, 1988)This indicates that the difference is minor and

V}E o8 §]+%]

potentially clinically insignificantWalker, 2008 However, as the interaction term between the
independent variable and a covariate wascluded in the model,this finding should be
E%0}E I]vs E%E § ]Jv €E o S]}v 8} §Z]e Jvs E S8]}vV 8§Z]« ]+ § ]o
(LESZ E JVA «3]P 3]}v }( *1PVv](] v8 (]v JvPe[ » 3]}v o0}AX

The only other variables found to be statistically significant at the 5% level on thARQaL
follow-up 1 is the interaction between centre and allocatigg, 267) = 2.22, p = 0.04. Post hoc tests

would need to be carried out to evaluate this effect.

QCPR at followp 1
On the QCPR outcome at follayp 1 there is a statistically significant result on the researcher

attendance variable at the 5% le\¥lL, 246) = 5.65 = 0.02, given ifable5. The estimateddjusted
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mean difference is 0.07, shown Table 6, with those who have the same researcher throughout

having aslightly higher overall mean than those in the different researcher groups. This difference is

not statistically significant at the 1% or 5% level (p = 0.95) and has a Cadféers dize 0f0.01 which

is a very small effect sizE¢hen, 1988 Again, this indicates that although the variable in the model

is statistically significant the mean difference between the groups is trivial. The effect of the variable
requires furtherJve % S]}v Vv P Jv ] S ]o Jv 8Z ZW}eS Z} S ¢S v (pC
*]PVv](] v8 (lv JvPs[ » 3]}v o0}AX

QOLAD at followup 2
At follow-up 2 the researcher attendance variable is not significant at the 5% level On the QoL

ADH?2, 246)= 1.14, p = 0.32, the adjusted means of the variable from the model are presented in
Table6 and indicatethat there islittle difference between the means of each groughe centre
variable is statistically significant at the 5% lelM@l, 246) = 2.50, p 0.02; post hoc tests would be

required to evaluate between which centres the significant differences lie.

QCPR at followp 2

On the QCPR at folleup 2 the researcher variable is not statistically significant at the 5%
level, 2, 234) = 2.93, p = 0.08he adjusted means of each level of the variable are presented in Table
6. The interaction between centre and researcher attendance is significant at the 5%([EVe234)
=2.16, p = 0.02, post hoc tests of this result are detailed in the intergatisirfhoc test results section
below. The age of the participant is also significant on the QCPR-fgll@wariable at the 5% level
K1, 234) = 6.01, p = 0.02.

Post hoc tests and further investigation of significant findings

The researcher attendance variable is significant at feligvk on both outcome measures.
The mean differences and effect sizes obtained were very small indicating that the mean difference is
trivial but there is an effect of the variable in theodel Cden, 1988. As an interaction term between
the covariate and independent variable is included in the model then the interpretation of the results
should be treated in relation to this interactio®faceMartin, 2013. Presented irfHigures7 and8 are
scatier diagrams of the baseline outcome measure values and the falfpwt scores spliby
researcher attendance groups. The graphs indicate that overall, the baseline scores have a positive
relationship with the followup scores with a48coefficient of 0.31on the QCPR and® L 0.43 on the

Qol-AD measureWhen split by the researcher attendance groups tblationship between baseline
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and followup scores is stronger in the same researcher group compared in the different researchers
group. For the QCPR measure the same researcher group has a riedjerooefficient of4® L 0.49
compared to the different researcher groups having a $madium r squared coefficient oi® L

0.16. Similarly, on the Q&AD the same researcher group has a large coefficiert%f 0.59 and

the different researchers group has a srmakdium coefficient of4% L 0.29 which is a smathedium

effect size Thisis the case for both the QeAD and QCPR but is more prominent for QCPR scores,
with the QCPR having a bigger differencetficoefficients between the two groups.

Figure8: Scatter Plot oQCPHMBaseline and Followp 1 Scores, split by Researcher Attendan

Figure7: Scatter plot ofQoLADbaseline and Followp 1 scores, Split by Researcher Attendan
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Interaction Post hoc tests
As the interaction between centre and researcher attendance was significant on the QCPR

outcome measure at follomp 2, post hoc pairwise comparison tests have been conducted and are
presented inTable7. Once split into researcher attendance group at eeehtre there are very small

samples representing some groups, therefore the results are interpreted with caution.

The pairwise comparisons revealed that there is a statistically significant mean difference of
6.84, p < 0.01, at the 1% level at the Hidhtre between the two different and three different
E « & Z E& P&} uHAerict sizpdfL[10 was calculated for the difference indicating a large
effect Cohen, 1988 with those who had three different researchers having an overall highee scor
on the QCPR. At the London North Centre a statistically significant mean difference of 4.03 at the 5%
0 Ao ~% A iXifie A « (}pwtdediins Effect $iZe w58 Cohen, 1988 This difference
again is between those who had two differentdathree different researchersthose who had two
different had a higher overall mean scoreastly, a mean difference of 5.84 was found to be
statistically significant at the 5% level at the Manchester centre between those in the same researcher
group andthose in the three different researchers grouplZ]e ](( & v % E} U d }Z v
medium effect size 0f0.56 with those who had the same researcher having a higher overall mean
than those who had three differer{fCohen, 1988)

The differences are illustrategraphically inFigure 9 with a scatter plot of the mean QCPR
follow-up 2 scores at each centre split by the researcher attendance group along with the associated
95% Confidence interval error bars. The confidence intervajas vary and are noticeably large at
Gwent for the same researcher and three different researcher groups, at Manchester for the three
different and at London North for the same researcher group. The large confidence intervals indicate
that the estimated narginal means obtained may not be reliable, which further highlights the need to
interpret the results with caution due to the small sample sizes representing some of the groups, see

Table7.

Pageb7of 143



Figure9: Plot ofEstimated Marginal Means of QCR#ow-up 2 atEachSte, by Researcher Attendance
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Table7: QCPRollow-up 2PairwiseComparisonTestsof Centre and Researcher Attendance

RESEARCHE| ADJUSTED VALUS SAME RESEARCHER RESE?SV%HE:IQ:?;;EE?ANCE T THREE DIFFERENT
CENTRE ATTENDANCE MEAN EFFECT SIZE| MEAN EFFECT SIZE | MEAN EFFECT SIZE
ATFUZ N MEAN(SE} ppp SIG (95% CI) pirr~ SC (95% CI) DIFF SIG (95% Cl)
Same 28 58.8(1.34) 1.31 p=0.52 -0.19¢0.83,0.46)
BANGOR | Twodifferent | 14 57.5(1.77)| -1.31 p=0.52 0.19 (0.46 0.83) N/A
Three different| 0 N/A N/A N/A
Same 22 58.9 (1.63) 498 p=0.07 -0.67¢1.46,0.13)
BRADFORD | Two different 9 53.9(2.38)] 498 p=0.07 0.67¢0.13 1.46 N/A
Three different| 0 N/A N/A N/A
Same 3  54.5(4.08) 493 p=0.25 0.75¢0.61,2.12) | -510 p=0.34 0.67 (0.98, 2.31)
GWENT Two different | 8  59.4 (2.24)| 493 p=0.25 -0.75¢2.12, 0.61) 0.17 p=0.97 0.03¢1.30, 1.36)
Three different 3 59.6 (4.70)| 5.10 p=0.34 -0.67¢2.31,0.98)| 0.17 p=0.97 -0.03¢1.36,1.30
Same 11  57.7 (2.06) 276 p=025 -044¢1.17,0.28)| -408 p=0.14 0.60 (0.25, 1.46)
HULL Two different | 23  54.9 (1.27)] 2.76 p=0.25 0.44¢0.28 1.17) ** 684 p<0.01  1.10(0.33, 1.86)
Three different| 11  61.7 (1.93)|] 4.08 p=0.14 -0.60¢1.46 0.25 | **6.84 p<0.01 -1.10(-1.86,-0.33)
Same 4  56.8(3.06) 521 p=0.14 0.83¢0.34,1.99) | -1.18 p=0.71 0.17¢0.87, 1.21)
L,\?(')\'F?TOHN Two different | 12  62.0 (1.83)] 521 p=014 -0.83¢1.99 0.39 403 p=005 -0.58¢1.25, 0.09)
Three different| 34 58.0(1.21)] 1.18 p=0.71 -0.17¢1.21,0.87 | *-4.03 p=0.05 0.58¢0.09 1.25
Same 7 60.4(2.37) 317 p=0.26 -047¢1.37,043)| 3.89 p=0.19 -0.48¢1.34,0.37)
LS(')\'L'JDTOHN Two different | 16  57.3 (1.68)| -3.17 p=026 0.47 (0.43 1.37 041 p=085 -0.06¢0.69,0.58)
Three different| 23  56.9 (1.56)| -3.89 p=0.19 0.48¢0.37,1.39 | -041 p=0.85 0.06¢0.58 0.69
Same 23 56.6 (1.44) 218 p=0.20 -0.03¢0.56,0.51) | *5.84 p=0.05 -0.56 (1.54, 0.42)
MANCHESTElI Two different 32 56.4(1.30)|] -2.18 p=0.20 0.03¢0.51,0.56) 3.66 p=0.21 -0.50 ¢1.45, 0.45)
Three different 5 52.8 (2.77)| *-5.84 p=0.05 0.56¢0.42 159 | -3.66 p=0.21 0.50¢0.45 1.45

*Significant at 5% level, ** Significant at 1% level
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4.2.2 Carer data results
The results from the ANCOVA models run on the carer data are displayed ir8 Balolehe

adjusted means for the followp scores for each level of the researcher attendance variable are

presented in Tablé.

QCPR followp 1
The researcher attendance nable is not statistically significant on the QCPR measure at

follow-up 1H1, 270) = 0.03, p = 0.86, and neither is the interaction between centre and the researcher
attendance variabl&(6, 270) = 0.81, p = 0.57.

dz E E[+ u @15 230y%5.831p = 0.02, and the group allocatiEil, 270) = 3.89,
% A IXIAU @& +3§ §]+3] 00C *]PVv](] v3 38Z A9 0 AoX Kv AEP
a higher mean score on the QCPR indicating a better perceived relationship betweeramarer
participant and, on average, the treatment as usual group have a higher mean on the QCPR score

indicating a better perceived carer and participant relationship.

QCPR followp 2
There are no statistically significant findings at the 5% level on the QCPR atuplidar the

researcher attendance variable for the main effect or the interaction with centre or on any other

factors in the model.

Qol-AD proxy followp 1
The reseecher attendance variable main effect is not statistically significant on the carer

proxy QotAD at followup 1H1, 285) = 0.70, p = 0.40, neither was the interaction between centre
and the researcher attendance varialhi®, 285) = 0.61, p = 0.7Howeve, the interaction between

centre and allocation is statistically significant at the 5% IBI1285) = 2.38, p = 0.03.

QolL-AD proxy followp 2
On the QolAD at followup 2 the researcher attendance variable is statistically significant at

the 5% leveH2, 282) = 4.15, p = 0.0Zo evaluate where the significant differences lie and the
magnitude of these differences post hoc tests have been conducted, the results of which (displayed
in Appendix8) found no statistically significant differences betwesy two levels of the researcher

88 v Vv PE}u%e (LESZ E JVA «3]P 8]}ve }( 5Z] (( & & § ]o

tests v. JVA «3]P 3]}v }( «]PVv](] v& (]Jv JvPe<[X
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Table8: ANCOVModelResults forCarer Data

QCPR followup 1 QoL-AD followup 1

Factor DF Fvalue p-value Factor DF Fvalue p-value

QCPR carer Baseline 1 288.79*<0.01 QolL-AD proxy Baseline 1 357.58 **<0.01
PwD Age 1 076 0.39 PwD Age 1 1.06 0.30
Carer Gender 1 057 045 Carer Gender 1 0.15 0.70
Carer Age 1 020 0.66 Carer Age 1 0.03 0.87
PwD Gender 1 316 0.08 PwD Gender 1 0.20 0.66
Carer Marital status 1 518 *0.02 Carer Marital status 1 0.43 0.51
Centre 6 032 0.93 Centre 6 0.51 0.80
Wave 4 046 0.76 Wave 4 1.26 0.29
Allocation 1 3.89 *0.05 Allocation 1 210 0.15
Centre x Allocation 6 131 0.25 Centre x Allocation 6 2.38 *0.03
Researcher Attendance 1 0.03 0.86 Researcher Attendance 1 0.70 0.40
Centre xResearcher Attendanc: 6 0.81 0.57 | Centre xResearcher Attendanct 6  0.61 0.72

Error (SS within)

272

Error (SS within)

282

Error (SS within) 270 Error (SS within) 285
QCPR followup 2 QolL-AD followup 2
Factor DF Fvalue p-value Factor DF Fvalue p-value
QCPR carer Baseline 1 188.6 **<0.01 QoL-AD proxy Baseline 1 230.61 **<0.01
PwD Age 1 222 0.14 PwD Age 1 0.29 0.59
Carer Gender 1 127 0.26 Carer Gender 1 288 0.09
Carer Age 1 271 0.10 Carer Age 1 114 0.29
PwD Gender 1 025 0.62 PwD Gender 1 0.86 0.36
Carer Marital status 1 0.08 0.78 Carer Marital status 1 045 0.51
Centre 6 054 0.78 Centre 6 1.20 0.31
Wave 4 084 0.50 Wave 4 112 0.35
Allocation 1 0.00 0.99 Allocation 1 0.23 0.63
Centre x allocation 6 111 0.36 Centre xAllocation 6 0.49 0.82
Researcher Attendance 2 046 0.63 Researcher Attendance 2 4.5 *0.02
Centre xResearcher Attendanc: 10 0.98 0.46 | Centre xResearcher Attendanct 10 0.94 0.50
PwDage*Researcher Attendanc 2 3.96 *0.02

*Significant at the 0.05 level. **Significant at the 0.01 level.

Table9: EstimatedVarginal Meansof ResearcheAttendance

ADJUSTED VALUES AT FOLUBW

l\(/IDILEJZSSARI’EE Same Researcher Two Different Researchers | Three Different Researchers
N Mean (SE) N Mean (SE) N Mean (SE)
QCPR FU1 145 52.7 (1.00) 156 52.9 (0.98) N/A
QOL-AD FU1 153 31.9 (0.67) 163 31.3 (0.67) N/A
QCPR FU2 113 53.1 (1.46) 123 53.0 (1.13) 72 54.4 (1.65)
QOL-AD FU2 114 31.7 (0.90) 127 30.9 (0.69) 79 31.8 (1.01)
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Carer Post hoc testsd investigation of significant findings

As the QotAD analysis included the interaction between the age of the person with Dementia
and followup 2 scores thénterpretation of the results should be treated in relation taghGrace
Martin, 2013. The scatter diagram igure 10 shows the relationship between the participant age
and the carer proxy QehD followup scores. The overall line of fit (black line) reveals that there is a
very weak association with higher participant age and lower proxy-ADlscores, with aré®
coefficient of 0.02. When evaluating these lines at sub group levels the relationship is still a small
association. It is stronger for those in the same researcher grd@p 0.07) than those in the two or

three different researcher groupsA€= 0.008 and4°=0.001 respectively).

Figure10: ScatterPlot of Carer QoEADProxyBaseline androllow-up 2 by Researcher Attendance

4.3 Sensitivity Analysis
As described in Chapt@hree the researcher variable at folleup 2 is split into three groups;

same, two different and three different. Summarisedrigure11by representinghe same researcher

occurE v Al8Z v ZA[ v J(( & v A]§Z ZC[ }E ZI[U 8Z}s v §Z =« u
visits with the same researcher, those in the three different have all three visits with three different
researchers and thparticipans in the two different researchers groups have two different. This two

different researchers group can be formed in one of three ways; either the same researcher conducts
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baseline and followip 1 and a different conducts folleup 2 (X, X, Y), or the samesearcher
conducts followup 1 and 2 but a different researcher conducted baseline (Y, X, X). The third scenario
is when the same researcher conducts baseline and felip\2 but a different oneonducts follow

up 1 (X, Y, X).

Figurell: Grauping of researcher attendance variable based on researcher occur

The idea behind the researcher influencing outcome measures scores is that there is a
potential buildup of rapport between researcher and the PwD however in the &gemwhere there
is a different researcher for the middle visit, this could potentially impact this relationship-iyoiild
To investigate any possible impact of this coding on the analysis results a sensitivity analysis has been
conducted recoding thoseparticipants whoZ ZyU zU y[ % S$S EWHguredlByZptechgd s v
8Z %o ES] 1% v3s ~WA v SZ]|]E €& €+« 3Z 58 2Z 38Z]* } VP % 388 Ev
PE}u%-e[ «]Jv Z AJvP §Z]e & | }( }v3]vu]aqaparticipantAs they huiglat E ] u %o
perceive this as having three different researchers. TaBleelow summarises the reoding figures

for the researcher attendance groups.

Tablel0: RecodindgHgures of theResearcher Attendancéariable

Same researcher Two different Three Different

N (previous N) N (previous N) N (previous N)
Overall 118 (118) 113 (129) 99 (83)
QCPR participant 91 (91) 99 (115) 90 (74)
QolL-AD participant 92 (92) 94 (108) 84 (70)
Carer QCPR 113 (113) 107 (123) 88 (72)
Carer QotAD proxy 114 (114) 111 (127) 95 (79)
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All the participant in the same researcher group were notoeded, therefore, as expected,
the numbers in the same researcher group overall and for each measure have not changed. Overall
16 cases were moved from the two to three group, for the outcome measures the partid@CPR,
carer QCPR and carer Q8D proxy had all 16 cases complete these measures and included in analysis,
however, for the participant QeAD twoparticipants that were recoded had missing data therefore

only 14 cases were affected by the recodehia final analysis models.

As with the primary analyses, the models were run as complete case and the assumptions of
the models were reehecked with the recoded independent variable and resulting residuals of the
models. The researcher attendancegmuping had little effect on tse assumptions, and all were
evaluated to hold. As with the main analysis where the assumption of homogeneity of regression
slopes was violated the interaction term&re included in the moddlGraceMartin, 2013. The only
interaction affected by the mgrouping was on the participant Q@\D. For primary analysis there were
no significant interactions between the covariates and independent variable. However, in the
sensitivity model assumption checking the interaction between the recoded researcher attesmd

variable and the PwD age was significant and hence included in the analysis model

Sensitivity Analysis Results

The results of the sensitivity analysis are containedahle 11. The aim of the sensitivity
analysis is to explore whether the recoding of participants affects the results of the researcher
attendance variable. The adjusted means of the measures presented for each researcher attendance

recoded group are displayed Tiable12.
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Tablell: ANCOVAodel S&nsitivity AnalysisResults atFollow-up 2

Participant QCPR followp 2 Participant QoLAD follow-up 2
Factor DFFvalue SIG Factor DFFvalue SIG
QCPR Baseline 1 47.66**<0.01 Qol-AD Baseline 1 91.01**<0.01
Age 1 5.32 *0.02 Age 1 0.75 0.39
Gender 1 0.02 0.89 Gender 1 0.22 0.64
Marital status 1 042 0.52 Marital status 1 056 0.46
Centre 6 084 054 Centre 6 3.06 *0.01
Wave 4 042 0.80 Wave 4 1.08 0.37
Allocation 1 056 0.45 Allocation 1 033 0.57
Centre x Allocation 6 0.78 0.59 Centre x Allocation 6 091 0.49
Researcher Attendance 2 4.02 *0.02 Researcher Attendance 2 3.32 *0.04

Centre xResearcher Attendance 11 1.53 0.12 | Centre xResearcher Attendance (fuz11 0.89 0.55
Baseline x Researcher Attendan 2 4.35 **0.01| PwD Age x Researcher Attendance 2 2.96 *0.05

Error (SS within) 232 Error (SS within) 28C
Carer QCPR followp 2 Carer QotAD proxy followup 2
Factor DFFvalue SIG Factor DFFvalue SIG
QCPR carer Baseline 1 184.46**<0.01 QoL-AD proxy Baseline 1 232.93**<0.01
PwD Age 1 174 0.19 PwD Age 1 0.28 0.60
Carer Gender 1 099 0.32 Carer Gender 1 3.22 0.07
Carer Age 1 2.87 0.09 Carer Age 1 126 0.26
PwD Gender 1 031 0.58 PwD Gender 1 127 0.26
Carer Marital status 1 0.06 0.81 Carer Marital status 1 071 0.40
Centre 6 0.77 0.59 Centre 6 129 0.26
Wave 4 1.34 0.26 Wave 4 096 0.43
Allocation 1 0.02 0.89 Allocation 1 0.33 0.57
Centre xAllocation 6 1.08 0.37 Centre x Allocation 6 055 0.77
Researcher Attendance 2 1.26 0.29 Researcher Attendance 2 4.05 *0.02

Centre xResearcher Attendance 11 0.76 0.68 Centre xResearcher Attendance 11 1.12 0.35
PwDage x Researcher Attendance 2 3.98 *0.02

S (S LY, 211 Error (SS within) 281

*Significant at the 0.05 level. **Significant at the 0.01 level.

Tablel2: EstimatedViarginal Meansof Researcheittendance

ADJUSTED VALUES AT FOLUBW
OUTOME MEASURE | Same Researcher| Two Different Researchers| Three Different Researchers
N Mean (SE) N Mean (SE) N Mean (SE)
PWDQCPRFU2 | 92 57.9(1.11) | 94 57.4 (0.90) 84 58.3 (1.24)
PWD QOIAD FU2 91 36.8(0.87) | 99 38.1 (0.70) 90 37.5(0.88)
CARER QCPR FU2 | 113  53.1(1.47) | 107 52.4 (1.15) 88 54.5 (1.51)
CARER FF)'SSXY QR | 114 31.8(090) | 111 30.7 (0.70) 95 32.0 (0.92)
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Participant QolAD at followup 2

The researcher attendance variable on the participant @BLwas not significant when
analysed as primarily coded but following recoding of the variable for sensitivity analysis it is significant
at the 5% level on the participant Q@D at followup 2 F(2280) = 3.32, (p=0.04). The interaction
between participant age and the researcher attendance variable, as indicated in the assumption
checking, is also now significant at the 5% level but was not in the primary analysis. This difference is

furtherinvest]P 8§ Jv 8Z Z~ ve]8]A]S8C Vv 0Ce]s W}e3 Z} & 5[ « 3]}v o0}A.

Participant QCPR at follawp 2

The researcher attendance variable was not statistically significant at folo® in the
primary model but is significant at the 5% let#®, 233) = 42, p = 0.02, for the recoded sensitivity
analysis. The interaction between baseline and the researcher variable at-fgil@for the main
analysis was significant at the 5% let#2, 234) = 3.15, p=0.05, but in the sensitivity analysis is
significantat the 1% leveH2, 233) = 4.35, p = 0.01. Another discrepancy between the two analyses
is that the interaction between centre and researcher attendance is significant for the main analysis
K10, 234) = 2.16=0.02, but following recoding is no longer statistically significant in the sensitivity
model {11, 233) = 1.53, p=0.12.

Carer QotAD and QCPR at follay 2

The results from the sensitivity analysis on the two carer outcomes at falfp@ produced
no different findings on the researcher attendance variable to the primary models, suggesting that the
recoding of the researcher attendance variable had no effect on the carer data. No factors are
significant on the QCPR follawp 2 for both the primary aalysis and sensitivity analysis. On the QoL
AD proxy measure the researcher attendance along with the interaction between participant age and
the researcher attendance variable are significant at the 2% level for both the main and sensitivity

analyses.

Sensitivity Analysis Post hoc tests
The researcher attendance variable is significant in the sensitivity analyses models on all the

outcome measures, except for the carer QCPR, and as these include more than two groups (three
groups) post hotests are rguired to investigate these effects further. Results of pairwise comparison

tests are detailed ilppendix9X dZ % JEA]e Ju% E]e}v § ¢Se[ Jv JAl p o u v ]
significant between any two groupsiowever, for all of the outcomes where thesearcher

attendance variable is significant, an interaction between the researcher attendance group and a
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covariate was significant and included in the model, therefore the interpretation of the results

consider these interaction&staceMartin, 2013.

Figurel2 displays the scatter diagram of the participant QCPR fallp\ scores against the
QCPR baseline scores split by researcher attendance gradupglidgram indicates that there is a
positive relationship between the QCPR baseline scores and the QCRRufpliwores4® L0.13
which is regarded as a small associati@al{en, 1988 This relationship is again strongest in the same
researcher group which has a mediu#f coefficient (4% L0.u $ compared with the two different
researchers group which has a very weak relationstp L rét; and three different researcher

groups with a smaiinedium relationshig 46 L r & {

Figurel2: ScatterPlot of PwD QCPBaseline andollow-up 2 by Researcher Attendandeetoded)
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Figurel3: Scatter Plot of QeAD Followup 2 ard PwD Age, by Researcher Attendance (recoded) |

Figurel4: Scatter Plot oCarerPwD QotAD Followup 2 and PwD Agby Researcher Attendance (recoded) |
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The participant QolAD and careproxy QotAD both had the interaction between PwD Age
and researcher attendance included in the modedure 13 shows the participant QeAD scores at
follow-up 2 against the participant age split by researcher group. The overall line of fit for the
participant data shows a very weak relationship between the participant age and fopjoscores
(4% Ordrrs, When split by researcher attendance groups those who had same researcher have a
slightly stronger relationship between the two factordd L 0.01) hovever this is still a very weak
association. The two different researcher group again has a Wéakefficient (4° L 0.005) however
it appears to be negative between factors whereas the same researcher group has a positive
relationship between them. Thehtee different researchers group has a similar relationship to the

overall fit line with a very weak relationshi@® Orérrt:

Figure 4 displays the carer QeAD proxy scores split by researcher attendance grotups.
overall line of fit reveals that gher participant age is associated with a lower proxy-@DLrating
(4% L 0.02) but when evaluating these relationships by each researcher attendance group this
association is stronger for those in the same researcher greifpl( r & y;than those in the tw
(4% L rary;or three different researcher group4® L 0.006). The relationships overall and at sub
groups are all very weak associatio@olien, 1988 Interestingly as with the participant QeAD
scores, overall the same researcher group hamegative association between participant age and
follow-up 2 scores whereas the two different researched three different researchagroups have

a weaker negative relationship

Sensitivity analysis summary

The results obtained from the sensitivity analysis indicate that there are discrepancies
between the results based on how the researcher attendance variable is coded at-fml@w
Discrepancies were noted between primary and sensitivity models on batiicipant outcome
measures on the researcher attendance main effect, with the variable not being significant in analysis
with the primary coding but is statistically significant in thecogling sensitivity analysi$here were
also several discrepanciedentified amongst the interaction terms of the researcher attendance
variable and other factors (e.g. Centre, baseline and PwD Age). The results of the analyses suggest that
those participantsvho had the same researcher then a different and then the sambaseline (x, v,

X pattern inFgure 11) behave similarly to those who have three different (x, y, 2).

The carer analysis results were not impacted by the recoding of the researcher attendance
variable with no discrepancies noted to the statisticgngficance of the researcher attendance
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variable in the sensitivity analysis compared with the primary results. This lack of distinction between
the two carer analyses is logidalrelation to the study hypothesis of an expected researcher effect.
Asthe carers completed the assessments independently of the researcher and had little interaction
with researchers when compared to the PwD, we waxgect to see an effect in the PwD results and
not the carer-therefore, the recoding having no effect on thearer analysis aligns with this argument.
The PwD sensitivity analysis indicates that there is some impact on thereafures indicating that

the relationship (or something being representedtbg variable) is affecting the measurement.

4.4Chapter Summary
The primary analyses revealed that at folloyw 1, the researcher attendance variable was

statistically significant at the 1% level of significance on theAloutcome and at the 5% level on

the QCPR outcome. At follewp 2, the researcher attendance variable was not significant on either
outcome meastes at the 1% or 5% level of significance. Sensitivity analysis on the coding of the
researcher attendance factor at folleup 2 showed that when the factor was recoded slightly
differently the results of the participant analysis changed with the variabl@ being statistically
significant in both the QeAD and QCPR follemp 2 models at the 5% level of significance. This
indicates that the way in which the variable is coded at follgwmay have an impact on findings

within the participant dataTable 13below summarises the main findings of the current Chapter.

Tablel3: Summary of results of analysis for researcher in attendance variable

Outcome Main analysis Sensitivity analysis
Participant QCPR follow up 1  Significant at 5% level n/a
(p=0.02)
QoL-AD follow up 1 Significant at 1% level n/a
(p<0.01)
QCPR follow up 2  Not Significant (p=0.06) Significant at 5% level
(p=0.02)
QoL-AD follow up 2 Not Significant (p=0.32) Significant at 5% level
(p=0.04)
Carer QCPR follow up 1  Not Significant (p=0.86) n/a

QoL-AD follow up 1 Not Significant (p=0.40) n/a

QCPR follow up 2  Not Significant (p=0.63) Not Significant (p=0.29)

QoL-AD follow up 2 Significant at 5% level Significant at 5% level
(p=0.02) (p=0.02)

The primary carer analyses indicated that the researcher attendance variable is not
statistically significant on the Q@D at followup 1 nor on the QCPR at folleup 1 or 2 There is,

however, a statistically significant result on the Q& proxy at fdbw-up 2 at the 5% level. The
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sensitivity analysis at followp 2 revealed the same results on the carer data indicating that the coding

of the researcher attendance variable at follap 2 has little effect on the carer measures.

For all significant afgsis, where an interaction term between the independent variable and
covariates were included in the models, the interpretation of the findings were evaluated with respect
to these interactions. For the participant data this included the interactions eetwbaseline and
researcher attendance variables on the primary analyses at fallptvon the QCPR and Q& and
on the sensitivity analyses at follewp 2 on the QCPRor all these findings, the post hoc evaluations
revealed that the relationship betvem baseline scores and follewp scores are stronger in the group
where the participant had the same researcher compared with the different researcher groups (two
or three). The PwD age and researcher attendance interactions were included in the patticipan
sensitivity analysis on the Q@D at followup 2 and on the carer primary and sensitivity analysis at
follow-up 2 on the QoLAD proxy measuréigain, the relationship between the PwD age variable and
the outcome followup scores islightlystronger forthose in the same researcher attendance group

than those who had different for both the participant Q8D and the carer proxy Q@D.
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ChapterFive t Analysis of Gendef Researcher iAttendance(Research
Question 2)

This chapter @& ¢ ¢« SZ ¢« }v & « E 5 aistedy]with ¥re& time points;

} +3Z Pv @ }(38Z E5V]VP @« E Z E Ju% §Tp¥vhlwatezhisips }u

the aim of the analysis is to explore whether there are any statistical diffeseimctllowup scores

for the participants who had the same researchers all of the same gender, different researchers but
of the same gender or a combination of different researchers and genders. Analysing whether there
is a difference between the groupslingive an indication whether or not there is potential presence

of aneffect of the researcher gender.

ChapterThreedescribed the coding of the gender of researcher in attendance variable which
is the attendance of the researcher conducting visits amether the researchers were of different
genders or the same (for those who had different researchers). Further descriptive data of the genders
of researchers are detailed fable 4, including the number of researchers that were male or female
overall and at each time point and the number of visits conducted by male researchers or female.
Further details of the 43 researchers (gender and number of visits each conducted splitteeoss
points) can be found iMppendix 10, Tables 1 and 2. As mentioned in Chaplavo, genderwas

S PYE]-" e §Z Z ]}o}P] ol Pv & }( $Z €& - @GBszgéEdedvas}dE %o

binary. male or female.

Tablel4: Gender of Researchers Collecting Data and Visits Conducted

Overall Baseline Followup 1  Follow-up 2
N (%) N (%) N (%) N (%)

(N=43) (N=36) (N=34) (N = 38)

Gender of researchers across the

study
Male 6 5 6 5
Female 34 28 27 21
Not Known 3 3 1 0

Number of visits conducted by each

gender (N=990) (N=330) (N=330) (N=330)

Male 199 (20%) 45 (14%) 64 (19%) 77 (23%)
Female 787 (79%) 282 (86%) 265 (80%) 253 (77%)
Not Known 4 (<1%)  3(<1%) 1 (<1%) 0 (0)
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In total there were 43esearchers who conducted visits across the study, a high proportion of
these researchers were female (79%) compared to males (Hi86)3 researchers their gender is
unknown due to the gender not being identifiable by their first name (either there wsaminitial
detailed or the name given could not be categorised to a specific gender). In total 990 visits were
carried out in the current data, 330 at each time point. As expected, due to the higher numbers of
female researchers, the majority of visasross the study were conducted by a female researcher
(79%).

5.1 Analysimethods

The same analysis methods as described in Ch&oter (8ction 4. have been adopted but
with the gender of the researcher in attendance variable being explored. To evaluate any differences
of the means of the outcome measures between the levels of the gender of researcher in attendance
variable ANCOVA models were adaptégain, eight separate models were run as listeHgare 6
Section4.1, which were built to correspond with the models run in the REMCARE study. All factors for
the participant and carer data are the same as in the analysis of the first researcloguastiall the
models were run as complete case analyses without using any missing data imputation techniques.
The assumptions associated with an ANCOVA model have been checked for all the models in the same
way as with research question 1 using the gendfethe researcher attendance as the independent

variable. Aull list of the assumptions and methods to check can be fourfgpendix6.

There are three unknown researcher genders in the dataset, of these, two conducted one
interview each and the o#r missing gender researcher conducted two, therefore there are four
} « EA §]}ve §Z 5 Z A pvivliAv "Pv E }( E+ E Z E]Jv 85v v _ A
analysis datasets contain 32@rticipants in each (PwD and carer). A sensitivity analyas been
carried out to check what impacts these unknown genders have on the results by including all
unknowns firstly as males and conducting analysis and @éissoming them to be female and running

the models to compare the results. The results of themesitivity analyses are detailedSaction 5.3.

5.2 Analysis Results

Assumption checks
A linear relationshifpetween each of the covariates and dependent variable on each level of
the researcher attendance group was revealed by visual inspection of scatterplots for all models.

Again, the assumption of homogeneity of regression slopes was violated in severaMgases this
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assumption was violated, ascommended bysraceMartin (2013, the interaction term was included
in the final model. Thdist of the interaction terms in the models are containedAppendix7 and
indicate which models satisfied the assumptiand which did notThe interaction terms that were

significant and hence included in the main models are reported within the analysis results table.

There were no substantial outliers to consider. Any potential outliers observed in the data
were all within expected range of the measures and should not be removed from the analysis. Neither
are the deviations substantial enough to need to consider tr@amsétions of the dataThe QQ plots
}(8Z & sJpoe]v] & 8Z38 "% E( 5_VIEU 0 ]3E] pusl}v A « v}s§
only slightly skewed at the tails, therefore, transformations to the data are not required and the
assumptionsufficiently holds. Lastly, the assumptions of homoscedasticity and homogeneity of

variances werenet for all models

5.2.1 Participant (PwD) data results
Tablel5 contains the results of the participant ANCOVA models run. The estimated marginal

means, (having adjusted for the covariates in the models), are presented for the gender of researcher
in attendance variable at followp 1 and 2 in Tablel6. Where signitance was indicated then the

associated effect sizes and confidence intervals are presented in the table.

QOLAD at followup 1

There is a statistically significant difference on the gender of researcher in attendance variable
at the 1% leveH2, 258) = 5.74, p = 0.01, on the Q&D at followup 1. The pairwise comparisons
conducted to assess the magnitude of the differences betwthe levels produced no statistically
*]PVv](] vsS ](( & vdefiéct $iZzes/d¢f*0.07 and 0.15 which are classed as a small effect sizes
indicates that the difference, although is statistically significant, is minor and potentially clinically
inggnificant (Cohen, 1988; Walker, 2008
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Table15: ANCOVA Model Results for QCPR andXRQoPwD Data

Significance Significance
Factor DF Fvalue Factor DF Fvalue
(p-value) (p-value)
QCPR followup 1 Qol-ADfollow-up 1
QCPR Baseline 1 12462 **<0.01 Qol-AD Baseline 1 94.97 **<0.01
Age 1 0.14 0.71 Age 1 0.83 0.36
Gender 1 0.16 0.69 Gender 1 2.18 0.14
Marital status 1 0.07 0.79 Marital status 1 0.11 0.75
Centre 6 0.30 0.94 Centre 6 1.70 0.12
Wave 4 1.76 0.14 Wave 4 055 0.70
Allocation 1 0.31 0.58 Allocation 1 0.63 0.43
Centre x Allocation 6 0.22 0.97 Centre x Allocation 6 2.08 0.06
Researcher Gende Researcher Gender
2 3.29 *0.04 2 547 **0.01
Attendance Attendance
Centre xResearchel Centre xResearcher
8 0.59 0.78 9 0.74 0.68
Gender Attendance Gender Attendance
QoL-AD baseline x
*%
Error (SS within) 240 Researcher Gender 2 4.78 0.01
Attendance
Error (SS within) 258
QCPR followup 2 QoL-AD follow-up 2
QCPR Baseline 1 47.44  **<0.01 Qol-AD Baseline 1 93.27 **<0.01
Age 1 3.87 *0.05 Age 1 0.35 0.55
Gender 1 0.004 0.95 Gender 1 0.14 0.70
Marital status 1 0.18 0.67 Marital status 1 0.68 0.41
Centre 6 0.47 0.83 Centre 6 2.26 *0.04
Wave 4 0.39 0.82 Wave 4 0.58 0.68
Allocation 1 0.30 0.58 Allocation 1 0.17 0.68
Centre x Allocation 6 0.77 0.59 Centre x Allocation 6 0.69 0.66
Researcher Gende Researcher Gender
2 3.90 *0.02 2 1.37 0.26
Attendance Attendance
Centre xGender
Centre XResearcher o) o0 g Researcher 9 086 0.56
GenderAttendance
Attendance

QCPR baseline x
Researcher Gende 2 3.65 0.03
Attendance
Error (SS within) 232

Error (SS within) 244

*Significant at the 0.05 level. **Significant at the 0.01 level.
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Tablel6: Estimated Marginal Means for Gender of Researcher in Attendance Variable

OUTCOME MEASURE A
VARIABLE LEVEL

Same Researcher Same
Gender
Different Researchers
Same Gender
Different Researchers
Different Genders

Same Researcher Same
Gender
Different Researchers
Same Gender
Different Researchers
Different Genders

Same Researcher Same
Gender
Different Researchers
Same Gender
Different Researchers
Different Genders

Same Researcher Same
Gender
Different Researchers
Same Gender
Different Researchers

Different Genders

ADJUSTED VALUE MEAN DIFFERENCES/f®UE OF DIFFERENCE)
K, E[" && d ~fe ~0NR9 /-
N Mean (SE) | Same Researcher| Different Researcherg Different Researchers
Same gender Same gender Different Genders
QCPRfollow-up 1
-0.83 (p = 0.48) *2.60 (p = 0.03)
e | eaa(es) 0.07 ¢0.19, 0.33) -0.26 ¢0.61, 0.09)
0.83 (p = 0.48) **3 44 (p = 0.01)
98 59.0 (1.14) -0.07 ¢€0.33, 0.19) -0.34 ¢0.70, 0.03)
*-2.60 (p = 0.03) **.3.44 (p = 0.01)
42 55.6 (1.02) 0.26 ¢0.09,0.61) 0.34 ¢0.03, 0.70)
QOL-AD follow-up 1
-0.64 (p = 0.45) -1.26 (p = 0.34)
136 | 37.1(0.66) 0.07 ¢0.18, 0.32) 0.15 ¢0.19, 0.49)
0.64 (p = 0.45) -0.63 (p = 0.66)
112 1 371.7(083) | 47 €0.32, 0.18) 0.07 ¢0.28, 0.42)
1.26 (p = 0.34) 0.63 (p = 0.66)
4 | B0 gqp €0.49,0.19) | -0.07 ¢€0.42, 0.28)
QCPRfollow-up 2
0.37 (p = 0.76) *2.79 (p = 0.04)
S -0.03 ¢0.30, 0.25) -0.28 ¢0.57, 0.02)
-0.37 (p = 0.76) 2.42 (p = 0.07)
114 | 57.7(1.04) 0.03 ¢0.25, 0.30) -0.26 ¢0.55, 0.04)
*.2.79 (p = 0.04) -2.42 (p = 0.07)
e s €0.02, 0.57) 0.26 {.04, 0.55)
QOLADfollow-up 2
(NOT SIGNIFICANT IN ANALYSIS MODEL
-1.04 (p = 0.25) -1.12 (p = 0.27)
| s e 0.12 ¢0.15, 0.39) 0.15 (0.17, 0.46)
1.04 (p = 0.25) -0.08 (p = 0.93)
121 1 31.50.78) | 445 €0.39, 0.15) 0.01 ¢0.27, 0.30)
1.12 (p = 0.27) 0.08 (p = 0.93)
& | JLHERY | g0 €0.46,0.17) | -0.01 (0.30, 0.27)

*Significant at the 0.05 level. **Significant at the 0.01 level.

As an interaction term between the covariate (@8D baseline scores) and independent

variable (gender of researcher in attendance) on the follgwscores violated the homogeneity of

regression slopes assumption andherefore included as a term in thmodel, the interpretation of

the results should be in relation to this interactiog@raceMartin, 2013. Presented irHgure 15is a

scatter diagram of the QeAD baseline values and the follayp 1 Qol-AD scores presented overall

and split by thegender d researcherin attendance. The graph indicates that overall, the baseline

scores have a positive relationship with the folloyw scores with a4®coefficient of 0.43When split

by group therelationship between baseline and follewp scoress weaker in differentesearchers of
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different genders group4® L r & ycompared with the same researcher of the same gendé&rL

r & {and different groups of the same genddf L r it

Figurel5: Scatter Plot of PwD Qa\D Baseline and Follewp 1, by Gender of Researcher in Attendance

QCPR at followp 1

The gender of the researcher in attendance variable is statistically significant at the 5% level
K2, 240) = 3.29, p = 0.04 on the QCPR at fallpw. Pairwise comparisondetailed inTable16, were
conducted and as there were no significant interaction terms between the gender of the researcher
in attendance variable and covariates the effect can be interpreted from these pairwise tests. The
comparisons reveal that there are statistically signifiadifferences of the adjusted means between
the different researchers of different genders group and the other two groups, same researcher same
gender group (p = 0.03) and different researcher same gender group (p = 0.01). Those who had
different researches of different genders had on average higher mean QCPR scores than those with
the same researcher and same gender (mean diff = 2.60) and overall higher mean scores compared to
those who had different researchers of the same gender (mean @&ff4). Theeffect size of these

differences are 0.26 and 0.34 respectively indicating smatlium effect sizesQohen, 1988
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QOL-AD at followup 2

At followup 2, the gender of researcher in attendance variable is not statistically significant
at the 1% or 5%evel for the QotAD scores. The only statistically significant finding is on the centre
variableF@, 240) = 2.67, p = 0.0208 hoc tests would need to be conducted to further evaluate

these differences.

QCPR at followp 2

On the QCPR at folloup 2 the gender of researcher in attendance variable is statistically
significant at the 5% levé{2, 232) = 3.90, p = 0.02. ThePwge is also significant on the measure at
the 5% level{1, 230) = 3.83, p = 0.05, indicating that PwD Age has an impact on these scores.

The pairwise comparisons between the gender of researcher in attendance groups, displayed
in Table 16 above, ndicate that there is a significant difference between the same researcher same
gender group and the different researchers of different gender group. The Cohens D effect size
calculated for this significant difference-&&28, which indicates a small ettesize Cohen, 1988 A
similar effect size of 0.26 was found between the different researcher of different genders group and
the different researchers of the same gender group but is not statistically significant at the 5% level.
A larger meandifference was noted between the same researcher same gender group and the
different researchers of the same gender with a Cohens D effect size of 0.03 being calculated indicating
a very small effect siz&€bhen, 1988 again this difference is not statistlly significant. However,
the }Z v[e (( & ]l « } & ]v E A EC su 00 ]v] 8]vP 8ZCéh&Z u v
1989.

As theinteraction term between the baseline scores and gender of researcher in attendance
was identified as sigficant during assumption checks and therefore included in the model
interpretation of these results should be guided by {@saceMartin, 2013. Figurel6 below displays
a scatter diagram of the baseline and outcome scores split by gender of researcéendance
groups. The diagram indicates that overall there is a positive relationship between baseline and follow
up scores as expected with a#value of 0.14. When split by gender of researcher in attendance
groups this relationship is stronger aedl for those in the same researcher of the same gender
group :4% L rais. The relationship between baseline and follow up scores is weaker in the different
researchers of different gendersA® L r & y;but is weakest in the different researchers of the sam

gender:4% L réav;
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Figurel6: Scatter Plot of PwD QCPR Baseline and Falb®y by Gender of Researcher in Attendance

5.2.2 Carer
The results from the carer analysis of the researcher gender attendance variable is detailed in

Table17 and the adjusted means of the gender of researcher in attendance variable are presented in
Table18.
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Tablel7: ANCOVAModel Analysisof Gender of Researcher in Attenda@arer Rsults

Significanct Significance
Factor DF  Fvalue Factor DF  Fvalue
(p-value) (p-value)
QCPR followup 1 QoL-AD proxy followup 1
QCPR carer Baseline 1 289.91 **<0.01 QOoL-AD proxy Baseline 1 319.5 **<0.01
PwD Age 1 0.16 0.69 PwD Age 1 0.73 0.40
Carer Gender 1 1.02 0.31 Carer Gender 1 0.18 0.67
Carer Age 1 0.10 0.75 Carer Age 1 0.05 0.83
PwD Gender 1 4.34 *0.04 PwD Gender 1 0.13 0.72
Carer Marital status 1 4.16 *0.04 Carer Marital status 1 0.60 0.44
Centre 6 0.76 0.60 Centre 6 0.90 0.50
Wave 4 1.04 0.39 Wave 4 0.97 0.43
Allocation 1 3.63 0.06 Allocation 1 2.00 0.16
Centre x Allocation 6 1.45 0.20 Centre x Allocation 6 2.15 *0.05
Researcher Gender 5 0.33 0.72 Researcher Gender 5 1.94 0.15
Attendance (ful) ' ' Attendance (ful) ' '
Centre xResearcher Centre xResearcher
9 1.38 0.20 9 0.80 0.61
Attendance Attendance
Error (SS Within) 262 Error (SS Within) 277
Significanct Significance
Factor DF Fvalue g Factor DF Fvalue g
(p-value) (p-value)
QCPR followup 2 QolL-AD proxy followup 2
QCPR carer Baseline 1 188.24 **<0.01  QoL-AD proxy Baseline 1 215.68 **<0.01
PwD Age 1 0.98 0.32 PwD Age 1 0.45 0.50
Carer Gender 1 0.63 0.43 CarerGender 1 3.95 *0.05
Carer Age 1 2.03 0.16 Carer Age 1 2.10 0.15
PwD Gender 1 0.04 0.85 PwD Gender 1 1.35 0.25
Carer Marital status 1 0.01 0.91 Carer Marital status 1 0.08 0.78
Centre 6 1.30 0.26 Centre 6 2.12 *0.05
Wave 4 0.32 0.87 Wave 4 1.20 0.31
Allocation 1 0.02 0.88 Allocation 1 0.62 0.43
Centre x Allocation 6 1.16 0.33 Centre x Allocation 6 0.63 0.70
Researcher Gender Researcher Gender
2 0.34 0.71 4.29 *0.02
Attendance Attendance
Centre xResearcher Centre xResearcher
Gender Attendance 10 1.23 0.27 Gender Attendance 1.24 0.27
PwD Age x Researche .
Error (SS Within) 268 Gender Attendance 3.90 0.02
Error (SS Within) 278

*Significant at the 0.05 level. **Significant at the 0.01 level.
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Tablel8: EstimatedViarginal Meansof ResearcheAttendance

ADJUSTED VALUES

Same Researcher

Different Researchers Different Researchers

OUTOME MEASURE

Same gender

Same gender

Different Genders

N Mean (SE) N Mean (SE) N Mean (SE)

CARER QCPR FU1 145 52.5(1.00) 105 51.8 (1.11) 47 52.5 (1.78)
QOLAD PROXY FU1 153 31.9(0.68) 112  30.5(0.76) 47 31.6 (1.23)
CARER QCPR FU2 113 53.3(1.47) 125 52.2(1.28) 66 51.9 (1.92)
QOL-AD PROXY FU2 114 31.8(0.88) 134 30.4 (0.76) 68 31.2 (1.15)

POST HOC PAIRWISE COMPARISONS F&R @RDXY MEASURE AT FOLUBW

MEAN DIFFERENCES4due of difference)

K, E[*

&& d /e

~0fA9 [

Same Researcher
Same gender

Different Researchers Different Researchers

Same gender

Different Genders

Same Researcher
Same Gender

Different Researchers -1.34 (p =0.11)
Same Gender 0.15 ¢0.10, 0.40)
Different Researchers -0.61 (p = 0.62)

Different Genders

0.06 0.23, 0.35)

1.34 (p = 0.11)
-0.15 ¢0.40, 0.10)

0.72 (p = 0.55)
-0.09 ¢0.36, 0.19)

0.61 (p=0.62)
-0.06 (0.35, 0.23)

-0.72 (p = 0.55)
0.09 ¢0.19, 0.36)

Qol-AD proxy at followap 1

The gender of researcher in attendance variable is not statistically significant on either

outcome measures at followp 1. However, the interaction between centre and allocation is

statistically significant at the 5% leveb, 277) = 2.150 = 0.05 on the QeRAD proxy.To evaluate

where these differences lie, post hoc pairwise comparison tests would need to be conducted.

QPR at followup 1

The gender of researcher in attendance variable is also not statistically significant on the QCPR

measure at follomup 1. Variables which are statistically significant at the 5% level on the QCPR at

follow-up 1 include the PwD gendBfl,262) = 4.34p = 0.04nd carer marital statug(1, 262) = 4.16

p = 0.04.

QCPR at followp 2

There are no statistically significant results on the carer QCPR measure atuplbimcluding

the gender of researcher in attendance variable.
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QOL-ADat follow-up 2
The carer gender is statistically significant at the 5% B\1g1278) = 3.95 = 0.05, on the

QoL-AD proxy at followup 2along witha statistically significant result at the 5% level on the Centre
variableH3, 273) = 3.09 = 0.03.The gender of researcher in attendance variable is also significant
at the 5% leveF@, 278) = 4.29, p = 0.02 on the measuWPairwise comparisons of thesearcher
gender in attendance are displayed in tati The results indicate that the differences between the
measures at each level of the variable are not statistically significant at the 1% or 5% level and the
Cohen D effect sizes calculated fbetdifferences (ranging from 0.06 to 0.15) are small. Because the

u v J((E v « v }Z v[e (( 8 *]1 « } smdW, thisAindcates tdaiCthe mean

difference is trivial but there is an effect of the variable present in the mdciehé€n,1988).

Since the interaction term between the covariate (PwD Age) and independent variable is
included in the model thanterpretation should consider thig&raceMartin, 2013. Figurel7 contains
ascatter diagram of PwD Age variable against the-@DLproxy followup 2 scores presented overall
and split by gender of researcher in attendance levete graph indicates that, overall, the age of the
participant has a very weak negative relationship with the -@BLproxy followup 2 scores with a
45 coefficient of 0.02When split by the gender of researcher in attendance groupsréiiionship
is slightly stronger for those who had the same researcher of the same gendeds ray; This
relationship is weaker for those who had different researchers of different gendétd. r & s wand

is weakest in the different researchers of the same genddsL réart;a

Figurel?: Scatter Plot of PwD Age afdrerQol-ADFollow-up 2, by Gender of Researcher in Attendance
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5.3 Sensitivity analysis

e (A} 82 E+ E Z E[PvV E+ }uo Vv}$s eepu  (E}u §Z
researcher gender cases were removed in the main analysis models. Sensitivity analysis has been
conducted including these four unknown gendefistly as male researchg and then subsequently
as female researchers to evaluate whether there is an impact on the analysis results of these known.

Results from these sensitivity analyses are containdé@lotesl through to4 of Appendix11.

ParticipantQol-AD at followup 1

The gender of researcher in attendance variable was significant on théARQdbllowing
primary analysis at the 1% level of significai®, 258) = 5.74p = 0.01.The variable was still
statistically significant on the outcome measure in the sévrigitanalysis models when assuming the

unknown researchers to be femal2, 262) = 5.48, p < 0.01 and then mg(2, 262) = 5.42, p < 0.01.

ParticipantQCPR at followp 1

The sensitivity analysis on the QCPR at follput revealed that, as in primary analysis, the
gender of researcher in attendance variable is statistically significant at the 5% level when assuming
these unknown researcher genders as female and then nigRs242) = 3.20, p = 0.05 aR(R2, 242)
= 3.16, p = 0.04 respectively.

The interaction between baseline scores and the gender of researcher in attendance variable
on the QCPR followp scores was not statistically significant during primanalysis but was
significant when assuming the unknown researcher genders to be both female and Thale
sensitivity results also indicated a discrepancy on the Wave variable. For primary analysis the wave
variable was not statistically significant busstististically significant at the 5% level on both analysis
for assuming female and then mdigt, 242) = 2.46, p = 0.05 aRd, 242) =2.49, p = 0.04 respectively

ParticipantQOLAD and QCPR at follay 2

On the QCPR: follow-up 2 the gender of resarcher in attendance variable is not statistically
significant at the 1% or 5% lealprimary or sensitivity analyselowever is significant on the QoL
AD measure at the 5% level (p = 0.02). The significahtee variableremainsthe sameon both
measues in all three analysis models, eithghen removing the unknown researcher gender cases

(primary analysis)r when assuming the unknowns to be female or n{aknsitivity analysis)
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A discrepancy s noted between primary analysis and sensitivityadysison the centre
variableon the QotAD measure at followp 2. During primary analysis Centre was statistically
significant at the 5% lev&{6, 244) = 2. B, p = 0.@ and is also statistically significant at t&% level
H6, 247) =2.38, p = 0.3 in the sensitivity analysis results when assuming the unknown researcher
genders to be female. However, when assuming the unknowns to be male the variable is not

statistically significant at the 5% or 1% leM@, 246) = 2.@, p = 0.06.

Carer proxy QOIAD and QCPR at followp 1

As with the participant data, the QeAD proxy and QCPR carer models at follgpal
produced consistent results of the gender of researcher in attendance variable. When removing
unknown researcher gender cases, assuming unkrtoviie male or assuming unknown to be female
the model results remain the same with thereibg statistically significant effects at the 5% or 1%

levels.

The allocation on the QCPR folloyy 1 produced a result in the primary analysis which was
not statistically significant at the 5% levé{l, 262) = 3.36, p = 0.§@t close to the 0.05 significance
threshold.In both sensitivity models when assuming either female or nitadaallocationvariablewas
now justsignificant at the 5% levé{(1, 266) = 3.89 = 0.05 an@(1, 266) = 3.96, p = 0.05 respectively.
The discrepancies are not large inconsisten@es whilst they technically altethe statistical
significance of the variabléhe results of all three models ar@round the boundary of statistical

significance (i.e. p value less than 0.88)l the sensitivity analysis produces no major inconsistencies

There is also a similar finding on the interaction between centre and allocation on thAoL
at follow-up 1. On the primary analysis the interagti is statistically significant at the 5% lev€B,
277) = 2.15, p = 0.05 and also when assuming the unknowns to beHBal281) = 2.22, p = 0.04.
However the interaction is not significant at the 5% level when assuming the unknown researcher
gendergo the femaleH6, 281) = 2.05, p = 0.08gain, theresults of the main analysis model and the
sensitivity analysis models are close to the boundary of statistical significance (i.e. p value 0.05) and

whilst the results do alter the statistical significan they are very small discreparsie

Carer proxy QOIAD and QCPR at followp 2
Again, the QolAD proxy and QCPR carer models at follpa2 were consistent across the

three analyses models for the results of the gender of researcher in attendance variable with no
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significant findings at the 1% or 5% level on the QCPR measure thutalbeing significant at the

5% level on the QeAD proxy measure.

On the QotAD measure, several variables produced inconsistent results in terms of statistical
significance across the three analysis models. Centre was significant at the 5% amtrg pnalysis
K6, 278) = 2.12, p = 0.05 and was significant at the 1% k&eP76) = 3.32, p = 0.01 the unknown
researchers to be mal&(6, 277) = 1.93, p = 0.08. However, when assuming the unknown researchers

to be female the centre variable is nstatistically significant at the 5% level.

The carer gender factor also produced different results between primary and sensitivity
analysis. When assuming the unknowns to be female or male the factor is not statistically significant
in the model at the % or 5% level however when removing the unknown genders from analysis in the
primary model the factor is statistically significant at the 5% |d&| 278) = 3.95, p = 0.05.
Additionally, the interaction between centre and gender of researcher in atteoelgoroduced
discrepancies between the models. For the primary analysis and sensitivity analysis when assuming
the unknown genders to be female the factor is not statistically significant in either models at the 1%
or 5% significance levels. However, wiassuming the unknown researchers to be male the factor is

statistically significant at the 5% le\ILO, 282) = 2.10, p = 0.03.

Sensitivity analysis summary

The aim of the sensitivity analysis was to assess whether the four cases of unknown researcher
genders being removed from the analysis data set had an impact on the results. Having analysed these
unknowns firstly as female and then as male and comparing the regappears that the unknowns
have not had an impact on the gender of researcheattendance variable and therefore does not
require further investigation. Some of the other variables in the models were affected, however, these
results vary, and are not the primary concern of the current analysis. As there a very few cases of
unknown researcher gender this impact on the variables is somewhat unexpected, but the variables
concerned tend to have small samples representing groups and therefore results of these should be
treated with cautionThe inconsistencies with theyalue between thes analyses are very small and

hover around the boundary of statistical significance (i.e. p value 0.05).

5.4 Chapter Summary
The currentthapter evaluatedvhetherthe gender of the attending researcher impacts upon

the outcome measure scores by conducting ANCOVA models to evaluate any differences between the
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means of the levels of the gender of researcher in attendance varidhkegender of researcher in
attendarce variable is significant on both the participant outcomes at follgpl, at the 5% level on

the QCPR and the 1% level on the @d@land is also significant at the 5% level on the QCPR measure
at follow-up 2. Tablel9below summarises the main findingthe gender of research in attendance

analysis.

Table19: Summary of results of analysis for gender of researcher in attendance variable
Outcome Gender ofResearchem Attendancevariable

Participant QCPR follow up 1  Significant at 5% level (p=0.04)
QoL-AD follow up 1 Significant at 1% level (p=0.01)
QCPR follow up 2  Significant at 5% level (p=0.02)
QoL-AD follow up 2 Not Significant (p=0.26)

Carer QCPR follow up 1  Not Significant (p=02)
QolL-AD follow up 1 Not Significant (p=Q5)
QCPR follow up 2  Not Significant (p=01)
QoL-AD follow up 2 Significant at 5% level (p=0.02)

Post hoc tests on the QCRR follow-up 1 and followup 2 indicated that hose who had
ZI((EVEE e EZ E*} J((EVEPV E[Z }v AP Z]PZ E u
§Z Zu E+ E Z E}(S8Z *u Pv E[ v }A E 00 Z]PZ Eu v }E -
Z]J(( v E » & Z E- }( 8e&se difiererites pr@diceéddsmatiedium effect sizes.

The post hoc tests on the participant QAD at followup 1 indicated thatthe relationship
between baseline and followp scores is stronger in the same researcher and same gender group and
less strag/prominent in the different researchers group/hen looking at the two groups who had
different researchers, those who had different researchers of the same gender had a stronger

relationship between baseline and follewp than those with researchers different genders.

The carer data is not statistically significant at the 5% level on the QCPR and preXxi @oL
follow-up 1 nor on the QCPR at folleup 2 but is significant on the proxy Q@D at followup 2. Post
hoc tests revealed thatverall the age of the participant has a very weak negative relationship with
the QolAD proxy followup 2 scoresWhen split bythe gender of researcher in attendance gps
thisrelationship is slightly stronger for those who had the same researcher of the same gender but

weaker for those who had different researchers of the same gender or different genders
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ChapterSix t Discussion and Conclusion

The current research study aimed ¢xplore two research questions) a study with three

time points for persons with Dementia (PwD) and carer dyads:

1. Does the use of a different researcher at time points impact upon tibeome measure?

2. Does the gender of the attending researcher impact upon the outcome measure?

Data from a previously conducted RCT, the REMCARE study, was used where researchers
attended visis to collect data at baselineglfow-up 1 (3 months after baseline) and folleup 2 (10
months after baselin€7 months after followup 1)). The outcome measures explored were two quality
of life (QoL) measures the quality of carer patient relationship (QCPR) and the quality of life Alzheimers
Disease (QalAD)(Logsdon et al., 199%pruytte et al., 2002 The QCPBvaluates the quality of the
relationship between the participant and carer from both their perspectives and theAQomeasures
Y}> % ](] 00C Jv o0lZ Ju E[+ Jedin all PpenéntidAjopuaatiopFhe final data
sets used contained 330 participants in each totalling 660 (330 dyadhe PwD and their
corresponding carér At follow-up 1 160 participants had the same researcher and 170 had different
researchers At follow-up 2, 118 had the same researcher for all visits, 129 had two different
researchers across visits and 83 had all three different researdherthe gender of researcher in
attendancel60 had the same researcher therefdte same gender, 119 had difent researchers
of the same gender and 47 had different researclvéith a representative of both genderat follow-
up 2 118 had the same researcher and therefore the same gender, 139 had different researchers all

the same gender and 69 had differensearchers with a representative of both genders.

Several underlying hypotheses contribd to the research questionsFirstly, it is
hypothesised that if the continuity of researcher attendancegender of researcher in attendance
impacts upon the outcome measurglen you would expect to see a statistically significant effect of
the variables in the participant analysis models at the follgeg. The researcher attendance effect is
thought toimpact uponthe outcome measuresollected, as participants build up a relationship and
rapport with the researcher duringubsequentvisits This may affect the nature of the responses
provided by the PwD/carer dyaahdthe direction of dfect in subsequent followips as researchers
hadprior IvV}Ao P }( 8Z % ES] [% V3 [atbasdingAEa Esultayashypothesised

that the effectmaybe stronger at followup 2 due toresearcher continuity
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The underlying hypothesifor the second research question is that gender miay @ rolein
rapport building and may impact upon participant respongBsliner, 1988 ThurnellRead, 2016;
Williams & Heikes, 1993Therefore, as the gender die researcher in attendancearies,we would
expect to see an impact e post hocanalysis. As previously stated in Chapiareg it should be
noted that the issue of gender fluidity goes beyond the scope of this thesis and here when referring
toresearchergenderwasrelaed s} sZ & « &E Z &gxat]didipBdedonthe® « & Z EJ[-

name The analysisvastherefore subject tahe limitations which are described in more detadlow.

Another underlying hypothesisvith both variables (researcher attendance agehder of
researcher in attendangds that you would not gxect to see an effect on the car completed
outcome measuresThis is because the carers completed questionnaires independently with little
interaction and little assistance from the researchAs a resultif researcher attendancer gender
bias is presnt, an effect should not be seen in the carer datavds also hypothesised that you would

expect the effect to be larger on the QCPR measure compared with théARQalutcome measure.

dzZ]e ] He 8§Z Y WZ u pE& }vs Jve u} EgaAitsg tEeerplatiofiskip ofS]tve &

the participant and carerHere,the researcher is required to discuss with participants their personal
relationships with the carewhich may be difficult for participants to disclose, especially if the rapport
between researioer and patient igpoor. Therefore, rapport between researcher and participant is

expected to have more of an impact on this measure in comparison.

To explore the research questions, ANCOVA models were run on both measures (QCPR and
QoL-AD) at followup 1 and followup 2 on the two datasets participant and carer. The models
evaluated if there are any statistically significant effects of the researcher attendance variable and the
gender of researcher in attendance variable on the outcome measures atatiesponding time
point indicating whether or not there are any statistical differencéshe mean outcome measure

scores between the variable groups. The main results and interpretations are discussed below.

Main Results
The primaryanalysis on the participant data set revealed a statistically significant finding on

the researcher attendance variable at follayp 1 on both the QCPR and @&D outcome measures
indicating that there is a difference between mean scores of the same m@sagroup and different
researchergroup. There was also a statistically significant finding seen on the interaction between
researcher attendance variable and centre on the QCPR measure at-tgdl@wThe primary analysis

at follow-up 2 for the particigant data did not produce statistically significant findings on either the
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QCPR or the QeAD measure main effects indicating no difference between the means of the three
researcher groups (same, two different, three different). Sensitivity analysis waictaa on the
follow-up 2 measures where participants who had a break in continuity of researcher at the second
visitwerere § P}&E]e ]Jv8} 8§82z ZSZ&E 1(( E vE E « E Z]|EJZP EF3A%o
1(( & vS[ Fhé&Erppitis>of this amgsis found a statistically significant effect of the researcher
attendance variable on both the QCPR and-&Bl measures indicating a difference between the
means at followup 2 when regrouped. These rgrouping results indicate that the break in contityu

has an impact on the results which contributes to the evidence that theredsemarcheeffect.

The results o researchemgender foundsimilarpatterns. A statistically significant effect was
seen on both the QCPR and Q& measures at followp 1. This suggests that there waglifference
in the meansscores between the levels of the researcher gender attendance groups; same researcher
of the same gender, different researchers of the same gender and different researchers of different
genders.At follow-up 2, there were no statistically significant findings on the researcher gender
attendance variablen the QoLAD, however, the variable was statistically significant on the QCPR

measure

The results opost hodests on the followup 1 models indecate that on the QCRRhe effect
is largest between those who had different researchers of the same gender and those who had
different researchers of different genders. There was also a statistically signiiffant between
those who had the same reseher and same gender and those who had different researchers of a
different gender. There was not a statistically significant difference between those who had the same
and those who had different researchers of the same gender. At fallo® the signifiant finding
between the same researcher of the same gender and different researchers of different genders was
present but the statistically significant finding between the different researchers of the same gender

and different researchers of different geei was no longer present.

Similarly,for the QoLAD measure at followap 1 the relationship between baseline and
follow-up scores is strongest in the same researcher same gender group and weakest in the different
researchers of different genders. Thiéferent researchers of the same gender group had a stronger
relationship between baseline and follemp scores than the different researcher of different genders
but a weaker relationship than the same researchers of the same geRdwting a difference

between these groups could suggest that there is some impact of the gender of the researcher in
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attendance and not just the researcher attendanbewever, this is very difficult tadisentangle and

interpret. Additionally, as mentioned inthe 3]}ve o0}A §Z « & spose E v[3 (]JVv]3]A

Also, in relation tdoth research questiosit was hypothesised that as the carers had little

Jvd & 3]}v A]3Z2 8Z E + E Z E+ Vv }u%o § <p *S]lvv JE ¢ ]Jv %o Vv

((  3[uldpot be present on the carer outcome measures. The results of the carer models revealed
that the researcher attendance varialded the gender of researcher in attendance variakés not
statistically significant on the QCPR at follopv1, the QoEAD at follow-up 1 nor on the QCPR at
follow-up 2 which supports this hypothesis and contributes to the evidence indicating a researcher
effect. Howeverin contrast to thisthe QolAD at followup 2 did find a statistically significant finding
onboththe researcher attendance variab#énd the gender of researcher in attendance variable which
contradicts this hypothesig:or the researcher attendance variabls,with the participant followup
2 measures, sensitivity analysis was conducted on the carer falfp#outcomes following the re
grouping of participants who had a continuity break at the middle time point (i.e. those who had a
different researcher at the middle visit). The results of this sensitivity analysis on the carer outcomes
did not differ fromthe primary analysis indicating that the-ggouping had no effect, again supporting

the hypothesis that the carer measures are not affected by the researcher in attendance.

It is also thought that the researcher bias may be more prominent on the Q@RBure
compared with the QolAD outcome measure as the QCPR has medejoth personal questions. It
is therefore hypothesised that the effect will be larger on the QCPR measure in comparison. However,
the results of theresearcher attendancanalysis atdllow-up 1 may indicate that the effect size is
slightly larger on the QeRD measure contradicting this hypothesis. Follqw2 primary analysis
revealed no significant findings therefore effect sizes were not obtained. Cohens D effect sizes were
calculatd for the sensitivity analysis sigodnt results at followup 2. The magnitude of these effect
sizes also indicates in general that the €d produced higher effects suggesting that the personal
guestions may not have had more of an impadbwever the analysis of the gender of researcher in
attendance variableevealed the oppositeLarger Cohens D effect sizes were obtained at fallpa
on the QCPR measure compared to the effect sizes obtained for thdRQaoheasure. At followp 2

these are not comparable as the QeAD was not statistically significant in the model.

Resultdnterpretation and explanation
The theory undepinning the hypotheses for this study was that the relationship between

participants and individual researchers is boier time (Pitts & MillerDay, 2007J. Asa result, we
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would expect an effect at followp 2, if an effect was present at followp 1. However, our primary
analysis results on both the researcher attendance variable and the gender of researcher in
attendance variable show that there was an effect at Follgpvl (in QCPR and Q@iD), but not at

follow-up 2.

This could be related to egoing cognitive decli@ in the PwD study populatioin general,

U VvS] %o S] vSe[ *Cu%S}tue olJv. A €& 8Ju v 08Z}uPZz Zz e 3}
loss of shorterm memory is a common symptomdgsociation, 20132 ,}A  u v3] % E}PE e+ o L
n.d,; Wu et al., 2015 It is possible that at the second follayp appointment, participants may not be
able to recall the researcher they saw at baseline or follpal and any rapport built up in previous
assessments may have been lost. In additiontithe period between the followp assessments may
add to this. Baseline dataas collected abaselineand followup 1 wasthree months after this, the
final follow-up wasnot until a furthersevenrmonths meaning that there is a muchrgergap between
follow-up 1 and followmup 2 compared with the first two visits. Therefothe longer timeframe
between followup 1 and followup2 Z « U}E %}3 v3] o §} 00}A % 5] v3e 8} Z(}EP 3§
and allows for this rapport being diminished along witlbéting more likely that the symptoms of
cognitive decline are more prominent as the study and disease progress. Similarly, if the researcher

(( 8« VAe p 832 E+ E Z E Z AJVP % E]J}E IVIAo P }( 3Z %o
responses thio}vP E §Ju (E u uC zZ A Z V]u% S }vsZ E-+ EZ E[

From a statistical perspective, the way the variables are constructed could contribute to the
effect not being seen at followp 2 but beingpresent at followup 1. There are more groups at follew
up 2 compared with followup 1 for both factors of interestresearcher attendance variable (two at
follow-up 1, three at followup 2) and gender of researcher in attendance variable (three at fellpw
1 and four at followup 2). This means that smaller samples are represented in each group at follow
up 2 resulting in lesstatisticalpower and the chance of makinglgpe 1 error is higher; therefore, it

is more likely at followup 2 that, as power is diminishe@n effect may be present but not seen.

Another explanation for the different results at follewp 1 and followrup 2 could be in
relation to the way in which the variable is constructed and an anomaly caused by how the data is
being coded. This appears to be supported by the results of the sensitivity analysadiRg the
researcher attendance variabé follow-up2 ~AZ E % 3] vse Jv §Z Z3A} ](( & v & -
who had a different researcher conduct their middle (follapr1l) assessment were feategorised
into the three different researchers group as they represented a break in continytpduced a
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statistically significant finding, with the effect being stronger at follgn2, when compared to follow

up 1. This would be in line with the undeinning hypothesis that rapport builds over time and explain
the results of the primary analysiSuch an approach to the analysis could be justified, as it can be
argued that any development of rapport would be interrupted, should participants be seen by a
different researcher in the interim visit. There is a potential argument that although gbort
memory isaffected and the time points are spaced the hypothesized continuity and fuplabf

rapport through visits is still having an impact and is important to consider.

The researcher effect hypothesis was expected to be seen in the partidpemand not the
carer data.Whilst most of the results support this hypothesis the @dL measure produced a
significant effect on the researcher attendance variable and gender of researcher in attend
variables at followup 2 in the modelsThis sugests that although the carer completes the measure
independently, they may still be influenced by researcher continathough the study aimed for
carers to complete the questionnaires independently with limited interaction, they may have had
some inpd from the researcherEqually,carersmay have beeinfluencedby researcher camuity
as themeasure used requires the carer to comment on their Pwbich could be influenced by
researcher rapportHowever, sveralelementscould have contributed to this result which cannot be
measured here and the impact of researcher consistency on carer data and reliability of the results

should be further exploredsing a different dataet

It was also hypothesised that thesearchereffect would be larger in the QCPR outcome
compared with the QolAD measurgas the QCPR measure includes more personal questions
regarding the relationship between participantagarer.Findings of the post hotests conducted
reveal that larger effect sizewere seen on the QGAD measure for theesearcher attendance
variable which does not support thigHowever, this may be caused by the nature of the personal
guestions in both measures and whether they weensitive enough to detect any differences caused

by researcher rapport.

In contrast, the analysis of the gender of researcher in attendance found larger effect sizes at
follow-up 1 on the QCPR compared to the @8D. This indicates thatesearchergerder may be
influential. This concurs with a number of studies in tlterature, which appear to suggest that
participants are more likely to disclose information to female interviewers and reports of sensitive
topics are more likely to be noted by fematsearchers regardless of the gender of the subject being

interviewed Pollner, 198& In this studymostresearcheravere female so this cannot be evaluated,
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however, it could contribute to the bigger effect being seen on the QCPR measure in the current
results.It should be noted that the QeRAD outcome measure is well established and has shown good
reliability in several studie@Bowling et al., 2015Ettema, et al., 2005; Selai & Trimble, 129
contrast, the reliability of the QCPR is yet to mubstantiated andhis may havecontributed to the

differences in effects seen on the measures.

ChapterTwobriefly exploredhe conversedea } ( ZS}} up Z Hilbd W)l EIG3;Miller,
1952, which couldalso influence howeseachersrecord their scores on the key measures udéd.
could be that where participants hawgegood relationship witlthe same researchethe participants
may find it harder to respond to personal questiomise phenomenaofZ <]J]E& ]o0]SC v ( IJvP P}}

v }VA G- o0C Z A]S38]}v v (I]vP [Onkcouldeappli\herg. Phdire@Eon of

the hypothesisused inthis thesis assumeshat a positive rapport between participants and
researchesis built over time andeads to more accurate recding of outcome measure#t. may be
the case that participants have the same researcher but have a bad rapport with theso&ind it
difficult to disclose sensitive information. This analysiss not aimed to measure the extent or
direction of rapport between researcher and participant and the findings here are not conclusive in
either direction. The results merely indicate whether there is a difference (or catsed by

researcher continuity.

Comparisons with literature
d} §z USZ}E[* IVIAo P U SZ €& + E Z <u *8]}ve A %0} E Z &
elsewhere and research in this area is sparse. One other studsxpased the impact ofesearcher
continuity on outcome measure colléon (Kobak, 2011 It hypothesised§Z § "GE « & Z &E ] *_ u |
be more prevalent in thossituations wherethe same researchamwllects both baseline anébllow-
up measuresThe current study findings contribute to this argument as the results indicatethiea
relationship between baseline and follewp scores are strongen the same researcher grouphis
means that those who had I@v baseline scores are more likely to have lower folapvscores and
vice versaWhilst this isexpectedin QoLresearchthis appears to benore prominent incases where

the same researcher undertakes bathsessmentéHoe et al., 2009; Gréaske et al., 2018)

As with previous studies in other disease areas, such as pain and sexual health, the current
results indicate thathere is an impact of researcher gender on outcome measures which could be a
result of researcher gender influencing participant responses unintention&lighdr, 2007;

McClelland & McCubbin, 20084liyazaki & Taylor, 2008 However, whilst the current results
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demonstrate a possible effect between researcher gender and attendémegdo not indicate which

genderis more influential and the direction of effect.

Statistical Approach and Methods
The analysis methodased inthis thesis aligned to those that were undertaken fahe

REMCARE studidoptingthe same modehnd factorsenabled the researcto introduce additional
variables(researcher attendance and gender of researcher in attendance variainles)der to
evalude the effectsthat they produced The REMCARE study conducted both an ANCOVA model and
a Linear Mixed Model (LMM) at the two follemps on the primary and secondary outcom&sven

the two research questiosiunder investigatiorif was important to evalui@ changes at specific time
points. As a resulANCOVA maals werepreferred toLMMs.LMMswould have allowed an analysis
across timebut as thedatasetonly hadtwo follow-up time points thatwere uneverty spacedLMMs

would have beemore difficult to interpret.

In terms of the results of the second research question regarding the gender of the researcher
in attendance There were limitationson what could be analysedtatistically As stated in Chapter
Twao, some researatrssuggests that good rapport can be built more easily between researchers and
participants of the same gendefMilliams & Heikes, 1993 however, the interaction between
researcher and participant gender has not been looked at here. The sample size availableatould

have enough study power to look at this interaction and results would be limited.

Study Limitations
In addition to the limitationshighlightedin the preceding sectionthe current research

other limitationscaused by the tridrom which the data set was drawiite analyses presented here
were explorative in nature and REMCARE was masigned totest these hypothesesFirstly,
randomisation was not used to allocate participants to researcher attendances groups. Randomisation
is used to allocate participants to a group based on certain important characterigissneansgnat
confounding variables were not accounted rfo/Akobeng, 200b Although the splits between
researcher attendance groups are relatively simit@e(ChapteiThreeTable 1), randomisation has

not been used to control each strata level within groups.

Equally, he researchers partaking in the studgrg not randomised or controlled for. Many
researchers (43 in total) were used and the variability between these researchers was not calculated

or accounted for and the reliability of these individuals on scoring the measures is unknown. Several
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centres wee used from different areas across the UK and there is a large amount of vairatios
number of participantsbetween centres and between the researcher attendance groups. For
example, Bangor site had few researchers and therefore many of their sshiject the same
researcher; in contrast, the larger sit@danchesterandLondon) used researcher networks with many
different researchers catucting followrups.Centreeffectswere included in the analysis models but

as therewas not an evemumber of resarcher attendance groupghis means that centreeffects

might na have been adequatelyccounted forOutcome measure scoring could vary by centre and/or
researcher and the experience and training of each individual researcher was also not taken into
accaunt (given the lack of data)This may have contributed to researcher variation across the study

and affected results.

Another aspect of the study design, which should not berloe&ed, is statistical poweAny
well designed RCT would have conducted a sample size (power calcutapoioyi and aimed to
recruit the required number oparticipantsderived in this calculation in order to minimiggpe I

EE}IE ~+5 3]vP v (( & ]ev[3 HBsi€used A subkst b dxta drdmethd original
REMCARE study. Because of the research question propasgyjncluded datavhere participants
and carers had completed ahlree visits during the study. Thereforthe power of the current
research wasot calculateda priori and there is a possibility that &pe Il error may have been

present.

Another limitation of this researctvasthe assumptions made when coding certain variables
to be used for analysis. Firstly, the coding of the two indeperideAd E] o0 « }( ]vd E 5 3Z ZE -
v v [ vV ZB(vEE E Z E Jv % ES3V]%XVv3e A E %o lv ZE
Sv v [ PE}u%oe . }lv 2 €& « EW¥Z S vZulu%so]s CThisA E] o X

718
(7253

¢

assumes that theesearcherlisted in the variable was the researcher who completed the entire
assessment and CRF and it is unknown whether the researcher listed was the researcher who went
out to conduct the entire assessment. In some cafesassessmennay have been incompletend

finished by another researcher at a different time point. Equally, possible that two researchers

conducted these visits but only one was listed in the CRF, which ltawédiistorted theresults.

KSZ E eepu%3]}ve A E o0} us IWIA&] }0%koouE]VP §Z } JvPX
where two researchers were listed Z (JE*3 A ¢« eepu 3} §Z Zu vl &E « & Z &
were based on this. Whilst this may have caused an incaatlectation there was only one case noted
which shauld have little impact on the resultsbwever, there may have beather cases where two
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researchers attended together but only one listed. There were also several assumptions made on

certain researcher names. As described in Chapkeee where the researcher last name was given

along with the full first name or initial of first name (i& Z o A ve[ v ZZ A ve[e §Z C |,
eepqu  3Z e u X D]JV}IE *% 00]vP uJed |l « A E eepu &} §Z +u &
A ve v ZZ  ZWhist the[agsumptions made were minor, the coding of same or different

researcher based on tise assumptions may have affected théocation.

tZv } ]JvP % S] vSe Jvs} ZP Vv €& }( E+ €& Z E ]Jv SSv v
assumptions were made. The researcher gender was determined based on the researcher name in
S§Z Z }u%o0 S C[ AbsEd was uéeavihiich allowed you to enter a researcher name and
produced probabilities for gender based on the name entefd8enderChecker.com”, n.dThe
reliability and accuracy of this website is unknown and its reliabifliyonsidered to be somewhat
lower than if relying on source data or study CHFsors may have been madehen inferring the
researcher gender from the nanwehich could have had an impact on the groupings and again on the
study results. As stated, when referring to gender throughtiis thesis it has been using the
assumption of sex at birth and has not considered gender fluidity. Categorising researchers into male
JE (uo o}v }eviE8v e EJOoC A op 3 3Z (0O Ju% 3 }( E « E Z
participant reponses Researcheramay have characteristics or traits which could influence
participant responses and rapport builditigat are not necessarily attributable to their gender or
biological sexIn addition, wehave not considered researcher age, training, experience, warmth,
ability to establish rapport or any other variables in relation to researcher demographics or
characteristics which could all have an impact. Furthermore, as stated in the statistical @ppnea
have merely explored the gender of researcher in attendance groups and not considered the impact
of the gender of the participant along with the researcher gendde ihteraction between PwD
gender and researcher gender should be explored to evaliapacts of researcher gender on
outcome measures in further depth. This study however did not have a large enough sample size to

look at this

Other variables that were used in the analysis were also coded manually that may have
impacts on the data athresults. The number of visits each patient had from the original full REMCARE
§ A} e }v 8Z Z }u%o § C[] AE] o VvV %0 Jvi} 3§ P}
visits. As this variable was based on whether or not the completed by l@xss completed with a
researcher name and nothing else the accuracy of the nunabevisits may be unreliabl&some
subjects from the sample may have been said to not have completed a particular visit if this data was
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not present but they might have aally completed the assessment. This may have affected sample

size and study power of the current analysis as some subjects may have been excluded.

On the other hand, the completed by variable may have been present for a subject even
though the visit wasiot conducted meaning that some subjects included in the sample should not
have been. At follovup 1, as the analysis was run as complete case, any missing data would have
been excluded and this would not be an issue; similarly, at fellp@if the outcome was missing this
would have been removed from analysis. However, if at folip2 the follow-up 1 score was missing
then this subject should not have been included in gsialThe outcome measure completion rates
are very high in the sample at eatime point therefore this is unlikely to be a common occurrence

and should not impact the data or results greatly but again should be noted as a possible limitation.

Another limitation, which stems from the original REMCARE data, is with regardsaoctese

blinding. The REMCARE study design aimed to have the researchers collecting outcome data blinded

to the participant allocation, however due to the nature of the intervention participants were unblind.

This resulted in the possibility of researchéexcoming accidently unblinded during the follayg

assessments through the patierg&zing them information that indicated their allocation. As blinding

of researchers is essential to reducing bias of outcome measure collettikobéng, 2005Hoare,

2010 this means that potentially the data collected may have been influenced by this. For the

REMCARE study to monitor this, researchers completed perception sheets following a patient

assessment indicating to which treatment group they believed the patiestallocated. Results from
VOCe]VP 8Z ¢ % E %S]}v +Z S+ ]v] § 8238 E+« E Z E+ ZA E
SZ v Jv}}EE § ]Jv §Z & 3]}v WoodsZet] &E, 20F Therdfpies [possible bias

introduced during the outcommeasure collection should be considered as a limitation of the current

findings.

Although the study protocol intended for carers to complete assessments alone with little
input from the researcher, some researchers assisted some carers where reguétthis was not
recorded and not ecounted for in this analysisiherefore, where it is assumed no researcher
interaction in the carer datathis may not betrue, and the researcher may have influenced carer

outcomes even though results indicate no resdeer effect.

Due to the above limitations highlighted, as with any research, the potential for bias is present
and results should be interpreted with these limitations in mind.
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Recommendations for future research
This explorative studindicates a possible researcher attendararel gendereffect on the

outcome measure scores of participants in a Dementia trial. Whilst the results imply that there is a
possible effect present, they are not definitimad subject taseveralimitations asoutlined above It
should be noted that the study was not designed nor powered to detect this signal and all results and
findings should be interpreted with caution. Future trials should be conducted to establish causality
and future research studies onithtopic should be carefully and specifically desighedgreement
with, it is suggested that research looking to explore this topic should use randomisation to assign
patientsto researcher attendance or gender in attendance groups to establish thistignemore
definitively(Kobak, 201 Independent research studies could be conducted and specifically designed
to assess this topic. gudy within a studySWAJwhich ]«  ~<coat@ined research study that has
been embedded within a host trial witthé¢ aim of evaluating or exploring alternative ways of

0]A E]JvP }E }EP v]+]VvP %o d@LE] bp aIs€H Tre@eEkoet %8.(2P18Fhe main
intention of a SWAT is to evaluate methods used to conduct a trial process to provide e\athente

how to improve the proces&lreweek et al., 2018)

It should be considered whether Dementia studies are the most appropriate disease area to
evaluate this topic of research. Dementammonly causegsues withcognitive functioning and
tends to affect short term memoryAGsociation, 2013Wu et al., 2015 One of the underlying
assumptions underpinningesearcher continuitys thatrapport isbuilt overtime. This may benore
difficult to establish irDementiatrials p 8§} $Z % §] ¥Si»mempGedowever, researcher
consistency may also have amgact on outcome measure based on researchers influence of previous
knowledge of the participantAs a resultthis impact could/should still be exploreth addition,
different outcome measureshould be exploredo evaluate which are impacted by reseagch

continuityas some may be more sensitive than others.

If an effect is demonstrated through these future studies then implications for the conduct
and design of futurdRCTs would need consideratiddCTs could incorporatedse effectin one of
two ways- either through the logistical aspects of the research design or by incorporating some

researcher effect into the analysis model.

RCTs could be designed so that researchers collecting outcome data attend visits to the same
participart where possible. This may be very difficult for larger studies with several sites and would

depend on the size and structure of the involved sites. Smaller areas, such as for example in this study
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Bangor or Gwent, may be able to accommodate this for datkection as few researchers work at the
site. However, as larger sites such as London or Manchestgr have multiple researchers
conducting followups and organising the same researchers to attend visits for the same participants
could be logisticalldifficult, especially for the sites that utilisdinical research nurse (CRN) networks
Aspects such as staff turn around, number of folaps, followup length and number of patients
would determine whether or not this could be achieved. team from Shigield CTU Qinical Trials
hv]se AJEI]VP }v uMSEVSCHY PR ZZE}pPZ uvsS] ~:8 ¢[ 88 u%S
study in order to improve retention rate@Nright et al., 2019)The team introduced continuity of
researchers part way throughe study to increase retention rate3hey stated that this took a lot of
effort but felt it was integral to its success and worth doing. At the time of this thiémg had no
official statistics on the success or uptake of their approaci believecontinuity improved after it

was implemented. Issues that occurred were staff turn around and staff becoming ustblind

Therefore, organising researcher consistency may be difficult and constraining.

Another way in which this researcher effect couldameounted for is by including the factor
in the analysis model to control for the researcher groups (same, different or mixture) variation. This
would have some implications for research design as it would need to be ensured that data to include

this in the model is collected and that the researcher groups are represented in all compamnesn

Whilst it may be logistically difficult to ensure research data is collected by the same or
different researchers this may further reduce bias in research andowvepthe reliability of outcome
measures collected which is a huge importance to tritile attempted efforts to minimise this bias
should depend on how large the effect is, if established. Researchers, trial methodologists and
clinicians would need to asss the impact of using different researchers in their study designs against

the logistical implications on the trial and should take action where necessary and appropriate.

Evidence based medicine (EBM) relies on research to inform clinical practifmnTthis

body of evidence it is essential to evaluate the effectiveness of the intervention and RCTs are

IviAo P e« §Z ZP}o <5 v €& [ }( €& ¢ (BEo&klehusZét al.52019; Mable
et al., 2015; Treweedt al., 2018) Due to their importance it is imperative that RCTs are conducted to
the highest standards, yet, a considerable amount of trials are regarded as low gBaditkle€hurst
et al., 2019Treweek et al., 20D8lronically, whilst EBM focuses vsing evidence to inform decisions
for health care, trials themselves are conducted using processes with little evidence to support their
use {reweek et al., 2008 A lot of work into improving trial quality is being conducted, for example
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through TrialForge(Trial Forge, n.gL AZ] Z ]« ~ v Jv]3] 8]A 8Z § Jue 8§} Jv E + 3§Z
(J& SE] o ]*1}v u I]JvP_X dZ C Ju%o u vs §Z pue }( ~t de 8} PE}A

improve trial efficiency Treweek et al., 2018 The focus of these SWATs is largely around trial
recruitment and retention as both are critical to the success of a clinicalamibchieve sufficient
statistical power. However, astated in ChapterTwo reliability of the outcome masure is also

Jve] E Ju%}ES vS (JE <3 3]°8] 0 %}A E v 3Z E ]« "PE}AIlvP E }
Z V% ] 8} 8Z }usS }u ¢« u <pE Kikhamptdl., 80B6E] o_ ~

Any observed effect in clinical trials is based ois tutcome measurement, therefore the
choice, collection and evaluation of the outcome measure are critical for the evaluation of
interventions in trials. Many trials that are adequately powered show no effect of the intervention
even though researchers dninvestigators are confident the Interventions work, for examie
REMCARE studgdbak, 2010yWWoods et al., 2012 This raises the question of whether there are other
aspects relating to trial design and conduct influencing this outcome measure suthesearcher
effect or bias discussed here. It could potentially be due to the use of the wrong outcome measure or
the design of measures such as question format or response options etc., however many measures
used in trials have been evaluated to demwate good reliability and validityBowling et al., 2015;
Ready & Ott, 2003Soobiah et al., 20)90ne useful way to explore unexpected trial results is by

conducting a process evaluation alongside studiéraif et al., 2008

The importance of conducting a process evaluation alongside clinical trials for complex
interventions is becoming more and more acknowledged as they can assist with the explanation of
trial results Brocklehurst et al., 201Moore et al., 201k If the intenention is successful, they can
help assess the mechanisms of how and why it was successful along with which components of the
intervention were important Craig et al., 2008Public Health England, 2018n contrast, if the
intervention is found to be ungcessful in improving health outcomes then process evaluations can
help unpack potential reasons for why the intervention was ineffeci#aig et al., 2008 They may
also be used to help explain and determine why an intervention may work for somegbopgl,
certain settings and specific contexts but are not impactful in other settiRgblic Health England,

2018. Process evaluations can be conducted alongside RCTS or independently and generally adopt

qualitative methods but can also use quantitatieehniques Public Health England, 2018

In addition, process evaluations can assist with obtaining knowledge regarding the trial

conduct and design. They canollect data on the perceptions of the study from the participants,
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researchers, cliniciangnvestigators and other personnel involve®dkley et al., 2006 Future
investigation in the area of researcher continuity and researcher gender attendance should consider
conducting a process evaluation in parallel to quantitative assessments as it aantlibute to
investigation of any researcher effects or impacts regarding outcome measure collection in more
detail. They could assist in starting to unpack the mechanisms of any researcher continuity effect as
to whether any bias stems from the reseagchprior knowledge of the participant and/or from the

influence of the researcher on participant responses and could aid interpretation.

Implications for practice

Implications for practice from this study are very limited and, as stated, further research is
required to establish any researcher continuity effect definitively as this study was never designed to
definitivelydetect this signalAs stated above, argugbDementia trials may not the most appropriate
example to best test these hypotheses and this population may not be impacted however it could be

further explored.

Conclusion
This study aimed to use data from a previously conducted RCT with three timis poi
Aops (JE % Ee}ve AJS3Z u v3] ~WA « v EE C e« (J]E-30CU
E+ EZE 35 SJu %}]vSe Ju% S %o}V SZ }IUS Ju U epu&E M[ Vv ¢ }v
attending researcher impact upon the outcome measure&ble20 below summarises the overall

contribution of ths thesis to the reearch
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Table20: Summary of Wat this thesis adds
Background and Literature
% The importance of good quality RCTs for EBM is highbgnised
¥ Outlined bias in trials with a focus on outcome measure reliability
¥ Raises the question of whether the use of multiple rggbas anmpacton outcome
measurement in Dementia Trials
Research gquestions
in a study with three time pointir persons with Dementia (PwD) and carer dyads:
1. Does the use of a different researcher at time points impact upon the outcome measu
2. Does the gender of the attending researcher impact upon the outcome measure?
Main Results
¥ Results show aimmdication of an effect of researcher continuity within this data set
Researcher Attendance analysis
¥ Variable significant on both outcomes at follow up 1 on the participant data
¥ Follow up 2 primary analysis found no significant effect
¥, Sensitivity analysis at follow up 2 produced significant findings on both outcomes
¥, Carer QotAD proxy measure significant at follow up 2
¥, Carer sensitivity analysis produced same results as maiysis
Gender of Researcher in Attendance analysis
¥ Variable significant on both participant outcomes at follow up 1 and on the participan
QPCR at follow up 2
¥, Carer QOtAD proxy measure significant at follow up 2
Future Research in this area
¥ Further investigation into the effect dfese variables isequired
¥ Ruture studies should be designed a priory
¥, SWATSs could be utilised, and a parallel process evaluation conducted
Implications for practice
¥, If effectis establishedhrough further researclthe design of future RCTs may need to
consider this bias

For the PwDa statistically significant effect of the researcher attendance variable and the
gender of researcher in attendance variable was found on both outcome measures attipltblaut
not at follow-up 2. For the carer data, analysis revealed no statistisalyificant effects orither
measures at followp 1 for the researcher attendance and gender of researcher attendance variables
however both variables were found to be statistically significant on the Adimeasure at followp

2 for the carer.

The results from this research indicate a possible impact of researcher continuity and/or
researcher gender continuity however the study was not designed to establish any causal effects nor
was it powered to; therefore, results should be treated with @l Further research should be
conducted in this area to establish any impact of researcher collection on outcome measures in RCTs

and if found the design of future RCTs may need to consider this bias.
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Appendices

Appendix 1Common types of biases in randomised controlled trials.

Type of bias

Definition of bias

Implication

Publication bias

Somereseart is published and some is nmiblishedwhere it is factors other than the
quality of the study that influences the decision to publish or not such asut@me of
the research, direction of the results the topic of the study.

Only certain studiesf interventionsare accessible which
impacts conclusions of metnalysis and systematic
reviews of these interventions

Analysis bias

Through data manipulation or inappropriate analysis methods adopted.

Inaccurate estimate of treatment effect which cduead
to incorrect conclusions of interventions or treatments.

Contamination
bias

Participants in one groumadvertently receive effectBom the other group through
associationThis type of bias tends to occur in certain circumstances where patients
allocated to experimental or control mix with one another.

Inaccurate estimate of treatment effect which could leal
to incorrect conclusions of interventions or treatments.

Compliance biag

Participantsdo not adhere to thestudyintervention, for example by not taking study
medicatian or attending therapy sessions

Inaccurate estimate of treatment effect which could lea
to incorrect conclusions of interventions or treatments.

Attrition bias

Relates to the way in which subjeatthdrawals are handled for analysiadis a
particular issue if withdrawals differ systematically between comparison arms

Inaccurate estimate of treatment effect which could lea
to incorrect conclusions of interventions or treatments.

Selection bias

Method of selecting participants for the study results in either the baseline character
having systematic differences between comparison groups or argmesentativestudy
sample of the target population is collected.

Results of the study anengeneralizable

Performance
bias

Occursif the intervention deliveryfollow up careor other contributing factors diffefor
certain patients and is a particular isstben overall patients in one group receive a
higher standard of treatment than those in the other group).

Inaccurate estimate of treatment effect which could lea
to incorrect conclusions of interventions or treatments.

Detection bias

When researchersollecting follow up data know thieeatment allocation of the
participant and the data collected is affected by this knowledge which tends to be a
particular problem if the outcomes involve subjective evalvasi

Inaccurate estimate of treatment effecthich could lead
to incorrect conclusions of interventions or treatments.

Reporting bias

Occurs from the way in which authors report their study findings in a less honest wa
supports a certainiew point.

Summarie®f results of the study publicaths may be
inaccurate and conclusions drawn of the intervention
effect may be distorted.
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Appendix2: Table of outcome measure details

of life.

1td ~Z%}}E]
Z FE 00 VS][-

by summing individua

components.

scale indicates a
better quality of life

Scoring
Outcome Definition Number : . Final L Subscales Missing value rules
measure of items Items scored on Scoringcalculation score Score direction
range
QCPR Assess 14 items | 5-point Likertscale. | Final score calculated| 14to 70 | Higher score Warmth None.
caregiving 1-A ~Zd}S$ oo C| by summing items. indicates better Items; 1, 4, 5, 6,
relationship. PE-4d}sS oo( perceived 7,9, 12,14
PE [- relationship
Conflict &
Corflict subscale criticism
items scored in Items;
reverse. 2,3,8,10,11,13
QoL-AD Assess quality | 13 items | 4-point Likertscale | Finalscore calculated | 13 to 52| Higher score on None. Up to two missing

items are replaced by
the remaining mean
Scores.
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Appendix 3Completion rates for raw scoresaftcome measures.

Researcher Attendance Followp 1 Researcher Attendance Folloup 2
Number of Baseline Follow-up 1 Baseline Follow-up 2
missing items . . Two Three Two Three
9 Total Same Different Total Same Different Total Same Different Different Total Same Different Different
PwD QCPR
None 308 149 159 293 138 155 308 108 124 76 288 98 114 76
1-13 18 9 9 27 16 10 18 9 3 6 22 10 9 3
All (14) 4 2 2 10 6 4 4 1 2 1 20 10 6 1
PwD QoEAD
None 274 127 147 250 113 137 274 92 223 70 238 79 95 64
*1-2 43 23 20 59 32 27 43 17 25 12 54 20 23 11
3-12 11 9 2 15 11 4 11 9 3 1 20 11 5 4
All (13) 2 1 1 6 4 2 2 1 1 0 18 8 6 4
Carer QCPR
None 321 156 165 312 149 163 321 115 128 78 321 117 126 78
1-13 9 5 4 15 11 4 9 3 1 5 9 1 3 5
All (14) 0 0 0 3 0 3 0 0 0 0 0 0 0 0
O=Carer proxy QGAD
None 308 149 159 304 147 157 308 108 127 73 300 108 117 75
*1-2 18 8 10 19 10 9 18 7 2 9 29 10 12 7
3-12 4 3 1 4 1 3 4 3 0 1 1 0 0 1
All (13) 0 0 0 3 2 1 0 0 0 0 0 0 0 0

*Indicates that the total score will still be calculated for those participants according to the measures missing data rule.
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Appendixd: List of assumption checks and methods to evaluate-fests, ANOVAs

W E-}v[e }EE®& OW]}E}Vv[e <<} ] 5]}V

Assumption | Check

Independent samples-test and ANOVA

1. You have one dependent variable that is Sudy design /( e*pU%S]}v } ev

measured at the continuous level

different testis required.

2.

You have onéndependent variable that
consists of two categoricaihdependent groups

Study design /( **pU%S]}Vv } ev
different test is required.

3. You should have independence of observatiq¢ Study design /( **puU%S]}v } ev

different test is equired.

4. There should be no significant outliers in the| Box plots for the idependentvariableon
two groups of your independent variable in | the outcome measures at each level of th
terms of the dependent variable independent factor

5. Your dependent variable should be Normality QQ plotsof the dependent
approximately normally distributed for each | variableat each level of the independent
group of the independent variable variable

6. You have homogeneity of variances (i.e., thg Pis greater than 0.05 assumption holdsd
variane is equal in each group of your the assumed equalariances results ar
independent variable) reported.

Pisless than M5the assumption is
Allo & v 8§Z Z eepu v
A E]lv [ E spode EsthandE 3
the Welch test resultfor ANOVASs.

W Ee}v[e }EE o0 S]}v

1. Your two variables should be measured (
a continuous scale

Study design /( e*puU%S]}v } ev
different test is required.

2. Your two continuous variables should be | Study dsign- /( **puU%eS]}v } v
paired, which means that each case has | different test is required.
two values: one for each variable.

3. There needs to be lnear Scatterplot of the two variables
relationship between the two variables.

4. There should be no significant outliers. | Scatterplot of the two variables

5. Thereshould be bivariate normality Normality QQ plots of the variables

Chai square Test of independence
1. You have two nominal variables. Study design /( **HU%S]}Vv } ev
different test is required.

2. You should hee independence of Study design /( **HU%S]}Vv } ev
observations. different test is required.

3. You must have data obtained with cress | Study desigRn /( **puU%S]}v } ov

sectional sampling

different test is required.

4. All cells should have expectedunts

greater than or equal to five.

Cross tabulation table
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Appendbd: Results from Ttests, ANOVAs, Pearson's correlation and Pearsorss|(Eire tess

Table 1.T-test and ANOVAfdhe researcher attendance and researcher gender attendance

Researcher Attendance at Folleup 1

Outcome One Researcher Two Researchers Mean Difference (95% T- test (df),
Measure N Mean (SD) N Mean (SD) Cl) Significance
t(291) = 0.22
PwD QCPR 138 58.2(6.82) 155 58.1 (6.45) 0.17 ¢1.35, 1.70) D=082
PwD QoEAD 145 36.8(6.11) 164 37.2 (5.36) -0.39 (1.68, 0.89) t(387:) 3_25'561
Carer QCPR 149 53.0(9.29) 163 54.2 (8.37) -1.22 €3.19, 0.75) t(B;O:) ;;‘222
Carerproxy } t(321) =0.43
QoL-AD 157 30.9(6.31) 166 31.2 (6.18) 0.30 €1.67, 1.07) b =067
Researcher Attendance at Folloup 2
Outcome One Researcher Two Researchers Three Researchers F test (df),
Measure N Mean (SD) N Mean (SD) N Mean (SD) Significance
PwD QCPR 98 57.4 (6.41) 114 56.7 (6.09) 76 58.2 (7.05) F(2,§8:5()) :271'309
PWD QOLAD 99 355(5.48) 118 37.2 (5.05) 75 365 (6.03) F(Z'Sigg) 292'403
Carer QCPR 117 52.2(9.97) 126 53.0 (9.47) 78 54.6 (8.98) F(2§1:8(2 ;31.479
Carer proxy F(2,326) = 0.875
QoL-AD 118 29.7 (5.90) 129 30.7 (6.40) 82 30.1 (5.72) 0 =042
Researcher Gender Attendance at Follay 1
out Same Researcher Different Researcher Different Researchers E test (df
M‘é;;;?g (same gender) Same gender Different genders Si (r?i\?icgn)c’e
N Mean (SD) N Mean (SD) N Mean (SD) g
PwD QCPR 138 58.2 (6.82) 107 59.0 (6.33) 44 56.0 (6.22) F(2*,|§8=62) 22'28
PwD QoEAD 145 36.8(6.11) 114 37.0 (5.75) 46 37.6 (4.40) F(2b3:O€)7:20.33
Carer QCPR 149 53.0 (9.29) 112 53.3 (8.73) 47 56.5 (7.30) F(2*,p3250) 552'96
Carer proxy F(2, 316) = 4.40
QoL-AD 157 30.9(6.31) 115 30.3 (5.98) 47 33.5(6.28) *p = 0.01
Researcher Gender Attendance at Follay 2
Two different All three different Different researchers
SameResearcher
Outcome (same gender) researchers researchers (2 0r3) F test (df),
Measure 9 Same gender Same gender Different genders Significance
Mean (SD) N Mean (SD) N Mean (SD) N Mean (SD)
PwD QCPR 57.4 (6.41) 72 57.3(5.91) 52 58.3 (5.74) 63 56.4 (7.78) F(3'p25é)5:10'78
PWD QOEAD 355(5.48) 73 37.7(511) 51  359(590) 66  36.8 (5.41) F(3;pzf%) 552'58
Carer QCPR 117 52.1(9.97) 78 52.8(9.13) 55 54.2 (8.81) 67 53.8(9.96) F(3b3_1§)5=20.75
Carer proxy F(3, 321) =0.82
QoL-AD 118 29.7(5.90) 81 30.0(6.15) 57 30.1 (5.56) 69 31.1(6.23) 0 = 0.49

*Significant at the 0.05 level. **Significant at the 0.01 level.
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Table2: T-test results orGender Marital Status and allocation for thgarticipant and carer data

Follow-up 1 Follow-up 2
Gender Female Male Mean Difference| T-test (df), Fem'\jle Male Mean Difference (95% T- test (df),
N Mean(SD)i N Mean (SD) (95% CI) Significance | N (gg;‘ N Mean (SD) Cl) Significance
58.1 58.1 £(209) = 0.01 57.2 sk =
PwD QCPR 141 (6.56) 151 6.71) 0.01 ¢1.52, 1.54) 0 =0.99 138 (6.52) 149 57.5(6.45)i -0.25(1.75, 1.26) ; (1.3(’)275
37.8 36.4 1.315 (0.04, | t(306) =2.03 36.9 : t(289) = 1.32
PwD QoEAD 148 (5.43) 160 (5.92) 2.59) D = *0.04 138 (5.37) 153 36.0(5.57)i 0.850(-0.42, 2.12) 0=019
t(318) =-
52.2 56.5 -4.33 ¢6.37,- | t(309) =4.17 51.9 i i
Carer QCPR 208 gg5) 193 (11 2.28) p=+<001 | 224 (963 | 106 S6(888) -3.65(585-149) ) :3;2:0 o1
30.3 32.6 -2.28 ¢3.71,- | t(320) =-3.13 29.5 1(326) =
Carer proxy QolAD 215 (6.35) 107 (5.74) 0.85) D = *<0.01 221 (5.93) 107 31.7 (6.5) -2.28 €3.66,-0.89) , :3;2:3 o1
55.5 51.7 t(301) = 3.83 54.5 t(318) = 2.59
PwDgender on carer QCPR| 156 (7.92) 155 (9.32) 3.76 (1.83, 5.69) D = *<0.01 158 (9.06) 162 51.8(9.82) 2.74 (0.66, 4.81) *p = 0.01
PwD gender on carer proxy 31.5 30.7 1(320) =1.14 30.4 t(326) = 0.68
QoL-AD 159 (5.99) 163 (6.47) 0.79 ¢€0.57, 2.16) D =026 161 (6.13) 167 30.0(5.99) 0.48 ¢0.86, 1.77) b= 0.50
Follow-up 1 Follow-up 2
Spousal Non-Spousal . Spousal Non-Spousal . o
Marital Status Mean Difference! T-test (df), Mean Difference (95% T-test (df),
N Mean(SD)i N  Mean (SD) (95% ClI) Significance| N Mean (SD); N Mean (SD) Cl) Significance
58.3 57.7 0.63 €1.15, 2.40); t(289) =0.69| 214 57.4 73 57.2 0.24 ¢1.49,1.97) t(285) = 0.28
PwD QCPR 219 6790 | 2 (6.18) b =0.50 (6.59) (6.18) 0=0.78
37.2 36.9 0.31¢1.16, 1.77); t(305) =0.41| 218 36.6 72 36.0 0.65 ¢0.81, 2.11) t(288) = 0.88
PWD QOEAD 228 575 | 0 (559 D= 0.68 (5.62) (5.0) 0=0.38
53.7 53.4 0.30 ¢2.81, 3.42); t(307) =0.19| 282 53.0 36 53.9 -0.97 ¢4.31, 2.37) | t(316)=-0.57
Carer QCPR 214 g88) | >  (3.36) b= 0.85 (9.49) (10.48) 0 =057
-1.40 (3.57, _ 289 30.1 36 31.0(7.83)] -0.82¢2.94,1.29) t(323) =
31.0 32.4 t(317) =-1.27
Carer proxy QolAD 283 (6.01) 36 (7.83) 0.77) b =021 (5.83) (1.77
p=0.44
Follow-up 1 Follow-up 2
Allocation RYCT TAU Mean Difference! T-test (df), RYCT TAU Mean Difference T- test (df),
N Mean (SD); N Mean (SD) (95% CI) Significance| N  Mean (SD); N Mean (SD) (95% ClI) Significance
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58.4 57.7 t(291) = 0.95 57.5 t(286) = 0.61
PwD QCPR 172 (6.45) 121 (6.85) 0.75 (0.8, 2.29) 0 =034 166 (6.28) 122 57.0(6.74); 0.47 ¢1.05, 1.99) b= 0.54
37.1 36.9 t(307) = 0.31 36.8 t(290) = 1.31
PwD QoAD 183 (5.75) 126 (5.69) 0.20 ¢1.10, 1.51) b=0.76 171 (5.58) 121 35.9(5.32) 0.85 €0.43, 2.13) 0=0.19
] T(310) = t(319) =
Carer QCPR 182 (220'2) 130 (2442) 1'6(? 3(3).59, 157 | 185 (237'2) 136 53.2(9.28)] -0.15 (2.28, 1.97) 0.14
' ' ' P=0.11 ' p =0.89
i T(321) = 1(327) =
Carer proxy QolAD 189 30.6 134 31.7 1.16 €2.54, 1.65 191 29.8 138 30.7 (6.31); -0.89 (2.22, 0.44) 1.32
(5.93) (6.61) 0.22) - (5.86) -
p=0.10 p=0.19
*Significant at the 0.0%evel. **Significant at the 0.01 level
Table3: ANOVA conducted on Wave at follays 1 and followup 2 on the participant and carer data
Wave Wave 1 Wave 2 Wave 3 Wave 4 Wave 5 F test (df),
! ! Significance
Outcome Measure N Mean (SD) N Mean (SD) N Mean (SD) N Mean (SD) N Mean (SD)
Follow-up 1
PwD QCPR 94 57.0 (5.98) 70 59.0 (6.81) 78 58.7 (6.78) 46 58.7 (7.31) 5 54.2 (2.59) F(4|52§%) 1:61'67
PwD QotAD 89 36.6 (5.21) 70 37.8 (5.39) 80 35.8 (6.08) 48 36.4 (5.36) 5 38.6 (2.70) F4'§i7()) ;30'51
CarerQCPR 98 53.8 (8.41) 72 53.8 (9.72) 84 53.9 (8.86) 53 52.2 (8.71) 5 55.8 (4.49) F(4£)3S70) 7280'44
Carer proxy QolAD 101 30.7 (5.86) 77 31.0 (6.38) 86 31.4 (6.15) 54 31.1(7.10) 5 32.0 (4.53) F(Afifg ;50'18
Followup 2
PwD QCPR 88 57.1 (6.02) 70 57.7 (6.82) 80 57.6 (5.99) 45 56.9 (7.88) 5 57.2 (3.83) F(4|§,2§38 ;60'16
PwD QotAD 96 37.3(5.92) 77 37.4 (5.37) 81 36.8 (5.91) 50 36.5 (5.85) 5 36.5 (3.07) F(4,;,3348 ;30'32
Carer QCPR 100 52.9 (9.19) 77 53.4 (10.37) 87 54.3 (9.17) 52 50.7 (9.70) 5 54.8 (6.83) F(4|53i%) ;711'298
Carer proxy QotAD 101 30.1 (6.36) 82 29.8 (5.76) 87 30.6 (5.91) 54 29.9 (6.26) 5 33.2(6.14) F(“,ff‘g ;20'53

*Significant at the 0.05 level. **Significant at the 0.01 level.
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Table4: ANOVA conducted on Centre at follap 1 and followrup 2 on the participant and carer data

Centre Follow-up 1
Bangor Bradford Gwent Hull London North| London South| Manchester
F test (df),
Outcome Mean Mean L
Mean Mean Mean Mean Mean N N Significance
Measure (SD) N (SD) N (SD) N (SD) N (SD) N (SD) (SD)
57.4 57.9 60.9 57.7 58.1 57.6 59.0 F(6,286) = 0.62
PWDQCPR (6.15) 43 (7.81) 35 (5.60) 9 (7.26) 45 (7.12) S5 (5.95) 43 (5.92) 63 p=0.71
37.0 34.3 39.0 34.8 36.0 36.2 38.0 F(6,285) = 2.96
PWDQOL-AD (5.17) a1 (5.75) 27 (2.80) 14 (5.32) 45 (5.60) 50 (6.16) 46 (5.00) 63 p =**0.01
Carer QCPR| 51.8 52.8 56.3 55.0 53.1 55.5 53.2 F(6,305) = 1.24
(8.77) 56 (10.37) 36 (8.13) 13 (8.01) 45 (10.1) 56 (7.27) 45 (8.30) 61 p =0.29
Carerproxy | 319 30.0 32.7 32.7 31.2 30.3 30.6 F(6,316) = 1.05¢
QOL-AD 655 ' | 626 8| 613 | 588 | (666) | °°| 628 | 575 | % p =0.39
Follow-up 2
Bangor Bradford Gwent Hull London North| London South| Manchester
Outcome F test (df),
Measure Mean | Mean N | Mean | | Mean . | Mean Mean | | Mean | gjgnificance
(SD) (SD) (SD) (SD) (SD) (SD) (SD)
PWDQCPR | 56.4 55.8 59.7 57.5 58.2 57.8 56.9 F(6,281) = 0.97
©17) | | @e5) | 3| 593 | 685 | 733 | 602 | B3 O p=04s
PWDQoL-AD | 36.4 35.8 40.5 36.4 36.5 37.6 38.0 F(6,302) = 1.75
©80) 2| 92 2| es) | 23 ¥ | 580 | °| 1s ®| 51y %] p=o11
Carer QCPR 50.9 54.3 55.8 52.7 534 55.5 52.2 F(6, 314) = 1.39
(9.90) S7 (11.2) 36 (7.26) 14 (9.67) 46 (9.93) 57 (7.49) 45 (9.37) 66 p=0.22
Carerproxy | 302 29.6 32.1 315 29.4 29.9 30.0 F(6,322) = 0.83
QoLAD | 535) | °7 | 89y | | 662 Y| 557 *®| 628 8| 514) *°| 656 ®| p=055

*Significant at the 0.05 level. **Significant at the 0.01 level.
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Table5: Pearson's correlation eefficient for age on the QCPR and €dl at each time point

Follow-up 1 Follow-up 2
N W &E-} P value N w CE.'}' P value
) (two Correlation )
Correlation ) (two tailed)
tailed)
QCPR |293 001 085 | 288  0.12 0.04
AgeofPwD | 0 aD 300 <0 0.98 | 292 0.02 0.70
Age of QCPR [312  0.10 0.08 | 321 0.06 0.26
Carer Pro’X’DQOL 323 0.16% <0.01 | 329 0.10 0.06
QCPR |[312  -0.01 084 | 321 0.02 0.77
Age of WD Pro’X’DQOL 323 -0.07 020 | 329  -0.14* 0.01
PuD QCPR |[279  0.56* <001 | 272 037 <0.01
baseline | QoLAD |39  (.e6r <0.01 | 283  0.54% <0.01
Carer QCPR |[305 0.75* <001 | 312  0.65* <0.01
: Proxy QoL | 321 - -
baseline AD 0.75 <0.01 325 0.68 <0.01

**Correlation is significant at the 1% level. *Correlatisrsignificant at the 5% level.
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Table7: Pearson's Chéquare test of independence between researcher variahtes categorical factors

Variables Follow-up 1 Follow-up 2
N ChiSquare Value DF P value E u EJ N ChiSquare Value DF P value E u EJ
Researcher attendance
PwD gender 329 0.50 1 0.48 0.04 329 0.57 2 0.75 0.04
Carer gender 329 0.01 1 0.91 <0.01 329 0.47 2 0.79 0.04
PwD Marital Status | 328 0.20 1 0.66 0.03 328 0.31 2 0.86 0.03
Carer Marital 326 0.26 1 0.61 0.03 326 3.46 2 0.18 0.10
Status
Centre 330 **77.15 6 <0.01 0.48 330 **146.17 12 <0.01 0.47
Wave 330 6.54 4 0.16 0.14 330 **19.41 8 0.01 0.17
Allocation 330 0.04 1 0.84 0.01 330 1.64 2 0.44 0.07
Researchegenderattendance
PwD gender 325 0.52 2 0.77 0.04 325 1.98 3 0.57 0.08
Carer gender 325 0.93 2 0.63 0.05 325 0.18 3 0.98 0.02
PwD Marital Status | 324 0.72 2 0.70 0.05 324 1.82 3 0.61 0.08
Carer Marital 322 0.27 2 0.87 0.03 322 7.56 3 0.06 0.15
Status
Centre 326 **158.93 12 <0.01 0.50 326 **235.68 18 <0.01 0.49
Wave 326 **16.78 8 0.03 0.16 326 **83.38 12 <0.01 0.29
Allocation 326 1.93 2 0.38 0.08 326 2.73 3 0.44 0.09

**Sjignificant at the 1% level.
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Appendix6: List of Assumption Checks for ANCOVA model

Assumption

Check

1. You have one dependent
variable that isneasured at
the continuous level.

Sudy design /( e*puU%S]}tv } ev[S Z}oO
analysis model is required.

2. You have one independent
variable that consists of two ol
more categorical, independen|
groups.

Study design /( **pU % S]}Vv
analysis model is required.

} e different o

3. You have one covariate
variable that is measured at
the continuous level

Study design /( e*pU%S]}v } ev[S Z}oO
analysis model is required.

4. You should have independen
of observations

Study design /( e*pu%S]}v } ev[S Z}o
analysis model is required.

5. The covariate should be
linearly related to the
dependent variable at each
level of the independent
variable

Grouped scatterplobf the dependent varible against the
covarate for each level of the independent variable

6. You should have homogeneity
of regression slopes.

Run model including interaction term between covariate
and independent variable. If significant then the assumpt
has been violated.

If data violateghe assumptiorthen include interaction
term in the model and interpret resultonsidering this.

7. Your dependent variable
should be approximately
normally distributed for each
group of the independent
variable

Obtain QQ plots of the model residuals.

ANCOVA models are robust enough to deal with
approximately nomormal datahoweve if plots indicate
data is very nomormal then assumption is violated and
transformations to the data should be applied.

8. There should be
homoscedasticity

Plot of model residuals against the model predicted valug
for each levebf the researcher attenance variable.

If assumption does not holdlansformations to the data
should be applied.

9. There should be homogeneity
of variances

Calculatehe variance ratio of thendependentvariable. A
variance ratio below 2 is sufficient tesume that the
assumption holds.

10. There should be no significant
outliers in the groups of your
independent variable in terms

of the dependent variable

Evaluate the range of the residual scores. Amgrabove or
below 3 are considered outliers.

If assumption is violated outliers can be included or
excluded, however outliers within range should not be
excluded. Transformations may be applied if assumptior
extremely violated.

Source(GraceMartin, 2013)
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Appendix7: Assumption of homogeneity of regression slopes results

Model/ Outcome Covariate Assumption me?
measure Researcher Gender of Researcher in
Attendance analysis  Attendance analysis
Participant QCPR fu| Participant QCPR No tinclude in No tinclude in model
baseline scores model
PwD Age Yes Yes
Participant QotAD | Participant QotAD No tinclude in No tinclude in model
ful baseline scores model
PwD Age Yes Yes
Participant QCPR fu| Participant QCPR No tinclude in No tinclude in model
baseline scores model
PwD Age Yes Yes
Participant QotAD | Participant QotAD Yes Yes
fu2 baseline scores
PwD Age Yes Yes
Carer QCPR ful | Carer QCPR baseling Yes Yes
scores
Carer Age Yes Yes
PwD Age Yes Yes
Carer proxy QolAD | Carer proxy QelAD | Yes Yes
ful baseline scores
Carer Age Yes Yes
PwD Age Yes Yes
Carer QCPR fu2 | Carer QCPR baseling Yes Yes
scores
Carer Age Yes Yes
PwD Age Yes Yes
Carer proxy QolAD | Carer proxyQol-AD | Yes Yes
fu2 baseline scores
Carer Age Yes Yes
PwD Age No tinclude in No tinclude in model
model
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Appendix8: Post hoc pairwise comparistests on Researcher attendance variable for carerAIdL
proxy measure at followp 2.

ADJUSTED RESEARCHER ATTENDANCE
RESEARCH VALUES MSEéAI\rﬂlE RESEARCHER METX\r/uO DIFFERENT MET:NREE DIFFERENT
ATTENDANC N MEAN DIFF EFFECTSIZ " - EFFECTSIZ " EFFECT SIZf
0, 0, 0,
(SE) SIG (95% ClI) SIG (95% ClI) SIG (95% ClI)
QOLAD PROXY AT FOLLOW 2
SAME 114 317 0.79 -0.09 -0.09 0.01
RESEARCHE (0.90) p=0.32 (-0.350.16)| p=0.93 (-0.28, 0.30)
TWO 17 309 -0.79 0.09 -0.88 0.11
DIFFERENT (0.69) | p=0.32 (-0.16, 0.35) p=0.35 (-0.17,0.39)
THREE . 31.8 0.09 -0.01 0.88 -0.11
DIFFERENT (1.01) | p=0.93 (-0.30,0.28)| p=0.35 (-0.39, 0.17)
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AppendiXd: Post hoc pairwise comparison test results conduced on the sensitivity analysis model significant findings for thex edt@atahce variable

RESEARCHER ATTENDANCE AT FU2

OUTCOME A'll'?'II'EESl\Ilzl'DA E,\? C|:_||§ i ADJUSED VALUE| Same researcher Two different Three different
MEASURE FU2 N Mean (SE) | MEAN DIFF EFFECT SI2 MEAN DIFF EFFECT SIZ| MEAN DIFF EFFECT SIZ
SIG (95% CI) SIG (95% CI) SIG (95% Cl)
FOLLOWJP2
0.51 -0.05 -0.41 0.04
SameResearcher| 92 57.9 (1.11) p=064 (0.34,024)| p=076 (-0.26,0.33)
PARTICIPANT . 051 0.05 0.92 0.09
QCPR Two different 94  57.4(0.90) p=064 (:0.24,0.34) 0 =048 (:0.21, 0.38)
. 0.41 -0.04 0.92 -0.09
Three different | 84 58.3(1.24) | 76  (.033,026)| p=048 (-0.38, 0.21)
-1.30 0.17 -0.64 0.08
Same Researcherl 91  36.8 (0.87) p=013 (:0.12, 0.46) b= 0.51 (:0.21, 0.38)
PARTICIPANT , 0. : 21, 0.
. 1.30 -0.17 0.65 -0.08
QOLAD Two different 99 38.1(0.70) p=013 (:0.46,0.12) 0 =047 (:0.36, 0.21)
. 0.64 -0.08 -0.65 0.08
Three different | 90 37.5(088) | 351 (038,021)| p=047 (-0.21, 0.36)
1.12 -0.13 -0.24 0.02
Same Researchern 114  31.8 (0.90) p=017 (:0.39,0.13) p= 0.80 (-0.25,0.29)
CARER . -1.12 0.13 -1.35 0.16
QOLAD PROxY  'Wwodifferent 1111 30.7.00.70) | ) _"5417  (.0.13, 0.39) p= 012 (0.12,0.43)
. 0.24 -0.02 1.35 -0.16
Three different | 95 32.0(092) | ) _"580 (.0.29,025)| p= 012 (-0.43,0.12)
Same Researcher] 113 53.1 (1.47)
CARER QCPR  Two different 107 52.4 (1.15) *n/a
Three different 88 54.5(1.51)

*Pairwise comparisons not carried out as effect was not significant in the model

Pagel370of 143



Appendix 0: Details of researcher genders and number of visits conducted by each

Tablel: Genders of the 43 researchers collecting data for REMElRIEidual and across study

Researcher Number and Overall At each followrup (N = 330)
Gender (N =990) Baseline N  Follow-up 1 Followup 2
N (%) (%) N (%) N (%)
Researcher 1t Female 1 (0.1%) 0 (0) 1 (<1%) 0 (0)
Researcher 2 Female 3 (0.3%) 3 (1%) 0 (0) 0 (0)
Researcher 3 Female 10 (1.0%) 7 (2%) 3 (1%) 0 (0)
Researcher 4 Female 27 (2.7%) 9 (3%) 13 (4%) 5 (2%)
Researcher & Female 1 (0.1%) 0 (0) 0 (0) 1 (<1%)
Researcher & Unknown 2 (0.2%) 1 (<1%) 1 (<1%) 0 (0)
Researcher # Female 7 (0.7%) 1 (<1%) 1 (<1%) 5 (2%)
Researcher & Female 51 (5.2%) 5 (2%) 16 (5%) 30 (9%)
Researcher @ Female 2 (0.2%) 0 (0) 2 (1%) 0 (0)
Researcher 1a Male 37 (3.7%) 0 (0) 11 (3%) 26 (8%)
Researcher 11 Unknown 1 (0.1%) 1 (<1%) 0 (0) 0 (0)
Researcher 12 Female 2 (0.2%) 0 (0) 2 (1%) 0 (0)
Researcher 13 Female 63 (6.4%) 6 (2%) 19 (6%) 38 (12%)
Researcher 14 Female 45 (4.5%) 16 (5%) 14 (4%) 15 (5%)
Researcher 18 Female 14 (1.4%) 12 (4%) 1 (<1%) 1 (<1%)
Researcher 1@ Female 4 (0.4%) 2 (<1%) 0 (0) 2 (1%)
Researcher 1 Female 21 (2.1%) 14 (4%) 7 (2%) 0 (0)
Researcher 18 Female 7 (0.7%) 5 (2%) 1 (<1%) 1 (<1%)
Researcher 19 Female 6 (0.6%) 3 (1%) 3 (1%) 0 (0)
Researcher 2G Female 9 (0.9%) 3 (1%) 3 (1%) 3 (1%)
Researcher 21t Female 3 (0.3%) 3 (1%) 0 (0) 0 (0)
Researcher 22 Female 18 (1.8%) 0 (0) 10 (3%) 8 (2%)
Researcher 23 Female 7 (0.7%) 4 (1%) 3 (1%) 0 (0)
Researcher 24 Female 6 (0.6%) 6 (2%) 0 (0) 0 (0)
Researcher 25 Female 8 (0.8%) 8 (2%) 0 (0) 0 (0)
Researcher 26 Male 79 (8.0%) 20 (6%) 22 (7%) 37 (11%)
Researcher 2 Female 48 (4.8%) 15 (5%) 27 (8%) 6 (2%)
Researcher 28 Female 4 (0.4%) 2 (1%) 2 (1%) 0 (0)
Researcher 29 Male 17 (1.7%) 5 (2%) 12 (4%) 0 (0)
Researcher3 Female 17 (1.7%) 8 (2%) 3 (1%) 6 (2%)
Researcher 31 Male 44 (4.4%) 17 (5%) 16 (5%) 11 (3%)
Researcher 32 Female 2 (0.2%) 0 (0) 2 (1%) 0 (0)
Researcher 33 Male 13 (1.3%) 4 (1%) 2 (1%) 7 (2%)
Researcher 34 Female 13 (1.3%) 7 (2%) 5 (2%) 1 (<1%)
Researcher 3% Male 9 (0.9%) 3 (1%) 3 (1%) 3 (1%)
Researcher 3@ Female 124 (12.5%) 37 (12%) 41 (12%) 46 (14%)
Researcher 371 Female 6 (0.6%) 2 (1%) 2 (1%) 2 (1%)
Researcher 38 Female 113 (11.4%) 48 (15%) 40 (12%) 25 (8%)
Researcher 39 Female 8 (0.8%) 4 (1%) 2 (1%) 2 (1%)
Researcher 4G Unknown 1 (0.1%) 1 (<1%) 0 (0) 0 (0)
Researcher 41 Female 4 (0.4%) 1 (<1%) 0 (0) 3 (1%)
Researcher 42 Female 73 (7.4%) 19 (6%) 23 (7%) 31 (9%)
Researcher 43 Female 60 (6.1%) 28 (9%) 17 (5%) 15 (5%)
TOTAL 990 330 330 330

Pagel38of 143



Table 2:Figures of Gender of researchers across studyatedch visit

Genders of researchers across the study Number of visits conducted by each gender
N (%) N (%)
Overall Baseline Follow-up Follow-up Overall  Baseline Follow-up Follow-up
1 2 1 2

Male  6(14%) 5(14%) 6(18%) 5(18%) 199 (20%) 45 (14%) 64 (19%) 77 (23%)
Female 34(79%) 28(78%) 27(79%) 23(82%) 787 (79%) 282 265 (80%) 253 (77%)

(86%)
Not 3 (7%) 3 (8%) 1(3%) 0 (0%) 4(<1%) 3(<1%) 1 (<1%) 0 (0)
Known
Total 43 36 34 28 990 330 330 330
(100%)  (100%) (100%) (100%) (100%) (100%) (100%) (100%)
Researchefzender Occurrence(N = 330)
At follow-up 1 At follow-up 2
Same gender researchers 279 (85%) 257 (78%)
Different gender researchers 47 (14%) 69 (21%)
Unknown 4 (1%) 4 (1%)
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Appendixl1: Sensitivity Analysiesults

Table 1:ANCOVAensitivityresults for QCPR and QAD PwD data at followp 1 and followup 2

Unknown DE Evalue Significance DE Evalue Significance
Factor assumed (p-value) (p-value)
gender QCPR followup 1 QoL-AD follow-up 1
Outcome MeasureBaseline Female 1 75.20 **<0.01 1 97.56 **<0.01
value Male 1 7427  **<0.01 1 96.94 **<0.01
Age Female 1 0.07 0.78 1 0.96 0.33
Male 1 0.07 0.79 1 0.93 0.34
Gender Female 1 0.93 0.34 1 2.54 0.11
Male 1 0.98 0.32 1 2.49 0.12
Marital status Female 1 0.83 0.36 1 0.11 0.74
Male 1 0.78 0.38 1 0.11 0.74
Centre Female 6 0.47 0.83 6 1.78 0.10
Male 6 0.42 0.87 6 1.80 0.10
Wave Female 4 2.46 *0.05 4 0.56 0.69
Male 4 2.49 *0.04 4 0.54 0.70
Allocation Female 1 0.18 0.67 1 0.68 0.41
Male 1 0.14 0.71 1 0.68 0.41
Centre x_Allocation Female 6 0.16 0.99 6 2.09 0.06
Male 6 0.18 0.98 6 2.09 0.06
Gender of Researcher in Female 2 3.20 *0.05 2 5.48 **<0.01
Attendance (ful) Male 2 3.16 *0.04 2 5.52 **<0.01
Centre x Gender of Researche Female 8 0.49 0.86 9 0.77 0.65
in Attendance (ful) Male 8 0.78 0.87 9 0.76 0.65
Baseline xGender of Female 2 3.11 *0.05 2 4.83 **0.01
Researcher in Attendancful)  Male 2 3.11 *0.05 2 4.86 *+0.01
. Female 242 262
Error (SS Within) Male 249 262
QCPR followup 2 QoL-AD followup 2
Measure Baseline value Female 1 48.34  **<0.01 1 93.59 **<0.01
Male 1 4786  **<0.01 1 93.02 **<0.01
Age Female 1 3.94 *0.05 1 0.26 0.61
Male 1 3.82 *0.05 1 0.27 0.60
Gender Female 1 0.005 0.94 1 0.19 0.66
Male 1 0.005 0.94 1 0.15 0.70
Marital status Female 1 0.19 0.50 1 0.70 0.40
Male 1 0.15 0.70 1 0.53 0.47
Centre Female 6 0.48 0.83 6 2.38 *0.03
Male 6 0.44 0.85 6 2.08 0.06
Wave Female 4 0.41 0.80 4 0.64 0.63
Male 4 0.42 0.79 4 0.70 0.59
Allocation Female 1 0.30 0.59 1 0.13 0.72
Male 1 0.28 0.60 1 0.15 0.70
Centre x Allocation Female 6 0.80 0.57 6 0.68 0.67
Male 6 0.81 0.57 6 0.67 0.67
Gender of Researcher in Female 2 3.97 *0.02 2 1.17 0.31
Attendance (fu2) Male 2 3.91 *0.02 2 0.64 0.53
Centre x Gender of Researche Female 9 1.69 0.09 9 0.87 0.53
in Attendance (fu2) Male 10 1.52 0.13 10 0.85 0.59
Female 2 3.71 *0.03 - - -
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Gender of Researcher in

* - - -
Attendance (fu2)x baseline Male 2 3.70 0.03
s Female 235 247
Error (SS Within) Male 34 "

*Significant at the 0.05 level. **Significant at the 0.01 level.

Table 2:Adjusted means fogender ofresearcheiin attendance groups from PwD ANCOVA

sensitivitymodel
ADJUSTED VALUES AT FOLUBW
ASSUMED : .
OUTOME Same Researcher Different Researchers Different Researchers
RESEARCHE! i

MEASURE GENDER Same gender Same gender Different gender
N Mean (SE) N Mean (SE) N Mean (SE)
Female 132 58.0(0.96) 101 589(1.15) 43 55.4 (1.02)

QCPRul

Male 132 58.0(0.96) 101 58.8(1.16) 43 55.5 (1.03)
QOLAD Female 136 37.1(0.65) 115 37.8(0.82) 46 38.3 (1.26)
FUL Male 136 37.1(0.65) 115 37.7(0.82) 46  38.4(1.26)
TOME ASSUMED Same Researcher Different Researchers Different Researchers

I\C/I)EASURE RESEARCHEI} Same gender Same gender Different gender
GENDER N Mean (SE) N Mean (SE) N Mean (SE)
QCPR Female 92 58.0(1.10) 115 57.7(1.03) 63 55.2 (1.04)
FU2 Male 92 58.1(1.10) 115 57.6(1.04) 63  55.1(1.47)
QOLAD Female 91 36.6 (0.86) 122 37.6(0.77) 67 37.6 (0.80)
FU2 Male 91 36.6(0.86) 122 37.6(0.77) 67 37.4(1.14)
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Table 3:ANCOVAensitivitymodel results focarerQCPR andarer proxyQolL-AD at followup 1 and
follow-up 2

Unknown DE Evalue Significance DE  FEvalue Significance
Factor assumed (p-value) (p-value)
gender QCPR followup 1 Qol-AD followup 1
Outcome Measure Baselir Female 1 286.4 **<0.01 1 325.42 **<0.01
value Male 1 287.19 **<0.01 1 322.89 **<0.01
PWD Age Female 1 0.11 0.74 1 0.43 0.51
Male 1 0.09 0.77 1 0.52 0.47
Carer Gender Female 1 1.09 0.30 1 0.10 0.76
Male 1 1.12 0.29 1 0.11 0.74
Carer Age Female 1 0.07 0.79 1 0.01 0.98
Male 1 0.06 0.81 1 0.01 0.95
PWD Gender Female 1 472 *0.03 1 0.34 0.56
Male 1 4.86 *0.03 1 0.24 0.62
Marital status Female 1 4.62 *0.03 1 0.81 0.37
Male 1 4.65 *0.03 1 0.83 0.36
Centre Female 6 0.80 0.57 6 0.93 0.48
Male 6 0.80 0.57 6 0.93 0.48
Wave Female 4 0.72 0.58 4 1.09 0.36
Male 4 0.74 0.57 4 1.08 0.37
Allocation Female 1 3.89 *0.05 1 2.24 0.14
Male 1 3.96 *0.05 1 2.07 0.15
. Female 6 1.48 0.19 6 2.05 0.06
Centre x Allocation
Male 6 1.47 0.19 6 2.22 *0.04
Gender of Researcher in Female 2 0.44 0.65 2 1.97 0.14
Attendance (ful) Male 2 0.41 0.67 2 2.06 0.13
Centre xGender of Female 9 1.35 0.21 9 0.79 0.63
Researcher in Attendance e 9 140 0.19 9 082 0.60
(ful)
_ Female 266 281
Error (SS Within) Male 266 281
QCPR followup 2 QoL-AD followup 2
Outcome Measure Baselir Female 1 191.09 **<0.01 1 207.88 **<0.01
value Male 1 190.44 **<0.01 1 210.19 **<0.01
PWD Age Female 1 0.91 0.34 1 0.08 0.77
Male 1 1.24 0.27 1 0.32 0.57
Carer Gender Female 1 0.61 0.44 1 2.71 0.10
Male 1 0.77 0.38 1 3.55 0.06
Carer Age Female 1 1.74 0.19 1 0.83 0.36
Male 1 2.28 0.13 1 1.67 0.20
Female 1 0.01 0.93 1 0.56 0.46
PwD Gender Male 1 005 0.82 1 0.89 0.35
Marital status Female 1 0.01 0.96 1 0.77 0.38
Male 1 0.02 0.89 1 0.30 0.58
Centre Female 6 1.23 0.28 6 2.06 0.06
Male 6 1.23 0.29 6 3.58 **0.01
Wave Female 4 0.36 0.84 4 0.97 0.43
Male 4 0.47 0.76 4 1.02 0.40
Allocation Female 1 0.06 0.81 1 0.58 0.45
Male 1 0.05 0.83 1 0.70 0.40
Centre x Allocation Female 6 1.11 0.36 6 0.49 0.81
Male 6 1.10 0.36 6 0.58 0.75
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Gender of Researcher in Female 2 0.35 0.71 2 4.18 *0.02
Attendance (fu2) Male 2 0.38 0.68 2 3.98 *0.02
Centre xGender of Female 10 1.27 0.25 10 1.24 0.26
Reseamhffru'zn) Attendance ) 1o 10 1.26 025 10  2.10 *0.03
PwD Age XGender of Female - - - 2 3.79 *0.02
Researcher in Attendance Male - - - 2 3.93 *0.02

i Female 272 282

Error (SS Within) Male 279 582

Table 4:Adjusted means fogender ofresearcheiin attendance groups frorsarerANCOVA
sensitivitymodel

ADJUSTED VALUES AT FOLUOW

OUTOME ASSUMED Same Researcher Different Researchers Different
MEASURE RESEARCHE Same gender Same gender Researchers
GENDER g g Different gender
N Mean (SE) N Mean (SE) N Mean (SE)
Female 145 52.6 (0.99) 108 51.8(1.11) 48 52.5(1.78)
QCPRul
Male 145 52.6 (0.99) 108 51.8(1.11) 48 52.5(1.78)
QOL-AD Female 153 31.9(0.67) 115 30.6 (0.76) 48 31.6(1.23)
FU1 Male 153  31.9(0.67) 115 30.5(0.75) 48 31.6(1.22)
. Different
ASSUMED Same Researcher Different Researchers
OUTOME Researchers
MEASURE RESEARCHE Same gender Same gender Different gender
GENDER N  Mean(SE) N  Mean(SE) N  Mean (SE)
QCPR Female 113 53.3(1.46) 127 52.2(1.28) 68 52.0(1.92)
FU2 Male 113  53.2(1.46) 126  52.1(1.28) 69 52.5(1.58)
QOL-AD Female 114 31.9(0.90) 136 30.6 (0.78) 70 31.3(1.18)
FU2 Male 114 31.8(0.88) 135 30.5(0.77) 71 32.9(0.95)
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