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Taking taxonomy seriously in Linguistics: intelligibility as a criterion of demarcation between languages and dialects.

Abstract

In Linguistics, a principled definition of what constitutes a ‘language’ in opposition to a ‘dialect’ has been notoriously elusive. The intelligibility criterion, possibly the only criterion that could form the basis of such definition, has often been considered inadequate, leading to the widespread conclusion that languages may not be linguistically definable objects at all (e.g. Chambers and Trudgill, 1996).

This paper reconsiders some of the objections typically raised against the intelligibility criterion and argues that one of these objections — namely that intelligibility is a scale to which no meaningfully discernible segmentation may be applied — can be formulated as a testable empirical claim. Three experiments are then presented with the explicit aim to test this claim.

Results indicate that, contrary to what has been frequently claimed, the intelligibility scale does allow for potentially meaningful segmentation, providing empirical evidence in favour of adopting intelligibility as an empirically sound criterion of demarcation for the identification of languages and dialects.
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1. Introduction

A systematic taxonomy of a discipline’s objects of inquiry is at the basis of scientific enterprises (see for example Feigelson, 2012, on astronomy; Gupta, 2007, on genetics; Hospenthal & Rinaldi, 2007, on diagnostic medicine; Wheeler, 2004, on biology). Similarly, many areas within linguistics depend on a definition of the concept “language” as the basis for their field of inquiry, language enumeration being perhaps the most obvious example. We can only count the languages of the world and – by extension – the languages of Asia, Africa, or the number of endangered languages in Europe if we have some criteria for identifying the entity “language”, particularly in opposition to and distinguished from that of (its) “dialects” (e.g. Moseley, 2008). While the dependence of inquiry upon taxonomic classification may not be so straightforward in all linguistic sub-disciplines, examples of such dependence abound. Studies on bi- and multi-lingualism, for instance, often necessitate a definition of “language”, as the question of who speaks two or more languages can only be answered (and, arguably, fully addressed) if we can identify what qualify as “two or more languages”, a concept that ultimately relies on defining the entity “language” (for an overview of how defining “language” affects multilingualism research, see Kemp, 2009). Similarly, identification and understanding of language contact phenomena is predicated on knowledge of what constitutes two or more languages being in contact as opposed to “just […] dialect mixture” (Appel & Muysken, 2005:3. See also Thomason, 2001). The study of linguistic rights is perhaps even more desperately dependent on identifying what qualifies as a “language”. As Dunbar put it:

“While language is referred to in many international instruments, none address the fundamental question of what constitutes a language, of what forms of expression are entitled to protection” (2001: 96. Emphasis mine. See also Kibbee, 1998; Tulloch, 2006).

Dunbar’s point echoes a view that is widespread in the sciences, namely that taxonomic and classificatory understanding is fundamental particularly – though not exclusively – to the development of conservation efforts (e.g. Lyal et al., 2008; Mace, 2004; Peterson, 2006; Wheeler, 2004; among many others). Despite this, a definition of “language” - particularly in opposition to that of “dialect” - has been elusive, and an increasing number of language researchers have accepted that “[l]inguists have failed to determine criteria by which languages can be distinguished from dialects” (Fasold, 2005:1. See also De Swaan, 1991; Romaine, 2000, inter alia). It is probably this perceived failure that has led to a tendency for linguists to avoid the question altogether, with a general “linguists’ refusal to address the language-dialect business head on” (Nunberg, 1997:675. For examples of this avoidance...
strategy, see Benincà & Price, 2000; Comrie, 2009; Posner, 1996). Despite its elusiveness, however, an objective definition has often been seen as a desideratum at least since Kloss (1967), who suggested that it was possible to define “language” as a dialect cluster that forms a “linguistic unit” (1967:29) which he calls a language by Abstand, definable independently of socio-political bias, and thus separately from what he called “sociological” entities, namely languages by Ausbau. More recently, Salminen (2007) pointed out the possibility of a definition entirely based on the structural properties of a language as opposed to the mere ideological construction and socio-political achievements of its speakers (for an overview of the pitfalls of a purely sociological / socio-political definition, see Author, 2014).

As Salminen (2007) put it:

“While there certainly are borderline cases, not least in Europe, it is usually quite easy to say which linguistic isoglosses amount to language boundaries and which do not, and the truly problematic cases are better regarded as challenges rather than obstacles” (2007: 211).

The same similar stance is taken by the Ethnologue (Lewis, Simons, & Fennig, 2014) and by the Encyclopedia of the World’s Endangered Languages (Moseley, 2008), which put structural-linguistic considerations at the centre of their classifications. A perhaps more developed version of this position, factoring in the communicative properties of language, is found in Dixon (1997):

“[O]nce political considerations are firmly discarded, it is generally not a difficult matter to decide whether one is dealing with one language or with more than one in a given situation.” (1997: 7).

On this basis, Dixon calls upon the concept of intelligibility as a criterion of demarcation for the term “language” in a “linguistic sense” (1997: 7), stating that “two forms of speech which are mutually intelligible are regarded as dialects of one language” (1997: 7).

These authors are not alone in regarding intelligibility as the criterion of demarcation between “languages” and “dialects”. There is at least one discipline within linguistics which rests rather heavily on the concept of (loss of) intelligibility. In historical linguistics, languages are often said to be formed through the process of “dialect split”, which is defined as the process through which “[d]ialects, as they diverge more and more in the course of time, cease to be mutually intelligible and rank as separate languages” (Greenberg, 1971: 176.

See also Hawkins, 2009; Jochnowitz, 2013; Kalyan & Francois, 2019). Similarly, the concept of intelligibility is relied upon in defining pidginisation (e.g. Trudgill, 1996), as well as successful attainment in second language learning where intelligibility levels, both measured and perceived, have been repeatedly shown to be of fundamental importance, to the extent
that “that intelligibility is a crucial concept in communication […] is not disputed” (Rajadurai, 2007: 89. See also Iwashita et al, 2008; Sewell, 2010).

However, the idea of intelligibility as a criterion of demarcation is not without problems. Firstly, despite the optimistic views quoted above from Dixon’s (1997) and Salminen’s (2007) work, linguistics still lacks an empirically grounded proposal for the implementation of the intelligibility criterion. Secondly, the idea that the intelligibility criterion can be implemented at all has been questioned, and negative conclusions have often been drawn. The next section will demonstrate that these conclusions may have been too hasty and possibly due to a conceptual misunderstanding. The remainder of the paper is then dedicated to a set of empirical studies which show evidence that the intelligibility criterion can indeed function as an objective criterion of demarcation for an empirically grounded taxonomy of languages and dialects.

2. The intelligibility criterion: a workable solution?

When considering intelligibility as a criterion of demarcation, scholars have often raised two main objections. The first, which we may call the “political objection”, is exemplified in the following quote by Chambers and Trudgill (1998: 3-4. See also Comrie, 2009; Janson, 2011; Lepschy, 2002; among many others, A similar stance is subsequently taken in Dunbar,

“if we consider, first, the Scandinavian languages, we observe that Norwegian, Swedish and Danish are usually considered to be different languages. Unfortunately for our [intelligibility] definition, though, they are mutually intelligible.”

This purported objection is so taken for granted that it is invariably repeated and conceded in linguistics textbooks (e.g. Fromkin, Rodman, & Hyams, 2013) as well as in any of the relatively few reviews that discuss the dialect/language distinction (e.g. Pereltsvaig, 2017; Siegel, 2010; Stavans & Hoffmann, 2015; Wei, 2000; Woll, Sutton-Spence, & Elton, 2001).

However, as pointed out in Author (2014), the objection is misguided, as it requires that we collapse the two concepts of Abstand language and Ausbau language into a single, generic and unidimensional concept. As soon as we follow Kloss’ (1967) insight in considering

---

1 For reasons of space, the concept of intelligibility will be considered on its own, and without addressing issues of “mutuality”. However, see Hammarström (2008) and Schuppert (2011) for a rebuttal of the objections typically raised against the mutual component of the intelligibility criterion.

2 There are in fact three typical objections, the third one being that of “variety chains”. I will not discuss this here, however, as it has been exhaustively addressed by others (Hammarström 2008; Author, 2014).

3 Unless the question is carefully avoided altogether, e.g. Yule 2014.
Abstand languages and Ausbau languages as separate entities identifiable by separate sets of criteria and for different purposes, then the apparent contradiction melts away. This is because the purported objection tacitly demands that there be an absolute correspondence between two distinct sets of entities, namely structural linguistic systems (Abstand languages), and socio-political constructions (Ausbau languages). Such demand for correspondence is fallacious. It is analogous to demanding that we reject the political scientists’ definition of “republic” on the basis that it forces us to classify the Democratic People’s Republic of Korea as a non-republic, a result that is in clear conflict with the country’s official name as well as the belief of a number of its inhabitants. A cursory look at the political science literature is enough to show that such demand would be absurd. Political scientists have no qualms about stating that the Democratic People’s Republic of Korea is a “dictatorship” (e.g. Jeong & Kim, 2016: 21), and “neither democratic, for the people, nor a republic” (Tan, 2016: 162), regardless of the country’s official name or the government’s insistence to the contrary. This is of course positive, as it is neither necessary nor indeed desirable to require that taxonomic categorisations resulting from objective, replicable measurements correspond to official government positions or to socially shared beliefs (see Ammon, 1989 for a similar point with regard to linguistics in particular). The “political objection” is therefore invalid as it rests on the conflation of two ontologically distinct concepts. Accordingly, if it turns out that the intelligibility criterion can be implemented, there will be no contradiction in stating that varieties X and Y are dialects of one Abstand language, even though they may have reached high levels of social construction such that they are commonly perceived to be or officially acclaimed as different languages, and may thus be classed as two Ausbau languages in sociologically oriented analyses. The second common objection is based on the concept of “degree”. As Hudson (1996) put it:

“[…] intelligibility is a matter of degree, ranging from total intelligibility down to total unintelligibility. How high up this scale do two varieties need to be in order to count as members of the same language? This is clearly a question which is best avoided, rather than answered, since any answer must be arbitrary.”

(1996: 35, emphasis original).

The position exemplified in the quote above is widespread even today (e.g. Kauffeld, 2016; Kurpaska, 2019; Pereltsvaig, 2017), and it is essentially based on the idea that a linear scale does not involve any objectively identifiable threshold(s) and can therefore only be divided arbitrarily, supposedly leading to the conclusion that any attempts at divisions are therefore
Leaving aside philosophical questions as to whether dividing scales is an *a priori* futile enterprise\(^4\), the position exemplified in Hudson’s quote is far from being the foregone conclusion it is often claimed to be, chiefly because it does not take into account important developments in intelligibility studies since the work of Smith (1982) and Munro and Derwing (1995a) (for more recent developments, see Hilton, Gooskens, & Schüppert, 2013; Kachru, 2008. See Sewell, 2010 for an overview). Specifically, for the “degree” problem to be considered fatal, one needs to rely on a unidimensional view of intelligibility both as a generic term for “understanding” and as a simple linear scale that runs from 0 (totally unintelligible) to 100 (totally intelligible) with no empirically identifiable thresholds. However, if we follow intelligibility researchers (e.g. Bamgbose, 1998; Smith, 1982; Smith and Nelson, 1985; Jenkins, 2000; among others) in breaking the process down into *comprehensibility* (recognising an utterance) and *intelligibility* (successfully retrieving the propositional content encoded in the utterance), it can no longer be maintained *a priori* that all and any ranges across the intelligibility scale will be equal, and thus that any partitioning of the scale will inevitably be arbitrary. It is at least possible in principle that, below a certain intelligibility level, hearers fail to decode messages with any reliability, perhaps even with no more reliability than if intelligibility were at 0%. If such cases exist, then we would be faced with instances in which it would make no taxonomical sense to classify the speaker’s variety as belonging to “the same language” as the hearer’s, since speaker and hearer fail to achieve communication through linguistic means. In other words, the linguistic code that the speaker utilises when building his/her utterances is unknown to the hearer to such an extent that the hearer is either (i) unable to decode those utterances or (ii) ends up with an output that does not match the intended message (see also Malmberg, 2012, on this point). Both scenarios (i) and (ii) lead to failure in retrieving the intended message from the phonetic stimuli produced by the speaker. In these cases, the speaker and hearer must necessarily be considered users of separate linguistic systems (i.e. separate Abstand languages)\(^5\).

Further, it is also possible in principle that, below a certain intelligibility level, hearers feel that the variety being spoken to them is too different from their own variety for successful communication to be considered possible or achievable. This would be where the hearer perceives the process of decoding the speaker’s variety as excessively arduous and the speaker’s variety as potentially beyond comprehension. While this measurement relies on more “subjective” metrics (e.g. Saunders & Cienkowski, 2002), it would also give us some

---

\(^4\) But see examples of how it has helped researchers in education (Le, Loll, & Pinkwart, 2013), agriculture (Peterson, Wysocki, & Harsh, 2001), psychiatry (Linscott & Van Os, 2010) to cite but a few.

\(^5\) Here I am referring to the varieties being measured. It is of course possible that speaker and hearer share some other language in which they can communicate successfully, as in the case of multilingualism.
indication of a level beyond which it would be at least dubious to classify the speaker’s variety as belonging to “the same language” as the hearer’s.

Therefore, taking a multidimensional view of intelligibility allows us to ask the following questions:

1. do speakers feel unable to retrieve the propositional content of utterances if the intelligibility level falls below a certain point on the intelligibility scale?

2. is there a point along the intelligibility scale (0%-100%) beyond which speech becomes so poorly intelligible that it can no longer be said to “form part of a message”? (Sewell, 2010: 258).

A positive answer to the first question would give us evidence of a non-arbitrary threshold of minimal comprehensibility along the intelligibility scale. While intelligibility itself would remain measurable on a linear scale, the interaction between intelligibility and the comprehensibility levels that derive from it would indicate a possible intelligibility threshold, casting doubt on the idea that the concept of intelligibility is linear in nature, i.e. the idea that any point on the intelligibility scale is equal to any other point, a property which is necessarily true, for example, of mathematical scales. Similarly, a positive answer to the second question would give us evidence that, while intelligibility levels are measurable on a linear scale, intelligibility is not itself a linear concept, as not all points along the intelligibility scale would qualify as equal. In either case, a positive answer would provide evidence against the widely held assumption that intelligibility is simply a “matter of degree” with “no clear-cut” segmentation (Comrie, 2009: 3). Conversely, if the answer to the second question turns out to be negative, i.e. we find that intelligibility simply decreases in a steadily incremental manner, we would have empirical evidence that intelligibility is potentially a linear measure without any discernible segmentation and is therefore likely unusable as a criterion of demarcation between languages and dialects, as previously assumed. Likewise, if it turns out that comprehensibility decreases linearly at a comparable rate as intelligibility levels decrease, then the conclusions drawn from the “degree” argument would have empirical confirmation that intelligibility is indeed a linear concept with no identifiable comprehensibility thresholds.

The present series of experiments investigated these issues by adapting and extending three paradigms, originally devised by Kalikow et al. (1977), Munro and Derwing (1995a, 1995b) and Anderson-Hsieh and Koehler (1998) for intelligibility scores, comprehensibility scores and listening comprehension respectively.

---

6 Equating the intelligibility scale to mathematical scales is presumably at the origin of the degree objection, though no explicit reference has ever been made to this as far as I am aware.
3. Experiment I

The first experiment addresses research question 1, namely whether speakers feel unable to retrieve the propositional content of utterances once intelligibility levels fall below a certain point on the intelligibility scale. The view that intelligibility is “just a scale” without any empirically identifiable thresholds predicts that comprehensibility will simply decrease at the same rate as intelligibility, with no degree of intelligibility having any more or less of an impact on comprehensibility than any other degree, as dictated by the concept of scale. Experiment I was designed to test this prediction by testing for a potential interaction effect between comprehensibility and intelligibility, thus also investigating the possibility of a non-arbitrary threshold of minimal comprehensibility along the intelligibility scale. In order to achieve this, two sets of scores were obtained in this experiment: a functional intelligibility score and a comprehensibility score (sometimes also called intelligibility “judgement” or “opinion” score, e.g. Tang & van Heuven, 2009), which were then tested for interaction via an analysis of variance.

3.1 Method

Intelligibility scores were obtained as percentages of correct responses to sentence stimuli. The sentences were selected from the ‘high predictability’ list originally developed for English by Kalikow et al. (1977) and more recently shown to be an accurate measure of intelligibility across related varieties (Author, 2014; Tang and van Heuven, 2009; Wang, 2007). Comprehensibility scores were obtained following conventional methodology in comprehensibility studies (Derwing & Munro, 2009; Isaacs & Thomson, 2013; Sheppard et al., 2017; as originally developed by Munro and Derwing 1995a, 1995b), whereby stimulus sentences are scored on a 9-point Likert scale. Each participant was asked to assign a value by circling the number they felt was most reflective of the effort involved in retrieving the message, with 1 indicating “very easy to understand” and 9 indicating “impossible to understand”.

3.2 Participants

Forty-two British undergraduates (11 M – 31 F) between the ages of 18 and 23 took part in the experiment in partial fulfilment of a course requirement. All participants were studying at a UK university, and they were screened for linguistic background to ensure that only monolingual English speakers with little or no knowledge of a second language were included.
3.3 Materials

3.3.1 Stimuli

Both intelligibility scores and comprehensibility scores were obtained as responses to auditory stimuli. To produce the auditory stimuli, 34 sentences were randomly selected from the high-predictability sentence lists of the intelligibility test developed by Kalikow et al. (1977). These include declarative SVO sentences, imperatives, and passives, all with a prepositional adjunct, as in the following examples:

1a. Declarative  He caught the fish in his net
1b. Imperative  Keep your broken arm in a sling
1c. Passive  Her hair was tied with a blue bow

In this test, listeners are requested to write down the final word (i.e. the target) of each sentence they hear. These sentences are classed as high predictability because they provide contextual information leading up to the target word, thus linking target recognition to the overall understanding of the sentence (the underlined word is the target):

2. He caught the fish in his net

All sentences had a total length of between six and eight words and between 17 and 22 phones.

The initial 34 sentences were recorded in a soundproof booth by a female speaker of Standard British English with a mild Northern English accent. The speaker was a trained linguist and was instructed to keep pace and intonation constant throughout the recordings. The 34 sentences were then manipulated electronically to produce four sets of stimuli (A, B, C, and D), each containing the same 34 sentences but with varying levels of phonetic distance and thus decreased intelligibility (for the link between phonetic distance and intelligibility see for example Gooskens, 2007). For set A, each of the 34 sentences had two phones replaced. For instance, for the sentence in the example in (2) above, the first phone in “fish” (i.e. the fricative [f]) was replaced with [v], while the third phone in “net” (i.e. the plosive [t]) was replaced with [θ]. The segmental positions to be manipulated were selected randomly, while the replacement sound was chosen based on plausible but unattested historical changes, namely changes that could have happened in the development of some English dialect (as indicated by attested Indo-European processes reported for example in Ringe, 2017; Ringe & Taylor, 2014) but that are actually unattested in any currently living dialect of English. For instance, in the example above, the change in manner of articulation
from the plosive [t] to the fricative [θ] reflects a plausible though unattested case of word-final lenition. All changes involved one feature dimension, namely either place, manner, or voicing for consonants and either height, backness or roundness for vowels. In keeping with research arguing that “phonetic sensitivity” (Nerbonne & Heeringa, 2010:553) needs to be incorporated into considerations of phonetic distance by keeping consonants and vowels distinct in order to achieve a “linguistically responsible” process of phone substitution (Nerbonne, Colen, Gooskens, Kleiweg, and Leinonen, 2011: 73), sound replacements always involved substituting vowels for vowels and consonants for consonants. Note that the same premise also follows from the concept of “plausible but unattested historical changes” described above, as historical changes tend to affect consonants and vowels differently.

For the remaining sets of stimuli, each had one more phone manipulated per sentence in the manner describe above, so that each sentence in set B had a total of three phones replaced (the same two phones as in set A plus an additional one), while sentences in set C had a total of four phones replaced and those in set D a total of five. This corresponded approximately to 10% of the total phones being manipulated for the sentences in set A, 15% for set B, 20% for set C and 25% for set D.

Four sets of stimuli were therefore produced, each of which exemplified a possible but non-existent dialect of English with varying degrees of phonetic distance. This ensured that all participants were being tested on a linguistic variety to which they had no previous exposure, following a similar logic to non-word tasks, which involve possible but non-existent words in order to avoid the confound of previous exposure (e.g. Gathercole et al., 1994). By analogy with the term “non-word” (which refers to a possible but non-existent word) we might call this possible but non-existent dialect a “non-dialect”. For the comprehensibility scores, using “non-dialect” stimuli may also minimise potential attitudinal effects whereby participants might otherwise provide overly low or overly high ratings to the auditory stimuli due to the social preconceptions associated with a specific, familiar dialect (e.g. Smith & Bailey, 1980).

3.3.2 Design
Four separate lists were generated using a Latin square design. Each list contained 32 test sentences preceded by two practice sentences (T = 34), and with a 5.0 second pause in between each sentence. The 32 test sentences comprised of eight test sentences for each condition (A, B, C, D), with each condition varying in phonetic distance as described above (i.e. A=10%, B=15%, C=20%, D=25%). Each participant was randomly assigned to one of the four lists.
3.3.4 Procedure

Participants heard the stimuli through high-fidelity Sennheiser-HD201 headphones. They were instructed to provide two responses immediately after hearing each sentence. First, to write down what they thought the final word of the sentence was (i.e. the target), and then assign a perceived comprehensibility rating to the sentence. They were specifically asked to assign this rating with the whole sentence in mind, not just the final word. Participants took part in the experiment in individual sessions, in a quiet room.

3.4 Results

Inter-rater agreement for comprehensibility judgements was measured using Intra-Class Correlation Coefficient. The average measure ICC was .827 with a 95% confidence interval from .642 to .908 (F(23,69) = 5.208, p < .001), showing consistency across participants’ rating of the stimuli. Mean comprehensibility ratings were therefore computed for each condition.

To test the hypothesis that comprehensibility ratings decrease at the same rate as intelligibility scores, a two-way repeated measure multivariate analysis of variance (MANOVA) was conducted. This enabled the evaluation of changes across measurement types (i.e. comprehensibility ratings vs intelligibility scores) over increases in phonetic distance (i.e. across 10%, 15%, 20% and 25% phonetic distance). The results show a statistically significant interaction between phonetic distance and test type (with Huynh-Feldt correction, F(2.6, 106.72) = 15.51, p < .001, ηp² = .274), revealing that the rate of decrease differs across measurement types, with comprehensibility ratings decreasing less rapidly than intelligibility scores.

Post-hoc paired-samples t-tests were performed on the log-transformed data to compare intelligibility scores and comprehensibility ratings at each level of phonetic distance. Results revealed a statistically significant difference only at 25% phonetic distance (t(41) = -6.796, p < .001), while no significant difference emerged at 10% and 15% phonetic distance (p > .409). Significance was approached at 20% phonetic distance (p = 0.056). Furthermore, the effect size for 25% phonetic distance (d = 1.048) exceeds Cohen’s (1988) convention for a large effect.
Figure 1: comparison between intelligibility scores and mean comprehensibility ratings across the four conditions.

In keeping with the literature on the relationship between intelligibility and phonetic distance (Gooskens, 2007; Gooskens, Heeringa, & Beijering, 2008; Speelman, Impe, & Geeraerts, 2014; Yang, 2012; among others), results also showed a main effect for phonetic distance (with Huynh-Feldt correction, $F(2.37, 97.14) = 253.57, p < .001$, $\eta^2_p = .86$), confirming that increasing phonetic distance predictably decreased intelligibility scores.

3.5 Discussion

Experiment I aimed to address the following research question: “do speakers feel unable to retrieve the propositional content of utterances if the intelligibility level falls below a certain point on the intelligibility scale?”

In order to address this question, the experiment tested whether comprehensibility ratings and intelligibility scores decrease at the same rate, as predicted by the view that intelligibility is “just a scale” with no identifiable thresholds. Results showed that the two variables decrease at statistically significantly different rates, providing empirical evidence against the widely held view that intelligibility is a linear measure without any discernible segmentation. However, the manner in which the two measures differ is somewhat surprising. As suggested by the research question, in case of a different rate of decrease between the two measures, a potential outcome could have been the decrease of
comprehensibility over and above what can be accounted for by decreased intelligibility,
thereby suggesting that listeners feel unable to retrieve the propositional content of
utterances once the intelligibility level falls below a certain point on the intelligibility scale.
However, results showed that the difference between the two measures is due to
comprehensibility decreasing less rapidly, not more rapidly, than intelligibility. This suggests
that far from feeling unable to retrieve the propositional content of utterances, listeners
actually become unable to reliably estimate how little they do understand, thus rating
sentences as relatively easily comprehensible while at the same time failing to successfully
retrieve their propositional content. While these results reveal a state of affairs that diverges
from what research question 1 suggested, they nevertheless provide counterevidence to the
assumption that all points on the intelligibility scale are equal, while also providing some
evidence of a comprehensibility threshold along the intelligibility scale. Specifically, the
results show that listeners’ reliability decreases more rapidly from the 20% decay mark,
where intelligibility falls below 70%. Interestingly, this matches several suggestions from
various disciplines where the figures of 70% and 75% have often been proposed as potential
thresholds of minimally acceptable intelligibility (e.g. Aniansson & Peterson, 1983; Casad,
1974; Moore, 1989; Wang et al., 2012).
Moreover, the magnitude of this overestimation increases as intelligibility decreases,
suggesting that the less intelligible an utterance becomes, the more listeners become unable
to reliably judge its degree of comprehensibility. We can therefore conclude that while we
have not found a threshold of minimal comprehensibility, we have nevertheless identified a
potential threshold along the intelligibility scale, albeit in the form of reliable
comprehensibility ratings.

Note that, while intelligibility was manipulated by increasing phonetic distance, this is
not to claim that intelligibility may only be affected by phonetics. It is indeed the case that
intelligibility is affected by lexical, syntactic and/or morphological differences (e.g. Gooskens,
Heeringa, & Beijering, 2008). However, recall that the aim of this study was to test the
prediction that comprehensibility will decrease at the same rate as intelligibility. To this end,
the reasons why intelligibility may have decreased is tangential to the aims of the study. The
finding from Experiment I, namely that intelligibility and comprehensibility do not decrease at
the same rate, constitutes evidence against the claim that intelligibility is "just a scale" with
no empirically identifiable thresholds. Such evidence stands regardless of how intelligibility
happened to decrease, as the core point here is that its rate of decrease differed from that of
comprehensibility.
3.6 Testing the concept of “intelligibility threshold”

The next set of experiments addresses research question 2, namely whether there is an identifiable point along the intelligibility scale beyond which speech becomes so poorly intelligible that it can no longer be said to “form part of a message” (Sewell, 2010: 258), suggesting that the hearer’s decoding system and the speaker’s encoding system are too dissimilar to be considered part of the same Abstand languages. Specifically, Experiment II investigates the possibility that – below a certain intelligibility level – hearers may fail to be able to decode messages beyond chance levels, which is the same level at which we would expect speakers of two unintelligible languages to perform.

Experiment II approaches this issue from the perspective of single sentences, investigating at what point the hearer can no longer reliably decode the message encoded in a sentence (in the absence of non-linguistic cues), while Experiment III approaches the issue from the perspective of a longer communicative piece, where issues of short-term-memory and broader contextual information are also at play.

4. Experiment II

4.1 Method

A forced-choice procedure was used for this experiment, where participants were asked to judge whether a spoken sentence matched an accompanying picture. The sentences were selected from the same list as in Experiment I above (i.e. from Kalikow et al. 1977), following the same procedure detailed in Experiment I.

Each participant could only judge each sentence-picture pair as either a match or a mismatch, and the participant’s score consisted of the total number of correctly identified matches (see below for details). In keeping with the force-choice paradigm, participants were not allowed the option of skipping an item.

4.2 Participants

Sixty-one adult speakers of British English (25 M – 36 F) between the ages of 18 and 40 were included in the experiment. A further three participants were tested but excluded from the analysis due to being fluent bilinguals. Participants were recruited through social media, and they were screened for linguistic background to ensure that only monolingual English speakers with little or no knowledge of a second language were included.
4.3 Materials

Materials included auditory and visual stimuli. The auditory stimuli were produced following the same procedure detailed in Experiment I. A total of 32 sentences were recorded by the same female speaker of Standard British English who produced the auditory stimuli for Experiment I. The 32 sentences were then manipulated electronically to produce four sets of stimuli (A, B, C, and D) with varying levels of phonetic distance and thus decreased intelligibility, in the same manner detailed in Experiment I.

The visual stimuli consisted of 32 pictures. Half of these pictures (N=16) matched one of the 16 stimulus sentences and formed the test items (i.e. matching sentence-picture pairs). These test items all consisted of matching sentence-picture pairs due to the fact that the aim of the experiment was to investigate how reliably participants could retrieve the message from the stimulus sentences, a result that only successful identification of a matched sentence-picture pair could indicate. The participant’s score consisted of the total number of correctly identified matches. Each correctly identified match was assigned a score of 1, allowing for a maximum score of 4 per condition (16 test sentences / 4 conditions). Incorrect responses were scored as 0.

The remaining 16 pictures did not match any of the stimulus sentences. These formed the foil items (i.e. mismatching sentence-picture pairs) which introduced mismatches into the task to avoid response set effects. The pictures were all in colour and were made using open source clipart and a picture editing software.

![Figure 2: example of visual stimulus (match stimulus for the sentence "He caught the fish in his net").](image)
Figure 3: example of visual stimulus (mismatch stimulus for the sentence “They marched to the beat of the drum”).

4.3.1 Design

Four separate lists were generated using a Latin square design. Each list contained 16 test items (matching picture-sentence pairs) and 16 foil items (mismatching picture-sentence pairs) preceded by two practice items (T = 34). The 16 test items comprised of four test sentences for each condition (A, B, C, D), with each condition varying in phonetic distance as described above (i.e. A=10%, B=15%, C=20%, D=25%). Each participant was randomly assigned to one of the four lists.

4.3.2 Procedure

Participants accessed the experiment through online software (www.gorilla.sc. See Anwyl-Irvine et al, 2019) via a personal computer or laptop. Upon accepting to take part in the experiment, each participant was instructed to connect a set of headphones before agreeing to move on to the next screen. The next screen described the task to participants, as follows:

Picture Matching Task
In this task you will hear some sentences accompanied by a picture. Each sentence contains sounds that have been manipulated in order to reduce intelligibility. For each sentence-picture pair, your task is to click the smiley face ☺ if you think that the sentence matches the picture, and the frowney face ☹ if you think that the sentence does not match the picture.

You might find that some sentences are unintelligible, in which case you can take a guess. You will only be allowed to listen to each sentence once.
The task will take approximately five minutes to complete.
Participants would then need to click a button labelled “I’m ready” to begin the task.

4.4 Results

A Friedman test revealed a statistically significant difference between the four conditions ($\chi^2(3) = 84.132, p < 0.001$). Follow-up Wilcoxon’s signed ranks tests with Bonferroni correction ($p <= .016$) determined that there was a statistically significant difference between performance in conditions B and C ($Z = -1.807, p = .004$) and in conditions C and D ($p < .001$), but no significant difference between performance in conditions A and B ($p = .059$).

![Figure 4: comparison of forced-choice scores across the four conditions.](image)

A binomial test indicated that the proportion of correctly identified matches in Condition D (.49) did not differ significantly from chance (.50), $p > .999$ (2-sided).

4.5 Discussion

Experiment II investigated the possibility that - below a certain intelligibility level - hearers may consistently fail to decode messages beyond chance levels, thus casting doubt on the widespread assumption that intelligibility is simply a linear scale with no useful or even interesting thresholds across it. The experiment addressed the question of whether there is a
point along the intelligibility scale beyond which speech becomes so poorly intelligible that it can no longer be said to form part of a message, and specifically whether participants would be able to correctly identify sentence-picture matches where the sentences had been manipulated to gradually increase phonetic distance and thus decrease intelligibility. Results show that once phonetic distance reaches 25%, participants can no longer retrieve the intended message beyond chance level. In other words, reducing phonetic distance by 25% does not simply have a negative effect on listeners’ ability to retrieve information. The 25% threshold leads to a performance that is no different from a situation where phonetic distance between speakers’ variety and listeners’ variety is 100%, as listeners would also be able to perform at chance level in a task where their variety is maximally different from the speakers’. These results cast serious doubt on the widespread a priori assumptions that (i) intelligibility cannot involve any objectively identifiable thresholds (e.g. Kauffeld, 2016; Pereltsvaig, 2017), (ii) that – due to the fact that intelligibility is a linear scale - nothing may be gained by investigating its partitioning (e.g. Hudson 1996), and (iii) that any partitioning of such scale can only be done arbitrarily (e.g. Wei, 2000).

Firstly, we now have empirical evidence that, although measurable on a linear scale, intelligibility does not behave in the manner expected of a linear notion where each point on its scale is equivalent to any other point. Experiment II has shown that reducing intelligibility by the equivalent of 15% phonetic distance does not significantly impair listeners’ ability to decode a message more than when phonetic distance is at 10%. Once the distance goes beyond 15%, however, intelligibility becomes drastically impaired, and when distance reaches 25% listeners’ rates of linguistic decoding drop to chance level. We can therefore conclude that a phonetic distance of between 16% and 25% (or, inversely, phonetic equivalence between 84% and 75%) is the most likely candidate for a threshold of minimal intelligibility. Following the results of Experiment I, this stands between 34% and 71% intelligibility on the sentence-level intelligibility test (see Experiment I for details).

Secondly, Experiment II has shown that, far from being a futile endeavour, investigating the properties of different ranges across the intelligibility scale revealed a range within which proposition retrieval consistently fails, at last at sentence level. While this range remains arguably wide and further research is needed in order to establish a more fine-grained level between the 34% and 71% currently identified, we have nevertheless made progress in addressing the question of “how much distance is enough” before we must necessarily consider two varieties as separate Abstand languages. Furthermore, we now have evidence that when the intelligibility level between two varieties is <=34% it becomes linguistically unsound to suggest that the speaker’s and the hearer’s varieties belong to the
“same language”, as the degree of Abstand between the two varieties is such that sentences uttered in the speaker’s variety cannot be successfully decoded by relying on the hearer’s variety any more than if the hearer relied on a maximally distant Abstand language where phonetic overlap is at 0%.

Thirdly, result from Experiment II provide further evidence to refute the assumption that any partitioning of the intelligibility scale must necessarily be arbitrary. A number of studies have already shown that certain intelligibility levels are more desirable than others in ways that are not only empirically identifiable but that also have predictable consequences in applied domains (see for example Garinther, Whitaker, & Peters, 1995 on intelligibility in military performance; Gordon-Brannan & Hodson, 2000 on intelligibility as a diagnostics in speech and language pathology; Yang & Hodgson, 2006 on intelligibility thresholds in sound-system engineering). What our results have contributed is evidence that intelligibility levels at 34% are insufficient for the successful retrieval of a sentential proposition, and that the minimum level of intelligibility required lies between the rates of 34% and 71%. Insofar as one believes that for the statement “John and Mary speak the same language” to be true it is necessary that John be consistently able to retrieve the propositional content of the sentences spoken by Mary (and vice versa), then we can also conclude that the same range applies to the identification of Abstand languages in linguistic continua.

Besides improving our understanding of our discipline’s object of inquiry, this finding may also be of value to the applied linguist. Indeed, as Leonardi (2016) pointed out, there are several social and educational pitfalls directly linked to the pervasive insistence on favouring Ausbau considerations when classifying varieties that are separated by considerable Abstand, and ignoring Abstand considerations leads to pernicious assumptions about speakers’ “mother tongue” as well as to unnecessarily protracted stages of semilingualism. Following Experiment II, we are now a step closer to defining this hitherto elusive concept of “considerable Abstand”.

However, while Experiment II gives us an indication of the intelligibility range within which proposition retrieval consistently fails at the sentential level, it also raises the question of how operating at this range impairs one’s ability to function socially in a community where a related but different variety is the established Ausbau language. This particular set-up is virtually impossible to test in established linguistic communities because speakers of languages that are related to but different from the established Ausbau language tend to have had considerable amounts of exposure to the Ausbau language in question, virtually by definition. This is where the “non-dialect” paradigm presented in this paper can provide a useful testing ground, as described in the next experiment.
5. Experiment III

Experiment III also addressed the question of whether there is a point along the intelligibility scale beyond which speech becomes so poorly intelligible that it can no longer be said to form part of a message. However, while Experiment II did so from the perspective of single sentences, (i.e. at what point is one no longer reliably receiving the message encoded in a sentential proposition, in the absence of non-linguistic cues?), Experiment III approaches the question from the perspective of a longer communicative piece. More specifically, the question that Experiment III aims to address is the following: how far apart on the intelligibility scale do two varieties need to be in order for speakers of one to be unable to function as communicatively competent in the other? And, by extension, in order for speakers of one variety to be unable to function as communicatively competent members of a speech community where the other variety is the established Ausbau language?

5.1 Method

While communicative competence in everyday exchanges involves a number of contextual as well as linguistic cues (Duran, & Kelly, 1985; Knutson & Posirisuk, 2006), a speaker’s / listener’s communicative competence has been shown to be reliably measured via language tests. For example, the Test of English as a Foreign Language (TOEFL) has been shown to be a highly reliable indicator of learners’ actual communicative competence in ordinary conversation (Bridgeman et al., 2012) having been developed with the specific aim of communicative competence in mind (Carrell, 2007; Taylor & Angelis, 2008).

A modified version of a TOEFL listening comprehension task was therefore used for this experiment. The task was modified in accordance with the “non-dialect” paradigm used in experiments I and II, as detailed in the Materials section below.

TOEFL listening tasks have been selected as a particularly fitting method to address the research question above due to the fact that TOEFL scores have been shown to correspond closely to English language skills required in order to successfully function in higher education (e.g. Powers, 1985; Rosenfeld, Leung, & Oltman, 2001; Sawaki & Nissan, 2009) as well as in professional roles (Farnsworth, 2013; Wagner, 2016). TOEFL scores have also been shown to accurately measure cross-dialectal intelligibility (Kang, Moran & Thomson, 2018) and have been employed widely in the measurement of linguistic variation, particularly phonetic variation (e.g. Kang, Moran & Thomson, 2018; Major et al., 2002; Ockey, Papageorgiou, & French, 2016).

5.2 Participants
A total of 122 British undergraduates (35 M – 87 F) between the ages of 18 and 23 took part in the experiment in partial fulfilment of a course requirement. All participants were studying at a UK university, and they were screened for linguistic background to ensure that only monolingual English speakers with little or no knowledge of a second language were included.

5.3 Materials

5.3.1 Stimuli

Following the procedure employed in the listening section of the TOEFL, the stimuli comprised of a monologic lecture and a set of nine questions designed to test participants’ understanding of the lecture content. In the TOEFL, questions are designed to test for both basic comprehension and pragmatic understanding, including the use of contextual information to draw inference from some of the speaker’s statements.

The lecture transcript consisted of a discussion of bee behaviour, specifically on the characteristics and hypothesised purposes of the “waggle dance”. The total length of the transcript was 719 words. This lecture transcript was first transcribed in IPA, totalling 2418 phones, and then manipulated to produce three lecture stimuli (A, B, C), each with different levels of phonetic distance from the original transcript. For each auditory stimulus, a percentage of the total phones were replaced: 7.5% for stimulus A (N= 189 out of 2418), 12% for stimulus B (N= 283 out of 2418) and 15% for stimulus C (N= 375 out of 2418). This ensured that the stimuli for condition C were comparable to the stimuli in one of the conditions in Experiment I, namely condition B, which also involved substituting 15% of the original phones. However, unlike Experiment I, Experiment III did not include conditions beyond 15% phonetic distance in order to avoid possible floor effects due to the additional complexities of the task at hand and the more significant challenges that longer, more complex clauses pose to working memory recall (e.g. Blauberg & Braine, 1974; Montgomery, 2000).

Following the steps outlined in Experiment I, the segmental position of each phone to be replaced was selected randomly across the transcript, with the exclusion only of a proper name which appeared five times in the text. The replacement sounds were chosen on the basis of the non-dialect procedure defined above, namely by applying plausible but unattested historical changes to each of the randomly selected phones, and by substituting vowels for vowels and consonants for consonants, involving one feature dimension per change (either place, manner, or voicing for consonants and either height, backness or roundness for vowels).

Each modified transcript was subsequently recorded in a soundproof booth by a female speaker of Standard British English with a mild Northern English accent. The
speaker, who had linguistic training and could read the IPA, was coached by two trained assistant researchers who ensured that she pronounced each component phrase and sentence with natural intonation and at a speed comparable to that of recordings used on the TOEFL test (as set out at https://www.ets.org/toefl), changing only the pronunciation of the relevant phones. Each recording totalled between 4min 56sec and 5min 15sec in length.

5.3.2 Procedure

Participants were tested in a classroom environment and allocated to one of three separate groups (one group per condition). The auditory stimuli were played through the classroom speaker system. Following standard practice in TOEFL testing, participants were allowed to take notes during the test, and were asked to wait quietly until everyone had finished before leaving the room.

Each participant was randomly assigned to one of the three groups. Scores were calculated on the nine question items as follows: questions one to seven were assigned 1 point for correct answers and 0 points for incorrect answers, while questions eight and nine were assigned 2 points for correct answers and 0 points for incorrect answers, for a possible total of eleven points per participant. Questions eight and nine were assigned more points in keeping with common practice in the TOEFL Listening test and in TOEFL preparation tests (e.g. https://www.test-guide.com), as correctly answering these questions requires that the listener go beyond basic understanding of the text, collating more than one item of information from the lecture content in order to apply some amount of pragmatic inference.

5.4 Results

A one-way ANOVA revealed a statistically significant difference between groups ($F(2,119) = 9.391, p < .001$). A Tukey post hoc test revealed that test scores were statistically significantly lower at 15% phonetic distance ($M = 5.36$, $SD = 1.92$) compared to 7.5% phonetic distance ($M = 7.05$, $SD = 1.58$, $p < .001$) and to 12% phonetic distance ($M = 6.50$, $SD = 1.79$, $p < .012$), but there was no statistically significant difference between groups at 7.5% and 12% phonetic distance ($p = .351$).
To enable comparison of the participants’ results with average TOEFL scores, we converted mean scores into percentages and subsequently calculated scaled scores corresponding to the TOEFL listening section (following Hicks, 1989). Scaled scores constitute the scores on TOEFL score reports and are the scores on which TOEFL requirements are based (ETS, 1998). Corresponding percentile rank is also presented for comparison (ETS, 2017).

<table>
<thead>
<tr>
<th></th>
<th>Cond A</th>
<th>Cond B</th>
<th>Cond C</th>
</tr>
</thead>
<tbody>
<tr>
<td>% correct answers</td>
<td>78.4%</td>
<td>72.2%</td>
<td>59.7%</td>
</tr>
<tr>
<td>TOEFL raw score equivalent&lt;sup&gt;8&lt;/sup&gt;</td>
<td>27</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>Corresponding TOEFL scaled score</td>
<td>20</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td>Corresponding percentile rank</td>
<td>45</td>
<td>36</td>
<td>18</td>
</tr>
</tbody>
</table>

<sup>8</sup> This is calculated by applying the percentages above to the maximum raw score obtainable on the TOEFL Listening section (i.e. 34), rounded to the nearest integer.

Fig. 5: Participant scores on listening task by condition.
Table 1: participants’ scores in percentages, conversions to scaled scores and corresponding percentile ranks.

As indicated in Table 1, despite the relatively low amount of phonetic distance (as compared to Experiments I and II), participants performed rather poorly on the listening tasks, with condition C (15% phonetic distance) leading to a result that would place participants within the 18th percentile.

5.5 Discussion

Similarly to Experiment II, Experiment III addressed the question of whether there is a point along the intelligibility scale beyond which speech becomes so poorly intelligible that it can no longer be said to form part of a message. However, while Experiment II focused on the sentence level, Experiment III was concerned with a longer communicative piece. In doing so, Experiment III asked a specific, arguably more fine-grained version of the question “how much Abstand is too much”, namely how much Abstand is enough to prevent a listener/speaker from functioning as a communicatively competent member of a speech community. Results showed that, at 15% phonetic distance, participants scored the equivalent of a 13 score on the TOEFL Listening test. This is considerably lower than what is considered a “clearly adequate” (Moglen, 2015: 11) level of language skills necessary for university students (set at between 21 and 25), and lower than what is considered “less than adequate” (i.e. between 16 and 20, Moglen, 2015: 11), as well as being considerably lower than the minimum requirement for admission to undergraduate programmes, e.g. in Canada (Simner & Mitchell, 2007). It is also considerably lower than what is considered “just enough […] to perform the job of an entry-level nurse” (O’neill, Tannenbaum, & Tiffen, 2005: 137) or what is considered acceptable by Irish professional bodies, which require a minimum score of 22 (Merrifield, 2012). This strongly suggests that a 15% phonetic distance is more than enough to render a speaker/listener unable to function as a linguistically competent member of a speech community at an educated and/or professional level. In other words, a 15% phonetic distance may force members of a community into lower social and socioeconomic positions than what they would have otherwise been able to access had the phonetic distance not been as high, an effect potentially comparable to the negative impact that illiteracy has on job opportunities and socioeconomic status (e.g. Messias, 2003). This suggests that the language used in condition C of Experiment III cannot rationally be described as “the same language” as the participants’ mother tongue.

In fact, even at 7.5% phonetic distance, participants could only achieve an equivalent score of 20, which – at best - is at the margins of acceptability for most universities and for
the professional bodies cited above. Among other things, this confirmed that the additional complexities of the task at hand and the more significant challenges that longer, more complex clauses pose to working memory recall (e.g. Blauberg & Braine, 1974; Gooskens, 2013; Montgomery, 2000) lead to performance being highly negatively affected even at lower levels of phonetic distance. At sentence level (i.e. Experiment I) intelligibility becomes seriously impaired from 20% distance onwards, while longer, more demanding structures can lead to poor intelligibility at 7.5% phonetic distance.

In addition, these results provide further empirical evidence that, although measurable on a linear scale, intelligibility does not necessarily have the characteristics of a liner notion, as not all points on its scale are equal. Specifically, reducing intelligibility by the equivalent of 15% phonetic distance impairs listeners’ ability to decode longer, articulated messages to such an extent that they would be unable to function as communicatively competent members of a speech community whose language is 15% phonetically distant from their own. Following the results of Experiment I, this is equivalent to 71% intelligibility on the sentence-level intelligibility test (see Experiment I for details). Once again, this matches suggestions from other disciplines where figures between 70% and 75% intelligibility are often proposed as potential thresholds of minimal acceptability (e.g. Wang et al., 2012).

Furthermore, and in keeping with the results of Experiment II, Experiment III has also shown that investigating the properties of different ranges across the intelligibility scale is far from a futile endeavour (contra e.g. Hudson, 1996). Specifically, the results of Experiment III suggest that maintaining that two varieties at 15% phonetic distance are “the same language” may lead to issues of social injustice in the form of impaired social mobility, strongly suggesting that it is unwise to continue to perpetuate the habit of favouring sociolinguistic notions when defining or identifying “languages” (i.e. the “Ausbau-centrism” of Author, 2014). In fact, the results of Experiment III strongly suggest that favouring Ausbau considerations over Abstand relations can unwittingly lead to “linguistic injustice” (see e.g. Craft et al., 2020 on this notion), with speakers being systematically reported as or expected to be “native” in some Ausbau language, when in fact their actual mother tongue is too phonetically distant from the Ausbau language in question to be rationally considered “the same language”. The result is that these speakers are not communicatively functional in the language that – due to our bias for sociolinguistic considerations over Abstand characteristics – is their supposed mother tongue. For similar reasons, issues of injustice also arise in relation to people who – besides speaking some highly Ausbau-ized language – also speak some other variety classed as a “dialect” of that language on purely Ausbau grounds, and are therefore routinely identified as being “monolingual” despite the fact that
they know and regularly use two Abstand languages, and have likely had to learn as an L2
the language they are supposedly monolingual in (see Leonardi, 2016, for an example).

To reiterate, insofar as one believes that for the statement “John and Mary speak the
same language” to be true it is necessary that John be consistently able to retrieve the
propositional content of the sentences spoken by Mary (and vice versa), the results of
Experiment III show that a 15% phonetic distance is a good indicator that we are dealing
with two Abstand languages, as 15% distance causes John to be unable to function in
Mary’s linguistic community (and vice versa). Failing to consider this indicator may lead to
unwelcome consequences for speakers of related varieties that are taken to belong to the
“same language” purely on Ausbau considerations.

6. Overall Discussion and Tentative Conclusions

Identifying the object of inquiry is an important step in any scientific discipline. In the case of
Linguistics, a definition of this “object” has been rather elusive (e.g. Fasold, 2005), a fact that
has led to the worryingly widespread assumption that languages cannot be defined
linguistically (e.g. Chambers and Trudgill, 1996) with some authors even welcoming the
discipline’s failure to provide a definition as a positive result (e.g. Otheguy, García, & Reid,
2015). Nevertheless, many linguistic subfields continue to depend on or even tacitly assume
some form of definition of “language” as a structural, linguistic object in opposition to that of
(its) “dialects”; language enumeration, multilingualism research, historical linguistics, to
name but a few. This continues to beg the question of what criterion of demarcation could
provide a potential solution to the taxonomical problem or “language” and “dialects”.

In this paper I suggested that the intelligibility criterion is most probably our best
candidate. I argued that one of the typical objections raised against intelligibility (i.e. the
“political” objection) is based on a fallacy and should therefore be abandoned. I then pointed
out that a second objection typically raised against the workability of an intelligibility criterion
(i.e. the “degree” objection) amounts to an empirical claim and that – as such – it is therefore
testable. Specifically, the degree objection states that because intelligibility can be measured
on a scale from 0% to 100%, it automatically follows that no objective threshold can be
identified, presumably because all points on the intelligibility scale must inherently be equal
(a property which is necessarily true of mathematical scales). However, this logical leap is
hardly warranted, given the successes in other disciplines where not only has it been shown
that linear scales can be partitioned in objective and meaningful ways, but also that such
partitioning can lead to a better understanding of a range of phenomena, e.g. in education
(Le, Loll, & Pinkwart, 2013), agriculture (Peterson, Wysocki, & Harsh, 2001), and psychiatry
(Linscott & Van Os, 2010). Even linguistics has had some successes in partitioning scales,
leading to a better understanding of phonological perception, specifically perception of voice onset time and how phonological representations partition an acoustic continuum into discrete categories (Casserly & Pisoni, 2010). In addition, and most importantly for our purposes, such claim has typically been maintained as an a priori truism without any empirical testing to support it. The core aim of this paper was to analyse this claim in more details and then proceed to test it through a series of empirical studies.

The studies presented here addressed two separate yet interconnected questions, namely (1) whether speakers feel unable to retrieve the propositional content of utterances if the intelligibility level falls below a certain point on the intelligibility scale and (2) whether there is an identifiable point along the intelligibility scale beyond which speech becomes so poorly intelligible that listeners can no longer rely on the linguistic knowledge of their own variety as a valid basis for the retrieval of the encoded message.

In relation to question (1), a view that takes intelligibility as being “just a scale” without any empirically identifiable thresholds predicts no interaction effect between intelligibility and comprehensibility, expecting that comprehensibility simply decreases as intelligibility decreases, since all points on the intelligibility scales are assumed to be equal. Contrary to this assumption, Experiment I showed that comprehensibility ratings and intelligibility scores do not decrease at the same rate, providing evidence that intelligibility does allow for potentially meaningful segmentation. However, no evidence was found in support of the idea implicit in question (1), namely that such segmentation would be provided by listeners reporting an inability to retrieve the propositional content of utterances with low intelligibility. Instead, the results showed that — below 70% intelligibility — listeners’ estimation of how much propositional content they were able to retrieve becomes unreliable, consistently rating sentences as comprehensible while actually failing to retrieve their propositional content. This interaction provided quantitative, experimental evidence of a threshold at approximately 70% intelligibility, in line with several theoretical suggestions and some anecdotal evidence from the literature (e.g. Aniansson & Peterson, 1983; Casad, 1974; Moore, 1989; Wang et al., 2012). Interestingly, the degree of overestimation in comprehensibility ratings increases as intelligibility decreases, suggesting that listeners’ inability to reliably judge comprehensibility of an utterance is inversely proportional to the utterance intelligibility. Consequently, we may conclude that while intelligibility itself is by definition measurable on a linear scale, we can nevertheless achieve a meaningful partitioning of the scale based on listeners’ comprehensibility.

In response to question (2), results from both experiments II and III revealed a positive answer, providing evidence that while intelligibility is measurable on a linear scale, the concept of intelligibility is not itself linear, as it is not the case that all points along the intelligibility scale are equal to all other points. Specifically, Experiment II showed that there
is an intelligibility range (i.e. between 34% and 71%) within which listeners consistently fail to
retrieve sentential propositions beyond chance levels. This provides an initial answer to the
question of how much distance is necessary before two varieties must be considered
separate Abstand languages. While further research is necessary to narrow this range
further and address the “how much is enough?” question more precisely, the results of
Experiment II did provide a lower threshold of 34% intelligibility, thus suggesting an initial
answer to a different yet related question, namely: beyond what point is it no longer tenable
to talk of “same language”? Based on the results of Experiment II, future research is likely to
find that this point is above 34% intelligibility.

Looking at the results from Experiment III, it is likely that the threshold of minimal
intelligibility is closer to the upper point of 71% than to 34%. This is because while
Experiment II was concerned with absolute failure to retrieve a propositional content beyond
chance, the aim of Experiment III was to investigate the point beyond which a speaker
cannot function as a successful member of a speech community whose variety is related to
by phonetically distance from his or her own. This threshold would necessarily be higher
than the one in Experiment II, since a speaker can fail to be functional in a speech
community even though s/he is occasionally able to retrieve some propositional content,
albeit not consistently and not always reliably. In this case, we saw that reducing intelligibility
to 71% (i.e. the equivalent of 15% phonetic distance) renders listeners unable to reach the
minimum TOEFL scores necessary to function at a social and professional level
commensurate with their other, non-linguistic skills. Evidence of this comes from the fact that
although participants were all undergraduates at a British university, when tested in a non-
dialect that was only 71% intelligible with standard English, they were unable to meet the
minimum language threshold for admission to undergraduate programmes. Note that
participants received instructions both written and spoken, in standard English, something
which would not have been the case had the non-dialect been the Ausbau-language of the
society in which they were expected to be functioning. This suggests that 71% is likely to be
a conservative threshold.

This is probably the finding with largest scope for applied linguistics, since it relates
to the concept of speakers’ functionality rather than to absolute failure to retrieve
propositional content (the latter being a more extreme measure). Comparing results from
Experiment III to those form Experiment I and to the literature on acceptable TOEFL scores
(e.g. Moglen, 2015, see above for details) we can conclude that, when it comes to
communicative functionality, the intelligibility threshold is firmly between the much narrower
window of 70%-75%.

Given the potential as well as documented challenges facing people who are
constrained to function in a speech community within which their native variety is only
partially reliable for successful communication and linguistic development (e.g. Bulatović, Schüppert, & Gooskens, 2019; Ibrahim & Aharon-Peretz, 2005; Leonardi, 2016; Saiegh-Haddad, 2003, *inter alia*) it seems pernicious to continue to maintain that two groups whose varieties stand at 15% phonetic distance speak “the same language”, or to continue to define “languages” primarily on the basis of ideological construction and socio-political achievements, insisting on Ausbau considerations at the expense of Abstand measurements, as so many linguists have done (e.g. Comrie, 2009; Chambers and Trudgill, 1998; Janson, 2011; among many others).

In conclusion, the studies presented here have provided evidence against the widely held and hitherto untested assumption that intelligibility is simply a “matter of degree” with no clear-cut segmentation (e.g. Comrie, 2009), and revealed that intelligibility can be an empirically sound criterion of demarcation for the identification of languages and dialects. In view of these results, perhaps the time has come to reconsider the possibility that language might be a linguistic object after all.
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