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ABSTRACT

The potential for the use of computer graphics in medicine has been well established. An impor-
tant emerging area is the provision of training tools for interventional radiology (IR) procedures.
These are minimally invasive, targeted treatments performed using imaging for guidance. Train-
ing of the skills required in[[Rlis an apprenticeship which still consists of close supervision using
the model i) see one, ii) do one and iii) teach one. Simulations of guidewire and [catheted in-
sertion for [[R] are already commercially available. However, training of needle guidance using
jultrasound (US)| fluoroscopic orcomputerized tomography (CT){images, the first step in approx-
imately half of all [R] procedures, has been largely overlooked.

This thesis is devoted to the development of novel techniques for the simulation of IRl proce-
dures. The result is the realization of an integrated visual-haptic system, called for
the simulation of[US]guided needle puncture using patient specific data with[3D]textures and vol-
ume haptics. The system is a cost effective training tool, using off-the-shelf components (visual
displays, haptic devices and working stations), that delivers a high fidelity training experience.

We demonstrate that the proxy-based haptic rendering method can be extended to use volumetric
data so that the trainee can feel underlying structures, such as ribs and bones, whilst scanning
the surface of the body with a virtual transducer. A volume haptic model is also proposed
that implements an effective model of needle puncture that can be modulated by using actual
force measurements. A method of approximating [USHike images from data sets is also
described. We also demonstrate how to exploit today’s graphics cards to achieve physically-
based simulation of x-ray images using programming and [3D] texture hardware. We also
demonstrate how to use programming to modify, at interactive framerates, the content of
textures to include the needle shaft and also to artificially add a tissue [[esion] into the dataset
of a specific patient. This enables the clinician to provide students with a wide variety of training
scenarios.

Validation of the simulator is critical to its eventual uptake in a training curriculum and a project
such as this cannot be undertaken without close co-operation with the domain experts. Hence this
project has been undertaken within a multi-disciplinary collaboration involving practising inter-
ventional radiologists and computer scientists of the Collaborators in Radiological Interventional
Virtual Environments (CRaIVE) consortium. The [cognitive task analysis (CTA)|for freechand [US]
guided biopsy performed by our psychologist partners has been extensively used to guide the
design of the simulator. To further ensure that the fidelity of the simulator is at an acceptable
level, clinical validation of the system’s content has been carried out at each development stage.




Abstract iii

In further, objective evaluations, questionnaires were developed to evaluate the features and the
performances of the simulator. These were distributed to trainees and experts at different work-

shops. Many suggestions for improvements were collected and subsequently integrated into the
simulator.



RESUME

Le potentiel de I’informatique graphique (ou infographie) en médecine est désormais bien établi.
Un important domaine qui émerge actuellement est le développement de logiciels d’entrainement
pour les procédures de radiologie interventionnelle (RI). Ces dernieres sont des traitements,
minimalement invasifs, guidés par des images médicales. L’entrainement des compétences re-
quises en RI est un apprentissage qui consiste toujours en la supervision par un expert selon le
modele : 1) observer, ii) reproduire et ii1) montrer. Les simulations de I'insertion de fils guides et
de cathéters pour la RI sont déja disponibles commercialement. Cependant, I’entrainement de la
ponction guidée par des images ultrasoniques, fluoroscopiques ou tomographiques, la premiere
étape d’environ la moitié de toutes les procédures en RI, a largement été oublié.

Cette theése est dévouée au développement de techniques novatrices pour la simulation de
procédures de RI. Le résultat est la réalisation d’un systeéme visuo-haptique intégré, appelé
pour la simulation de ponction guidée par ultrasons en utilisant des données
spécifiques d’un patient avec des textures 3D et un rendu haptique volumique. Le systeme est
abordable financierement, en utilisant des composants disponibles commercialement et relative-
ment bons marchés (dispositif d’affichage, périphériques haptiques et stations de travail), et offre
une expérience d’entrailnement hautement fidele a la réalité.

Nous démontrons que le rendu haptique basé sur la notion de “proxy” peut étre étendu en uti-
lisant des données volumiques de facon a permettre a I’utilisateur de percevoir les structures
internes, telles que les vertebres et les os, pendant qu’il scanne la surface du corps du patient
avec la sonde a ultrasons virtuelle. Un algorithme de rendu haptique volumique implémentant
un modele efficace de ponction et pouvant étre modulé grace des mesures expérimentales est
aussi proposé€. Une méthode pour simuler des images ultrasoniques a partir de données tomo-
graphiques est aussi décrite. Nous démontrons aussi comment exploiter les capacités des cartes
graphiques actuelles pour simuler, selon les lois de la physique, des images fluoroscopiques en
utilisant des textures 3D ainsi que la programmabilité des processeurs graphiques (GPUs). Nous
démontrons aussi comment utiliser la programmabilité des GPUs pour modifier en temps réel le
contenu des textures pour inclure I’aiguille et aussi pour ajouter artificiellement une lésion
des tissues dans les données spécifiques d’un patient. Ceci permet au clinicien de fournir aux
étudients une grande variété de scénarii d’entralnement.

La validation du simulateur est un point critique pour son éventuelle utilisation en formations
hospitalieres. Un projet tel que celui-ci ne peut donc étre réalisé sans une proche collabora-
tion avec les experts médicaux de ce domaine. Ce projet est donc le fruit d’une collaboration
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multidisciplinaire, incluant des radiologistes interventionels et des informaticiens du consor-
tium |Collaborators in Radiological Interventional Virtual Environments (CRalVE)l L’analyse
cognitive de la ponction guidée par ultrasons a été réalisée par nos partenaires psychologistes.
Cette analyse a été utilisée intensivement comme aide au design du simulateur. En addition, pour
s’assurer que le simulateur reproduit la tache a accomplir a un niveau acceptable, la validation
clinique du contenu du systeme a été réalisée a chaque étape du développement. En addition, pour
I’évaluation objective des fonctionnalités et des performances du simulateur, des questionnaires
ont été¢ développés. Ces questionnaires ont €té€ distribués a des €tudiants et des experts en radio-
logie interventionnelle a différents séminaires. De nombreuses suggestions pour I’amélioration
du systeme ont ainsi été collectées et intégrées progressivement dans le simulateur.
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1.1 Context

Over the past three decades computer graphics and visualization have played a growing role in

adding value to a wide variety of medical applications. The earliest examples were reported in the

mid 1970’s when three-dimensional visualizations of computerized tomography (CT)|data were

first reported 06]]. Today, a variety of imaging modalities are in common use by the medical
profession for diagnostic purposes, and these modalities provide a rich source of data for further
processing using computer graphics and visualization techniques, a comprehensive review of
this subject is given in [199]. Applications include medical diagnosis, procedures training, pre-

operative planning, telemedicine and many more [161, 264]. A survey of the current state-of-

the-art focused on [interventional radiology (IR)|can be found in Chapter[3l Indeed, the provision

of training tools for [[R]l procedures is an important emerging area 83]]. Interventional radi-

ologylis a core skill for many minimally invasive procedures that make use of imaging to guide
[catheterk (tubes) and wires through organ systems using a small portal of entry (minimal access)
into the body. As a result, [[Rl techniques generally have less risk, less postoperative pain and
shorter recovery time compared to open surgery. Training of needle puncture guided by imaging
(e.g. lultrasound [122]], [computerized tomography|[121]] or any other imaging modality) using the
[Seldinger technique] - the first step in approximately half of all [[Rl procedures - has been
largely overlooked.

1.2 Hypothesis

Effective training of ultrasound guided needle puncture leads to many challenges. We summarise

these questions, facts and aims with our thesis hypothesis.

A flexible and cost effective integrated visual-haptic system for the simulation of Ultra-
sound Guided Needle Puncture, can be realized using off-the-shelf components (Visual
Displays, Haptic Device and Working Stations), to deliver a high fidelity training expe-

rience.

The [Bangor Image Guided NEedle Puncture SImulator (BIGNePS/)| project is an investigation

of this hypothesis.
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1.3 Scope and Contribution

Given the previous sections, this thesis relates the problems involved in the development of a
cost effective virtual environment for training ultrasound guided needle puncture. It will focus

on the major contribution of this work:

Needle Tracking And Adding Tissue Lesions in 3D Textures We propose a new technique to
update, using the BDl texture corresponding to a patient [CT] volume dataset to track
the needle in realtime (see Section[4.4]for details). For the rendering of ultrasound or x-ray
images, full advantage is taken of texture hardware. It is not possible to update the
content of the 3D texture in realtime to change the [voxell intensities at the needle position
because of the overhead involved in transferring the recalculated data from main memory
to the graphics card. An important new development in graphics programming, however,
is the use of high-level programming languages to take control over critical stages of the
graphics rendering pipeline. Using the new OpenGL Shading Language, it is now possible
to avoid the limitations of the fixed graphics rendering pipeline and to take advantage
of programmable graphics hardware. Using IGLSLI it becomes possible to detect if the
texture coordinates corresponding to each [pixel| of the image to render, computed from the
texture, are being penetrated by the needle. Tissue lesions can also be added at any

position within the patient dataset using a similar technique (see Section [4.3] for details).

Approximating Ultrasound Images We introduce a new graphics rendering pipeline to ap-
proximate in realtime convincing ultrasound images from scanned[CTldata (see Section4.6]
for details). Simulating ultrasound images in realtime is a difficult task because of the
conflicting demands of interactivity and accuracy. Simulators reproducing the physics of
sound waves have been available for decades [108]. Although computer hardware gets
faster, physically-based simulation still remains a demanding task in term of computa-
tional time. Thus such an approach is not adequate for the use in a real-time virtual envi-
ronment for training. A possible alternative approach is to transform data by adding

artefacts characteristic of images, such as acoustic shadowing and sound reflection at

interfaces [267].

X-ray Images Simulation We also propose a volume rendering method to achieve, on the GPU
and in realtime, physically-based simulation of fluoroscopic (i.e. x-ray) images from [CT]

data sets (see Section 4.7). The main approach to guide needles is by using [US] images.

Nevertheless, [luoroscopy| can also be used to guide nephrostomy| needles and [catheterk,
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but then a contrast medium is introduced into the collecting system of the kidney, out-
lining on the fluoroscopic images the fluid filled elements that the needle must be guided
into [248]]. Simulating x-ray images using the physical laws has been being extensively
studied in physics. Real-time performance using geometrical or CAD models can be al-
most achieved when only the attenuation of x-rays is computed, i.e. without taking into
account photons/matter interactions such as absorbed photons or scattered photons. The
physically-based simulation of x-ray images in realtime from volume data sets still remains
a challenge. In this thesis, we demonstrate how to exploit the capability of today’s graphics
cards to efficiently achieve this [266].

US Probe Haptic Model We describe a new hybrid surface/volume haptic rendering to provide
the realistic manipulation of the virtual ultrasound probe by combining the classic proxy-
based algorithm with patient specific datasets to feel internal hard structures,
such as ribs, when scanning the patient’s body (see Section 5.3.1)).

The use of is an important component in providing realistic manipulation of the
virtual tools being used, here a needle and a image probe. The classic proxy-based algo-
rithm is commonly accepted for the haptic rendering of surfaces. In this model, the haptic
device interacts with the surface of a[3Dfobject represented as a triangular polygon mesh.
A small sphere, the virtual proxy, represents the desired position of the device. The proxy
always remains outside of the surface whereas the device can penetrate into the object with
which it is interacting. The surface will constrain the haptic device to reach the proxy. This
model does not natively take into account internal hard structures, such as bony landmarks
in the case of the human body, when scanning the surface. Using the [voxell values in the[CT]
volume dataset, it is possible to adapt the proxy-based algorithm to modify the stiffness of
the scanned object according to the materials directly located below the skin at the contact
with the ultrasound probe. For example, the stiffness will be higher if a rib is just below

the ultrasound probe, lower in the case of fat.

Needle Haptic Rendering We describe a new volume haptic model based on experimental data

to provide the realistic manipulation of the virtual needle (see Section[3.3.2).

Look up tables (LUTSs) containing a sequence of empirically defined values is one ap-
proach that has been applied to needle insertion [79]. Each entry in the [LUT] contains the
force value that is applied once the needle has reached a particular depth. Physically-based
models that take into account the elastostatic properties of tissues under distortion have

also been reported [48] [49]. Recent work has focused on the measurement of forces dur-



Chapter 1. Introduction 5

ing procedural instrumentation of real patients [93]]. The data can be used to create and
validate a haptic model. Our system uses two different haptic models to mimic the needle
manipulation. Before penetrating the skin surface, the classic proxy-based algorithm
can be used, but with different friction parameters to mimic a needle moving over the skin
surface. When the force applied by the needle at the insertion point exceeds a given thresh-
old, the haptic rendering mode is switched to a secondary mode based on Hooke’s law that

allows the needle to penetrate internal tissues [267]].

1.4 List of Publications

Some parts of the work presented in this thesis have been published in the following articles:

1. F. P. Vidal, N. W. John, A. E. Healey, and D. A. Gould. Simulation of Ultrasound Guided
Needle Puncture using Patient Specific Data with 3D Textures and Volume Haptics. Com-
puter Animation and Virtual Worlds, Wiley & Sons, Ltd., to appear, DOI: 10.1002/cav.217

2. F. P. Vidal, N. W. John, and R. M. Guillemot. Interactive Physically-based X-ray Simula-
tion: CPU or GPU? In Proceeding of Medicine Meets Virtual Reality 15 - in vivo, in vitro,
in silico: Designing the Next in Medicine (MMVRI5), poster, Long Beach, California, 6 -
9 February 2007. Volume 125 of Studies in Health Technology and Informatics, 10S Press,
2007, pages 479-481, PMID: 17377331

3. F. P. Vidal, F Bello, K. W. Brodlie, D. A. Gould, N. W. John, R. Phillips, and N. J.
Auvis. Principles and Applications of Computer Graphics in Medicine. Computer Graphics
Forum, Blackwell, 25(1):113-137, 2006, DOI: 10.1111/5.1467-8659.2006.00822.x

4. F. P.Vidal, N. Chalmers, D. A. Gould, A. E. Healey, and N. W. John. Developing a Needle
Guidance Virtual Environment with Patient Specific Data and Force Feedback. In Proceed-
ing of the 19" International Congress and Exhibition of Computer Assisted Radiology and
Surgery (CARS ’05), Berlin, Germany, 22 — 25 June 2005. Volume 1281 of International
Congress Series, Elsevier, 2005, pages 418-423, DOI: 10.1016/5.1cs.2005.03.200

5. E. P.Vidal, F. Bello, K. Brodlie, N. W. John, D. Gould, R. Phillips, and N. Avis. Principles
and Applications of Medical Virtual Environments. In STAR Proceedings of Eurographics
2004 (EG '04), Grenoble, France, 30 August — 3 September 2004, Eurographics Associa-
tion, 2004, pages 1-35.


http://dx.doi.org/10.1002/cav.217
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=pubmed&dopt=Abstract&list_uids=17377331
http://dx.doi.org/10.1111/j.1467-8659.2006.00822.x
http://dx.doi.org/10.1016/j.ics.2005.03.200
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1.5 Outline

This thesis describes research carried out in the field of medical virtual environment, particularly

for ultrasound guided needle puncture in interventional radiology. Chapter 2] gives the medical

context and provides an overview of [interventional radiology| procedures. Chapter 3] provides a

brief overview of the most common medical image modalities. The mathematical and physical

theory underlying ultrasound, x-ray and [computerized tomography|imaging, the modalities of in-

terest in this doctoral study, are also presented. A review of previous work covers developments
of the use of medical visualization and virtual environments, focusing on the techniques applied

and their applications. A detail description of the algorithms implemented using programmable

[eraphics processing unit (GPU)| are given in Chapter Bl It includes i) approximating im-

ages (see Section [L.6)), ii) physically-based simulation of x-ray images from [CT] datasets using
texture hardware (see Section[4.7), iii) updating BDl textures at interactive frame rate to track
the needle’s position and orientation (see Section d.4)), and iv) updating 3Dl textures to add tissue
lesions into the patient’s data (see Section 4.3). The volume haptic models developed to mimic
the virtual needle and the virtual image probe are presented in Chapter[3l It includes i) a hybrid
surface/volume haptic rendering model to mimic an ultrasound transducer (see Section [5.3.1)),
and ii) a volume rendering model to mimic needle puncture (see Section [5.3.2). Chapter [6] de-
scribes the realisation and the results within the simulator of the algorithms presented in the
previous chapters. The last chapter of this thesis discusses the work carried out and provides

some possible directions for further work.
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2.1 Interventional Radiology

finterventional radiology (IR)|is a core skill for many minimally invasive procedures that make

use of imaging to guide (tubes) and wires through organ systems using a small portal
of entry (minimal access) into the body. As a result, [Rltechniques generally have less risk, less
postoperative pain and shorter recovery time compared to open surgery. The picture on page [7]
shows a [catheter being passed over wire into a vessel. In[IR] the practitioner does not look at

his/her hands but at a monitor where images are displayed (see Figure 2.1]).

[Rlis a quite recent speciality founded on a pioneering work by Charles Dotter, a radiologist at the
University of Oregon in Portland, USA, who performed the first “fransluminallangioplasty]” dur-
ing a diagnostic [arteriogram]|in 1964 [52]. Entry to the body is usually by means of the Seldinger
technique: developed by Sven-Ivar Seldinger in 1953 [232]]. This technique was initlially used
only for diagnostic imaging. was then further developed to open up blocked arter-
ies, to treat patients with peripheral vascular disease. The introduction of the [balloonljangioplasty|
[catheted in 1972 by Andreas Gruntzig paved the way for a far less invasive approach than tra-

ditional vascular surgery. Since these early days, [[R] extends to a vast range of imaging guided
procedures which are minimally invasive. Targeted treatments are performed using imaging for
guidance in all organ systems, including the liver, the urinary tract, biliary system, gut and blood
vessels in the field of many different medical and surgical specialities [167]. These procedures

include [angioplasty] lembolisation| [thrombectomy] biopsy, percutaneous biliary

access, aneurysmendograft, [vertebroplastyl [gastrostomy] radiofrequency tumour ablation. Flu-

oroscopic imaging, [ultrasound (US)| or other imaging modalities are used for guidance.
is particularly commonly used for biopsy 1160]] and [nephrostomy| . More recently,
real-time [magnetic resonance imaging (MRI) has also been applied for [[Rl guidance [33]].

2.2 Freehand Ultrasound Guided Needle Puncture

According to Otto, [ultrasound-guided fine-needle abdominal biopsy was first described in
1972 [186]. Matalon and Silver reviewed the use of ultrasound images as a guidance of in-
terventional procedures in the early 90s, and discussed the advantages of [US] guidance over [CT]
guidance [160]). Finally, they explain how to place a needle into a target under[US|guidance using
the freehand technique. More recently, Chapman et al presented the basics of ultrasound guided

puncture, emphasising how to visualize the needle, and particularly directed at anaesthetists and
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intensivists rather than interventional radiologists [33]].

During the project, to identify, describe and detail the whole process of core interventional radiol-

ogy procedures, from the cues perceived, to the cognitive thought processes of decision-making,

to the ensuing physical actions, [cognitive task analysis (CTA)| studies have been performed by

our psychologist partners within the Collaborators in Radiological Interventional Virtual Envi-
ronments (CRaIVE) consortium [41], [123]]. This work includes [CTAl for freehand [ultrasound
guided biopsy [122], and it has been used extensively to guide the design of the simulator de-

scribed in this thesis. An excerpt from this detailed task analysis is included in Appendix [Al

Generally, an important concept of [ultrasound+guided procedures is real-time interaction. To
ensure the correct placement of the needle into the target, the practitioner must establish an inter-
active feedback loop between the real-time[USlimages and the needle placement (see Figure 2.T)).
Figure 2. 2]illustrates a possible placement of the needle for the freehand technique. However,
guided techniques have been reported as being underused because of the lack of understanding
of real-time [ultrasound| images, in particular to locate the position of the needle tip [160, 33].

F1G. 2.1: Interactive feedback loop between the real-time ultrasound images and the needle placement.
Source: Reproduced from [[160], published by the[Radiological Society of North Americd)

Figures[2.4(b)} [2.6(b)} 4.101 |6.8(c)} and [6.8(d)| are examples of actual ultrasound images.
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F1G. 2.2: Placement of the needle using ultrasound guidance and the freehand technique. Image cour-
tesy of Dr Derek A. Gould at Radiology Department, Royal Liverpool Trust.

2.3 Motivations for a Simulator of Ultrasound Guided

Needle Puncture

2.3.1 Current Training Methods

Most of the training of the visual and motor skills required in [[R]is performed as a traditional
apprenticeship, which today still consists of close expert supervision in patients using the model
i) see one, ii) do one and iii) teach one, i.e. the trainee first observes a particular procedure,
then he/she participates more and more under the supervision of the expert, to finally become an

expert who will teach the skill to a new trainee, efc. (see Figure 2.3)).

F1G. 2.3: The Anatomy Lecture of Dr. Nicolaes Tulp, by Rembrandt, 1632.
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2.3.2 Drawback of the Current Training Methods

In apprenticeship training methods, procedures are learnt and skills obtained during practice in
patients. Training in this way may, however, subject patients to increased discomfort, greater risk
of complication, and prolonged procedure times, creating a clinical governance dilemma within
the modern healthcare environment. At the same time, there is limited access to apprenticeship

training in more complex scenarios [212] with inevitable difficulty training in a time efficient

manner [27]].

There is currently a shortage of radiology consultants, and specifically those specialised in

IRl both within and outside the UK. Limitations in the current processes of apprentice-

ship training [55]], together with the introduction of the [Calman system| in the United King-

dom [29, 244, and the implementation of regulatory restrictions on working hours during
training years 47, are driving a need for a fresh approach to teaching clinical skills.

The |Cardiovascular and Interventlonal Radiological Society of Europe (CIRSE), the Soc1ety of
Interventional Radiology (SIR) and the [Radiological Society of North America (RSNA)| recog-

nise the current shortfall in evidence and have recently established individual medical simulation

task forces, and a joint task force. They have set out joint recommendations, also supported by

the [British Society of Interventional Radiologists (BSIR)| on the development and use of medi-

cal simulation to train and assess [[R| [83]. They state that contemporary simulators are suitable
for gaining certain aspects of procedural experience, such as learning the correct sequence of
procedural steps and selection of appropriate tools: many medical errors result from incorrect
procedural sequencing. Whilst acknowledging that this may be beneficial prior to performing
procedures on patients, they caution that the utility of simulators for the acquisition of [catheter
manipulation skills is currently unproven and that experience on a simulator cannot yet be re-
garded as equivalent to training involving performance of actual endovascular procedures in pa-
tients. Test validation is recommended to include content, construct, concurrent, and predictive

validation with the objective of demonstrating transfer of trained skills to procedures in patients.

2.3.3 Current Alternative Training Methods

Current possible training alternatives include various simulations which use mannequins [153]],

animals and computer-based methods . An important emerging area is the provi-

sion of training tools for finterventional radiology| procedures. In using some form of simulation
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to replace patients, computer based simulations of guidewire and [catheter insertion for [[R] are

already available commercially, and the best examples are discussed in Section 3.4

However, training of needle puncture guided by imaging (e.g. [ultrasound , computerized
tomography [[121] or any other imaging modality) using the [Seldinger technique| - the first step

in approximately half of all [[R] procedures - has been largely overlooked. Some hospitals have

adopted ‘low tech’ but reasonable effective home grown solutions [[70} [163]]:

1. The Manchester Royal Infirmary, for example, makes use of a phantom model built from
a plastic box filled with foam into which tube like structures have been hollowed out in
order to represent blood vessels. Water is added to the box, which is then placed into a
microwave oven for several minutes to remove all of the air bubbles. The phantom model
can then be imaged using a conventional ultrasound scanner, and produces images similar
in appearance to the ultrasound images of real patients that the clinician will see in practice
(see Figure 2.4).

(a) The trainee is holding the US probe with his (b) Example of ultrasound image produced.
right hand and inserting the needle using his left
hand.

F1G. 2.4: Home-made simple environment for training needle guidance with ultrasound at the Manch-
ester Royal Infirmary. Images courtesy of Dr Nicholas Chalmers at Manchester Royal Infir-
mary.

2. Figure is another example of home-made mannequin. It was used during an annual
Interventional study day, at the Royal Preston Hospital, to teach IR students how to perform

ultrasound guided puncture. It consists of a plastic box filled with agar. Water is added to
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the box. Finally, olives and grapes are hidden in the box below the agar. They correspond
to targets that trainees will have to puncture.

F1G. 2.5: Home-made mannequin for ultrasound guided needle puncture in use during an Interventional
study day at the Royal Preston Hospital.

3. Figure is an example of the phantom used at the Royal Liverpool UniversitVINational

Health Service Trust for training needle insertion guided by ultrasound. The model is a
cloth sewn positive of a vessel trifurcation filled with low melting point alloy. The cloth is

cut away. The alloy is then sprayed with texoflex. Then, in a water bath, the alloy is melted

away leaving only the texoflex vessel wall. This is then secured in afpolyvinyl chloride/box

and filled with gelatin. Finally latex is place over the top to stop it from drying out.

These three home-made phantom models can be used with a conventional ultrasound scanner,
and produces images similar in appearance to the ultrasound images of patients that the clinician

will see in practice.

Figure 2.7] show proprietary models that use tissue mimics to provide effective simulation of
ultrasound needle guidance, such as synthetic soft tissue models [138], [153]]. However, they are
quite expensive and wear out after multiple needle passes. Moreover, using solutions based on
fixed anatomical models, it is difficult to provide sufficient variety of anatomical models to train
the complete range of anatomical and pathological encounters, and the tactile properties and

physiological responses of foam and other surrogate materials are far from that of a real person.

Anaesthetised animals such as pigs can also be used for training in [[R] 51]]. Although such
trainings are performed under real conditions with the “patients” being alive, the use of animals
for training [[Rl procedures is restricted. Training this way is expensive (the animals may be
killed after an operation), the human anatomy and pathology differ from any animals, and ethical
and legal considerations must be taken into account when animals are used for training purpose.

Indeed, it is not allowed to train in this way in some countries, such as the United Kingdom.
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(a) (b)

F1G. 2.6: a) Home-made mannequin for ultrasound guided needle puncture at the Royal Liverpool Uni-
versity NHS Trust; b) actual ultrasound image corresponding to Figure|2.6(a)

e

_____‘_,NAJ |

(a) Phantom for training central venous catheter in-

(b) Phantom for training percutaneous access of
sertion. Source: Reproduced from [138], by Kyoto kidneys, by Limbs And Things.
Kagaku Co., Ltd.

F1G. 2.7: Proprietary models for training ultrasound guidance of needles.
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3.1 Retrospective of Medical Imaging Techniques Used in IR

The interest for physicians to look inside the human body has existed since antiquity. Indeed
the first reference of endoscopy corresponds to a description of the examination of the rectum
with a speculum by Hippocrates (460-375 BC) [16]. Since then, much progress has been made.
The examination of the internal organs and structures of the body using visible light has become

commonplace and many other physical properties have now been adopted for imaging purposes.

Section [3.1.1] highlights the evolution of x-ray imaging, from the first radiograph to micro-
tomography. lultrasound|is then reviewed in Section 3.1.2] Finally, the modality that has became

more and more popular, Imagnetlc resonance 1maging (MRI)| (formally known as nuclear mag-

netic resonance imaging (NMRI)) is presented in Section 3.1.3l Other image modalities exist

such as fibre endoscopy [154, [16] and nuclear medicine imaging [9]], but we focus here on those

modalities most relevant to [interventional radiology}

3.1.1 X-ray, Fluoroscopy, and X-ray Tomography

The first attempts to obtain images from inside the human body used visible photons, this tech-
nique is called endoscopy [16]. X-ray imaging techniques make use of X photons, which
are non-visible to the human eye. They were discovered in 1885 by Wilhelm Conrad Ront-
gen [116]]. After demonstrating images of bones, he was awarded the Nobel prize in 1901 for
the discovery of x-rays. Since then, the conventional x-ray radiograph has been extensively used
as a diagnostic aid in medicine [285]]. When x-rays are projected through the human body onto
a photographic film or more recently, a digital detector, anatomical structures are depicted as a
negative grey scale image according to the varying attenuation of the x-ray beam by different
tissues. Conventional x-ray radiographs are still commonly used, for example in the diagnosis of

trauma and chest disease.

X-rays are an electromagnetic radiation (like visible light), generally emitted when matter is
bombarded with fast electrons (x-ray tubes). There are several techniques for generating x-rays
(x-ray tube, linear accelerator, synchrotron, efc.), but x-ray tubes are still the main device used
by radiographers. The first accelerators (cyclotrons) were built in the 1930’s. Then, in 1947 in
the USA, at General Electric, synchrotron radiation was observed for the first time [[18},279]. Ini-
tially, this effect was considered a nuisance because particles lose energy. Nevertheless, the flow

of photons is much higher than in the case of x-ray tubes. Today, synchrotron radiation sources
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are compared to “super-microscopes” and are used in medical imaging [254]], e.g. transvenous
coronary Figiography] (561,

It is also possible to uses x-rays to produce real-time video images, this medical imaging modality
is called Instead of using films, this is achieved using an image intensifier that
converts x-rays into light. The light is then captured by a [charge-coupled device (CCD)| video

camera allowing images to be displayed on a monitor. A C-arm fluoroscopic machine and a

fluoroscopic image of an abdomen are shown in Figure 3.1l In this image, we can distinguish

(a) C-arm fluoroscopic system. (b) Fluoroscopic image of
an abdomen.

F1G. 3.1: Fluoroscopy. Images courtesy of Dr Derek A. Gould at Radiology Department, Royal Liver-
pool Trust.

the femoral heads, the hip, the spinal column, ribs, and soft tissues all overlying each other.

Landmarks in the evolution of Radiology include the first iodized contrast agent in 1943 which

led to and the development of computerized tomography (CT) enabling acquisition
of volumetric data of anatomical structures (see Section [3.2.1)).

The first classical tomographic device was introduced in 1921 [[19] [75]. Much later, Hounsfield
successfully tested the first clinical Computerized Axial Tomography (CAT], generally reduced as
Computerized Tomography, or [CT) in 1972 [103]. Hounsfield received the Nobel Prize in Phys-
iology or Medicine in 1979. Tomography is a[non-destructive testing (NDT)| method [[124] 168]].

It is a multi-angular analysis followed by a mathematical reconstruction that produces images
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of trans-axial planes through the body from a large number of projections. In medicine, these
projections are generally acquired using a coupled detector/x-ray source that rotates around the
patient. Different data acquisition systems are discussed in Section[3.2.1l Then, the reconstruc-
tion process produces a2D]slice (called tomograph) of x-ray attenuation coefficients. Figure 3.2]
is an example of a image of a liver and kidneys. datasets can be formed by stacking

tomographs (see Figure 3.7). More recently, tomography with a spatial resolution better than

F1G. 3.2: Example of CT slice, with G the gallbladder, K the kidneys, L the liver, M the muscle, R a rib,
and S the spine. Image courtesy of Dr. Nicholas Chalmers at Manchester Royal Infirmary.

20 pm, called micro-tomography, has emerged. This can be achieved using micro-focus x-ray
tubes, however the best images are produced by parallel and monochromatic x-ray beams of syn-
chrotrons. This generates images of micro-structure without an a priori model; for instance
the microscopy of a sample, about 1 mm in diameter, of bone from the calcaneum region
obtained by biopsy [38].

Section B.2. T reviews the physical properties of x-rays and the mathematical concepts required

for the physically-based simulation of fluoroscopic images from data presented in Sec-
tion 471



Chapter 3. Background and Related Work 19

3.1.2 Ultrasound Imaging

Independently, two decades after the discovery of x-rays, the first application of lultrasoundlin the
field of medicine appeared. It was applied in therapy rather than in diagnosis. Diagnostic imag-
ing techniques by 2Dl ultrasonography appeared in the early 1950’s [278, 81]. The
first systems acquired only single lines of data. Today it is possible to produce greyscale cross-
sectional images using pulse-echo [ultrasound in real-time. Pulses are generated by a [transducer
and sent into the patient’s body where they produce echoes at organ boundaries and within tis-
sues. Then, these echoes are returned to the ftransducer, where they are detected and displayed
in real-time on a screen; Figure 3.3]is an example of [ultrasound machines. Figure 3.4]is an ul-
trasonic image of a transverse liver. The biggest advantages of this technique are i) the fast

Fi1G. 3.3: Examples of US machines.

acquisition time, which enables rapid diagnostics producing greyscale images of nearly all soft
tissue structure in the body, and ii) unlike x-ray imaging techniques, imaging techniques do
not make used of ionazing radiations. Also, as Figure 3.3]illustrates, machines can be
portable due to their relatively small size. Two-dimensional ultrasound| (ZDI[US) has been used
routinely in obstetrics and gynaecology since the 1960’s [81]].

Nevertheless, [ultrasound]is not restricted to the field of one or two dimensional (ID2ZD)) signals.
Indeed BD] imaging by [ultrasound] has been available since 1974 [46] and clinically available
since the 1990’s. This method is well suited for examining the heart [46, 221] [71] as well as
embryos and foetus [81]]. The first techniques of BD]ultrasound were off-line and based on
the combination of 2D|images and their spatial position obtained with a mechanical articulated
arm, into a volume. A second method, called the freehand technique [13]], is also used
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F1G. 3.4: US image of a transverse liver, with G the gallbladder, K the kidney, L the liver, and S the
spine. Image courtesy of Dr. Nicholas Chalmers at Manchester Royal Infirmary.

to acquire volumes of ultrasound data. A position sensor is mounted on a conventional
[USlftransduced The [transducer is swept through the region of interest and the position sensor
allows the capture of multiple images. Several other data acquisition techniques are
available [136]]. By gating BDlfultrasound acquisition with the [electrocardiogram (ECG)| signal
of the heart, 4Dlimages of the beating heart can now be obtained.

Section[3.2.2]details the basics of[ultrasoundlimaging needed for the approximation of[US]images
from [CT] data presented in Section

3.1.3 Nuclear Magnetic Resonance Imaging

Another fundamental discovery in the field of medical imaging is the technique of nuclear

magnetic resonance imaging (NMRI)I[128], also called jmagnetic resonance imaging (MRI)| due

to the negative connotations associated with the term “nuclear”. It is also a tomographic tech-
nique, which produces the image of the NMRIl signal in a slice through the human body. Fig-
ure 3.5 shows examples of MRIIslices. According to current knowledge, MR1lis totally harmless,
contrary to x-ray tomography that uses ionizing radiations. Thus[MRIlhas a great advantage over

x-ray imaging. However [MRI]is proscribed in patients with metal implants or pacemakers
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(b)

F1G. 3.5: MRI slices of a female cadaver collected for the National Library of Medicine’s Visible Human
Program [[I77].

due to its use of a strong magnetic field.

The fundamental principle of the magnetic resonance phenomenon was discovered indepen-
dently by Felix Bloch and Edward Purcell in 1946 (Nobel Prize in 1952). In a strong magnetic
field, atomic nuclei rotate with a frequency that depends on the strength of the magnetic field.
Their energy can be increased if they absorb radio waves with the same frequency (resonance).
When the atomic nuclei return to their previous energy level, radio waves are emitted. Between
1950 and 1970, was developed and used for chemical and physical molecular analysis.
In 1971, Raymond Damadian demonstrated that the nuclear magnetic relaxation times of tis-
sues and tumours differed, consequently scientists were considering magnetic resonance for the
detection of disease. In parallel to the development of x-ray tomography, Paul Lauterbur tested
[MRIltomography using a back projection algorithm similar to that used in x-ray tomography (see
the paragraph on “X-ray Computerized Tomography” in Section 3.2.T)). In 1975, Richard Ernst
proposed [MR1l using phase and frequency encoding, and the Fourier Transform (Nobel Prize in
Chemistry in 1991), which is still the base of current[MRIl Two years later, Raymond Damadian
demonstrated of the whole body and Peter Mansfield developed the echo-planar imaging

(EPI)IteChniques. Since then, [MRI| has represented a breakthrough in medical diagnostics and

research, allowing human internal organs to be imaged with exact and non-invasive methods

without depositing an energy dose. In 1993, [functional magnetic resonance imaging (fMRI)|
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was developed. This allows the mapping of the function of regions of the brain. Lauterbur and
Mansfield won the Nobel Prize in Physiology or Medicine 2003 for their discoveries concerning

magnetic resonance imaging.

3.2 Applied physics and mathematics

Section B.2.1] summarises the theoretical principles underlying x-ray [CT] imaging. is the in-

put data that is most commonly used in medical |virtual environment (VE)l This section also

includes physical and mathematical concepts related to x-ray image techniques required for the

understanding of Sectlon K7 about the simulation of fluoroscopic images on the graphlcs pro-

cessing unit (GPU) Section3.2.2 provides the main concepts of hﬂuasm;ndl 1mag1ng techniques.
It also describes images properties and artefacts characteristic of [US| images that need to be
reproduced to generate [USHike images from [CT] data (see Section [4.6)).

3.2.1 X-ray Imaging and Computerized Tomography Principles

X photons are an electromagnetic radiation (like visible radiation), generally emitted when matter
is bombarded with fast electrons (x-ray tubes). Their wavelengths are very small (typically from
10719 to 10714 metres).

Main Interactions of X-rays with Matter

X-photons cross matter. During their path into a sample or the human body, they can interact

with matter according to various mechanisms [[7]]. There are four main kinds of interaction:

e Photoelectric effect. The energy of a photon is completely absorbed by an atom. Its
energy is transferred to an electron of an internal layer (generally K or L). This electron
is then ejected from its atomic orbital. The ionization of this electron layer is followed by
the emission of a X-fluorescence photon or an Auger electron (probability of Auger effect
is important for low atomic number). Generally, fluorescence photon is absorbed near the

location of the interaction because of its low energy.

e Rayleigh scattering (or coherent scattering). As a first approximation, photons can be

considered deviated from their direction without energy loss.
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e Compton effect (or incoherent scattering). This effect is the result of an elastic shock
between an electron and an incident photon. This electron is free or weakly linked to the
atom. The photon transfers a part of its energy to the electron. The photon is scattered,

and the electron gets kinetic energy.

e Pairs creation. This effect is based on the conversion of incident photon energy into mass
energy. An electric field is around the nucleus of an atom (or around an electron). This
field can transform the incident photon into matter. This matter corresponds to a pair of
electron-positron. It only appears when incident energy is superior to 1.02[MeV](minimum

energy corresponding to the mass creation).

Note that a high energy photon (from 6 to 15 [MeV]) can be absorbed by a nucleus that causes a
nuclear reaction (the nucleus becomes unstable, it disintegrates and emits a proton or a neutron)

but this does not happen in the case of x-ray imaging.

Figure 3.6l illustrates the image formation, and the interactions between photons and matter. For

Incident x-ray beam

1 Directly transmitted photons (no interaction)
2 Absorbed photons
3 Scattered photons

Sample 4 Absorbed scattered photons

IDetector 3 1 1 I

F1G. 3.6: X-photons/matter interactions.

most x-ray imaging modalities, including fluoroscopy, only directly transmitted photons are es-
sential, because they project on the detector an image of the sample, or of the human body. The
quality of the image produced depends on the interactions of photons into the human body and
into the detector. Indeed, as it can be deduced from Figure [3.6] photon scattering blurs the re-
sulting image. Consequently, the hardware-accelerated implementation proposed in Section [4.7]
to simulate fluoroscopic images by computing the x-ray attenuation, using the Beer-Lambert law
(see below), through [voxell data is restricted to directly transmitted photons.
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Attenuation Law

The attenuation law, also called the Beer-Lambert law, relates the absorption of light to the
properties of the material through which the light is travelling. Along a given x-ray path, let N
be the number of photons at abscissa x. The number of photons dN, which will interact along an

infinitesimal distance dx, is given by:
dN = —uNdx (3.1

Coefficient u, which can be seen as a probability of interaction by unit length, is also called linear
attenuation coefficient. It is usually expressed in cm~!. It depends on i) E - the energy of incident
photons, ii) p - the material density of the sample, and iii) Z - the material atomic number of the

sample.

Eq.[3.1] can be integrated over the spatial and energy domain. Let N;, be the number of incident
photons (or the input intensity). The total number of transmitted photons, N, (or the output

intensity), becomes:

[ NawlEXE = [ N () xexp (— / u<p<x>,z<x>,E>dx) aE (32)

This integrated form is the Beer-Lambert law. Simplified forms can be used, for example when

the incident x-ray beam is monochromatic:

Nour = Niyy X €xp (— /,u(p(x),Z(x))dx) (3.3)
Furthermore, for homogeneous materials, we get

Note that generally, u is not directly used. The mass attenuation coefficient u/p (in
cm?.g7 1) is often preferred. Indeed, it does not depend on the density and state of

the material, i.e. at a given energy, u/p is constant for a given chemical composition

(e (8] = 81 = ] P # P # ).
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X-ray Computerized Tomography

Tomography, a[NDTImethod, is a multi-angular analysis followed by a mathematical reconstruc-

tion. Today, x-ray |computerized tomography|is the commonest imaging modality in hospitals to

routinely acquire |three-dimensional (3D)| data sets from patients. It produces a stack of trans-

axial planes through the body, which can be considered as a[3D]discrete volume dataset made of
lvoxels (see Figure 3.7). In 1972, Hounsfield successfully tested the EMI Mark I head scanner,

y4
(a) Stack of 2D slices. (b) Voxel dataset.

F1G. 3.7: Discrete volume dataset.

the first clinical [computerized axial tomography (CAT)|system [103]]. Figure 3.8]is a photograph

of a medical |computerized tomography|scanner currently in use at the Radiology Department of

the Royal Liverpool University NHS Trust.

data acquisition consists of acquiring many projections at different angles. The scanning
geometry has evolved since the first generation of medical systems. To date, we can dis-
tinguished five generations of scanners. Currently most clinical scanners are third or fourth
generation. Their data acquisition processes are illustrated in Figure They make use of
a fan-beam x-ray source, so that the full width of the patient is covered by the incident beam.
During the data acquisition, the patient is translated at a constant speed while the gantry rotates,
this is called “helical” or “spiral” scanning. In the case of the third generation, between each
projection, the couple source/arc detectors is rotated around the patient (see Figure [3.9(a)). In
the case of the fourth generation, the detectors form a complete ring, then only the x-ray source
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| Ny

F1G. 3.8: Medical CT-scanner: Siemens SOMATOM Sensation 16. Image courtesy of Dr Derek A. Gould
at Radiology Department, Royal Liverpool Trust.

is rotated between each projection (see Figure [3.9(b))). The next generation of scanners is now
commercially available. Helical scanning is also used but these scanners make use of a multi-row

detectors. More details about scanning geometries are available in [168], 230].

The reconstruction process requires back-projecting into the object space a physical variable
whose measures are integral quantities along straight lines. From the Attenuation Law we know
that an x-ray projection delivers at each an integral measure of the attenuation coefficient.
Therefore after reconstruction, a tomographic slice ideally corresponds to a cross-sectional map
of linear attenuation coefficients (u). Figure illustrates in 2D the expression of a projection

at angle O that can be expressed as follows:

Pe(u)://f(x,y)S(u—xcosG—ysine)dxdy (3.5)

There is a relationship between the expression of a projection (Eq. and the Radon transform

(EqsB.6and 3.7)
Ry(1,0) = Po(t) (3.6)

R(1,0) = / / F(6,y)8(1 — xcosB — ysinB)dxdy 3.7)

Figure[3.11]illustrates the process of the tomographic reconstruction. The[sinogram| which is the

observed measure, i.e. the experimental data, is built from the set of x-ray projections at succes-
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X-ray tube
‘/—>

Fan beam

Mobile detectors

(a) The third generation geometry.

(b) The fourth generation geometry.

F1G. 3.9: Examples of X-ray computed tomography acquisition systems.
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Projection plane

F1G. 3.10: Projection expression.

Radon transform
(X-ray projection)

Radon transform inversion
(tomographic reconstruction)

t
CT slice Sinogram

F1G. 3.11: CT reconstruction of an unknown slice from a known sinogram.
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sive angles. Then, tomographic reconstruction is an inverse problem that consists of estimating

the original object from its There are two main classes of tomographic reconstruc-

tion: i) discrete reconstruction methods (also called [algebraic reconstruction techniquef), and ii)

analytic reconstruction methods. The discrete case uses iterative correction algorithms. For ex-
ample, one of the most commonly used algorithm consists of updating the reconstructed volume
for each measured [pixel location, i.e. ray by ray. In the analytic case, methods are based on con-

tinuous modelling. The reconstruction then consists of the inversion of measurement equations.

The most frequently used technique is the [filtered back-projection (FBP)| algorithm. It inverses

the Radon transform using the Fourier slice theorem:

Theorem 1: rhe Fourier transform of a projection is equal to a slice of the Fourier

transform of the original image.

The complete Fourier transform of the image is reconstructed from these Fourier trans-
forms. Then, the image is obtained by inverting its Fourier transform. More details about these

two kinds of tomographic reconstruction algorithms are available in [124]].

In medicine, images are commonly distributed over the hospital network using the D1g1ta1 Imag-

ing and COmmunications in Medicine (DICOM) standard. It includes a file format defined in
the part 10 of the DICOM I version 3 standard [[176]]. It was created in 1990, when there was no
medical image file format standard. It responded to a need for an image storage and commu-
nication format. In practice, most manufacturers support the [DICOM)| standard in their medical
imaging systems. Although a x-ray slice typically corresponds to a cross-sectional map of
linear attenuation coefficients at the energy of the incident beam used during the scanning of the
patient, most of the medical scanners employ the [—1000, 1000] scale. This standard scale is

often called Hounsfield scale. A value H in Hounsfield units is given by:

H = 1000 x (ﬂ—l) (3.8)
Hw

with u,, the linear attenuation coefficient of liquid water at a given energy. Then, Hyqer 1S 0, Hyir
is -1000 and Hp,y, 1s approximately 1000.
3.2.2 Ultrasonography

The frequency of audible sounds lies within the range 15-20kHz The term ‘fultrasound!’” comes
from the fact that the frequency is too high to be audible by human beings. Then [ultrasound|is a
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sound whose frequency is higher than 20[kHzl Similarly infrasound is a sound whose frequency

is below the audible range. For medical imaging, the frequency typically used is within the range

3-15MHZ

Ultrasound Imaging Principles

The principle underlying [ultrasound| imaging, also called ultrasonography and echography, is
the pulse-echo. In the medical context, it consists in emitting a[ultrasound| pulse using an emitter
in contact with the patient’s skin. The [ultrasound waves will propagate through tissues. When
a wave reaches the interface between two kind of tissues, i.e. their acoustic impedance is suffi-
ciently different, there is reflection. Reflected waves, i.e. the echo, are detected by the receiver,
which is typically housed in the same device as the emitter - such a device is called an [ultrasound

transducer or probe.

Pulse-Echo Method (A-scan) The earliest scanners displayed the signal on an oscilloscope as
a single line corresponding to the amplitude of the incoming echo signals. This is the A-mode
or A-scan method, as illustrated by Figure 3.12 It uses an [ultrasound| pulse and records the time
variation of the echoes. As stated previously, reflections occur when an ultrasonic pulse hits the
frontier between two mediums of different impedance. The delay between the transmission of
the pulse and the reception of the echo depends on the velocity of the impulse and the length
of the path to and from the reflecting surface. The signal observed is a series of deflections
corresponding to the number of interfaces through which the waves have travelled. Obviously,

when the ultrasound pulse goes through a medium without interfaces, no echoes can be returned.

Grey-scale Ultrasound Image (B-scan) A B-scan is a 2D signal made of a large number of
adjacent 1D A-scans. Then, it is displayed as a grey-scale 2D image. The brightness of each|pixel]

is determined by the echo amplitude (after {time gain compensation (TGC))) so that interfaces

are shown as bright dots instead of deflections from the baseline. However, the fundamental
information-coding phenomenon in [ultrasound imaging is scattering. The scattered ultrasonic
wave contains information about the tissue structure [36]]. Indeed, in the medical context, tissues
can also be considered as a set of non-uniform small-scale structures. A major part of the grey-
scale image is the result of backscattered waves from such small-scale structures that vary in size
and shape, and are partly random in position and orientation. Using selective amplification of

the low level echoes, backscattered waves are converted into a so-called grey-scale ulfrasound
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Thickness

| Thickness .

(a) Homogeneous material.

Thickness

(b) Homogeneous material with a defect.

F1G. 3.12: Pulse-echo method (A-scan).
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image. Then, the observed images are degraded representations of the tissue reflectance.
Note that at the frequencies used for diagnostics, ultrasound| cannot penetrate air or bones. This

results in shadowing.

The major advantages of lultrasound| are: i) the fast acquisition time, which enables realtime
diagnostics producing grey-scale images of nearly all soft tissue structures in the human body,
ii) the flexibility of scanning, e.g. the operator can produce planes in longitudinal, oblique or
any other plane according to the orientation of the transducer, and also portable [US|machines are
available, and iii) unlike x-ray imaging techniques, [ultrasound] imaging techniques do not make

use of ionizing radiations.

Phase Fluctuation Method (Doppler Method) The Doppler effect consists in a change in the
frequency of a wave. It results from the motion of the wave source, the motion of the receiver,
or the motion of the reflector in the case of a reflected wave. In medicine, Doppler [ultrasound
is used to detect and measure moving structures, e.g. blood flow [39]. A wave is transmitted
into the tissue and the frequency of the echo is compared with the original. A rise in frequency
indicates a movement toward the transducer, and vice versa. The frequency change, or Doppler
shift, is proportional to the velocity of the moving object. Blood flow can be visualized in colour,

e.g. red or blue, according to the direction of the flow in relation to the probe.

Terminology

Longitudinal waves In longitudinal waves, the oscillations of the medium, through which the
waves are travelling, are parallel to the propagation direction of the waves. Consequently, sound
waves are longitudinal waves transmitted by the mechanical vibration through a medium, fluid
or solid. In diagnostic pulse/echo fultrasound imaging methods, longitudinal waves are usually

produced and measured using a probe made of arrays of piezoelectric crystals.

Piezoelectric effect Ultrasound transducers are usually made of arrays of piezoelectric crys-
tals. Basically, piezoelectric materials generate a voltage in response to applying mechanical
stress, this is the piezoelectric effect. Similarly, the inverse of the piezoelectric effect is that
mechanical distortions are observed when an external electric field is applied on the mate-
rial [106, (11]]. The piezoelectric effect and its inverse are used to measure the echo and
produce the pulse respectively. The [ultrasound pulse can be generated by applying an electric
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voltage to piezoelectric crystals within the transducer that is directed toward the patient’s skin.
The echo is produced by reflected sound waves. The waves returning to the transducer deform

the piezoelectric crystals, which will consequently produce an electric pulse (the echo).

Ultrasound pulse This is a short-duration wave of [ultrasound| as opposed to continuous wave
lultrasoundl They are used in all lultrasound imaging modalities based on the pulse/echo methods
where an [ultrasound transducer transmits brief [ultrasound| pulses that propagate into the tissues,
such as A-mode, B-mode, and the Doppler method .

Acoustic Impedance This is the property of medium causing resistance to the propagation of
lultrasoundl It only depends on the density of the medium. It is defined as follows:

Z=rxC

with Z the acoustic impedance of the tissue, r its density, and C the velocity of the ultrasound

wave in the tissue. It is measured in Rayls.

Velocity When an object is moving from Point A to Point B, one of the properties of its move-
ment is the velocity, i.e. the ratio of the distance between these two points to the duration of the
movement. Similarly, the velocity of a mechanical wave is constant in an uniform and homoge-

neous medium and is defined as follows:

=
with C the sound velocity, d the distance travelled by the sound wave and T the duration of the
movement. The velocity of sounds in each medium depends on the material properties (elasticity
and density) of that medium. The velocity of sounds is nearly constant in the soft tissues of the
body. For[ultrasound machine set-up and calibration, it is assumed to be 1 540 metres per second.
The velocity in air and bones differ greatly from soft tissues. The velocity of a wave can also be

defined using its frequency and its wavelength:
C=fxA

with C the sound velocity, f its frequency and A its wavelength. Note that during the propagation

of the wave through different tissues, the frequency is constant. Therefore, the wavelength must
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change as the velocity in the medium changes. A sound wave can be considered as an ultrasonic

wave if its frequency is higher than 20 kHZ and if its wavelength is about 1.5 mm.

Ultrasound Images Properties

Tissue Interfaces This is the spatial location where a tissue of one type is adjacent to a tissue of

another type. In this case, their [acoustic impedance]is sufficiently different. At tissue interfaces,
lultrasound waves can be reflected, refracted or scattered.

Reflection and Refraction When an [ultrasound wave hits an interface between two materials
at an oblique angle, and the materials have different indices of refraction, it produces both re-
flected and refracted waves. Figure 3.13]illustrates the reflection and the refraction of a sound

wave. Snell’s Law describes the relationship between the angles and the velocities of the waves

Incident wave

Refracted wave

Reflected wave Interface

F1G. 3.13: Reflection and refraction of a sound wave.

as follows: ) )
sin@;  sinB;

C (0}
with 6 and 0, the angle of reflection and the angle of refraction respectively; C; and C, the wave

velocity in the medium 1 and 2 respectively.

1. In a similar way that a mirror will reflect light, the reflection of an [ultrasound wave occurs
when this wave hits the interface between two mediums. Depending on the angle of re-
flection, the echo may return to the ultrasound transducer to provide a signal. The echoes
are optimum when the sound waves are reflected back at 90°. However, reflections at this
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angle only occur under special circumstances in medical ultrasound images. Reflections at
other angles may contribute to a distorted image and/or [artefacts.

Specular reflections may occur at the interface of a smooth large surface. In medical ul-
trasonic imaging, this is the case of reflections from organs, diaphragm, and the needle. In
this case, the specular reflector reflects the [ultrasound waves just as a mirror does in the

case of visible light, i.e. the angle of reflection is equal to the angle of incidence.

When multiple reflections occur, there is reverberation. For example, this can happen
between the walls of a needle or between two anatomic reflecting surfaces. Reverberation
can appear as a series of closely spaced discrete echoes. Figure [3.14] shows such streaks
caused by the needle. This [artefact is commonly called a comet tail fartefact or ring-down
artefact.

2. Refraction happens when the transmitted beam at the interface between two mediums is

deviated from the path of the incident beam. Refraction may also result in a distorted

image and/or [artefact.

(a) Streaks artefacts due to the needle (b) Experimental setting

F1G. 3.14: Reverberation artefact.

Scattering This occurs when the sound wave hits a small irregular surface. This obstacle
behaves as the secondary sound source and emits a wave, whose frequency is similar, in many

different directions.

As previously stated in the paragraph on “Grey-scale Ultrasound Image (B-scan)”, scattering is
the fundamental information-coding phenomenon in [ultrasound| imaging methods. In the medi-

cal context, tissues can be considered as a set of non-uniform small-scale structures of varying
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size and shape, and partly random in position and orientation that will backscatter waves. The
scattered ultrasonic wave contains information about the tissue structure [36] and a major part of

the grey-scale image results from such small-scale structures.

Attenuation and Absorption The amplitude of the sound decreases during its propagation
through a medium. This is the attenuation phenomena. It is measured in dB.cm™'. The attenua-

tion of the signal can be caused by absorption, reflection or refraction.

Acoustic Shadowing Acoustic shadowing are typically observed in the area distal to
a highly attenuating object that completely reflects and/or absorbs the incident ultrasound wave.
In diagnostic medical imaging, bones, calculi (solid masses) and gas are known to

generate acoustic shadows. Indeed, no echoes are present in the area from the interface of such
objects to the lower border of the image. Then this area is totally black, it is called
area and corresponds roughly to the width of the interface. Figure 3.13] shows [artefacts due to

the bone of the arm, to a rib and to gas in bowels.

(a) Bone of the arm. (b) Rib. (¢) Gas in bowels.

F1G. 3.15: Acoustic shadowing artefact. Images courtesy of Dr Derek A. Gould at Radiology Depart-
ment, Royal Liverpool Trust.

Enhancement This effect appears at the echoes of interfaces located behind or within a low
attenuation material, such as fluid. For instance, the vessel walls are enhanced due to the blood.
Also, the area deep to fluid can appear brighter. Figure is a longitudinal slice of the neck

illustrating enhancement due to the jugular vein.
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Interfaces
enhancement

F1G. 3.16: Example of a longitudinal slice of the neck showing the jugular vein illustrating enhance-
ment in ultrasound images. Image courtesy of Dr. Nicholas Chalmers at Manchester Royal
Infirmary.

3.3 Algorithms and Techniques

This section reviews some of the algorithms and techniques for medical visualization and haptics,
with a focus on the methods used in medical training simulators. The section is divided into
seven parts. First, it describes the notion of a “scene graph” used for the scene management
in graphics and haptic applications. Secondly it describes the filtering and segmentation steps
that act as a pre-processing of medical image data before application of a visualization technique.
Section [3.3.3] discusses the main approaches to the visualization of volumetric data in medicine.
Brodlie er al [28] provides a more detailed survey. Section [3.3.4] briefly introduces the concept
of “ray-tracing” needed for the understanding of Sections[4.7]and 3.3l More details are available

in a new book on ray-tracing rendering [253]]. Section [3.3.3introduces [GPU]| programming and

lgeneral-purpose computing on graphics processing units (GPGPU)l Common haptic rendering
models are presented in Section 3.3.6l Sections [3.3.7] and [3.3.8] respectively present algorithms

in use for the realistic physically-based simulation of x-ray and [ultrasound images.

3.3.1 Scene graphs
Definition

A computer program uses its own algorithms and internal states to update a3D|scene and display

a sequence of graphics and/or compute the haptic rendering. Within the program, this scene
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can be considered as a database, i.e. a collection of geometric objects, textures, lights, states,
haptic properties, etc. During the rendering stage, queries will be performed, for instance to

access visible objects and call their corresponding display functions. The database can also be

interactively updated because of user interactions, e.g. via a|graphical user interface (GUI)| the

keyboard, the mouse or a haptic device.

An efficient way to draw the scene is to organize the database as a graph, the scene graph (also
written scene-graph). It is a data structure holding the information that represents the scene.
Instead of simply containing a linear list of OpenGL or DirectX commands, the nodes
of a scene graph can hold whatever data and procedures that are needed to manipulate and to
expose the graphical and/or haptic scene to the user. This can be easily achieved because a scene
graph is generally an object-oriented structure. The scene is represented using a hierarchical
structure, such as a tree structure. Figure 3.17] is an example of scene graph for a humanoid

object. A node may have many children but only a single parent. Thus, a parent is apparent to

QHead

Neck @

Leftarm Right arm

Left leg Right leg

Left foot

Right foot Left foot Right foot

(a) Schema of a simple humanoid. (b) Corresponding scene graph.

F1G. 3.17: A simple scene graph.

all its child nodes. If needed, an operation applied to a parent node can automatically propagate
its effect to all the children. In many implementations, a geometrical transformation matrix is

associated to each node of the scene graph.

The application starts by generating the scene graph (for an example, see Figure|3.17(b)). Then,
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during the rendering stage, the scene graph is efficiently traversed using an hierarchical order

(see Figure B.18).

Left foot Right foot

F1G. 3.18: Scene graph traversal.

In a medical lvirtual environment such as a scene graph implementation is often
used. This facilitates the traversal of the scene during the haptic rendering and the graphic
rendering. For instance, it makes possible to easily convert coordinates into local or global
coordinates using two geometrical transformation matrices for each node. This is particularly
useful to compute, using the global coordinates of the haptic devices, the response forces applied
on these devices into the local coordinate system of the virtual patient, then to convert these

forces into a coordinate system suitable for the haptic devices.

Development APIs

The following projects are the main [application programming interfaces (APIs) for developers

creating real-time visual simulations (in arbitrary order):

e Open Inventor [239], formerly known as IRIS Inventor [211]];
e OpenGL Performer ™ [240]], formerly known as IRIS Performer;

e OpenSceneGraph [184];
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e OpenSG [183];

e OpenRM Scene Graph [203].

For more details about these implementations, the reader may visit the appropriate websites.

Web3D and exchange file formats

[275] and its predecessor the [Virtual Reality Modeling Language (VRML)| [4] are both
ISO ratified, royalty-free, and open standards file format designed particularly with the World
Wide Web in mind to represent and communicate (interactive) scenes and objects. is
based on [extensible markup Tanguage (XML)| [271]], whereas the syntax is rather sim-
ilar to the [HyperText Markup Language (HTML)| syntax. MedX3D, an extension for
is being designed for medical applications [274]. Similarly, COLLAborative Design Activity
(COLLADA)I [129] is an open file format based on XMLl Tt was initiated by Sony Computer
Entertainment to provide a standard format for exchanging data between multiple software pack-
ages from various vendors. One of the main advantages of over is its direct

support from some of the major vendors in the industry of digital content creation, such as Alias,

Discreet, and Softimage.

Haptics

To date, the following scene graph implementations have been designed to support haptics (in
arbitrary order):
1. ReachIn[APII[206] is a proprietary implementation of a[VRMIscene graph;

2. H3D[API is an open source implementation of a[X3Dl scene graph based on Open-
Haptics [114];

3. [Computer Haptics & Active Interfaces (CHAI 3D)| is a C++ oriented open source

implementation of a scene graph;

4. OpenSceneGraph Haptic Library (osgHaptics) [269] is a C++ oriented open source scene
graph based on OpenHaptics.
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Scene-graphes based on Web3D standards are well designed for the rapid prototyping of haptic
applications, whereas C++ oriented scene-graphes provide a relatively easier access to low-level

functionalities.

ReachIn[APIl The Reachin[APII [205])is a proprietary library developed by Reachin Technolo-
gies AB [206]]. It implements a scene graph based on the[VRMIfile format. The current version
to date is 4.2. An application written with this makes use of C++, VRMI] and Python for the
development. C++ can be used for tasks requiring optimisations of computational time,
creating new nodes, efc.; Python for scripting, i.e. for all non critical tasks such as routing
GUI events; [VRMI [4] for the scene graph description and also storing BD] geometric data. Fea-
tures of the [API include shader development using [OpenGL ® Shading Language (GLSL)|
(see Section[3.3.3)), support of BD]surround sound system, support for 3DConnexion [1]] devices,

support of haptic devices by SensAble [233]] and Force Dimension [68]], efc.

H3D The H3D[API is an OpenSource library developed by SenseGraphics AB [238]. It
implements a scene graph based on the [X3Dlfile format [273]. Support of a more up-to-date file
format is obviously in favour of this[APIl The fact that it is also OpenSource is positive, moreover
this gives support from the “community” as well as from the original developers of the [APIl
Application written with this[APTlmakes use of C++, and Python for the development. C++
can be used for tasks requiring optimisations of computational time, creating new nodes, efc.;
Python for scripting, i.e. for all non critical tasks such as routing GUI events; [X3DI [273] for the
scene graph description and also storing 3D| geometric data. Features of the [API] include shader
development using (see Section 3.3.3) or the CG toolkit [64], support of BDI surround
sound system using OpenAL [97]], support for 3DConnexion devices, support of haptic devices
by SensAble and Force Dimension, but also all the devices supported by the Haptik Library [90].

Note that collision detection and haptic rendering are not currently a part of the H3D implemen-
tation. Force feedback computation, collision detection, haptic rendering and management of
the haptic thread are performed using the Haptic Library (usually called HL) of the OpenHaptics
toolkit (a proprietary [APIl by SensAble), i.e. force feedback algorithms are only supported for
PHANToOM haptic devices by SensAble. For other devices, the developer needs to provide these

functionalities.

The HaptikLibrary is only used for access to haptic devices. It supports various devices, in-

cluding commercial devices by SensAble or Force Dimension. Haptic rendering and collision
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detection are not implemented since the library is only dedicated to the communication between

the application and the device.

The [CHAT 3DI[API [40Q] is an OpenSource library developed by members of the
Stanford Artificial Intelligence Laboratory (SAIL or Stanford AI Lab) [249]. It differs from
the two previous [APIl because [CHAI 3D] is “C++” oriented, which makes its utilization very
flexible and the developer can have access to “low level programming” via C++. However,
it also provides a similar command-line viewer to load 3DS and OBJ files, which are
commonly use in the games and computer graphics industry. In contrast to H3D, which is based
on the HL library of the OpenHaptics toolkit, implements its own collision detection
algorithms, different haptic rendering techniques, efc. It supports force shading, [meshl-to{mesh|
collisions, implicit functions, shader development using (see Section [3.3.3]), support of

sound system, etc.

OpenSceneGraph Haptic Library (osgHaptics) OpenSceneGraph Haptic Library (osgHap-
tics) is an OpenSource library developed at VRlab, Umea University [270]. It is C++
oriented, and is build on the top of OpenSceneGraph and OpenHaptics. Features includes
various features provided by OpenSceneGraph such as shader development using [GLST] various

file formats, etc.

3.3.2 Image Filtering and Segmentation

One aim of image processing is to improve the quality of images. This can be used for example
to facilitate their visual interpretation, to ease the manual or automatic extraction of relevant

information, or to optimally represent the information contained in the image data.

Image data acquired by an imaging system always contains noise. Many techniques have been
proposed in the past to reduce the noise level. This is typically done by smoothing the value
of each pixel by some averaging over a local neighbourhood, e.g. using a low-pass convolution
filter. In a pixel can have 4 or 8 neighbours, these correspond to a neighbourhood in 4-
connectivity or in 8-connectivity respectively (see Figure 3.19). The main drawback of this
technique is that low-pass filtering reduces high frequencies of the image, in other words it blurs
the boundaries between regions. A better approach for medical data is to use techniques based

on anisotropic diffusion. These are non-linear filters where the image intensity values iterate
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(a) Neighbourhood in 4-connectivity. (b) Neighbourhood in 8-connectivity.

F1G. 3.19: Pixel neighbourhood.

towards an equilibrium state. The diffusion function depends on the magnitude of the gradient of
the intensity. Diffusion occurs within regions where the gradient is small, and not across region
boundaries where the gradient magnitude is high. This approach was first proposed by Perona
and Malik and it is now widely used.

In medical image processing, the next step after reducing noise is to identify different parts of
the anatomy of particular interest. This is the so-called “segmentation”. This will label pixels
into contiguous regions with an identifier indicating the type of material. This process is often
semi-automatic with user guidance to help correct identification. Segmentation is usually a major
bottleneck in medical applications, it takes a long time and the results are often hard to reproduce
because of the user involvement. Often the data is over- or under-segmented. Segmentation is
a major field of study, supported by a considerable body of literature. This topic is generally
covered in most books about image processing 281]]. A useful survey paper can also be
found in [195]. We only give a very brief overview here. Segmentation algorithms are usually
based on image properties such as discontinuities of the intensity values (i.e. the detection of

abrupt changes such as edges in the image) or similarities according to a set of predefined criteria.

A typical strategy is to try simple techniques first, and seek a more sophisticated technique if
these fail. The simplest technique is undoubtedly thresholding. This creates binary images
according to the intensities. All pixels with intensities greater than a given threshold are

grouped in one class and all other pixels in another.

Another fundamental approach is region growing [10]]. This technique is based on the spatial
coherence of the data, i.e. connected that succeed an alikeness criteria are in the same

region. Usually a 3D seed point is manually selected in the volume dataset. An automatic algo-
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rithm “grows” the relevant region up to its boundary using a criteria of alikeness of neighbouring
[pixels. A more sophisticated class of region growing techniques makes use of Markov random
field models (107,95, 283]]. These are based on a probabilistic model that use the correlation
between pixels in a neighbour. In practice, we compute the probability that a pixel belongs to a

region using its own value and the values of its neighbouring [pixelk.

Another sophisticated segmentation technique is based on the watershed transformation. This

is ajmathematical morphologytbased partitioning tool. An accurate description of the algorithm

can be found in . Imagine a landscape flooded by water. Watersheds are the dividing lines
between basins, i.e. regions in image segmentation. The high dividing lines are abrupt changes
in image intensities. This corresponds to a high magnitude of the gradient of the pixel|intensities.

A further class of methods involve the user in guiding the segmentation process. In the LiveWire
segmentation approach, the user selects, by cursor position, an initial point on the boundary. As
the cursor is moved indicating a new point on the boundary, the algorithm dynamically computes

an optimal path from the initial point to the current point and this is displayed in realtime [62].

Level-set segmentation is another kind of class of methods. These rely on partial differential
equations (PDES) to deform isosurfaces [185, [146].

Another class of segmentation methods are based on deformable models. These are dynamic
models whose shape evolve under the influence of internal and external forces to fit as closely as
possible a feature in the image .

In this thesis, we will use the anisotropic diffusion filter to reduce the noise level into the input
data. To segment skin and bones from X-ray data, the thresholding method has proved to be
efficient and this is the technique that we will use in this research. Section provides details
about the input data pre-processing and the generation of patient specific models that have been

used in this thesis.

3.3.3 Volume Visualization
Isosurfacing

The principle of surface extraction algorithms is to extract explicitly an intermediate represen-
tation that approximates the surface of relevant objects from the volume data set. This is often

called “isosurfacing’.” For example, we might want to extract the surface of bones from a CT
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dataset. The surface extracted corresponds to a specified threshold value. The surface is extracted
as a polygonal mesh, typically a triangular mesh, which can be rendered efficiently by graphics
hardware (Figure [3.20).

F1G. 3.20: Isosurface of a human cochlea generated from MRI data. Image courtesy of Paul Hanns,
University of Manchester.

The most popular algorithm in use is Marching Cubes [156], or one of its derivatives [S0} [88)
155]]. An exhaustive review on Marching cubes algorithms can be found in [17/8]]. The idea is to
process the data cell-by-cell, identifying whether a piece of the surface lies within the cell, and
if so, constructing an approximation to that surface. For large datasets, it is important to be able
to identify quickly cells, which contribute to the surface: current research on fast identification
of isosurface location can be found in [31]] (contour trees) and [21] (searching “interval” space
defined by maxima and minima of cells). Goetz et al. proposed a implementation of the
Marching Cubes algorithm but without span space or correct normals [80]. This is addressed in
a[GPU]implementation of the Marching Cubes algorithm by Johansson and Carr [119].

Medical applications have been the first to exploit this facility. According to Schreyer and
Warfield, most clinical applications involving 3D visualization can take advantage of this tech-

nique [227]. As an example, Figure 3.21]shows such a surface generated by endovascular surgi-

cal planning software implemented at the [Manchester Visualization Centre (MVC)| [191]. Here

the high contrast in the source magnetic resonance angiography data make surface rendering
a good technique for representing the network of blood vessels in the brain. In general, how-
ever, care must be taken to avoid the effects of false positives and false negatives as the surface

extracted at a particular threshold value may not represent a true surface.
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F1G. 3.21: Surface extraction from MRA data of a patient suffering from a brain haemorrhage. Source:
Reproduced from [[120], published by the British Institute of Radiology.

Volume Slicing

Of course a simple approach to visualizing a volume is to visualize a series of slices, either

parallel to one of the faces of the volume, or in an oblique direction (see Figure 3.22)). This

is often called multiplanar reconstruction (MPR)[ and is arguably the most common visualiza-

tion technique in clinical practice [65]]. Radiologists are trained to move through the slices and
to recognise branching patterns through this process. Their experience in moving through 2D
slices in this manner allows them to build a mental model of the real anatomy. A difficulty

F1G. 3.22: Image slicing using Paraview [[I31].

with this approach is that branching structures of interest such as blood vessels are non-planar

and therefore cannot be easily followed in such an approach. A recent idea is to use curved

planar reconstruction (CPR), where a “curved” slice following the trajectory of a vessel is pre-
sented [[125]. Note however that this requires prior identification of the centreline of the vessel

and so significant effort is required to create CPR visualizations.
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Volume Rendering

While MPR is commonly used in practice, there are situations where a view will give the
radiologist valuable insight - for example, when patients have an unusual or complex anatomy
or pathology. Volume rendering has sparked a very active field of research among computer
scientists, to develop fast and effective ways of presenting medical visualizations. This is
the subject of the remainder of this section, which assumes the data are in the form of a
volume, and more precisely as a rectilinear grid of voxels. In (direct) volume rendering, as
opposed to explicit surface extraction, [voxellbased data are directly visualized without extracting

an intermediate surface representation.

Each voxel of a 3D dataset is assigned a colour value and an opacity value, creating an entity
that can be thought of as a multi-coloured gel. Voxels are assigned colour and opacity using the
idea of a transfer function. A simple transfer function will assign colour and opacity from the
value of the data, but in practice multi-dimensional transfer functions are used. For example, in
the early work on volume rendering, the transfer function depended on both value and gradient,
in order to highlight boundary surfaces [150]. More recently, curvature-based transfer functions
have been proposed [130].

There are four basic approaches to direct volume rendering:

Ray casting creates a high quality image, at the cost of compute time, by casting a ray for each
pixel| into the volume (see Figure 3.23)), and compositing the light reflected back to the
viewer from a set of samples along the ray, taking into account the colour and opacity at
each sample. Computations are performed from the image space to the volume dataset,
thus it is called a backward projection method. The seminal paper is that of Levoy [149];
a modern reference indicative of the state of the art in ray casting is the paper by Grimm

et al. [87]. An active research area is the use of off-the-shelf graphics cards for real-time
volume rendering using ray-casting [201), 60}, 224]).

Figure [3.24] shows another example from MVC’s endovascular surgical planning soft-
ware, illustrating the view of an aneurysm and surrounding blood vessels rendered by
ray-casting [130]. Whereas Figure 3.27]is a volume rendering of a high resolution CT data

set of a patient with a large tumour below the stomach.

Splatting creates a high quality image, at the cost of compute time. Here, it estimates the

contribution of each voxel in the volume dataset to the final image. Voxels are “thrown”
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F1G. 3.23: Ray casting volume rendering principle.

F1G. 3.24: Ray-casting volume rendering from|magnetic resonance angiography (MRA)|data of a patient
suffering from a brain haemorrhage. Source: Reproduced from [[120]], published by the British
Institute of Radiology.
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at the image in a forward projection, forming a footprint, and the result is accumulated
in the image plane (see [277] for original paper, and for more recent algorithmic

efficiencies).

Shear-warp provides lower image quality by speeding-up the render