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A Robust Half-Cycle Single-Phase Pre-Filtered Open-Loop Frequency Estimator for Fast Tracking of Amplitude and Phase

Anant Kumar Verma, Member, IEEE, Pedro Roncero-Sánchez, Senior Member, IEEE, Hafiz Ahmed, Senior Member, IEEE, Seifeddine Ben Elghali, and Tiago Davi Curi Busarello, Member, IEEE

Abstract—This paper presents a fast phase-locking and amplitude detection scheme for single-phase applications. The proposed scheme employs a pseudo-rectification process in order to generate even harmonics from the grid signal. The DC-offset component present in the grid signal increases the sensitivity of the pseudo-rectification process, and the design of the pre-filtering stage must, therefore, be completely focused on the rejection of DC-offset and the even-harmonics. The application of a half-cycle pre-filter would consequently appear to be a highly attractive option as regards improving the dynamic response time and even harmonic rejection abilities. However, the elimination of the DC-offset component and the estimation of phase and amplitude information is still a very challenging task. The aforementioned issues are addressed by employing a half-cycle comb filter and a half-cycle non-adaptive Lyapunov orthogonal signal generator. The estimation of single-phase grid parameters is thereby made simpler by employing an improved open-loop frequency estimation, which is capable of providing accurate frequency deviation information with good precision. The research shown herein also reveals that the estimation of the amplitude and phase information differs slightly from the usual mathematical notations owing to the pseudo-rectification method adopted in the proposed work. Note that the pre-filtering stage is non-adaptive in nature, which may lead to steady-state errors in the amplitude and phase information under off-nominal frequency conditions. An online mathematical correction approach dependent on frequency deviation is, therefore, employed in order to obtain the error-free amplitude and phase information. Finally, the robustness of the current proposal is validated by experimentally comparing several known grid parameter estimation schemes using a real-time controller.

Index Terms—Frequency estimation, half-cycle comb filter, moving average filter, orthogonal signal generation, single-phase grid voltage.

I. INTRODUCTION

Phase-locking is an essential and necessary phenomenon that is frequently utilised when synchronising electronic measurement systems [1], power electronic converters (PECs) connected to the utility grid [2] and/or the active-power filters employed in aerospace applications [3]. In an electrical power system network, the best-known control algorithms that are most appropriate for the control of PECs are phase-locked loops (PLLs) [4]-[6] and frequency-locked loops (FLLs) [7], [8], which are responsible for rapidly providing the phase and the frequency information, respectively. Furthermore, the higher penetration of renewable energy sources into the utility grid impacts on the inertial component of the grid [9]. The recent grid codes are, therefore, modified in order to place emphasis on the rapid detection of the fundamental amplitude in order to accommodate fault ride-through capability and to obtain precise frequency information under weak inertia grid conditions so as to enhance grid resilience and power system stability [9]-[11].

The ongoing research initiatives with respect to the known PLL and FLL techniques are limited by a major challenge concerning the design of an effective pre-filtering technique that can be applied in order to generate harmonic and DC-offset-free fundamental orthogonal signals (FOCs) [12]. In a single-phase system, an improved dynamic response of a synchronisation algorithm relies principally on the rapid extraction of FOCs. The filter attribute, i.e. the window length, decides how long the dynamic response will take to estimate the FOCs while eliminating the negative effects of DC-offset and odd-harmonic components present in the grid signal. The filtering approaches are sub-categorised as in-loop filtering techniques [13] and pre-loop filtering techniques [14], [15]. The selection of any filtering stage differs according to the PLLs and FLLs chosen, which are implemented in a synchronous reference frame (dq) [16] and a stationary reference frame (αβ) [17], respectively. It is, therefore, suggested that the filtering stages chosen should be appropriate in order to target and properly eliminate the challenging grid voltage disturbances.

The extensive works related to PLLs indicate that the DC-offset and harmonics will yield full-cycle and even-harmonic components in the dq-frame, which may affect the accuracy of an estimation algorithm [18]. The most prominent filters, such as moving average filters (MAFs) [19] and delayed signal cancellation operators [20], are, therefore, a very attractive option when attempting to handle these disturbances. However, their limitation concerns the window length of the filter, which must be equivalent to one fundamental period in order to effectively eliminate the negative effects of the DC-offset component [21]. Note that significant delays often lead to a poor dynamic performance of PLLs. The phase lead compensation approach is a suitable means to avoid delays at the expense of an increase in the computational load and tedious controller tuning [22].

Open-loop synchronisation schemes (OLSs) are, meanwhile, equally appealing owing to their structural simplicity and easy implementation when compared to the known PLL and FLL techniques [23]. Their beauty lies in the combination of non-adaptive pre-filtering stages, along with open-loop frequency estimators [21], [23]-[28], [30] whose operating principles are similar to those of FLLs, i.e. they lock the frequency information rather than the phase information obtained from the voltage at the point of common coupling. The best-known frequency estimators are the discrete oscillator law (DOL) [24]-[26] and the “Teager energy operator (TEO)” [27], [28]. However, these frequency estimators alone are incapable of handling the DC-offset and harmonics present in the grid.
signal [27]. Filters such as interpolation based filters [24], [30], recursive discrete Fourier transform (RDFT) [27], half-cycle RDFT [26] [28], the MAF-based orthogonal signal generator (OSG) [25], demodulation approaches [25], [29], [30], the error demodulation based OSG [6], [21], or second-order generalised integrator (SOGI) filters [7], [23], are, therefore, employed for this purpose.

Another prominent aspect of an OLS is its capacity to avoid the frequency feedback-loop, which helps to obtain a better dynamic response when compared to PLLs. Of the aforementioned pre-filtering approaches, the half-cycle RDFT combined with DOL is a very efficient approach with which to accurately estimate the frequency in less than one fundamental cycle. However, there are no proper solutions with which to solve issues such as the DC-offset present in the grid signal and the estimation of amplitude and phase information when half-cycle filters are deployed [26]. In this proposal, a better solution is provided in order to address the concerns regarding the fast tracking of amplitude and phase information with the help of half-cycle filters. A good immunity towards DC-offset and harmonics may be simultaneously attained with the current arrangement of the proposed pre-filtering stage by employing a pseudo-rectification approach. Moreover, the combination of an improved open-loop frequency estimator with the proposed filtering stage allows the effective elimination of the errors in the amplitude and phase without adding significant delay to the estimation, in addition to providing the frequency estimation with good precision.

II. IMPACTS OF PSEUDO-RECTIFICATION ON SINGLE-PHASE SIGNAL

The well-known instrumentation and measurement techniques established through the use of precise voltage and current sensors make it possible to feed a compatible grid voltage and/or current signal to an estimation algorithm embedded in real-time hardware. The concept of pseudo-rectification states that a single-phase sinusoidal signal sensed from the point of common coupling can be mathematically rectified inside digital hardware for the purpose of generating even harmonics [24]. The pseudo-rectification process can, therefore, be studied in the following steps and by treating the fundamental grid voltage signal as expressed below:

\[ v_g(t) = A_1 \sin(\Omega_1 t + \Phi_1) \]  

(1)

where, \( A_1, \Omega_1, \Phi_1 \) and \( \Theta_1 \) are the fundamental amplitude, the fundamental angular grid frequency (rad/s), the initial phase (rad.) and the fundamental phase (rad.), respectively. The pseudo-rectified grid signal can be expressed as follows:

\[ v_r(t) = v_g(t) = A_1^2 \sin^2(\Omega_1 t + \Phi_1) \]  

(2)

Note that Equation (2) is further exploited by applying trigonometric identity, i.e. \( \sin^2(\theta) = \frac{1-\cos(2\theta)}{2} \), as follows:

\[ v_r(t) = \frac{A_1^2}{2} - \frac{A_1^2}{2} \cos(2\Omega_1 t + 2\Phi_1) \]  

(3)

The major drawback of (3) is the presence of an unavoidable pseudo DC-offset component (\( V_o \)) that needs to be effectively handled by the filtering stage. It is possible to take leverage from the pseudo-rectification approach, as the grid frequency of interest will eventually become twice the fundamental angular grid frequency, i.e. \( 2\Omega_1 \). Moreover, the odd-harmonics of interest will become even-harmonics, signifying that the half-cycle (HC) filters are beneficial as regards eliminating the negative effects of even harmonics. Note that HC filters are not immune to the DC-offset component present in the grid signal. Moreover, the negative effect of an actual DC-offset component present in the grid signal is not effectively addressed by the pseudo-rectification method.

A. Impact of the actual DC-offset component present in the single-phase grid signal

Some of the issues that may contaminate the grid voltage signal with the DC-offset (\( V_o \)) component are the signal conditioning units, analogue-to-digital conversion circuitry, or the saturation of transformers etc. The signal \( v_g(t) \) in (1), which is contaminated with \( V_o \), is, therefore, expressed as:

\[ v_g(t) = v_g(t) + V_o \]  

(4)

The rectification process, if re-applied to (4), yields:

\[ v_r'(t) = (v_g(t))^2 = (v_g^2(t) + 2v_g(t)V_o + V_o^2) \]  

Equation (5) is then re-written as follows:

\[ v_r'(t) = v_r(t) + 2v_g(t)V_o + V_o^2 \]  

(6)

Upon expanding (6) and re-collecting the terms, a very challenging DC-offset issue will appear, as expressed below:

\[ v_r'(t) = \frac{V_o^2 + V_p}{\text{DC offst}} - \frac{A_1^2}{2} \cos(2\Omega_1 t + 2V_oA_1 \sin(\Theta_1)) \]  

(7)

It can be inferred that the presence of \( V_o \) will severely affect the dynamic performance of an estimation algorithm when a pseudo-rectification method is adopted, since the rejection of components, i.e. \( V_o^2 \) and \( 2V_oA_1 \sin(\Theta_1) \), requires additional efforts when designing the filters. Moreover, the component \( v_r'(t) \) explains that the DC-offset component will yield fundamental oscillations with a magnitude of \( 2V_o * A_1 \). Full-cycle (FC) filters are required in order to reject these disturbances [21]. In addition to dealing with these concerns several works in literature effectively adopt an HC-filter rather than an FC-filter when the fundamental frequency of interest is ‘2\( \Omega_1 \’) [26]. One of the possible advantages of employing HC-filters is, moreover, an improvement to the dynamic response time of any estimation algorithm. However, HC-filters are not very attractive owing to the fact that they are incapable of rejecting the \( V_o \) component present in the grid signal.

B. Impact of the harmonic component present in the single-phase grid signal

The non-linear power electronic loads connected to the utility grid are responsible for harmonic pollution and the
degradation of power quality. A third harmonic component \(v_3(t) = A_3 \sin(3\Theta_1 t)\) is considered in (1), as follows:

\[
v''_g(t) = v_g(t) + v_3(t)
\]  

Upon applying a mathematical square operation to Equation (8), the aforementioned study reveals that when the grid signal is contaminated with odd-harmonics, then the pseudo-rectification process will yield even harmonics, as follows:

\[
v''_r(t) = (v''_g(t))^2 = (A_1 \sin(\Theta_1 t) + A_3 \sin(3\Theta_1 t))^2
\]  

Upon expanding Equation (9), we obtain:

\[
v''_r(t) = A_1^2 \sin^2(\Theta_1 t) + A_3^2 \sin^2(3\Theta_1 t) + 2A_1A_3 \sin(\Theta_1 t)\sin(3\Theta_1 t)
\]  

Equation (10) is then re-written as follows:

\[
v''_r(t) = v_r(t) + \frac{A_3^2}{2} - \frac{A_1^2 \cos(6\Theta_1 t)}{2} + A_1A_3 \left[ \cos(2\Theta_1 t) - \cos(4\Theta_1 t) \right]
\]  

Note that \(v''_r(t)\) is affected only by even harmonics and that an HC-filter could, therefore, be employed owing to its good ability to reject the even harmonic components. In the current proposal, an attempt is made to develop a single-phase grid synchronisation scheme based on HC-OSG for the estimation of the fundamental grid voltage parameters.

III. PROPOSED HALF-CYCLE PRE-FILTERING STAGE

In this section, the major challenge as regards \(V_o\) is handled by including an HC-comb filter prior to the pseudo rectification process. Furthermore, an HC-non-adaptive OSG is proposed in order to reject the negative effects of the pseudo DC-offset \((V_p)\) and the even harmonic components.

A. Half-cycle pre-filter for pre-rejection of \(V_o\)

As discussed in Section II-A, the DC-offset \((V_o)\) component present in the grid signal may yield two components when the pseudo-rectification method is adopted, i.e.

- \(V_o^2\)
- \(v_p(t) = 2V_o A_1 \sin(\Theta_1 t)\)

The elimination of these components is very challenging when it is necessary to leverage the benefits of HC-OSGs. Note that these components are induced owing to the mathematical square operation applied to the grid signal. An HC-comb filter is, therefore, deployed prior to the pseudo-rectification process. The discrete time grid voltage signal contaminated with the \(V_o\) and the third harmonic component is expressed as follows for quantitative understanding:

\[
v_h(n) = A_1 \sin(\Omega_1 n T_s + \Phi_1) + A_3 \sin(3\Omega_1 n T_s + \Phi_1) + V_o
\]  

where \(n\) and \(T_s\) are the sampling instant and the sampling time, respectively. The signal delayed by \(N/2\) samples is,

\[
v_h(n - \frac{N}{2}) = v_g(n - \frac{N}{2}) + v_3(n - \frac{N}{2}) + V_o
\]  

where \(N = T_m/T_s\) is the number of samples and \(T_m = 2\pi/\Omega_1\). The grid voltage signal free-from \(V_o\) can be obtained as follows:

\[
v_e(n) = v_h(n) - v_h(n - \frac{N}{2})
\]  

Upon solving equation (14), the DC-offset component is completely rejected without affecting the odd-harmonics present in the grid signal, as shown below:

\[
v_e(n) = 2A_1 \sin(\Omega_1 n T_s + \Phi_1) + 2A_3 \sin(3\Omega_1 n T_s + \Phi_1)
\]  

In order to ensure that the information regarding odd-harmonics remains unchanged, the signal \(v_e(n)\) must be divided by a factor of \(1/2\), and the transfer function of the HC-comb filter is obtained as follows:

\[
C(z) = V_e(z)/V_g(z) = \left(1 - z^{-\frac{N}{2}}\right)/2
\]  

For qualitative analysis, at nominal angular grid frequency \((\Omega_1 = \Omega_g\) where \(\Omega_g = \frac{2\pi}{T_g}\) rad/s, \(T_g = \frac{1}{f_o}\); \(f_o = 50\) Hz) in Fig. 1(a), a grid voltage signal contaminated with 0.3 p.u. DC-offset and the odd-harmonics (i.e. \(h = 3, 5, 7, 9, 11, 13, 15, 17\)), as per the EN 50160 [32] standard (Fig. 1(b)) is considered. A good DC-offset rejection ability without affecting the odd-harmonics within 0.5 times of the fundamental cycle can be observed in Fig. 1(c). Furthermore, the HC-comb filter is ideally suited to addressing the concerns induced by ‘\(V_o\)’, as exemplified in Fig. 1(d), owing to its ability to by-pass the odd-harmonics without any attenuation and the complete rejection of the DC-offset component present in the grid signal.

B. Half-cycle OSG for elimination of even-harmonics

In the block diagram of the proposed pre-filtering stage depicted in Fig. 2, when a signal labelled \(u(n)\) follows a pseudo-rectification process, it generates even harmonics similar to the process discussed in Section II-B. The signal labelled \(v_1(n)\) is subsequently affected by following disturbances:

- DC-offset: \(V_{po} = \sum_{i=1}^{M} \frac{A_i^2}{2}\)
- Even harmonic terms i.e. \(\sum_{i=3,5.} E_i(2\Omega_1)\)

In this case, the fundamental input signal of interest is:

\[
v_2(n) = -\frac{A_1^2 \cos(2\Omega_1 n T_s + 2\Phi_1)}{2}
\]  

The input signal to the HC-OSG structure can be re-written in a simplified manner as follows:

\[
v_1(n) = v_2(n) + \sum_{i=3,5..} E_i(2\Omega_1) + V_{po}
\]
An HC non-adaptive Lyapunov theory based-OSG (HC-NL-OSG) approach is, therefore, applied, which acts as a band-pass filter for the cumulative rejection of the DC-offset component \((V_{po})\) and the even-harmonics components \((E(2\Omega_1))\) when the fundamental frequency is twice the actual frequency of interest, i.e. \(2\Omega_1\).

1) **Pseudo DC-offset \((V_{po})\) rejection**: In order to eliminate the negative effect of \(V_{po}\), let us, for the sake of simplicity, consider a grid voltage signal without \((E(2\Omega_1))\), as follows:

\[
v_i(n) = v_2(n) + V_{po}
\]  

(19)

The signal delayed by \(N/2\) samples is:

\[
v_i(n - N/2) = v_2(n - N/2) + V_{po}
\]  

(20)

As shown in Fig. 2, it is possible to employ another HC-comb filter with a window length of \(T_c = T_o/2\), in order to effectively reject the \(V_{po}\) component, which also helps to obtain an error signal, as expressed below:

\[
\hat{e} = \frac{v_i(n) - v_i(n - N/2)}{2T_s} = \frac{v_2(n) - v_2(n - N/2)}{2T_s}
\]  

(21)

Equation (21) is expressed as follows:

\[
\hat{e} = -\frac{A_1^2}{4T_s} \cos(2\Omega_1 nT_s + 2\Phi_1) + \frac{A_1^2}{4T_s} \cos(2\Omega_1 nT_s + 2\Phi_1 - N\Omega_1 T_s)
\]  

(22)

Note that the error signal must tend towards zero if \(\Omega_1 = \Omega_o\).

2) **Even harmonic \((E(2\Omega_1))\) rejection**: Lyapunov’s estimation law [21] suggests that the \(dq\)-frame components, as observed in the pre-filtering stage, can be estimated once the error signal has been obtained from (22), as follows:

\[
\dot{x}_q(n) = \frac{\dot{x}_q(n) - \dot{x}_q(n - 1)}{T_s} = \rho \hat{e} \sin(2\Omega_o nT_s) T_s
\]  

(23)

\[
\dot{x}_d(n) = \frac{\dot{x}_d(n) - \dot{x}_d(n - 1)}{T_s} = \rho \hat{e} \cos(2\Omega_o nT_s) T_s
\]  

(24)

where the constant gain \(\rho\) is a fixed value and is expressed as \(\rho = 16f_o\). The state variables defined in Equations (23) and (24) are valid only when the fundamental component of \(2\Omega_1\) is present in \(v_i(n)\). In the case of the presence of a third harmonic component in the grid signal, the equivalent even harmonic component is expressed as follows:

\[
E_3(2\Omega_1) = -\frac{A_1^2}{2} \cos(2\Theta_1) + A_3 A_3 \left( \cos(2\Theta_1) - \cos(4\Theta_1) \right)
\]  

(25)

The grid voltage signal is, therefore, expressed as:

\[
v_i(n) = v_2(n) + E_3(2\Omega_1)
\]  

(26)

The grid signal expressed in (26) can be routed through the comb filter, and after applying Lyapunov’s estimation law, the generic state variables can be expressed as follows:

\[
\dot{x}_q(n) = \rho \hat{e} \sin(2\Omega_o nT_s) T_s + \rho E_3(2\Omega_1) \sin(2\Omega_o nT_s) T_s
\]  

(27)

\[
\dot{x}_d(n) = \rho \hat{e} \cos(2\Omega_o nT_s) T_s + \rho E_3(2\Omega_1) \cos(2\Omega_o nT_s) T_s
\]  

(28)

It can be understood that the even harmonics will be completely eliminated with the help of an HC-cycle comb filter alone at \(2\Omega_1 = 2\Omega_o\). However, under off-nominal frequency conditions, in order to achieve a good attenuation of even harmonics, an enhanced zero phase-delay quarter-cycle MAF (EQMAF) [15] with a window length of \(T_w = T_o/4\) is, therefore, employed in the \(dq\)-frame so as to obtain filtered \(\dot{x}_q1\) and \(\dot{x}_d1\) components without any additional phase-lag. The parameters, i.e. \(a\) and \(b\) are denoted as \((N + 1)/N\) and \((1 - N)/N\), respectively. In Fig. 3, the magnitude curve below -50 dB in the bode response plot indicates that the fundamental amplitude information will be lost in the output of the HC-NL-OSG. Furthermore, the frequency response characteristics are sufficiently shaped to provide the even harmonics with a better attenuation by involving EQMAF in the OSG structure. The dynamic response time of HC-NL-OSG with and without EQMAF is shown in Fig. 4. Note that the time taken by the HC-NL-OSG when considering EQMAF is 15 ms. The total time that the proposed pre-filtering stage takes to obtain the
fundamental orthogonal signals at 50 Hz when considering the HC-comb filter employed before the pseudo-rectification process is the following:

$$T_p = 10\text{ms} + 10\text{ms} + 5\text{ms} = 25\text{ms} \quad (29)$$

The amplitude and the phase information of the fundamental grid voltage component may be affected during the process of pseudo-rectification. It should be noticed that the proposed pre-filtering stage is non-adaptive. Thus, the error correction in the fundamental amplitude and phase is still required once the pre-filtering stage is non-adaptive. Thus, the error correction of pseudo-rectification.

IV. IMPROVED FUNDAMENTAL FREQUENCY ESTIMATOR

An enhanced and modified frequency estimation technique like that reported in [21] and which relies on the storage of two grid voltage samples is now re-investigated. The involvement of a robust adaptive law makes it possible to obtain an accurate estimate of the frequency deviation. Insights into the fundamental estimation law is, therefore, expressed as follows:

$$\hat{x}_\alpha(n) \hat{x}_\alpha(n-N) + \hat{x}_\beta(n) \hat{x}_\beta(n-N) = \cos (N \Omega_1 T_s) \quad (30)$$

where the unit $\alpha\beta$-frame signals $(\hat{x}_\alpha(n), \hat{x}_\beta(n))$ are,

$$\hat{x}_\alpha(k) = \frac{X_\alpha}{\sqrt{\hat{x}_\alpha^2 + \hat{x}_\beta^2}} \sin (n \Omega_1 T_s + \phi) \quad (31)$$

$$\hat{x}_\beta(k) = \frac{X_\beta}{\sqrt{\hat{x}_\alpha^2 + \hat{x}_\beta^2}} \cos (n \Omega_1 T_s + \phi)$$

where, $X_\alpha$ and $X_\beta$, $\Omega_1$, $\phi$, $T_s$, and $n$ are the fundamental magnitude of the $\alpha\beta$-frame components, the angular grid frequency deviation, the initial phase and the sampling period, respectively. Let us define a signal $M_1$, as expressed below:

$$M_1 = \hat{x}_\alpha(n) \hat{x}_\alpha(n-N) + \hat{x}_\beta(n) \hat{x}_\beta(n-N) \quad (32)$$

Equation (30) can be re-written using a trigonometric identity $(\sin(\theta) = \sqrt{(1 - \cos(2\theta))/2})$, as follows:

$$\sqrt{1 - \frac{M_1}{2}} = \sin \left( \frac{N \Omega_1 T_s}{2} \right) \quad (33)$$

Equation (33) requires only two consecutive samples in order to estimate the fundamental frequency deviation, as follows:

$$\hat{f}_1 = \frac{1}{N \pi T_s} \arcsin \left( \frac{1 - M_1}{2} \right) \quad (34)$$

The fundamental frequency is estimated as follows:

$$\Delta \hat{f}_1 = \frac{f_1}{2} - f_o \quad (35)$$

where, $f_o$ is the nominal frequency (i.e. 50 Hz). The factor ‘1/2’ is considered owing to the even fundamental component, i.e. 100 Hz. The reason for obtaining (33) in this manner is to provide a new insight into the well-known TEO by re-writing the term ‘1’ as follows:

$$(\hat{x}_\alpha(n-1))^2 + (\hat{x}_\beta(n-1))^2 = 1 \quad (36)$$

Upon employing, (32), (33), (36), $N$= 2, and without considering amplitude normalisation, Equation (33) could be reverse engineered, thus indicating that the well-known TEO can be applied to both components of the $\alpha\beta$-axes, as follows:

$$(\hat{x}_\alpha(n-1))^2 - \hat{x}_\alpha(n-2) = \sin^2 (\Omega_1 T_s) \quad (37)$$

$$(\hat{x}_\beta(n-1))^2 - \hat{x}_\beta(n-2) = \sin^2 (\Omega_1 T_s) \quad (38)$$

Research suggests that two TEOs can be employed, one with the $\alpha$-axis and the other with the $\beta$-axis. Upon adding (37) and (38), the simplified form of the fundamental frequency estimator similar to (34) is obtained as follows:

$$\hat{f}_1 = \frac{1}{2 \pi T_s} \arcsin \left( \sqrt{\frac{\hat{x}_\alpha(n-1)^2 + \hat{x}_\beta(n-1)^2 - M_1}{2}} \right) \quad (39)$$

In (37)–(39), note that six samples are stored in the memory of a real-time controller in order to obtain the fundamental frequency. However, in (34), it can be inferred that the sample storage ability of the TEO can be enhanced by simply utilising unit orthogonal signals. Furthermore, for the un-attenuated harmonic disturbances (i.e. $D(n)$) in the $\alpha\beta$-frame, the estimated fundamental angular frequency is expressed as follows:

$$\hat{\Omega}_h = \frac{2}{N T_s} \arcsin \left( \frac{1 - M_1 + D(n)}{2} \right) \quad (40)$$

where, subscript ‘$h$’ denotes the order of harmonic components. A better robustness and an improved accuracy in the estimate of frequency under off-nominal frequency conditions is achieved by adopting a robust adaptive law [33] in order to handle the negative effect of $D(n)$, and the output error is expressed as follows:

$$\hat{e}_1(n) = \sin^2 \left( \frac{\hat{\Omega}_h T_s}{2} \right) - \frac{1 - M_1 + D(n)}{2} \quad (41)$$

Substituting (33) in (41) yields,

$$\hat{e}_1(n) = \sin^2 \left( \frac{\hat{\Omega}_h T_s}{2} \right) - \sin^2 \left( \frac{N \Omega_1 T_s}{2} \right) - \frac{D(n)}{2} \quad (42)$$

If $x(n) = \sin^2 \left( \frac{N \Omega_1 T_s}{2} \right)$, and is substituted in (42), we obtain,

$$\hat{e}_1(n) = \hat{x}(n) - x(n) - \frac{D(n)}{2} \quad (43)$$

The robust adaptive law is, therefore, expressed as follows:

$$\hat{x}(n+1) = \hat{x}(n) - \lambda \left[ \frac{\hat{x}(n) - \hat{e}(n)}{1 + \hat{e}^2(n)} \right] - \gamma \hat{x}(n) \quad (44)$$

The term “$\gamma \hat{x}(n)$” is obtained from the $\sigma$-modification method [34], which may provide robustness with respect to $D(n)$.
where $\gamma \in [0, 10^{-5}]$ and $\lambda \in (10^{-2}, 1]$ are the adaptive gains whose limits are obtained using rigorous simulation results. The estimated frequency deviation is expressed as follows:

$$\hat{f}_1 = \frac{1}{2N \pi T_o} \arcsin \left[ \sqrt{x(n)} \right]$$  \hspace{1cm} (45)

If $N=2$ is chosen, the estimated grid frequency deviation is:

$$\Delta \hat{f}_1 = \frac{1}{4n T_o} \arcsin \left[ \sqrt{x(n)} \right] - f_o$$  \hspace{1cm} (46)

where $f_o$ is 50 Hz. Note that if $\Omega_1 \neq \Omega_o$, then $X_\alpha \neq X_\beta \neq 1$, and as a consequence, oscillations are observed in $\Delta \hat{f}_1$, and the adaptive law alone is incapable of handling this issue if it is necessary to maintain a fast dynamic response. Note that the lower values of `$\gamma$' help to accurately attain the mean value of the estimated frequency, whereas lower values of `$\lambda$' help to control the dynamic behaviour, as exemplified in Fig. 5. There is, consequently a trade-off between the steady-state accuracy and the dynamic response when the values of $\lambda$ and $\gamma$ are varied. From the analysis carried out in Fig. 5, it can be understood that the impact of `$\gamma$' is negligible on the estimate of the fundamental frequency. Thus, the choice of $\gamma = 0$ allows maximizing the mean value tracking ability of the adaptive law with minimum tuning gain parameters. As indicated by the dotted line in Fig. 6, the feedback path formed by the tuning gain parameter is no more required. Hence, the adaptive law expressed in (46) can be rewritten as follows:

$$\hat{x}(n+1) = \hat{x}(n) - \lambda \left[ \frac{\hat{x}(n) - \hat{e}(n)}{1 + e^2(n)} \right]$$  \hspace{1cm} (47)

Thus, the estimated frequency deviation is:

$$\Delta \hat{f}_1 = \frac{1}{4T_o} \arcsin \left[ \sqrt{\frac{\hat{x}(n+1)}{2}} + \frac{\hat{x}(n) - \hat{e}(n)}{1 + e^2(n)} \right] - f_o$$  \hspace{1cm} (48)

Further, the choice of parameter `$\lambda = 1$' has provided a fast dynamic response in the estimate of frequency, as observed in Fig. 5(a). However, the choice of $\lambda = 1$ eliminates the low-pass filtering capability of the adaptive law. Thus, additional filtering is required to attenuate the off-nominal steady-state ripples in the estimated frequency. An HC-MAF with a window length of $T_m = T_o/2$ is, therefore, eventually deployed to attenuate the steady-state oscillations in the estimated frequency while considering $\gamma = 0$ and $\lambda = 1$, as shown in Fig. 6. Nevertheless, the lower values of `$\lambda$' provide good low-pass filtering capability but at the expense of slower dynamic response, as depicted in Fig. 5(b). This is advantageous as the transient overshoots in frequency may be minimized without any additional low-pass filter under weak inertia grid conditions. Another control parameter that is associated with the proposed frequency estimator is the sampling time ($T_s$) interval, whose effects are shown in Fig. 7. Note that the low sampling frequency operation, i.e. $f_s \leq 10 f_o$ Hz, will yield a slower dynamic response. Furthermore, $f_s \geq 20 f_o$ Hz, will provide an accurate convergence time, as computed in the proposed work. The proposed scheme can, therefore, be employed with low-cost embedded hardware if $f_s > 20 f_o$ Hz criterion is met in order to set the sampling frequency 10 to 100 times faster than the system’s internal frequency. On the other hand, the difference between the steady-state frequency errors and the transient performance at 5 kHz and 10 kHz is comparable as evident from Table I.

Fig. 5. Comparison of steady-state accuracy.

Fig. 6. Proposal with which to estimate the fundamental frequency deviation.

Fig. 7. Effects of various sampling frequencies on dynamic response time.
TABLE I
SIMULATED DATA FOR STEADY-STATE ERRORS AND TRANSIENT RESPONSE TIME AT DIFFERENT SAMPLING FREQUENCIES

<table>
<thead>
<tr>
<th>(\Delta f_1 \rightarrow )</th>
<th>-3</th>
<th>-2</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>(t_r) (ms)</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 Hz</td>
<td>18</td>
<td>12</td>
<td>6</td>
<td>0</td>
<td>5.74</td>
<td>10</td>
<td>(\approx 80)</td>
<td>Poor</td>
</tr>
<tr>
<td>1000 Hz</td>
<td>15.2</td>
<td>7</td>
<td>1.4</td>
<td>0</td>
<td>1.5</td>
<td>7</td>
<td>40</td>
<td>Good</td>
</tr>
<tr>
<td>5000 Hz</td>
<td>8</td>
<td>2.56</td>
<td>0.3</td>
<td>0</td>
<td>0.3</td>
<td>2.24</td>
<td>35</td>
<td>Better</td>
</tr>
<tr>
<td>10000 Hz</td>
<td>8</td>
<td>2.55</td>
<td>0.3</td>
<td>0</td>
<td>0.3</td>
<td>2.24</td>
<td>35</td>
<td>Better</td>
</tr>
</tbody>
</table>

For a low cost application, the choice of 5 kHz sampling frequency may be preferred to further reduce the computations and utilized the allocated memory space in an embedded hardware efficiently. For this purpose, the designer can always recompute the number samples as per the system’s internal frequency. Hence, the proposed scheme is easily deployable on a low-cost microcontroller. The ability to attenuate the state-steady state ripples and to effectively estimate the frequency with a negligible amount of error in the presence of a 10% DC-offset component in the grid signal, which was obtained in the simulation environment, is presented in Fig. 8.

Nevertheless, the frequency estimation suffers from steady-state errors due to the non-adaptive nature of the pre-filtering stage. However, these steady-steady errors are well below the acceptable limit. Moreover, the proposed scheme takes 35 ms to accurately track the large positive (see Fig. 9) and negative frequency deviations in the presence of harmonics in the grid signal (see Fig. 10). The proposed frequency estimator has good steady-state accuracy with a negligible error in the estimate of frequency, as depicted in Fig. 11. Note that the maximum error observed under off-nominal frequency conditions in the presence of harmonics is below 12 mHz, which complies with the IEC 61000-4-7 standard in which the maximum permissible error is below 15 mHz [27], [31]. The proposed frequency estimator is, therefore, a suitable choice for instruments that require good frequency precision.

![Harmonically distorted grid voltage signal with DC-offset.](image1)

Fig. 9. Positive frequency deviation in the presence of harmonics.

![Negative frequency deviation in the presence of harmonics.](image2)

Fig. 10. Negative frequency deviation in the presence of harmonics.

![Frequency error observed in the presence of harmonics.](image3)

Fig. 11. Frequency error observed in the presence of harmonics.
V. DETECTION OF AMPLITUDE AND PHASE ANGLE

The detection of fundamental amplitude and phase information continues to be a challenging issue with even harmonic generation schemes. With the current proposal, it is possible to obtain the amplitude and phase information accurately. The fundamental orthogonal signals are expressed as follows:

\[
\bar{x}_\alpha = -A_1^2 \sin(2 \Omega_1 n T_s + 2 \Phi_1) \quad (49)
\]
\[
\bar{x}_\beta = -A_1^2 \cos(2 \Omega_1 n T_s + 2 \Phi_1) \quad (50)
\]

The factor ‘1/2’ in (49) and (50) has already been nullified by the multiplying factor considered in the constant gain \(\rho\), i.e. \(2 \times 8 f_0\). The mathematical square operation is subsequently applied to both sides of the equations (49) and (50) as follows:

\[
\bar{x}_\alpha^2 = A_1^4 \sin^2(2 \Omega_1 n T_s + 2 \Phi_1) \quad (51)
\]
\[
\bar{x}_\beta^2 = A_1^4 \cos^2(2 \Omega_1 n T_s + 2 \Phi_1) \quad (52)
\]

Upon adding (51) and (52), the fundamental amplitude is:

\[
A_1 = \sqrt{\bar{x}_\alpha^2 + \bar{x}_\beta^2} \quad (53)
\]

Upon using (49) and (50), the fundamental phase angle information is obtained as follows:

\[
\Theta_1 = \frac{1}{2} \arctan \left( \frac{\bar{x}_\alpha}{\bar{x}_\beta} \right) \quad (54)
\]

Note that both the amplitude and phase information will be inaccurate owing to the fixed frequency architecture of the pre-filtering stage. An error correction technique [21], [30] is, therefore, employed to eliminate the errors in the estimation of fundamental amplitude and phase angle information. This is achieved by developing the amplitude and phase angle compensation gains as a function of \(\Delta f_1\). First, an amplitude compensation factor is determined, which is a dimensionless fraction of 1 p.u. to \(A_1\), and is defined as follows:

\[
A_u = 1/A_1 \quad (55)
\]

The errors in the fundamental amplitude can be eliminated by observing the values of \(A_u\) for every step change in the input supply frequency from 47 to 52 Hz, i.e. 1 Hz per step, as shown in Table II. The compensation factor is expressed as a quadratic function of \(\Delta f_1\), as shown below:

\[
A_u = 0.0004 (\Delta f_1)^2 + 0.000005 (\Delta f_1) + 1.0628 \quad (56)
\]

The coefficients in (56) are obtained from the curve shown in Fig. 12. The phase error is similarly calculated offline for the input supply frequency variation in steps and the errors are noted, as shown in Table II.

<table>
<thead>
<tr>
<th>(\Delta f_1) (Hz)</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_c) (rad.)</td>
<td>0.5515</td>
<td>0.6295</td>
<td>0.7074</td>
<td>0.7853</td>
<td>0.8634</td>
<td>0.9415</td>
</tr>
<tr>
<td>(A_u)</td>
<td>1.06666</td>
<td>1.064395</td>
<td>1.063264</td>
<td>1.0629</td>
<td>1.06326</td>
<td>1.064509</td>
</tr>
</tbody>
</table>

The phase compensation gain is subsequently expressed as follows:

\[
K_c = 0.078 (\Delta f_1) + 0.7854 \quad (57)
\]

The coefficients in (57) are obtained from the plot shown in Fig. 12. Note that Equations (56) and (57) are updated online in a feed-forward manner once the information regarding \(\Delta f_1\) has been obtained from (48). The actual fundamental amplitude is:

\[
\hat{A}_1 = A_1 \ast A_u \quad (58)
\]

The actual phase angle information is similarly:

\[
\hat{\Theta}_1 = \Theta_1 + K_c \quad (59)
\]

The directional flow chart of the proposed technique is, therefore, provided in Fig. 12 in order to correlate the fact that the estimation of the grid parameters remains open-loop in nature.

VI. EXPERIMENTAL RESULTS

In this section, the proposed scheme is compared with well-known techniques such as the demodulation based PLL (D-PLL) [6], an improved SOGI based OLS [23] and the MAF based OLS [25] by utilizing the experimental test bench, as shown in Fig. 13. The grid voltage signal measured, i.e. 1 p.u. can be generated internally through the use of a digital-to-analogue converter (DAC) port of a dSPACE (DS1104) controller card, which is sampled at 10 kHz. The codes compiled for the different control algorithms implemented in a MATLAB/Simulink environment using a discrete time solver are also simultaneously burned into the memory of the controller card.
DS1104. The control algorithms will receive a grid voltage signal through an analogue-to-digital converter (ADC) port, while the grid parameters will be obtained from DACs, which are captured on a DL-750 ScopeCoder.

Comparisons of Amplitude, Phase and Frequency Tracking:

The D-PLL, SOGI-OLS, MAF-OLS schemes and that proposed herein have been identified by employing colours, i.e. pink, red, blue and green, respectively. In Fig. 14(a)-14(f), the grid voltage is subjected to a 50% voltage sag in the presence of harmonics at 50 Hz and a frequency step of +2 Hz in the presence of 0.3 p.u. of DC-offset. The corresponding estimated amplitude errors and the details of frequency information are presented in Fig. 14(c) and Fig. 14(d). Fig. 14(e) and Fig. 14(f), respectively. Note that the proposed scheme is able to provide amplitude information within 20 ms when compared to all the other schemes, with good immunity towards DC-offset and harmonics. However, the overshoot in frequency is large when compared to that of ISOGI-OLS and MAF-OLS. The proposed scheme estimates frequency with good precision in a response time of 35 ms. The phase tracking performance in the presence of harmonics at nominal frequency and under off-nominal frequency conditions is presented in Fig. 15(a)-15(f). A fast dynamic response of 25 ms is obtained with the proposed scheme when compared to all the other schemes. Note that all the schemes are capable of tracking the changes in amplitude information within 35 ms when compared to all the other schemes.

Fig. 14. Amplitude tracking performance at 50 Hz and 50-52 Hz.

Fig. 15. Phase tracking performance at 50 Hz and 50-52 Hz.

Fig. 16. DC-offset rejection capability.

Fig. 17. Frequency tracking performance in the presence of voltage flicker and the notches in the supply voltage.

Fig. 18. Frequency ramp and step tracking performances.
frequency and phase. Higher precision is obtained with the current proposal as regards the estimation of phase and frequency. Apart from this, the phase and the amplitude information are independent of the computations done within the proposed frequency estimator. Therefore, a better dynamic response is obvious in the case of amplitude and phase estimation under off-nominal frequency conditions. Since, the steady-state errors present in the estimate of frequency have a negligible impact on the accuracy of phase and amplitude information. In order to ensure a better DC-offset rejection capability under both nominal and off-nominal frequency conditions, two test cases are provided in Fig. 16(a)-16(d). A good immunity to DC-offset and improved precision are observed in the case of the proposed frequency estimator, with a dynamic response time of 35 ms. The immunity to a triangular voltage flicker of ±1 p.u., 2.5 Hz and notches in the supply voltage is similarly observed in Fig. 17(a)-17(d). Note that all the OLSs, including the proposed scheme, are capable of handling the notches and voltage flickers present in the grid voltage supply when compared to D-PLL. The frequency ramp and the frequency step abilities are, meanwhile, shown in Fig. 18(a)-18(d). It is worth mentioning that all the schemes are capable of tacking these changes. However, the ISOGI-OLS and the D-PLL have poor dynamic responses when compared to those of MAF-OLS and the proposed scheme. A better harmonic rejection ability under off-nominal frequency conditions is also observed in the case of the current proposal. Finally, a precise phase tracking PLL (HIHD-PLL [5]) algorithm and various synchronisation schemes are compared with the proposed scheme, and the data obtained is presented in Table III. Note that the proposed scheme (phase jump 30°) and the HIHD-PLL (phase jump -10°) are able to track the phase information within 25 ms and 20.1 ms, respectively. In the case of grid voltage sag, a comparable dynamic performance is achieved by the MAF-OLS and the proposed technique. However, a peak overshoot in the estimate of frequency is found to be comparable in the case of DT-PLL and the proposed scheme. Moreover, the DT-PLL has a very accurate phase angle tracking performance under the off-nominal frequency condition when compared to the other schemes. Furthermore, the HIHD-PLL and MAF-OLS schemes behave similarly in terms of phase preciseness. Nevertheless, the proposed scheme has better preciseness as regards phase and dynamic response. The positive and negative frequency deviation (∆f) tracking ability in the case of HIHD-PLL has different types of dynamic behaviour [5]. Note that both the proposed and the other schemes have similar dynamic behaviour as regards ±Δf tracking. The proposed scheme is, therefore, suitable for converters operating in weak inertia grids and the low voltage ride through (LVRT) applications.

### TABLE III

<table>
<thead>
<tr>
<th>Case</th>
<th>Peak Errors</th>
<th>Synchronization Schemes</th>
<th>DT-PLL</th>
<th>MAF-OLS</th>
<th>HIHD-PLL</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage Sag (50%)</td>
<td>∆f (Hz)</td>
<td>t₀ (ms)</td>
<td>40</td>
<td>33</td>
<td>-20</td>
<td>35</td>
</tr>
<tr>
<td>+2 Hz Positive</td>
<td>∆f (Hz)</td>
<td>t₀ (ms)</td>
<td>30</td>
<td>30</td>
<td>60</td>
<td>30</td>
</tr>
<tr>
<td>Phase Jump (30°)</td>
<td>θ₀ (Hz)</td>
<td>t₀ (ms)</td>
<td>30</td>
<td>30</td>
<td>20.1</td>
<td>25</td>
</tr>
<tr>
<td>Off-nominal Phase Error</td>
<td>10° (rad.)</td>
<td></td>
<td>0</td>
<td>0</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>DC-offset rejection</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Harmonic Rejection</td>
<td>Poor</td>
<td>Good</td>
<td>Better</td>
<td>Better</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steady-State Accuracy</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td></td>
<td></td>
</tr>
<tr>
<td>±Δf Tracking</td>
<td>Equal</td>
<td>Equal</td>
<td>Unequal</td>
<td>Equal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inter-Harmonic Rejection</td>
<td>Poor</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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