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Abstract—Control design for pressurized water reactor (PWR)
is difficult due to associated non-linearity, modelling uncertain-
ties and time-varying system parameters. Extended state ob-
server (ESO) based active disturbance rejection control (ADRC)
presents a simple and robust control solution which is al-
most model free and has few tuning parameters. However,
conventional ESO suffers from noise over-amplification in the
obtained estimates due to high-gain construction which in turn
degrades the noise sensitivity of the closed-loop system and limits
the achievable dynamic performance in practical scenarios. To
overcome this problem, two recent techniques namely cascade
ESO (CESO) and low-power higher-order ESO (LHESO) are
implemented for control of PWR. Simulation analysis conducted
in MATLAB illustrates the performance improvement obtained
over conventional ESO based ADRC. Extensive simulation analy-
sis is also conducted to investigate robustness towards parametric
uncertainties.

Index Terms—Pressurized water reactor, active disturbance
rejection control, extended state observer, measurement noise.

I. INTRODUCTION

The world is grappling with increasing demand for reliable,
sustainable, and clean energy. There are several sources of
energy including renewables, fossil fuels, and nuclear energy.
Fossil fuels are responsible for the average rise in global
temperature due to greenhouse gases, and they also cause
pollution with concomitant effects on human health and the
environment. Consequently, efforts to reduce pollution and
global temperatures to avoid catastrophic events include the
replacement of fossil fuels with clean energy sources. Renew-
able energy sources including solar, and wind energy have
been identified as replacements for fossil fuels. However, they
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are incapable of providing bulk energy as fossil fuels. Instead,
nuclear energy can be used as an adequate and effective
substitute for fossil fuels. Technological advancements have
enabled the application of nuclear power plants in the load-
following mode, thereby making nuclear power plants operable
as baseloads, or peak load plants. Nonetheless, safe and
reliable application of nuclear energy requires efficient control
systems to avoid accidents that can lead to fuel melting
and the subsequent release of radioactive materials into the
environment.

Researchers and practitioners have considered several con-
trol techniques for nuclear reactor core power control systems
to improve the system performance and availability, includ-
ing state feedback and optimal control techniques. A state
feedback controller was designed based on a linear quadratic
regulator (LQR) for a CANDU heavy water reactor control
system [1]and an LQG/LTR technique to control a pressurized
water reactor (PWR) [2]. A state feedback which uses a
classical differential lag compensator assisted by LQG/LTR
was used to control the core power of a PWR in [3]. To further
enhance optimal state feedback control, an LQG, PID and an
optimization Improved Adaptive Genetic Algorithm (IAGA)
were combined to synthesize a new control paradigm for
the core power control of a nuclear reactor [4]. Nonetheless,
Optimal state feedback control performance degrades with
time in an uncertain environment such as a nuclear reactor,
and it is not robust against external disturbances [5]. In
addition, none of the control paradigms considered external
disturbances in their design. Thus, hybrid control techniques
which combine LQG/LTR with sliding mode control [5], [6],
and Linear Quadratic Integrator, Linear Quadratic Gaussian
and Loop Transfer Recovery (LQGI/LTR) [7], were designed
to improve the robustness of the optimal control techniques
against external disturbances. On the other hand, advanced
control techniques such as model predictive control [8], fuzzy
logic control [9] and artificial neural network algorithm [10]978-1-6654-6925-8/22/$31.00 ©2022 IEEE



are computationally intensive and sensitive towards parametric
perturbations. Robust techniques such as sliding mode control
suffer from chattering problem [11], [12] which has recently
been addressed in [13]–[15]. It should be noted that most of
control schemes discussed thus far are based on passive distur-
bance attenuation or rejection approach. Thus, a new control
paradigm that actively compensates disturbances in nuclear
power plant control systems is required for system safety,
efficiency, and reliability. Recently, several studies have used
the active disturbance rejection control (ADRC) technique in
nuclear reactor control loops owing to its effectiveness in
dealing with system nonlinearities and modelling uncertainty
as well as parametric variations. Besides, it is simple to
implement and tune, and requires minimal plant information in
terms of the relative degree and input gain [16]–[19]. However,
most of the studies on ADRC do not consider the effect of
measurement noise which is ubiquitous in practical systems
and degrades the quality of estimates obtained via extended
state observers (ESO) which in turn limits the achievable
closed-loop performance. Motivated by the gap observed in
this area, we apply two recently proposed noise suppressing
ESOs namely low-power higher-order ESO (LHESO) [20] and
cascade ESO (CESO) [21], [22] for control of PWR under the
effect of non-negligible sensor noise. Through extensive sim-
ulation studies, we illustrate that the noise suppressing ESO
based ADRC techniques offer improved resilience towards
high-frequency measurement noise along with better closed
loop performance in terms of reference tracking as well as
disturbance attenuation. In addition to the nominal operating
condition, eight different perturbed scenarios with positive as
well as negative deviations of critical PWR parameters are
considered to analyse the robustness of the developed schemes.

II. MODELING OF PRESSURIZED WATER REACTOR

Generally, the Boltzmann transport equation captures time-
dependent flux distribution in a nuclear reactor. However, exact
solutions of the equation can be obtained for a few rare sce-
narios. Nevertheless, the approximate neutron diffusion equa-
tion where the energy variable is discretized and intergroup
transfer cross sections represent the slowing-down process can
adequately be used instead of the transport equation [23]. In
addition, the control system design requires simple systems
of first-order differential equations. Therefore, the neutron
diffusion equation, including delayed neutrons, was used for
the derivation of the reactor Point kinetics equation, which
is a set of first-order equations. The point kinetics equation
is a fundamental equation that describes the time-dependence
of reactor core multiplication. It can be used to predict the
behavior of the neutron population in a reactor [24]. The
detailed derivation of the equation is given by [24], [25].

The Point kinetics model, which accounts for the neutronic
model is coupled with other models including the thermal-
hydraulics and reactivity models. The thermal-hydraulics
model account for the temperature reactivity feedback owing
to the doppler effect and coolant. The thermal-hydraulic model
is based on a singly lumped model of the fuel and coolant

TABLE I: Nomenclature.

nr - Neutron density relative to initial equilibrium point
nr0 - Initial equilibrium neutron density
c - Precursor density
c0 - Equilibrium precursor density at rated power
λ - Effective precursor radioactive decay constant
ρ - Total reactivity
ρr - Reactivity induced by the control mechanism
Λ - Effective prompt neutron life time
β - Total delayed neutron fraction
Te - Temperature of water entering the reactor

zr
- Control input, control rod speed in units of fraction of core
length per second

Gr - Total reactivity of control rod
αf - Fuel temperature reactivity coefficient
αc - Coolant temperature reactivity coefficient
Tf - Average reactor fuel temperature
Tf0 - Initial equilibrium average reactor fuel temperature
Tl - Temperature of water leaving the reactor

Tl0
- Initial equilibrium (steady state) temperature of water leav-
ing the reactor

µf - Total heat capacity of fuel
µc - Total heat capacity of reactor coolant
Ω - Heat transfer coefficient between fuel and coolant
M - Mass flow rate multiplied by heat capacity of coolant
ff - Fraction of reactor power deposited in the fuel
P0 - Rated Thermal power

temperatures. Lastly, the reactivity model accounts for the
total reactivity including the external reactivity of the control
rods. Therefore, the model comprises three main parts: the
neutronic model, thermal-hydraulics model, and reactivity
model. Therefore, the reactivity model comprises the reactivity
owing to control rod, the coolant, and fuel temperature. The
complete model for the nuclear reactor is therefore given as
follows:

ṅr = (ρ− β)Λ−1nr + βΛ−1cr

ċr = λ(nr − cr)

Ṫf = µ−1
f

[
ffP0nr − ΩTf + 0.5Ω(Tl + Te)

]
Ṫl = µ−1

c

[
(1− ff )P0nr +ΩTf − (M + 0.5Ω)Tl

+ (M − 0.5Ω)Te

]
ρ̇r = Grzr

ρ = ρr + αf (Tf − Tf0) + 0.5αc(Tl − Tl0)

+ 0.5αc(Te − Te0),

(1)

where P = P0nr is the power output and αf (nr) =

(nr − 4.24) × 10−5 δk

k
/◦C,αc(nr) = −(4nr + 17.3) ×

10−5 δk

k
/◦C, µc(nr) =

160

9
nr+54.022 MW ·s/◦C,Ω(nr) =

5

3
nr +4.933 MW · s/◦C, M(nr) = (28nr +74)MW · s/◦C

are the coefficients. Nomenclature used for the modelling the
PWR is given in Table I.

III. ACTIVE DISTURBANCE REJECTION CONTROL
(ADRC)

Dynamic model of a PWR expressed in (1) is highly
nonlinear and has time-varying parameters. Furthermore, us-
ing the entire higher-order system dynamics may lead to



a complex control structure that is difficult to design and
implement. Active disturbance rejection control (ADRC) [26],
[27] presents a simple and intuitive solution to this problem
by considering the nominal model as a cascaded chain of
integrators where the system order relies on the relative degree
of the actual system and only approximate information about
the input gain of the system is required. In doing so, ADRC
expands the notion of disturbance by considering only the
required minimal system information for controller design and
categorising any deviation from the assumed nominal model
as total disturbance.

Rewriting the neutron dynamics as

dnr

dt
= −β

Λ

(
nr − cr

)
+

nr

Λ

[ ∫ t

0

Grzrdτ + αf∆Tf

+ 0.5αc

(
∆Tl +∆Te

)]
,

(2)

using (1), it can be observed that the relative degree of the
PWR dynamics is two as the control input zr appears in the
second derivative of the preceding neutron dynamics. It is
therefore possible to rewrite the 5th order dynamics of PWR
using a second order integral chain form given by

n̈r = b0zr + f (3)

where b0(nr) = Grnr/Λ is the input gain and f is the total

disturbance expressed asf =
Gr(nr − nr0)

Λ
zr+

nr

Λ
[α̇f∆Tf +

αf∆Ṫf +0.5α̇c(∆Tl+∆Te)+0.5αc(∆Ṫl+∆Ṫe)]−
β

Λ

(
ṅr−

ċr
)
+
ṅr

Λ

[∫ t

0
Grzrdτ + αf∆Tf + 0.5αc

(
∆Tl +∆Te

)]
. Con-

sidering the total disturbance f as a virtual state variable
(x3) that needs to be estimated along with the system states
(x1, x2), the augmented state-space model is expressed as

ẋ1 = x2

ẋ2 = x3 + b0u

ẋ3 = h

y = x1 + ν

(4)

where x1 = nr is the output to be controlled, u = zr is the
control input, h = ḟ and ν denotes the effect of measurement
noise. The compact matrix form for (4) is given by

ẋ =Ax+ b0Bu+Eh

y =Cx+ ν,
(5)

where x = [x1, x2, x3]
T and the associated matrices are

defined as A =

[
0 I2
0 0

]
3×3

, B =
[
0 1 0

]T
1×3

, C =[
1 0

]
1×3

, E =
[
0 1

]T
1×3

.

Assuming that the state as well as disturbance estimates are
available, a disturbance decoupling control law of the form

u = b−1
0

[
− x̂3 + ū

]
, (6)

can be implemented to reduce the perturbed nominal model to
a pure integrating form, while a stabilizing nominal controller
can be selected as

ū = k1(r − x̂1)− k2x̂2 (7)

to obtain desired closed-loop dynamics. The required esti-
mates of xi, i = {1, 2, 3} are obtained via an extended
state observer (ESO) designed for the augmented state-space
model expressed in (5). As highlighted in [20]–[22], [28],
conventional ESO suffers from noise amplification problem in
the obtained estimates due to the high-gain construction. This
in turn degrades the control quality and limits the closed-loop
performance that can be achieved via ADRC. To address this
problem, this paper investigates the implementation of noise
suppressing ESOs in the context of PWR control for enhanced
closed-loop performance. Design and implementation of noise
suppressing ESOs are discussed in the subsequent sections.

IV. CASCADE EXTENDED STATE OBSERVER (CESO)

Cascade ESO [21], [22] operates by virtually splitting the
total disturbance (f) into a predefined number of components
(fi, i = {1, ..., N}), each lying in a particular frequency range.
These components are then estimated via N individual ESOs
connected in cascade where the output of an ESO in each level
acts as reference for the ESO in subsequent level. Cascade
connection between subsequent ESOs results in additional
filtering at each level and improves the sensitivity of final set
of estimates towards high-frequency measurement noise. The
ESO in each level is a Luenberger type observer constructed
for the augmented state-space model given in (5) where the
expression for ith level ESO is given as follows:

˙̂zi = Aẑi + b0Bu+ γi(yi−1 −Cẑi) +

i−1∑
k=1

Γẑk, (8)

where Γ =
[
0 0 0
0 0 1
0 0 0

]
, ẑi = [ẑi,1, ẑi,2, ẑi,3]

T ,γi =

[γ1,iωoi, γ2,iω
2
oi, γ3,iω

3
oi]

T , yi = Cẑi, i = {1, .., N}, y0 = y.
In order to reduce the number of tuning parameters in the
ESOs, the observer gains are selected such that all the poles are
placed at −ωoi as per bandwidth parameterization approach
highlighted in [29], which results in γ1,i = 3, γ2,i = 3, γ3,i =
1, for third order ESOs used in the present study. Furthermore,
the observer bandwidths for individual ESOs are selected as
ωoi = ωoa

i−1, i = {1, ..., N} where a > 1 is a tuning
parameter. The final set of estimates of the system states as
well as total disturbance are obtained as

x̂ = [x̂1, x̂2, x̂3]
T = ẑN +EET

N−1∑
i=1

ẑi, (9)

where the state estimates of system states i.e. x̂1, x̂2 are
obtained from the N th level ESO while estimate of total
disturbance is a sum of disturbance estimates obtained from
each ESO.



We define a combined estimation error variable as ez :=
[eTz1

, eTz2
, .., eTzN

]T where

ezi
:= x− x̂i, x̂i = ẑi+EET

i−1∑
j=1

ẑj , i = {1, .., N}, (10)

following the approach introduced in [22]. Considering a two
level CESO which is used in the present study, the combined
estimation error dynamics is given as

ėz = Azez +Ezh− γzν (11)

where Az =

[
A− γ1C 03×3

γ2C −EETγ1C A− γ2C

]
6×6

, Ez =[
E
E

]
6×1

, γz =

[
γ1

EETγ1

]
6×1

.

Since Az is Hurwitz by design, assuming that the derivative

of total disturbance i.e.
df(·)
dt

= h and measurement noise ν

are bounded in the sense that |h| ≤ µ1 and |ν| ≤ µ2 where
µ1, µ2 > 0, it can be shown that the actual estimation error
vector defined as e := x− x̂ = [x1 − x̂1, x2 − x̂,x3 − x̂3]

T is
bounded as

lim
t→∞

∥e(t)∥ ≤ κ1a
2ω−1

o µ1 + κ2a
2ω2

oµ2, (12)

where κ1, κ2 ≥ 0. The steady-state ultimate bound for ∥e∥
illustrates that the effect of disturbance on estimation error
reduces upon increasing the value of ωo, however, the obtained
estimates become more sensitive to the effect of measurement
noise. It is also evident that practical convergence of estimation
error is only possible in the neighbourhood of origin and
that the estimation error cannot be made arbitrarily small by
selecting higher values of ωo. It is to be noted that standard
ESO used in conventional ADRC is a special case of CESO
obtained for N = 1 and is therefore not discussed separately.

V. LOW-POWER HIGHER-ORDER EXTENDED STATE
OBSERVER (LHESO)

In contrast to a standard ESO which assumes the distur-
bance to be constant [27], [30], a higher order ESO (HESO)
incorporates a time polynomial type disturbance model into
the augmented state-space form and is therefore more accurate
in practical scenarios where disturbances are mostly time-
varying. However, an HESO also suffers from the noise
amplification problem that limits closed-loop performance in
case of standard high-gain ESO. Furthermore, the numerical
implementation issue [20] that is encountered in standard
high-gain ESO gets aggravated in case of HESO as the
gains escalate to O(ωn+m

o ) where m denotes the number
of state augmentations. To mitigate these issues, the HESO
is implemented via a low-power construction introduced in
[31] which limits the magnitude of observer gain to O(ω2

o)
and guarantees improved noise suppression in the estimates
while simultaneously retaining all the good features of HESO
such as asymptotic convergence of estimates in presence of

disturbances that satisfy
dmf(·)
dtm

= 0, when the effect of
measurement noise is ignored.

In this study we consider a system having two state aug-
mentations (m = 2) which is given by

ẋ+ =Ăx+ + b0B̆u+ Ĕg

y =C̆x+ + ν,
(13)

where x+ = [xTx4]
T , x4 = f̈ = g, Ă =

[
0 I3
0 0

]
4×4

, B̆ =[
0 1 0

]T
1×4

, C̆ =
[
1 0

]
1×4

and Ĕ =
[
0 1

]T
1×4

. The
resulting LHESO designed for (13) is expressed using the
following set of equations:

˙̂xi = ˆ̄xi+1 + aib0u+ ωoβi(yi − x̂i), i = {1, ..,m+ 1}
˙̄̂xi = ˆ̄xi+1 + aib0u+ ω2

o β̄i(yi−1 − x̂i−1), i = {2, ..,m}
˙̄̂xm+1 = ω2

o β̄m+1(ym − x̂m),
(14)

where yi =

{
ˆ̄xi, i = {2, ..,m}
y, i = 1

, ai =

{
1, i = 2

0, otherwise.
Introducing estimation error vector as eχ := χ − χ̂

where χ̂ := [χ̂T
1 , χ̂

T
2 , χ̂

T
3 ]

T , χ̂i := [x̂i, ˆ̄xi+1]
T , χ =

[x1, x2, x2, x3, x3, x4]
T , we obtain error dynamics as

ėχ = Aχχ+Hg −Fν, (15)

where F = [l1ωo, l̄1ω
2
o , 01×4]

T , H = [01×5, 1]
T

while error matrix Aχ = Ξ3 can be obtained
recursively in the following manner: Ξ1 =

E1,Ξi =

[
Ξi−1 N̄i

Q̄i Ei

]
,Ei =

[
−βiωo 1
−β̄iω

2
o 0

]
, N̄i =[

02(i−2)×2

N

]
, Q̄i =

[
02×2(i−2) Qi

]
,Qi =[

0 βiωo

0 β̄iω
2
o

]
,N =

[
0 0
0 1

]
, i = {2, 3}.

Assuming that |g| ≤ µ3 where µ3 ≥ 0, it can be shown that

lim
t→∞

∥e(t)∥ ≤ ω−1
o κ3µ3 + ω3

oκ4µ2, (16)

for κ3, κ4 ≥ 0, where selection of ωo presents a compromise
similar to the case of CESO. The eigen values of Aχ can
be placed at −ωo by selecting βi = 2, i = {1, 2, 3},
β̄1 = 3, β̄2 = 1 and β̄3 = 1/3, based on the concept of
bandwidth parameterization proposed in [29]. Such a selection
also reduces the number of tuning parameters to unity and
facilitates practical implementation. It is also worth noting
that LHESO avoids the gain escalation problem which plagues
high-gain observers (including ESO and CESO) and leads to
numerical implementation complexity on fixed point digital
signal processors by using gains that grow only up to ω2

o

[20], [31]. Low-power construction of LHESO ensures that
the relative degree between estimation error ei, i = {1, 2, 3}
and measurement noise (ν) goes on increasing from unit to
three as i increases. This results in superior noise suppression
in the disturbance estimate (x̂3) which is most affected by
measurement noise among the required estimates.



VI. SIMULATION RESULTS

Numerical simulation for the closed loop system is per-
formed in Simulink/MATLAB environment using ode3 solver
with a fixed sampling time of 0.1 ms. Dynamics of PWR is
simulated using the nonlinear model expressed in (1) with the
system parameters defined as Λ = 10−4s, β = 0.006019, λ =
0.15s−1, Gr = 0.0145δk/k, µf = 26.3MW · s/◦C, Te0 =
290◦C, ff = 0.92, P0 = 2500MW [18]. The effect of
measurement noise is included by passing a Band-limited
Gaussian white noise having power 10−11, through an 8th-
order Butterworth high-pass filter having pass band frequency
of 200 rad/s. Performance of CESO and LHESO is compared
to a conventional ESO to highlight the advantages of the two
schemes. ESO, CESO and LHESO are implemented using
the methods described in Section III, IV and V to obtain the
estimates required for control law in (6),(7). The controller and
observer parameters selected for the study are ωc = 1 rad/s,
ωo = ωo2 = 40 rad/s and ωo1 = 20 rad/s. The controller as
well as observer bandwidths of all three ESOs (ωo2 in case of
CESO) are kept same for a fair comparison.

Performance of the closed-loop system is evaluated for
reference tracking as well as disturbance attenuation under
nominal and perturbed scenarios considering three different
scenarios defined as follows: S1- Negative 10% step change
in power reference applied at t=50 s. S2- Step change of −2◦C
in Te applied at t=200 s. S3- Step decrease in reactivity by
0.0002 at t=290 s.

Under nominal condition, the plots for test scenarios S1-
S3 are obtained in Fig. 1. For the reference tracking case in
Fig. 1a, it can be observed that LHESO and CESO based
closed-loop system settles to the new power reference much
faster that ESO based approach with no overshoot in case of
LESO and negligible overshoot for CESO. Furthermore, the
control signal plot indicating velocity of the control rod (zr)
in Fig. 1b clearly shows in the zoomed-in view that LHESO
based ADRC exhibits the best control quality (in terms of
smoothness) and is least affected by the measurement noise
present in the sensed data. Although CESO also suppresses the
effect of measurement noise in control signal to a great extent
(compared to conventional ESO), LHESO exhibits superior
noise suppression due to its structural properties that result in
increased relative degree [20]. For abrupt changes in Te and
ρ, LHESO and CESO based schemes yield significantly better
regulation compared to ESO due to their enhance disturbance
estimation capabilities.

Robustness of the designed schemes is investigated by
introducing perturbation into the PWR parameters- Gr, β
and λ, where each system parameter is perturbed by ±20%
giving rise to eight different perturbed scenarios in total. Plots
obtained for the perturbed case are given in Fig. 2 which
indicate that the designed schemes are robust towards large
perturbations in system parameters and are able to ensure
system stability while tracking reference changes as well as
under the effect of variations in Te and reactivity.
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Fig. 1: Response to set-point changes and abrupt changes in
Te and ρ with measurement noise under nominal condition.
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Fig. 2: Closed-loop system response under parametric perturbations without the effect of measurement noise (legend: red-
LHESO, green-CESO, blue-ESO).

VII. CONCLUSION

This paper investigates the efficiency of recently proposed
noise suppressing ESO’s for control of PWR under practical
operating conditions. Through extensive simulation studies,
it is shown that the noise suppressing ESOs yield improved
closed-loop performance compared to conventional ESO in
terms of reference tracking as well as attenuation of distur-
bances. In addition to nominal operating condition, the closed-
loop performance is evaluated under eight different combina-
tions of parametric perturbations to evaluate the robustness of
the three ESOs. Further improvements in performance as well
as noise suppression can be obtained by combining the two
structures and will be investigated in future works.
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