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Summary of Thesis 

The main aim of this thesis is to generalise McAlister's the­

ory of locally inverse regular semigroups to the class of semigroups 

with local units in which the iocal submonoids have commuting 

idempotents. We prove that if such a semigroup has what we call 

a McAlister sandwich function then the semigroup can be covered 

by means of a Rees matrix semigroup over a semigroup with com­

muting idempotents . Examples of such semigroups are easily con­

structed. Indeed, if T is a semigroup with local units having an 

idempotent e such that T = TeT, and eTe has commuting idem­

potents, then all the local submonoids of T have commuting idem­

potents and T is equipped with a McAlister sandwich function. We 

prove that the semigroups with local units having local submonoids 

with commuting idempotents S which can be embedded in such a 

semigroup T in such a way that S = ST S are precisely the ones 

having a McAlister sandwich function. 

Finally, in a different direction, we study variants of semigroups 

concentrating on the relationship between the local structure of a 

semigroup and the global structure of its variants. 
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Chapter 1 

Introduction 

In this chapter, we outline the background material needed to un­

derstand this thesis. In Section 1, we recall the basic definitions 

and constructions which form the basis of semigroup theory as a 

whole, whereas in Section 2, we recall the basic definitions and con­

structions of regular semigroup theory. A good reference for this 

material is [11]. In Section 3, we describe McAlister 's theory of 

locally inverse regular semigroups; this summarises the contents of 

the papers [19], [20], [21], and [22]. Finally, in Section 4, we sum­

marise the small amount of category theory needed to read this 

thesis. 

1.1 General semigroup theory 

1.1.1 Basic definitions 

Let S be a set. A binary operation* on S is a function*: S x S -+ S . 

We usually write s * t rather than *(s, t) and, generally, we follow 

the mult iplicative convention and write st inst ead of S*t. We write 

(S, *) to indicate that we wish to regard the set Sas being equipped 

with the binary operation*· 

Arbit rary binary operations are of little interest. We now single 

out properties which make t hem more interesting. We say that a 
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binary operation is associative if for all a, b, c E S, we have 

a(bc) = (ab)c, 

and it is is commutative if for all a, b E S we have 

ab= ba. 

An idempotent is an element e E S such that e2 = ee = e. The set 

of idempotents in S is denoted E(S), and if A ~ S then E(A) 

An E(S). An element e ES such that 

ea= a= ae 

for all a E S is called an identity in S. An element z E S such that 

za = z = az for all a E S is called a zero in S. Both identities and 

zeros are idempotents. It is easy to check that if a binary operation 

has an identity (resp. a zero) then it is unique. 

A set S equipped with an associative binary operation is called 

a semigroup. A semigroup with an identity is called a monoid. A 

semigroup in which every element is an idempotent is called a band. 

Commutative bands are usually called semilattices. A subset T of S 

closed under the binary operation, in the sense that a, b E T implies 

ab E T, is called a subsemigroup. A subsemigroup of a monoid 

containing the identity is called a submonoid. A semigroup S is 

said to be orthodox if the idempotents in S form a subsemigroup. 

A semigroup S with a zero having at least two elements is called a 

semigroup with zero. An example of such a semigroup is t he null 

semigroup in which all products are zero. 

If S is any semigroup then S1 is the semigroup with underlying 

set S U {1} ( where 1 ¢ S) and multiplication determined by the 

one in S together with the conditions l s = s = sl for all s E S 

and 11 = 1. It is clear that S 1 is a monoid containing S as a 

subsemigroup. The semigroup s0 is defined in a similar way except 

that it is a semigroup with zero containing S as a subsemigroup. 

If G is a group then G0 is called a 0-group. 
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Let S be a semigroup and e E S an idempotent. Then the 

subset eSe = { ese: s E S} is a subsemigroup. Observe that e is an 

identity in eSe. For this reason eSe is called, a little illogically, a 

local submonoid of S; ' illogical' because we are not assuming that S 

itself is a monoid. A semigroup S is said to have a property locally 

if each local submonoid has that property. 

Let S be a semigroup. Then P(S), the set of all subsets of S, 

is also a semigroup when we define the product of A and B to be 

AB = { ab: a E A and b E B}. 

We call this the set product. Observe that T is a subsemigroup of 

S precisely when T 2 ~ T. 

Let S be a semigroup and e, f E E(S). Define the relation :=:; 

on E(S) by e ::; f if and only if ef = f e = e. It is easy to check 

that this relation is a partial order on E(S). It is called the natural 

partial order on the set of idempotents. 

If S is a semigroup and :=:; a pc.~rtial order on S, then we say 

that the order is compatible with the multiplication if a ::; b and 

c :=:; d implies ac ::; bd for all a, b, c, d E S. If S is a band, then it 

is called a normal band if the natural partial order is compatible 

with the multiplication ( this is equivalent to the usual definition: 

see [11], page 141, Exercise 18). As a result of McAlister's work 

[20] the normal bands can also be characterised as those bands in 

which every local submonoid is a semilattice. 

Let (S, o) and (T, *) be semigroups. Then a function 0: S-+ T 

is called a homomorphism if for all a, b E S, 

0(a ob) = 0(a) * 0(b). 

If S and T are monoids with respective identit ies l s and l r then 

a monoid homomorphism is required to map l s to l r . An injec­

tive homomorphism is called an embedding and a bijective homo­

morphism is called an isomorphism. If 0: S -+ T is a surjective 

homomorphism we often say that S is a cover of T. If T is a homo-
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morphic image of a subsemigroup of S then we say that T divides 

s. 
If X is a set then T(X) denotes the set of all functions from X 

to itself. It is a monoid with respect to the operation of functional 

composition o. We call (T(X), o) the full transformation monoid 

on X. Observe that we compose functions 'from right-to-left ' in 

this thesis and so (a o ,B)(x) means a(,B(x)) . The following is the 

semigroup-theoretic analogue of Cayley's t heorem in group theory. 

The proof can be found in [11] (Theorem 1.1.2). We include it for 

the sake of completeness. 

Theorem 1 Every semigroup can be embedded in a full transfor-

mation monoid. ■ 

1.1.2 The first isomorphism theorem 

In this section, we outline t he important properties of homomor­

phisms. 

Recall that a relation p on a set X is said to be an equivalence 

relation if it is reflexive, symmetric and transitive. 

Let p be an equivalence relation on a set X. Then 

p(x) = {y EX: (y,x) E p} 

is called the p-equivalence class containing x. The set of p-classes 

forms a partition of X, in the sense that they are pairwise disjoint 

and their union is the whole of S. The set of p-classes is denoted 

by S/p. 

Let 0: X --+ Y be a function. T hen the kernel of 0, denoted by 

ker(0) , is defined by 

ker(0) = {(x,y) EX x X: 0(x) = 0(y)}. 

It is easy to check that the kernel is an equivalence relation on X. 

Let S be a semigroup. T hen an equivalence relation p on S is 

called a congruence if it is a subsemigroup of S x S. That is if 

(a,b), (c,d) E p ⇒ (ac,bd) E p. 
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Sometimes it is convenient to split up the definition of a congru­

ence into two parts: we say that an equivalence relation p is a left 

congruence if (a, b) E p implies (ca, cb) E p for all c E S; and we 

say that it is a right congruence if (a, b) E p implies (ac, be) E p for 

all c E S. It is easy to check that an equivalence is a congruence if 

and only if it is both a left and a right congruence. 

Let p be a congruence on the semigroup S. Define a binary 

operation * on S / p by 

p(a) * p(b) = p(ab). 

Then it is easy to check that (Sf p, *) is a semigroup. Observe 

that the set product p(a)p(b) ~ p(ab) holds but that in general 

equality does not. When it does the congruence is said to be perfect. 

Congruences on groups are perfect. However, we shall not have 

need of this notion in this thesis. We shall denote the product in 

S / p by concatenation, but the reader should always take care to 

remember how the product is defined to avoid confusion. 

It is easy to check that if 0: S ---+ T is a homomorphism be­

tween semigroups then ker(0) is a congruence on S. The function 

pQ: S ---+ S / p given by s H p( s) is a surjective homomorphism called 

the natural homomorphism. The following result, called the first 

isomorphism theorem, describes the exact relationship between ho­

momorphisms and congruences. 

Theorem 2 Let 0: S ---+ T be a homomorphism between semi­

groups. Denote the natural homomorphism from S to S/ker(0) by 

¢. Then there is a unique injective homomorphism '1/J: S/ker(0) ---+ 

T such that 0 = '1/J<p . If 0 is surjective, then 'ljJ is an isomorphism.■ 

The above result is proved in [ll] (Theorem 1.5.2). It follows 

that homomorphic images of S can be constructed, up to isomor­

phism, from congruences on S. 

It is easy to check that the intersection of any family of congru­

ences on a semigroup S is also a congruence on S. Thus for every 

10 



relation p on S there is a smallest congruence containing p called 

the congruence generated by p. We denote this congruence by p~. 

We shall now give a more explicit description of p~. Let c, d E S 

and x, y E S 1 such that c = xay and d = x by where either (a, b) E p 

or (b, a) E p. We say that c is connected to d by means of an 

elementary p-transition. We usually write 'c ➔ d'. The following 

result is proved as Proposition 1.5.9 of [11]. 

Proposition 3 Let p be a relation on a semigroup S , and let a, b E 

S. Then ( a, b) E p~ if and only .if either a = b or there is a sequence 

a = z1 ➔ z2 ➔ ... ➔ Zn = b 

of elementary p-transitions connecting a to b. ■ 

1.1.3 Ideals 

Ideals play an important role in ring theory. In semigroup theory 

they are not as important, but they are still very useful. 

Let S be a semigroup. A nonempty subset I of S is called a 

left ideal if for all a E J and s E S we have sa E I ; a right ideal if 

as E I; and an ideal if it is both a left and right ideal. It is clear 

that S is an ideal of S and, if S has a zero, then {O} is an ideal of 

s. 
In ring theory, ideals are important because they can be used 

to construct all congruences. This is no longer true in the case of 

semigroups. However, it is true that ideals can be used to construct 

some congruences. If J is an ideal in the semigroup S then the 

semigroup S/ I, called a Rees quotient of S by I , has as underlying 

set (S \ J)0 and multiplication defined as follows: if a, b E S \ I and 

ab E S \ I then the product is defined to be ab, whereas in all other 

cases the product is zero. 

If a E S, then the smallest left (respectively, right) ideal con­

taining a is S 1a (resp. aS1 ) called the principal left (resp. right) 

ideal generated by a. The principal ideal of S generated by a is 

S 1aS1 . 
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The principal ideals in a semigroup are used to define the impor­

tant Green's relations, denoted .C, R, 1-l, 'D and .:J, as follows. Let 

8 be a semigroup. The equivalence relation .C (resp. R) is defined 

by a.Cb (resp. a Rb) if and only if S 1a = S 1b (resp. aS1 = bS1). 

The relation 1-l is the intersection of .C and R, and the relation 

'D is the smallest equivalence relation containing .C and R ( this is 

equivalent to saying: 'D is the intersection of all equivalence rela­

tions on 8 containing both .C and R). The equivalence relation .:J 

is defined by a .:J b if and only if S 1aS1 = S 1bS1
. If K, is one of 

Green's relations then the equivalence class containing a is denoted 

by Ka. It is easy to check that .C is a right congruence and that 

R is a left congruence. The .C- and R-classes can be ordered as 

follows: we write Ra ::; Rb if a81 ~ b81, and La ::; Lb if 8 1a ~ 8 1b. 

The following lemma is frequently useful. We provide a proof for 

the sake of completeness. 

Lemma 4 Let e and f be idempotents. 

(i) Le::; L1 implies fe is an idempotent, fe ::; f and fe.Ce. 

(ii) Re ::; Rf implies ef is an idempotent, ef ::; f and ef Re. 

Proof We prove (i); the proof of (ii) is similar. By definition, 

Le ::; L f means 8 1 e ~ 8 1 f. Thus e E 8 1 f. It follows that 

ef = e. Observe that (Je)2 = fef e = f e; that J(Je) = fe and 

that (Je)J = f ef = Je and so f e::; f; and finally, it is immediate 

that fe.C e. ■ 

The 1-l-relation is particularly important in locating groups in 

semigroups. By a subgroup in a semigroup we mean a subsemigroup 

which is a group with respect to the induced multiplication. 

Proposition 5 An 1-l -class in a semigroup contains an idempo­

tent if and only if it is a group. Every subgroup in a semigroup is 

contained in a unique 1-l-class with an idempotent. ■ 
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For a proof see Corollary 2.2.6 of [ll]. 

A semigroup is said to be bisimple if it consists of exactly one 

'D-class; a semigroup with zero is said to be 0-bisimple if it consists 

of exactly two D-classes. A semigroup S is simple if it has no proper 

ideals. A semigroup S with zero is 0-simple if {0} is the only proper 

two-sided ideal of S and S 2 # {0}; the second condition is only to 

exclude the null semigroup of order 2. 

A non-zero idempotent e of a semigroup S is said to be primi­

tive if f :S e implies f = e or f = 0. A semigroup S is said to be 

completely simple if it is simple and contains a primitive idempo­

tent; a semigroup is said to be completely 0-simple if it is 0-simple 

semigroup and contains a primitive idempotent. 

1.1.4 Rees matrix semigroups 

In this section, we describe an important technique for constructing 

semigroups . Let S be a semigroup, let I and A be sets, and let P 

be a A x I -matrix whose entries are from S and are denoted P>.i 

where (>., i) E A x I. The semigroup M = M(S; I, A; P) consists 

of all triples I x S x A equipped with the product 

(i, a, >.)(j, b, µ) = (i, ap;,.jb, µ). 

It is easy to check that this really is an associative binary operation. 

We say that M is a Rees matrix semigroup over S with sandwich 

matrix P. If S is a semigroup with zero then the elements 

I= {(i, 0, >.): (i, >.) E J x A} 

form an ideal in M. In this case, t he Rees quotient M / I is de­

noted M 0 (S; I , A; P ) and is called a Rees matrix semigroup over a 

semigroup with zero. 

Let S be a monoid. T hen the sandwich matrix P is said to be 

regular if each row and each column contains an invertible element . 

In 1940, David Rees found a way of constructing all completely 

0-simple and completely simple semigroups using Rees matrix semi­

groups. It is easy to check that a Rees matrix semigroup over a 
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group is completely simple, and that a Rees matrix semigroup over 

a 0-group having a regular sandwich matrix is completely 0-simple. 

The following result, known as the R ees Theorem, shows that the 

converses also hold. Observe that for a Rees matrix semigroup over 

a 0-group, 'regular' means that each row and each column of the 

sandwich matrix contains a non-zero element. 

Theorem 6 Every completely 0-simple semigroup is isomorphic 

to a regular Rees matrix semigroup over a 0-group; and every com­

pletely simple semigroup is isomorphic to a Rees matrix semigroup 

over a group. ■ 

The above theorem (proved as Theorem 3.2.3 in [11]) is the 

basis of all investigations into the structure of completely simple 

and completely 0-simple semigroups. It is also the starting point 

for the main research in this thesis. 

1.2 Regular semigroups 

At the end of the last section, we described completely simple and 

completely 0-simple semigroups. These are the first examples of an 

important class of semigroups: the regular semigroups. Full trans­

formation mono ids are also regular. Many of the deeper results 

of semigroup theory are either known only for regular semigroups 

or were first proved for regular semigroups. In this thesis, we shall 

show how some results originally proved for regular semigroups can 

be extended to some non-regular semigroups. 

1.2.1 Basic definitions 

Let S be a semigroup. An element s E S is said to be regular if 

there exists an element t E S such that sts = s . The semigroup S 

is called regular if all of its elements are regular. More generally, 

the regular elements in an arbitrary semigroup S are denoted by 

Reg( S). An element s' is said to be an inverse of an element s if 
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s = ss' s and s' = s' ss'. It is clear that an element with an inverse 

is regular; however, the converse is also true. For ifs = sts, then it 

is easy to check that tst is an inverse of s. Thus regular elements 

are precisely the elements which have inverses. We denote the set 

of inverses of an element s by V ( s). 

The following contains important properties of inverses; see 

Theorem 2.3.4 [11] for a proof. 

Proposition 1 Let S be a semigroup. 

(i) Let a' E V(a). Then aa' E Ran La', and a'a E Lan Ra'· 

(ii) If b is such that there exists e E Ra n Lb n E(S) and f E 

Lan Rb n E(S), then there exists a' E Hb n V(a) such that 

aa' = e and a' a = f. ■ 

The following results are of great importance (see Proposi­

tion 2.3.5 and Proposition 2.4.1 [11]). 

Proposition 2 Let S be a semigroup. Then 

(i) If a and b are regular, then a.Cb if and only if there exists 

a' E V(a) and b' E V(b) such that a'a = b'b. 

(ii) If a and b are regular, then an b if and only if there exists 

b' E V(b) such that aa' = bb' . 

(iii) Let e and f be idempotents. Then e 'D f if and only if there 

exists a E S and a' E V(a) such that a' a= e and aa' = f. ■ 

It follows from Proposition 2, that in a regular semigroup each 

.C-class and each R-class contains an idempotent. 

In an arbitrary regular semigroup, an element will have many 

inverses. We say that a semigroup is inverse if each element has 

a unique inverse. In inverse semigroups, the unique inverse of s 

is usually denoted by s-1. Another way of characterising inverse 

semigroups is as follows; for a proof see [11] (Theorem 5.1.1). 
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Theorem 3 A regular semigroup is inverse if and only if its idem-

potents form a commutative subsemigroup. ■ 

The following result is well-known. We provide a proof for com­

pleteness. 

Proposition 4 (i) The regular semigroups with a unique idempo­

tent are precisely the groups. 

(ii) The regular semigroups with zero having exactly one non-zero 

idempotent are the 0-groups. 

Proof (i) Clearly groups are regular semigroups with unique idem­

potents. Let S be a regular semigroup with unique idempotent e. 

Let a E S. Since E(S) commutes, each element a E S has a unique 

inverse a' E S, and a' a = e = aa' . It is evident that e is an identity 

of S. Thus S is a group. 

(ii) It is clear that 0-groups are regular and have exactly one 

non-zero idempotent. Let S be a regular semigroup with zero hav­

ing one non-zero idempotent. Since E(S) = {O, e} commutes, each 

non-zero element a has a unique inverse a' , and a' a = e = aa' . Thus 

every element of S \ {O} is ti-related to e. By Proposition 1.1.5, 

this means that S \ {O} is a group. Thus S is a 0-group. ■ 

The idempotents of regular semigroups enjoy some nice proper­

ties which make them easy to work with. Let S be any semigroup. 

If e and f are idempotents in S then the sandwich set S(e, J) is 

defined by S(e, f) = fV(ef) e. Thus the sandwich set is non-empty 

precisely when e f is regular. It is easy to check ( or see N amboori­

pad [25]), that if S(e, f) is non-empty then 

h E S(e,f) <=> h2 = h, fhe = h, and ehf = ef. 

The proof of the following may be found as Theorem 2.5.4 in [11]. 

Proposition 5 Let s, t E S, where S is a regular semigroup. Let 

s' E V(s) and t' E V(t) and h E S(s' s, tt'). Then t'hs' E V( st). ■ 
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1.2.2 Local submonoids 

Local submonoids have t urned out to be of great interest in the 

theory of regular semigroups. The following results are well-known; 

we prove them for the sake of completeness. 

Lemma 6 Let S be a semigroup. 

(i) If S is regular then every local submonoid of S is regular. 

(ii) If e 'D f, where e and f are idempotents, then eS e is isomorphic 

to f Sf. 

(iii) If S = SeS then every local submonoid of S is isomorphic to 

a local submonoid of eSe. 

Proof (i) Let eS e be a local submonoid. Let a E eSe and let 

a' E V(a) in S . Then a"= ea'e E eS e and 

aa"a = aea'ea = aa'a = a 

and 

a"aa" = (ea'e)a(ea'e) = ea'aa'e = ea' e = a". 

Thus eS e is regular. 

(ii) By Proposition l(iii) , there exists a E Sand a' E V(a) such 

that a'a = e and aa' = f. Define 0: eSe-+ f Sf by 0(x) = axa'. It 

is easy to check that this defines an isomorphism. 

(iii) Let f E S be any idempotent. Then f = aeb = ( ae) ( eb) 

for some a, b E S. Put x = ae and y = eb. Then f = xy. It 

is easy to check that yf E V(f x) . Put i = yfx, an idempotent. 

Then i E eSe, and fxyf = f. Hence f 'Di E eSe. By (ii), JSf is 

isomorphic to iSi ~ eSe, and iSi = i(eSe)i . ■ 

Local submonoids provide a different way of characterising com­

pletely simple and completely 0-simple semigroups. 
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Proposition 7 Let S be a regular semigroup. 

(i) S is completely simple if and only if it is locally a group. 

(ii) S is completely O-simple if and only if it is O-simple and locally 

a O-group. 

Proof (i) By Theorem 3.3.3(4) of [ll], S completely simple is 

equivalent to being a regular semigroup in which every idempo­

tent is primitive. But an idempotent e is primitive in a regular 

semigroup if and only if eSe is a group: this is because e primitive 

means precisely that e is the only idempotent in eSe; we have al­

ready proved that eSe is regular; and the regular semigroups with 

a unique idempotent are the groups (Proposition 4(i)). 

(ii) A semigroup is completely O-simple if it is regular and has a 

primitive idempotent. By the Rees theorem, it is easy to check that 

every idempotent is primitive. But in a semigroup with zero S, the 

idempotent e is primitive if E(eSe) = {O, e }. But local submonoids 

of regular semigroups are regular. The regular semigroups with zero 

having exactly one non-zero idempotent are just the groups with 

zero (Proposition 4(ii)). 

Conversely, let S be a O-simple regular semigroup in which all 

local submonoids are O-groups. T hen clearly, every non-zero idem­

potent is primitive. Thus S is completely O-simple. ■ 

Homomorphisms between regular semigroups are just semigroup 

homomorphisms. A notion intermediate between a homomorphism 

and an isomorphism is the following: a homomorphism 0: S -+ T 

between regular semigroups is said to be a local isomorphism if 

the restriction of 0 to each local submonoid of S is injective. The 

following important result was proved in [20] as Lemma 1.3. 

Lemma 8 If 0: S -+ T is a local isomorphism between regular 

semigroups, then 0 is injective when restricted to every subset of S 

of the form aSb where a, b E S. ■ 
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Let S be an orthodox regular semigroup. Define t he relation 'Y 

on S by 

(a, b) E 'Y ¢=> V(a) n V(b) =/: 0. 

For a proof of the following see Theorem 6.2.5 of [11] and Propo­

sition 1.4 of [20]. Observe that locally inverse, orthodox, regular 

semigroups are precisely the regular semigroups with a normal band 

of idempotents because the locally inverse bands are precisely the 

normal bands. 

Theorem 9 Let S be an orthodox regular semigroup. Then 'Y is 

the smallest congruence on S with the property that Sh is inverse. 

The natural homomorphism ')'~ is a local isomorphism if and only 

if the idempotents of S form a normal band. ■ 

1.2.3 The natural partial order 

On every regular semigroup, a partial order can be defined in terms 

of the algebraic properties of the semigroup. Let S be a regular 

semigroup. Define a ~ b if and only if Ra ~ Rb and a = eb for 

some e E E(Ra)- It can be proved that this really is a partial 

order, and it is easy to check that it coincides with the order al­

ready defined on the idempotents of S. It is called the natural 

partial order on a regular semigroup. It was introduced indepen­

dently by Hartwig [8] and Nambooripad [26]. This order provides 

alternative characterisations of completely simple and completely 

0-simple semigroups. 

Proposition 10 A regular semigroup without zero is completely 

simple if and only if the natural partial order is equality. A 0-

simple regular semigroup is completely 0-simple if and only if the 

natural partial is equality when restricted to the non-zero elements. 

■ 

For a proof see Theorem 1.4 of [26]. In both these cases, the 

order is trivially compatible with t he multiplication. T he order 
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is also compatible with the multiplication on inverse semigroups. 

Nambooripad completely characterised those regular semigroups 

with a compatible natural partial order in the following way. We 

have already observed in Lemma 6(i) that every local submonoid 

in a regular semigroup is regular. We say that a regular semigroup 

is locally inverse if each local submonoid is inverse; by Theorem 3 

this is equivalent to requiring t he the idempotents in each local 

submonoid commute. The proof of the following may be found in 

(11] (Theorem 6.1.3). 

Theorem 11 A regular semigroup has a compatible natural partial 

order if and only if it is locally inverse. ■ 

1.3 The structure of locally inverse regular 

sem1groups 

In this section, we describe the work which forms the inspiration for 

this thesis; it is based around the theory of regular locally inverse 

semigroups. 

The Rees theorem describes t he structure of a very special class 

of locally inverse regular semigroups. From this perspective, it is 

natural to ask to what extent the Rees theorem can be generalised 

to arbitrary locally inverse regular semigroups. 

By Theorem 1.1.6 and Proposition 1.2.7, completely simple 

semigroups are precisely the regular semigroups which are locally 

groups, and they can be described by means of Rees matrix semi­

groups over groups. T hus a natural starting point for studying 

regular semigroups which are locally inverse is to study Rees ma­

trix semigroups over inverse semigroups. 

The first problem is that Rees matrix semigroups over regular 

semigroups are not, in general, regular. However, this potential 

drawback was overcome by McAlister. Denote by 

RM(S; I, A; P) 
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the set of regular elements of the Rees matrix semigroup M ( S; I, A; P). 

Then we have the following result (Lemma 2.l(ii) [19], and Lemma 2.6 

[21]). 

Theorem 1 If S is regular then RM= RM(S; I , A; P) is a semi­

group, it is regular, and every local submonoid of RM is isomorphic 

to a local submonoid of S. ■ 

The semigroups RM(S; I, A; P) are called regular Rees matrix 

semigroups. 

Since local submonoids of inverse semigroups are inverse ( they 

are regular and it is immediate that their idempotents commute), 

it follows that regular Rees matrix semigroups over inverse semi­

groups are regular locally inverse semigroups. It is now natural to 

wonder how general this construction is. It would be nice if every 

locally inverse regular semigroup was isomorphic to such a Rees 

matrix semigroup; this is not the case, but it turns out that the 

final answer is not too remote from this desirable situation. 

The first step in answering this question was obtained by McAl­

ister [19] and had its origins in an earlier paper of Allen [l ]. McAl­

ister proved what he called his 'local structure theorem'. 

Theorem 2 Let S be a regular semigroup, and suppose that S = 
S eS for some idempotent e E S. Then S is a locally isomorphic 

image of a regular Rees matrix semigroup over eS e. ■ 

We have already proved in Lemma l.2.6(iii), that every local 

submonoid of Sis isomorphic with a local submonoid of eSe. Thus 

if eSe is inverse then S is locally inverse. It follows that for locally 

inverse regular semigroups of this type we can describe them in 

terms of regular Rees matrix semigroups over inverse semigroups. 

For example, if S is a bisimple locally inverse regular semigroup, 

then S = SeS for every idempotent in S , and so Scan be described 

in the above way. In particular, every completely simple semigroup 

is bisimple and regular and, in this case, all local submonoids are 
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groups. However, in this case regularity is automatic because the 

Rees matrix semigroup is over a group. Thus every completely sim­

ple semigroup is a locally isomorphic image of a Rees matrix semi­

group over a group. Thus the local structure theorem immediately 

implies that completely simple semigroups are locally isomorphic 

images of regular Rees matrix semigroups over groups. Thus the 

local structure theorem alone almost enables us to prove the Rees 

theorem: the Rees theorem converts that local isomorphism into 

an isomorphism. In a subsequent paper, McAlister went one better 

[20]. 

Theorem 3 Let S be a regular semigroup. Then S is locally in­

verse if and only if S is a locally isomorphic image of a regular 

R ees matrix semigroup over an inverse semigroup. ■ 

The above theorem is the best generalisation we have of the 

Rees theorem to locally inverse regular semigroups. 

In two subsequent papers, [21] and [22], McAlister brought the 

work for regular locally inverse semigroups full circle. We have seen 

that if T is regular, T = TeT and eTe is inverse then T is locally 

inverse. Clearly, every regular subsemigroup of Twill also be locally 

inverse. It is natural to wonder whether every locally inverse regular 

semigroup arises in this way. If Sis a regular subsemigroup of the 

regular semigroup T, it is said to be a quasi-ideal if ST S = S . 

Theorem 4 A regular semigroup S is locally inverse if and only if 

it can be embedded as a quasi-ideal in a regular semigroup T such 

that T = TeT and eTe is inverse. ■ 

Theorem 3 and Theorem 4 are the starting points for this the­

sis. Indeed, Chapter 2 is devoted to generalising Theorem 3 and 

Chapter 3 is devoted to generalising Theorem 4. 

1.4 Category theory 

We need only a few definitions from category theory. 
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A partial binary operation on a set C is a partial function from 

C x C to C, denoted by (x, y) H x · y. We shall write :!x • y to 

mean that the product x · y is defined. An element e E C is said to 

be an identity if :le · x implies e · x = x and :!x · e implies x · e = x. 

The set of identities of C is denoted by C0 . The pair ( C, ·) is said 

to be a category if the following three axioms hold: 

(Cl) x · (y · z) exists if and only if (x · y) · z exists, in which case 

they are equal. 

(C2) x · (y · z) exists if and only if x · y and y • z exist. 

(C3) For each x E C there exist identities e, f E C0 such that :!x · e 

and :!f · x . 

From axiom (C3), it follows that the identities e and fare uniquely 

determined by x. We write e = d(x) and f = r(x), where d(x) is 

the domain identity and r(x) is the range identity. Observe that 

:lx · y if and only if d(x) = r(y) . 

The elements of a category are called arrows. If e, f E C0 then 

hom(e, f) = {x E C: d(x) = e and r(x) = .f}, 

the set of arrows from e to f. 

A subset C' of of a category C is said to be a subcategory if 

x E C' implies d(x), r(x) E C' and C' is closed under the partial 

product. A subcategory C' of C is said to be full if e, f E C~ and 

x E horn( e, f) in C implies x E C'. Thus full subcategories are 

determined by the identities they contain. 
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Chapter 2 

Rees matrix covers for 

semigroups with locally 

commuting idempotents 

McAlister r roved that every regular locally inverse semigroup can 

be covered by a regular Rees matrix semigroup over an inverse 

semigroup by means of a homomorphism which is locally an iso­

morphism [20]. In this chapter, we generalise this result to the 

class of semigroups with local units whose local submonoids have 

commuting idempotents and possessing what we term a 'McAlister 

sandwich function'. 

2.1 Introduction 

McAlister's work was solely concerned with regular semigroups. 

However, the problems he solved are of interest for non-regular 

semigroups as well. We shall now introduce the generalisation of 

locally inverse regular semigroups with which this thesis will be 

concerned. 

In a regular semigroup S every element a E S has a left and 

right identity: for example, if a' is an inverse of a then aa' is a left 

identity and a' a is a right identity. More generally, we say tha,t 
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a semigroup has local units if every element has a left and right 

identity which is an idempotent. This is a much more general class 

than the regular semigroups: all monoids have local units, and if S 

is an arbitrary semigroup then E(S)SE(S) has local units. 

A locally inverse regular semigroup is one in which the local sub­

monoids are inverse. However, local submonoids of regular semi­

groups are always regular, so an equivalent formulation is: the 

idempotents in every local submonoid commute. A semigroup in 

which the idempotents in each local submonoid commute will be 

said to have locally commuting idempotents. 

Our aim in this, and the next, chapter will be to generalise 

Theorem 1.3.3 and Theorem 1.3.4 to semigroups with local units 

which have locally commuting idempotents. 

In the non-regular case, we have to be careful by what we mean 

by a 'local isomorphism'. In Lemma 1.2.8, we recalled that local 

isomorphisms are in fact injective on every subset of the form aSb 

where a, b E S. For semigroups which are not necessarily :egular, 

the concept of a strict local isomorphism was devised in [18]; this 

is a surjective homomorphism 0: S --+ T which is injective on every 

subset of the form aSb where a and b are any elements such that 

a E Sa and b E bS. Evidently, local isomorphisms between regular 

semigroups are equivalent to strict local isomorphisms. It is easy 

to check that a strict local isomorphism between semigroups with 

local units is the same thing as a homomorphism which is injective 

on all subsets of the form eS f where e and f are idempotents: this 

is the form of the definition of 'strict local isomorphism' we shall 

use in this thesis. 

We now need to explain how we came to see semigroups with 

local units as being a suitable class for which generalisations of 

results for regular semigroups could be found. 

The first step in generalising McAlister's work to non-regular 

semigroups was obtained by Marki and Steinfeld [18]. They gener­

alised the local structure theorem (Theorem 1.3.2) in the following 

way. 
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Theorem 1 Let S be an arbitrary semigroup such that S = SeS. 

Then S is a homomorphic image of a Rees matrix semigroup over 

eSe which is a strict local isomorphism. ■ 

The local structure theorem was also generalised in the regu­

lar case by Lawson [12] with his introduction of the notion of an 

'enlargement'. Let S be a regular subsemigroup of a regular semi­

group T. Then T is said to be an enlargement of S if S = ST S 

and T = TST. Observe that if T = TeT then Tis an enlargement 

of eTe. 

Theorem 2 Let T be a regular semigroup, and an enlargement of 

the regular subsemigroup S. Then T is a locally isomorphic image 

of a regular Rees matrix semigroup over the subsemigroup S. ■ 

Subsequently, Lawson and Marki obtained the following joint 

generalisation of Theorems 1 and 2. We need the following def­

inition. Let 0: A -+ B be a surjective homomorphism between 

semigroups. We say that idempotents (resp. regular elements) lift 

along 0 if for every idempotent e E B (resp. for every regular el­

ement b E B) there exists an idempotent e' E A (resp. a regular 

element a EA) such that 0(e') = e (resp. 0(a) = b). 

Theorem 3 Let T be an enlargement of S and suppose in addition 

that S 2 = S. Then T is a strict local isomorphic image of a Rees 

matrix semigroup over S; furthermore, idempotents and regular el­

ements can be lifted along this local isomorphism. ■ 

Semigroups in which S2 = Sare said to be factorisable. Clearly, 

semigroups with local units are factorisable. The above theorem 

was the starting point for our work. It suggested that McAlister's 

work could be generalised to classes of non-regular semigroups. We 

would have liked to generalise McAlister's work to factorisable semi­

groups but we do not know how to do this. Instead, we decided 

to concentrate on the more tractable problem of semigroups with 

local units. 

26 



Semigroups with local units and Rees matrix semigroups are 

also the subject of the Morita theory developed by Talwar in [27]; 

and this theory is extended to factorisable semigroups in [28]. We 

believe that the results we obtain in this thesis will ultimately turn 

out to be contributions to the Morita theory of semigroups. We 

have not pursued this connection here. 

2.2 Properties of regular elements 

Let S be an arbitrary semigroup. The set Reg(S) of regular ele­

ments of S will play an important role in our work, although it is 

important to stress that it need not be a subsemigroup. 

In Section 1.2.3, we recalled how Nambooripad [26] defined a 

natural partial order on any regular semigroup; and that indepen­

dently Hartwig [8] showed that the regular elements of any semi­

group could be naturally ordered. We use Nambooripad's form 

of the definition, but follow Hartwig in applying it to the regu­

lar elements of any semigroup. Specifically, let S be an arbitrary 

semigroup. A relation ~ is defined on the set Reg(S) as follows. 

Let s, t E S. Then s ~ t if and only if Rs ~ Rt and s = ft for 

some f E E(Rs)- We include the proof of the following result for 

completeness. 

Proposition 1 Let S be an arbitrary semigroup. Then the relation 

~ is a partial order on the set of regular elements of S. 

Proof Let s E Reg( S). Then by assumption, there exists s' E V ( s) . 

Thus s = (ss')s. Hence Rs = Rs , s = (ss')s and ss' E E(R8 ). It 

follows that s ~ s, and so ~ is reflexive. 

Suppose that s ~ t and t ~ s. Then Rs = Rt and there exist 

idempotents e, f E E(Rs) = E(Rt) such that s = ft and t = es. 

But f E Rs = Rt implies that ft = t . Thus s = t, and ~ is 

antisymmetric. 

Finally, suppose that s ~ t and t ~ v. Then Rs ~ Rt and 

Rt ~ Rv and there are idempotents f E E(Rs) and e E E(Rt) such 
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that s = ft and t = ev. Clearly, Rs :S Rv and s = (f e)v. But by 

Lemma l.1.4(ii), Rt :S R e and so fe E E(Rs)- Hences :S v, and :S 

is transitive. ■ 

The relation :S is called the Hartwig- Nambooripad order [8], 

[25] or the natural partial order defined on the regular elements. 

Observe that if e and fare idempotents then e :S f precisely when 

e = ef = f e, which is the usual order on the idempotents of a 

semigroup. There are a number of alternative ways of characteris­

ing this order; the proofs of the following can all be deduced from 

[26]. Again, we include proofs for the sake of completeness. 

Proposition 2 Let S be a semigroup and lets, t E Reg(S). Then 

the following are equivalent: 

(i) s :S t. 

(ii) For each f E E(Rt) there exists e E E(Rs) such that e :S f 

ands= et. 

(iii) For each f' E E(Lt) there exists e' E E(Ls) such that e' :S f' 
ands= te'. 

(iv) There exist idempotents e and f such thats= et= tf. ■ 

Proof (i) => (ii). Lets :St. Then by definition, Rs :S R t ands= it 

for some i E E(Rs)- Let f E E(Rt)- Then~ = Rs :S Rt = R1, 

and so Ri :S Rt· In particular, Ji = i. P ut e = if. Then by 

Lemma l.1.4(ii) , we have that e2 = e, e :Sf and iRe. It follows 

that e E E(Rs)- Finally, et= ift =it= s . 

(ii) => (iii). Let f' E E(Lt). By Theorem 2.3.4(2) of [11], choose 

t' E V(t) n Rf'· Then t't = f' and tt' E E(Rt). Thus by (ii) , there 

exists e E E(Rs) such that e :S tt' and s = et. Put e' = t' et. Then 

s = et = t( t' et) = te'. It is easy to check that e' :S f'. Also, 

te' = tt' et = et = s and t' s = t' et = e' , so that s Le'. Hence result. 

(iii) => (iv). Let f' E E(Lt), e' E E(Ls), where e' :S f' and 

s = te'. Since f' E E(Lt) there exists t' E V(t) such that f' = t't. 
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Thuss= te' = te'f' = (te't')t. But 

(te't')2 = te'(t't)e't' = te'J'e't' = te't', 

and so te't' is an idempotent. 

(iv) ⇒ (i). Let s = et = tf where e and f are idempotents. 

From s = tf we have that Rs ::; Rt- Let s' E V(s). From s = et 

we obtain es = s and so ess' = ss'. Put i = ss'e. Then by 

Lemma l.1.4(ii) , we have that i2 = i, s = it and i Rs. ■ 

We shall now derive some properties of the natural partial order 

on semigroups with locally commuting idempotents. 

Proposition 3 Let S be a semigroup with locally commuting idem­

potents. 

(i) IS(e, !)I ::; 1 for all e, f E E(S). 

(ii) If x, y, u, v E Reg(S) and x ::; u, y ::; v and xy, uv E Reg(S), 

then xy ::; uv. 

(iii) If x, y E Reg(S) and e is an idempotent such that xe = x and 

ey = y then xy is regular. 

Proof (i) Let h, k E S(e, !). We show that h = k. We have that 

fhe = h,ehf = ef and fke = k,ekf = ef. 

It is easy to check that eh, ek, hf, and kf are all idempotents. 

Furthermore, 

eh, ek E E(eSe) and hf, kf E E(f Sf). 

Thus ehek = ekeh and hf kf = kf hf since the idempotents in 

every local submonoid commute. Hence ehk = ekh and hkf = khf. 

But 

ehk = ehf ke = ef ke = ek. 
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By the same token, ekh = eh . Thus ek = eh. Similarly, hf= kf. 

Now 

k = f ke = f kek = f keh = kh 

and 

h = f he= hf he= kf he= kh. 

Thus k = h. 

(ii) Let u' E V(u) and v' E V(v). By Proposition 2(ii) and (iii), 

there exist idempotents e and f such that 

e :S u' u, e ,C x, x = ue and f :S vv', f R y, y = f v. 

Thus xy = uef v . By assumption, xy is regular. But ey ,C xy and 

so ey is regular, and eyRef and so ef is regular. Hence S(e,f) 

is non-empty. Leth E S(e,f). Then fhe = hand ehf = ef, and 

so xy = uefv = uehfv = u(eh)(hf)v. Observe that he = h and 

hu'u =hand so 

u' uh ,Ch, u' uh :S u' u and. eh ,Ch, eh :S e :S u' u. 

Thus u'uhLeh and u'uh,eh :S u'u. But E(u'uSu'u) is a commu­

tative semigroup, and so u'uh = eh. Similarly, hvv' = hf. Hence 

xy = u(eh)(hf)v = u(u'uh)(hvv')v = uhv. 

Now 

hv = (hvv')(vv')v = (vv')(hvv')v = v(v'hv). 

Thus 

xy = uhv = uv(v'hv) 

where v' hv is an idempotent. Similarly, 

xy = uhv = ( uhu')uv 

where uhu' is an idempotent. Hence xy :S uv by Proposition 2(iv). 

(iii) Let x' E V(x). Then x'xe = x'x. Thus by Lemma l.1.4(i) , 

ex' x is an idempotent and x' x ,C ex' x :S e. Hence x ,C ex' x. By 

Proposition 1.2.1, there is x" E V(x) such that x"x = ex'x. Thus 

30 



we have proved that if xe = x then there is x' E V(x) such that 

x'x ~ e. Similarly, if ey = y then there exists y' E V(y) such that 

yy' ~ e. With these choices of inverses we calculate 

xy(y'x')xy = x(yy')(x'x)y = x(x'x)(yy')y = xy, 

since x'x, yy' ~ e and so they commute. Thus xy is regular. ■ 

Property (iii) above will be used repeatedly in what follows to 

show that certain products of regular elements are again regular. 

The following lemma, and its left-right dual, will be needed in 

Section 2.4. 

Lemma 4 Let x, y E Reg(S) such that x ~ y and ey = y for some 

idempotent e. Then there exists an idempotent f ~ e such that 

X = fy. 

Proof Let y' E V(y). Then eyy' = yy'. By Lemma l.l.4(ii), we 

have that yy'e E E(S), yy'e ~ e and yy'e Ry. Thus by Proposi­

tion 2(ii), there exists an idempotent f ~ yy' e such that x = f y. 

Clearly, f ~ e. ■ 

2.3 An associated semigroup 

Let S be a semigroup with local units having locally commuting 

idempotents. We may associate a category with S as follows. Put 

C(S) = {(e, x , !) E E(S) x S x E(S): exf = x} 

with product given by (e,x,J)(f,y,j) = (e,xy,j) and undefined in 

all other cases. 

Our aim is to convert C(S) into a semigroup with local units 

with a normal band of idempotents. To do this, we need to intro­

duce a major assumption on the structure of the semigroup S. 

A function p: E(S) x E(S) -+ Reg(S), where we write Pu,v = 
p( u, v), is called a M cAlister sandwich function if it satisfies the 

following three conditions: 
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(Ml) Pu,v E uSv and Pu,u = u. 

(M2) Pu,v E V(Pv,u) -

(M3) Pu,vPv,J ::; Pu,J· 

To see that condition (M3) makes sense, we have to show that the 

product Pu,vPvJ is always regular. To this end, observe that by 

condition (M2), both Pu,v and Pv,J are regular; by condition (Ml), 

we have that Pu,vV = Pu,v and VPv,J = Pv,Ji thus the regularity of 

Pu,vPv,J follows from Proposition 2.3(iii) . Observe that the above 

argument implies that any product of the form 

Pa,bPb,cPc,d · · · 

is regular. 

All regular locally inverse semigroups have McAlister sandwich 

functions by Lemma 2.2 of [20]. In Sections 2.6 and 2. 7, we shall dis­

cuss ways of constructing such sandwich functions on non-regular 

semigroups. 

Proposition 1 Let S be a semigroup with local units with locally 

commuting idempotents equipped with a McAlister sandwich func­

tion. Define a semigroup multiplication on C(S) which extends the 

category product by 

(e,x,f) · (i,y,j) = (e,xpJ,iY,j). 

Then ( C ( S), ·) is a semigroup with local units whose idempotents 

form a normal band. If S is regular then ( C ( S), ·) is regular. 

Proof It is evident that (C(S), ·) is a semigroup with local units. 

We begin by locating the idempotents. Observe that (e, x, !)2 = 
(e, x, J) if and only if XPJ,eX = x. Thus, in particular, x is regular. 

Suppose that (e, x, J) is an idempotent. By condition (M2), 

PJ,ePe,JPJ,e = PJ,e· Thus X = XPJ,ePe,JPJ,eX- Now XPJ,e,PJ,eX E 

E(S), and XPJ,e ::; e and PJ,eX ::; f using condition (Ml). The 
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product xp J,ePe,J is regular by Proposition 2.3(iii) using condition 

(Ml). Thus by Proposition 2.3(ii) we have that 

xp J,ePe,J :::; epe,J = Pe,!• 

By Proposition 2.3(iii) and condition (Ml) the product xp J,ePe,JP J,ex 

is regular and so xp J,ePe,JP J,eX :::; Pe,! f = Pe,! by Proposition 2.3(ii). 

Hence x :::; Pe,!. 

Conversely, suppose that x is regular and x :::; Pe,!. Then 

x = f'Pe,J = Pe,1e' for some idempotents e', f' E S by Proposi­

tion 2.2(iv). Thus 

f l I !' I XPJ,eX = Pe,JPJ,ePe,Je = Pe,Je = X. 

We have therefore proved that 

E(C(S} , ·) = {(e,x, f) E C(S): x E Reg(S) and x:::; Pe,1}. 

We now show that the idempotents form a band. Let (e, x, f) 

and (k, y, l) b e idempotents. Then by the result above 

x :::; Pe,! and Y :::; Pk,l· 

By definition (e, x, f)·(k, y, l) = (e, XPJ,kY, l) . By Proposition 2.3(iii) 

and condition (Ml), the product xp J,k is regular as is Pe,JP J,k · 

Thus by Proposition 2.3(ii) , XPJ,k:::; Pe,JPJ,k · Similarly, XPJ,kY and 

Pe,JP J,kPk,l are both regular and so by Proposition 2.3(ii) xp J,kY :::; 

Pe,JP J,kPk,l · But by two applications of condition (M3), we have 

that Pe,JPJ,kPk,l:::; Pe,l· Hence (e,XPJ,kY, l) is an idempotent. 

Finally, to show that the band is normal, we check that t he 

idempotents in the local submonoids commute (using the fact that 

a band is normal precisely when it is locally inverse; see [11], 

page 141, Exercise 18). Observe that if (i,w,j ) :::; (e,z,f) then i = 
e and j = f . Let (e, z, f) be an idempotent and let (e, x, f), (e, y , f) :::; 

(e, z, f) be idempotents. We prove that 

(e, x, f) · (e, y, f) = (e, y, f) · (e, x, f). 
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By definition, 

(e,x, f)·(e,y,j) = (e,XPJ,eY,f) and (e,y,f)·(e,x,j) = (e,YPJ,eX, j). 

Now y = yp f, ez and so 

But XPJ,e and YPJ,e are idempotents, and using condition (Ml) 

we have that XPJ,e,YPJ,e :=:; e. Thus XPJ,eY = YPJ,eXPJ,eZ, But x = 
XPJ,eZ thus XPJ,eY = YPJ,eX- Hence (e, x, f)(e, y, f) = (e, y, J)(e, x, f). 

The fact that S regular implies ( C ( S), •) is regular is straight-

forward. ■ 

We shall denote the semigroup (C(S) , •) by C(S)P. 

2.4 A sem1group with commuting idempo­

tents 

The semigroup C(S)P has a normal band of idempotents. In this 

section, we shall show that we can define a congruence o on this 

semigroup in such a way that C(S)P /o has commuting idempotents; 

in addition, the natural homomorphism 8Q will be a strict local 

isomorphism. In the case of regular semigroups, this result follows 

from Theorem 1.2.9. Recall that on an orthodox regular semigroup 

T the minimum inverse congruence 'Y on T can be defined by 

(a, b) E 'Y ¢:> V(a) n V(b) f 0. 

As a first step, we characterise 'Y on the semigroup C(S)P in the 

case where S is regular ( and therefore locally inverse). 

Proposition 1 Let S be a regular locally inverse semigroup, and 

let (e,x,f),(i,y,j) E C(S)P. Then (e,x,f)-y(i,y,j) if and only if. 

x = Pe,iYPj,J and Y = Pi,eXP J,j · 
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Proof We shall use Proposition 3(iii) repeatedly throughout this 

proof. 

Suppose first that (e,x,f)-y(i,y,j). Let (a , b,c) E V(e,x,f) n 
V(i, y , j). Then 

X = xp J,abPc,eX and y = YPj,abPc,iY 

and 

Also, because an element multiplied by an inverse is an idempotent , 

and using the characterisation of idempotents in Proposition 2.3.1, 

we have that 

By assumption, 

Thus 

Now 

Thus 

It follows that 

x ~ Pe,cPc,iYPj,aPaJ ~ Pe,iYPjJ· 

Now 

which is equal to 

and 

(Pe,iPi,cPc,e)x(p f,aPa,jPj,J) ~ Pe,eXP J,J = X. 
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Hence x = Pe,iYPj,J · We may similarly show that y = Pi,eXPJ,j· 

To prove the converse, suppose that x = Pe,iYPj,J and y 

Pi,eXPJ,j· We shall show that V(e,x,J) n V(i,y ,j) =I=©. Observe 

that 

and, similarly, 

X = (Pe,iPi,e)x(p f,jPj,J) · 

Now x E eSf.implies that there is x' E V(x)n f Se. Thus (f , x', e) E 

C(S). Next observe that 

and 

( 
/ ) ( / ) I I I Pj,JX Pe,i Y Pj,JX P e,i = Pj,JX Pe,iPi,eXP f,jPj,JX P e,i = Pj,tX Pe,i· 

Thus Pj,JX1Pe,i E V(y). It is now easy to check that 

(f,x',e) E V(e,x,J) n V(i,y,j ). 

Thus V(e, x, J) n V(i, y,j) =I= 0. ■ 

Now let S be a semigroup with local units with locally com­

muting idempotents, equipped with a McAlister sandwich function. 

Motivated by Proposition 1, define the relation o on the semigroup 

C(S)P by 

(e,x,J) O (i,y,j) {::} x = Pe,iYPj,J and y = Pi,eXPJ,j· 

Theorem 2 The relation o is an idempotent pure congruence on 

the semigroup C(S)P, and the idempotents in the quotient semi­

group C(S)P / o commute. Furthermore, (5Q is a strict local isomor­

phism. 

Proof T he proof is long and we have to be careful to manipulate 

regular elements correctly. 
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1. 8 is an equivalence relation 

Both reflexivity and symmetry are straightforward to check. We 

prove transitivity explicitly. Let 

(e,x,J)8(i,y,j) and (i,y,j)8(k,z,l). 

We prove that 

(e, x, J) 8 (k, z, l). 

By definition, 

X = Pe,iYPj,J and Y = Pi,eXP J,j 

and 

y = Pi,kZPl,j and z = Pk,iYPj,l· 

Now 

X = Pe,iYPj,f = Pe,i (Pi,kZPl,j)Pj,J· 

By condition (M3), we have that 

Pe,iPi,k ::; Pe,k and Pl,jPj,J ::; Pt,t· 

Thus by Lemma 2.2.4 and its dual, there are idempotents a ::; e 

and /3 ::; f such that 

Pe,iPi,k = O:Pe,k and Pl,jPj,J = Pt,t/3. 

Hence 

In particular, ax = x = x/3. Now 

Pe,kPk,iPi,e ::; Pe,e = e, 

and a::; e. But E(eSe) is a semilattice. Thus 

Similarly, 
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Hence 

and 

We may show, in a similar way, that z = Pk,eXPJ,l· Hence 

(e, x, f) 8 (k, z, l), 

as required. 

2. 8 is a congruence 

We prove that 8 is left compatible with the multiplication. The 

proof that it is right compatible is similar. Let ( e, x, f) 8 ( i, y , j) 

and let (a, b, c) be arbitrary. Then 

(a,b,c)(e,x,f) = (a,bpc,eX,f) and (a,b,c)(i,y,j) = (a,bpc,iY,j). 

We prove that 

(a, bpc,eX, f) 8 (a, bpc,iY,j) . 

To do this, we need to show that 

We shall prove the former equality explicitly; the latter equality is 

established in a similar way. By assumption, 

x = Pe,iYPj,J and Y = Pi,eXP f,j · 

Now 

Now Pc,ePe,i = ,Pc,i for some idempotent ,~ c, and Pc,iPi,e = apc,e 

for some idempotent a ~ c. Thus 
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Since a,, E cSc we have that ,a 

Pc,eXP J,j. We now have that 

However 

X = Pe,iYPJJ 

and so by condition (M2) we have that XPJ,JPJJ = x. Thus 

Pc,iYPJ,J = Pc,eX-

It follows that 

as required. 

3. Idempotents in C(S)P /8 commute 

First of all, we characterise the idempotents in C ( S)P / 8. Suppose 

that 8 ( e, x, f) is an idempotent in C ( S)P / 8. Then 

(e, XPJ,eX, f) 8 (e, x, f). 

Thus 

xp f ,eX = Pe,eXP J,J = X. 

Hence (e,x,f) is an idempotent in C(S)P. Thus 8(e,x,f) is an 

idempotent in C(S)P/8 if, and only if, (e,x,f) is an idempotent in 

C ( S)P. In particular, x is regular. 

Let o(e,x,f) and8(i,y,j) beidempotentsinC(S)P/8. We shall 

prove that they commute. We therefore need to show that 

o(e, xp J,iY, j) = 8(i, YPJ,eX, f); 

t hat is, we need to prove that 

We shall prove the former equality; the proof of the latter equality 

is similar. 0 bserve also that 

x ~ Pe,J and Y ~ Pi,j 
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from the proof of Proposition 2.3.1 and the fact that (e, x, f) and 

(i,y,j) are idempotents in C(S)P. 

We have that 

since (e,XPJ,iY,J) is an idempotent by Proposition 2.3.1. Thus 

which gives 

xp J,iY '.S'. Pe,i (YPj ,eX )p J,j 

using Proposition 2.2.(ii),(iii) and the fact that all elements involved 

are regular. Similarly, 

Hence 

and so 

and this is equal to XPJ,iY· Thus 

as required 

4. C ( S)P / o is a semigroup with local units 

Let o(e,x,f) be an element of C(S)P/o. Observe that (e,e,e) and 

(f, f , f) are both idempotents of C(S)P, by condition (Ml). Thus 

o(e, e, e) and o(f, f, f) are both idempotents in C(S)P /o, and clearly 

o(e,x, f)o(f,f , f) = o(e, x,f) and o(e,e,e)o(e,x,f) = o(e,x,f) . 

5. 8Q is a strict local isomorphism 

Let (a, b, c) and (d, e, f) be idempotents in C(S)P. Then elements 
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of (a, b, c) · C(S) · (d, e, f) will certainly have the form (a, z, f) for 

suitable z. Let 

(a, x, f) , (a, y, f) E (a, b, c) · C(S) · (d, e, J) . 

Then if o(a,x,f) = o(a,y,f), it follows that x = Pa,aYPJ,J = y. ■ 

2.5 The covering theorem 

Let S be a semigroup with local units having locally commuting 

idempotents and equipped with a McAlister sandwich function. We 

may therefore construct the semigroup with local units C(S)P /o = 
U(S) which has commuting idempotents. The map ·c5~: C(S)P --+ 

U(S) is a strict local isomorphism. Define q: E(S) x E(S ) --+ U(S) 

by q(v, u) = qv,u = o(v, vu, u). We may therefore form the Rees 

matrix semigroup M = M(U(S); E(S), E(S); Q). 

Put E' = {(e,o(e,e,e),e): e E E(S)}. Then E' is a set of 

idempotents of M. The semigroup E ' ME' is a subsemigroup of 

M and a semigroup with local units. 

Lemma 1 E'ME' = {(u,o(u,x,v),v) E M}. 

Proof Observe that 

(u, o(u, x, v), v) = (u, o(u, u, u) , u)(u, o(u, x, v), v)(v, o(v, v, v), v). 

Thus {(u,o(u,x,v),v) E M} is contained in E'ME' . On the other 

hand , 

(e, o(e, e, e), e)(u, o(i, x,j ), v)(f, o(f, f, f), f) 

which is equal to (e, o(e, eupu,iXPj,vVf , !), !) , which is of the re-

quired form. ■ 

Put £ M = E'ME'. Observe that in the regular case, EM = 

RM the set of regular elements of M (see the proof of Theorem 2.1 

at the foot of page 731 of [20]). 
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Define 0: [M ➔ S by 0(u,o(u,x,v),v) = x; this is well-defined 

because if o(u, x, v) = o(u, y, v) then x = y by the last part of the 

proof of Theorem 2.4.2. 

Proposition 2 The function 0 is a surjective strict local isomor­

phism along which idempotents can be lifted. 

Proof Lets E S. Then because S has local units, we can find idem­

potents e, f E S such that es= s = sf. But then 0(e, o(e, s, !), f) = 

s, and so 0 is surjective. 

To show that 0 is a homomorphism, let 

(u, o(u, x, v ), v), (g, o(g, y, k), k) E £M. 

Then 

(u, o(u, x, v), v)(g, o(g, y, k), k) = (u, o(u, xy, k), k). 

The result is now clear. 

To show that 0 is a strict local isomorphism, it is sufficient to 

check that if 

0(u,o(u,x,v),v) = 0(u,o(u,y,v),v) 

then 

(u, o(u, x, v), v) = (u, o(u, y, v), v); 

but this is immediate from the definition. 

Suppose now that e E E(S). Then 0(e, o(e, e, e, ), e) = e and 

(e, o(e, e, e, ), e) E E(£M). Thus idempotents lift along 0. ■ 

We have proved the following covering theorem. 

Theorem 3 Let S be a semigroup with local units having locally 

commuting idempotents. If S has a McAlister sandwich function, 

then there exists a semigroup U with local units whose idempotents 

commute, a square Rees matrix semigroup M = M(U; I, I; Q) over 

U, and a subsemigroup T of M which has local units, and a surjec­

tive homomorphism 0: T ➔ S which is a strict local isomorphism 

along which idempotents can be lifted. ■ 
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2.6 McAlister sandwich functions I 

It is natural to ask when a semigroup S has a McAlister sandwich 

function. In this section, we adapt results from [13] to prove that 

if S possesses an idempotent e such that every element of eE(S) 

is regular, then S has a McAlister sandwich function constructed 

in the same way as the one in McAlister's original paper [20]. In 

particular, if the regular elements of S form a subsemigroup then 

S has a McAlister sandwich function. 

Let S be a semigroup with local units with locally commuting 

idempotents. Suppose that S has an idempotent e such that every 

element of eE(S) is regular. By Proposition 2.2.3, for every u E 

E(S) the set S(e, u) contains exactly one element. Denote this 

element by u 0
. It is straightforward to check that the element u 0 

has the following properties: 

• u0 is an idempotent . 

• uu0 = u0
• 

• u0 e = u0
• 

• eu0 u = eu. 

Define q: E(S) x E(S) --+ S by q(u, v) = u if u = v and u 0 v 

otherwise. Put q(u, v) = qu,v· The following generalises Lemma 2.2 

of [20]. 

Proposition 1 With the above definitions we have: 

(i) qu,v E uSv . 

Proof (i) If u = v then qu,v = u and so qu,v E uSv. If u =/= v then 

qu,v = u 0 v. But uqu,v = UU
0 V = U

0 V = qu,v and qu,vV = qu,v· 
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(ii) If u = v then the result is clear. Suppose that u # v. Then 

But ev0
, eu0 :S e and so, by assumption, they commute. Thus 

u0 (ev0 e)(eu0 e)v = u0 (eu0 e)(ev0 e)v = u0 v0 v 

but 

u0 v0 v = u0 (ev0 v ) = u0 ev = u0 v = qu,v· 

Hence qu,vqv,uqu,v = qu,v· By symmetry qv,uqu,vqv,u = qv,u· 

(iii) By (ii) , both qu,v and qv,f are regular, and by (i), we have 

that qu,vV = qu,v and vqv,f = qv,f- Thus qu,vqv,f is regular by 

Proposition 2.2.3(iii). We now prove that qu,vqv,f '.S qu,f· If either 

u = v or v = f then the result is clear. Thus we may assume that 

u # v and v # f. By definition 

o of o of qu,vqv,f = U VV = U V . 

Now 

uovof = uouovof = uoeuoevof 

and eu0
, ev0 '.S e. Thus eu0 ev0 = ev0 eu0

• Hence 

o o of ( o o ) of qu,vqv,f = U V U = U V U U . 

Suppose that u = f. Then 

qu,vqv,f = qu,vqv,u '.S U = qu,J 

using (ii). If, on the other hand, u # f, then qu,vqv,f = (u0 v0 u)qu,J· 

But 

u0 v0 u = (u0 v)(v0 u) = qu,vqv,u 

is an idempotent less than u. It follows by Proposition 2.2.3(ii) 

that 

qu,vqv,J = (qu,vqv ,u )qu,f '.S uqu,J = qu,J· 

■ . 

As a result we have the following theorem. 
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Theorem 2 Let S be a semigroup with local units having locally 

commuting idempotents in which the regular elements form a sub­

semigroup. Then S divides a Rees matrix semigroup over a semi­

group with commuting idempotents. ■ 

2. 7 McAlister sandwich functions II 

In this section, we show that there is another way of constructing 

examples of semigroups with McAlister sandwich functions. This 

approach will form the basis of the work in the next chapter. Let 

S be a subsemigroup of the semigroup T. We say that T is an 

enlargement of S if S = STS and T = TST. We begin with the 

motivating example of an enlargement; it is taken from [14]. 

Lemma 1 Let T = TeT, where e is an idempotent. Then T is an 

enlargement of eTe. 

Proof Firstly 

(eTe)T(eTe) = e(TeT)eTe = e(TeT)e = eT e 

and 

T(eTe)T = T e(T eT) = TeT = T, 

as required. ■ 

We now consider when such a T has locally commuting idem­

potents. 

Lemma 2 Let T = TeT, where e is an idempotent. Then eTe 

has commuting idempotents if and only if T has locally commuting 

idempotents. 

Proof Suppose that eTe has commuting idempotents. Every lo­

cal submonoid of T is isomorphic to a local submonoid of eT e by 

Lemma l.2.6(iii). Thus T has locally commuting idempotents. The 

converse is immediate. ■ 
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Lemma 3 Let T = TeT, where e is an idempotent. Suppose that 

S is a subsemigroup of T such that S = ST S. Then there is a 

subsemigroup T' of T and a subsemigroup U = U2 of eTe such 

that T' is an enlargement of both S and U. 

Proof Let U = TST n eTe and T' = TST. We prove first that 

U = eTSTe. Observe that 

e(TST)e = (eT)S(Te) ~ TST, 

and 

e(T ST)e ~ eTe. 

Thus 

e(T ST)e ~ T ST n eTe. 

To prove the reverse inclusion, let x E T ST n eTe. Then x = tst' 

where t, t' ET ands ES, and x = exe where x ET. Thus 

x = etst'e = (et)s(t'e) E eTSTe. 

Hence e(T ST)e = T ST n eTe. 

To prove that U2 = U, observe that 

U2 = (eTSTe)(eTSTe) = eTS(TeT)STe = eTSTSTe 

since T = TeT. But then 

eTSTSTe = eTSTe = U 

since ST S = S. 

We now show that T' is an enlargement of U. We have that 

UT'U = UTSTU = (eTSTe)TST(eTSTe) 

using the fact that TeT = T twice this is equal to 

eTSTSTSTe = eTSTSTe = eTSTe = U 

using the fact that ST S = S twice. Hence 

UT'U= U. 

46 



Next we have that 

T'UT' = (TST)U(TST) = TST(eTSTe)TST, 

and from the fact that T = TeT and S = STS we get 

T'UT' = TST = T'. 

We have therefore shown that T' is an enlargement of U. 

We now show that T' is an enlargement of S. First of all we 

have to show that Sis actually contained in T'. Observe that 

S = STS = (STS)TS = (ST)S(TS) ~ TST = T'. 

Now we check the defining properties of enlargements: 

ST'S= S(TST)S = STS = S 

and 

T'ST' = (TST)S(TST) = TSTSTST = TSTST = TST = T'. 

■ 

The following is immediate. 

Theorem 4 Let T be a semigroup with local units such that T = 
TeT, where e is an idempotent, and eTe has commuting idempo­

tents. Let S be a subsemigroup of T with local units such that 

S = ST S. Then there is a semigroup with local units T' with 

locally commuting idempotents which is an enlargement of the sub­

semigroups S and U, where U2 = U has commuting idempotents. 

■ 

We now come to the main result of this section. The inspiration 

for it came from [21] . 

Theorem 5 Let S be a semigroup with local units and let U be a 

semigroup with commuting idempotents such that U2 = U. If T is 

a semigroup which is an enlargement of both S and U, then S has 

a McAlister sandwich function. 
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Proof By assumption, T is an enlargement of U and U2 = U. 

T hus by t he proof of Proposition 2.1 of [14], every idempotent of 

T is V-related to an idempotent of U. Thus, in particular, every 

idempotent e of Sis V-related to some idempotent in U. By Propo­

sition 1.2.l(iii), this means that there exists t e ET and t~ E V(te) 

such that 

Observe, in particular, that te is regular. 

Define a function q: E(S) x E(S) -+ S by 

To show it is well-defined, we have to prove that qf,e E S. However , 

Thus 

qf,e E fTe ~ STS = S, 

as required. We now prove that q is a McAlister sandwich function 

for S. 

(Ml) holds: observe that qe,e = tet~ = e and qf,e = tit~ where 

and 

(M2) holds: we calculate 

which is t e(t1ti)(t~te)t1. Now the bracketed elements are both 

idempotents in U and so commute. Thus we can rewrite the prod­

uct as t e(t~te)(t1ti)t1 which is just qe,J· Interchanging e and f we 

arrive at qf,e E V(qe,J ). 

(M3) holds: by definition 
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Now this is equal to 

(tetft Jt~)tet~ 

using the fact that t1 t f and t~te are idempotents in U and so com­

mute. However, it is easy to check that 

is an idempotent. Thus 

Similarly 

qe,fqf,i = qe,i (titftJtD = qe,i/3 

where /3 E S is an idempotent. Hence by Proposition 2.2.2(iv), 

■ 

The proof of the following is immediate from Theorems 4 and 5. 

It provides us with another way of constructing semigroups which 

satisfy the main conditions of this chapter. 

Corollary 6 Let T be a semigroup with local units such that T = 
TeT, where e is an idempotent, and eT e has commuting idem­

potents. If S is a subsemigroup of T with local units such that 

S = STS, then S has a M cAlister sandwich function. ■ 
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Chapter 3 

An embedding theorem 

for semigroups with 

locally commuting 

idempotents 

McAlister proved that a regular semigroup S was locally inverse if 

and only if it could be embedded in a regular semigroup T such that 

T = TeT, for some idempotent e, and eTe is inverse, and satisfying 

S = STS [20], [22]. In this chapter, we show how this result can be 

generalised to the class of semigroups with local units whose local 

submonoids have commuting idempotents. Our characterisation 

makes essential use of McAlister sandwich functions. 

The constructions in Sections 3.1 and 3.2 were motivated by 

constructions, originally for regular semigroups, to be found on 

pages 168 to 181 of [22]. Our contribution has been to remove the 

assumption of regularity and replace it by the existence of local 

units, and to clarify the presentation of the main arguments by 

phrasing them in terms of categories. 
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3.1 Basic constructions 

Let C be a category. We say that C is strongly connected if for any 

pair of identities ( e, f) the set horn( e, !) is non-empty. 

Let C be a strongly connected category. A consolidation q for 

C is a function q: C0 x C 0 -+ C such that q(e, f) Ehorn(!, e), and 

q(e, e) = e for every e E C0 • We will write qe,J rather than q(e, !). 

The pair ( C, q), which we usually write as Cq, can be used to define 

a semigroup structure on C as follows: define o on C by 

x o y = xqe,JY 

where d(x) = e and r(y) = f. We will always denote products with 

respect to consolidations by means of o. The following is easy to 

prove. 

Lemma 1 Let C be a category equipped with a consolidation q. 

Then Cq is a semigroup with local units. ■ 

We shall now define a special class of categories which we shall 

later convert into semigroups with local units by means of consoli­

dations. The definition is not standard. Let C be a category. We 

shall say that it is bipartite if the following conditions hold: 

(Bl) There are full disjoint subcategories A and B of C, such that 

C0 = A0 UB0 . 

(B2) There is a set of isomorphisms A ~ C such that A- 1 A = A0 , 

AA- 1 = B 0 , and B = AAA- 1 . 

Thus AA consists of all the arrows which start in A and finish 

in B, whereas A - 1 B consists of all the arrows which start in B 

and finish in A. We shall denote bipartite categories with these 

ingredients by C(A,B , A). 
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Lemma 2 Let e = e(A, B, A) be a strongly connected bipartite 

category and let q be a consolidation on e. Then A q and Bq are 

subsemigroups of Cq, and Cq is an enlargement of both of them. 

Proof It is clear that Aq and Bq are subsemigroups of eq_ We 

shall prove that eq is an enlargement of A q; the proof that eq is 

an enlargement of Bq follows by symmetry. 

To prove that Ao e o A ~ A, let a E A where a E hom(e, !); 

and c Ee where c E hom(i,j). Then a o co a= aqe,jCQi,fa- But 

aqe,jCQi,fa begins and ends in A and A is a full subcategory of e 
and so aqe,jCQi,fa E A. Thus A o C o A ~ A. The reverse inclusion 

is immediate. 

To prove that and e ~ eoAoe, let c Ee where c E hom(i,j). 

Then c E A U B U AA U A- 1 B. If c E A then clearly c E e o A o e. 

If c E B then c = yax-1 for some x, y E A and a E . A; thus 

c E e o Ao e. If c E AA then clearly c E e o Ao e. Finally, if 

c E A - l B = AA - 1 then clearly c E e o A o e. Thus in all cases the 

inclusion holds. The proof oi the reverse inclusion is immediate. ■ 

Let e = e(A,B,A) be a strongly connected bipartite category 

equipped with a consolidation r . The two results which follow, 

which are fundamental to our work, concern the behaviour of cer­

tain congruences on er. 

Lemma 3 Let e = e(A, B, A) be a bipartite category, and let r 

be a consolidation one. Let p be the restriction of r to A, and let 

q be the restriction of r to B. Let 1r1 be a congruence on AP and 

1r2 be a congruence on Bq. Let 1r be the congruence generated by 

1r1 U 1r2 on er. Then 

1r n (A x A) = 1r1 

if and only if the following conditions hold: 

(1) (a ,a') E n 1 and x E A - 1 implies (x o a,x o a') E n 1 . 

(2) (a , a') E 1r1 and y E A implies (a o y, a' o y) E 1r1. 
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(3) (b,b') E 1r2 andx EA andy EA implies (xoboy,xob'oy) E 1r1 . 

(4) (b,b') E 1r2 and x E A - 1 andy EA implies (xoboy,xo b'oy) E 

(5) (b,b') E 1r2 andx E A- 1 andy EA implies (xoboy,xob'oy) E 

(6) (b, b') E 1r2 and x E A and y E A implies (xoboy, xob' oy) E 1r1. 

Proof If 1r n (A x A) = 1r1, then it is easy to check that all the 

conditions hold. Conversely, assume that all the conditions hold. 

We prove that 

1r n (Ax A) = 1r1. 

Let (a1,a2) E 1rwherea1,a2 EA. We shall prove that (a1 ,a2) E 1r1. 

From Proposition 1.1.3, there is a sequence of elementary 1r1 U 1r2-

transitions 

where Zi = Xi o Ui o Yi, Zi+l = Xi o Vi o Yi, and (ui, Vi) E 1r1 U 1r2. 

The crucial observation on which the proof of this part of the 

lemma rests is the following. We can define a congruence p on er 
whose set of congruence classes is 

Clearly, 1r1, 1r2 ~ p and so 1r ~ p. Since z1 = a 1 E A then all the 

Zi EA. Thus Xi o Ui o Yi,Xi o Vi o Yi EA and (ui,vi) E 1r1 U1r2. 

We now work out the consequences of this observation. Let us 

suppose first that ( Ui, Vi) E 1r1. Then ui , Vi E A. We now have to 

find all possible ways of choosing Xi and Yi so that Zi and Zi+l belong 

to A. It follows that Xi must come from either A or AA- 1 and Yi 

must come from A or AA. The cases involving A are immediate 

since 1r1 is a congruence on A. Furthermore, the other two cases 

can be dealt with independently since Ui and Vi both come from A. 

It is now easy to see that conditions (1) and (2) are all we need to 

deal with these cases. 
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Now we turn to the case where (ui,vi) E 1r2, Then ui ,Vi EB. 

We now have to find all possible ways of choosing Xi and Yi so that 

Zi and Zi+l belong to A. It follows that Xi must come from A or 

A- 1 B , and Yi must come from A or BA. It is now easy to see that 

conditions (3), (4), (5) and (6) are all we need to deal with these 

cases. ■ 

We shall now strengthen Lemma 3 in the case where we have 

more information about the consolidation. Let C = C(A, B , A) be 

a strongly connected bipartite category. Let p be a consolidation 

on A and let q be a consolidation on B. Then we can construct a 

consolidation r on C in the following way. Choose an isomorphism 

a E A from i to j . Define the consolidation r on C as follows: 

Pe,J if e, f E A 0 

qe,jO'.Pi,f if e E Bo and f E A 0 

Pe,ia-1qj,J if e E A 0 and f E B 0 

qe,f if e, f E Bo 

Thus r agrees with p and q on A and B respectively and then does 

the simplest thing otherwise. The consolidation r is determined by 

p, q and the choice of a. Put r = r(p, q, a). 

Lemma 4 Let C = (A, B, A) be a bipartite category. Let p be a 

consolidation on A, and let q be a consolidation on B. Let a E A 

and let r = r(p, q, a) be the consolidation on C defined above. Let 

1r1 be a congruence on AP and 1r2 be a congruence on Bq. Let 1r 

be the congruence generated by 1r1 U 1r2 on er. Then we have the 

following: 

(i) 1r n (A x A) = 1r1 if and only if the following conditions hold: 

(l)t (a,a') E n1 implies (a-1 oa,a-1 oa' ) E 1r1. 

(2)t (a, a') E n 1 implies (a o a, a' o a) E n1. 

(3)t (b,b') E n2 implies (f3- 1 obo,,f3- 1 ob'o1 ) E n1 for all /3, 1 E A.. 
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(ii) 1r n (B x B) = 1r2 if and only if the following conditions hold: 

(1)11 (b, b') E 1r2 implies (a ob, a ob') E 1r2. 

(3)11 (a, a') E 1r1 implies (/3 o a o --y-1 , /3 o a' o --y-1 ) E 1r2 for all 

/3,--yE A. 

Proof (i) It is evident that conditions (1)1, (2)1 and (3)1 above are 

special cases of conditions (1)- (6) in Lemma 3. It therefore is 

enough to show that we can deduce conditions (1)- (6) from con­

ditions (1)1, (2)1 and (3)1. 

(1) holds: let (a,a') E 1r1 and let x E A - 1. We prove that 

(x o a, x o a') E 1r1. Let x E hom(n, m), a E horn(!, e) and a' E 

horn(!', e'). By (1)1, we have that 

( - 1 -1 ') a o a, a o a E 1r1. 

But 

and by the definition of a consolidation qj,j = j. Thus 

-1 a o a = Pi,ea. 

Similarly, a-1 o a' = Pi,e'a' . Thus 

Now the element x o qn,j o a= XQn,ja starts and ends in A and so 

belongs to A by fullness. By assumption, 1r1 is a congruence on A. 

Thus 

Using the fact that Pi,i = i we obtain 
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But 

and 

Hence 

(x o a,x o a') E 1r1, 

as required. 

(2) holds: let (a, a'} E -rr1 and let y E A. We prove that (aoy, a' o 

y) E -rr1. Let a E horn(!, e), ~' E horn(!', e'} and y E hom(m, n). 

By condit ion (2)t, we have that (a o o:, a' o o:) E 1r1. But 

and so a o o: = apf,i· Similarly, a' o o: = apf',i· Thus 

Observe that o:- 1 o y E A because it begins and ends in A, and A 

is a full subcategory of C. Since -rr1 is a congruence on A we have 

that 

But 

and, similarly, 

I - 1 ( ) ( - 1 ) a o y = apf',io: qj,nY = apf',i o o: o y . 

Hence 

( a o y, a' o y) E 1r1. 

Thus (2) holds as required. 

(3) holds: let (b, b') E 1r2, x E A and y E A. We prove that 

(x ob o y,x ob' o y) E -rr1 . Let b E hom(f, e), b' E hom(f', e') , 

x E hom(n, m) and y E hom(k, l). By condition (3)t, we have that 
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By assumption, x E A and so since 1r1 is a congruence on A we 

have that 

(x o a-1 ob o y, x o a-1 ob' o y) E 1r1 . 

However, it is easy to check that 

and 

bl - 1 b' -1 b' x o o y = XPn,ia Qj,e' QJ'JY = x o a o o y. 

Thus (3) holds as required. 

(4) holds: let (b, b') E 1r2 , x E A- 1 and y E A. We prove that 

(x ob o y, x ob' o y) E 1r1 . Let b E horn(!, e), b' E horn(!', e'), 

y E hom(n, m) and x E hom(k, l). By condition (3)t, we have that 

(xoboa,xob1 oa) E1r1. 

Now y E A and 1r1 is a congruence on A and so 

(xoboaoy,xob'oaoy) E 1r1. 

But 

Similarly, 

x ob' o y = XQk,e'b'qf',jaPi,mY = x ob' o a o y. 

Thus (4) holds. 

(5) holds: this is just condition (3)t. 

(6) holds: let (b, b') E 1r2, and x, y E A. We prove that (x ob o 

y, xob' oy) E 1r1. Let b E horn(!, e), b1 Ehorn(!', e') , y E hom(n, m) 

and x E hom(k, l). By condition (3)1, we have that 

Now x, y E A and so since 1r1 is a congruence on A we have that 

(x o a - 1 ob o a o y, x o a - 1 ob' o a o y) E 1r1. 
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But 

Whereas 

Thus 

x o a-1 ob o a o y = x ob o y. 

Similarly 

x o a - I o b' o a o y = x o b' o y . 

Thus condition (6) also holds. 

(ii) Observe first that the conclusions of Lemma 3 can be applied to 

the congruence 1r2 with obvious modifications. We therefore have 

the following six necessary and sufficient conditions for 1rn ( B x B) = 

(1) (b, b') E 1r2 and x EA implies (x ob, x ob') E 1r2. 

(2) (b,b' ) E 1r2 and y E A - 1 implies (boy,b' oy) E 1r2 . 

(3) (a, a' ) E 1r1 and x EB and y E A - 1 implies (xoaoy, xo a' oy) E 

(4) (a, a') E 1r1 and x EA and y E B implies (xoaoy, xoa'oy) E 1r2. 

(5) (a , a') E 1r1 and x EA and y E A - 1 implies (xoaoy, xoa' oy) E 

(6) (a, a') E 1r1 and x E Bandy E B implies (xoaoy, xoa' oy) E 1r2. 

It is evident that conditions (l )lf, (2)ff and (3)" are special cases 

of the above conditions so, as in (i), it remains to prove that (l)lf, 

(2) ff and (3) ff imply the above six conditions. The arguments used 

are similar to the arguments employed in (i) , and will be omitted.■ 
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3.2 The main theorems 

Lemma 3.1.4 will now be applied to a particular class of bipartite 

categories. 

Let S be any semigroup with local units and let C(S) be the 

category of Section 2.3. Then C(S) is strongly connected because 

for any ordered pair of identit ies (e, e, e) and (! , f, f), the horn-set 

hom((e,e,e), (f,f,f)) contains the element (f,Je,e). By defini­

tion, a consolidation for C(S) is a function 

(: C(S) 0 x C(S) 0 -t C(S) 

such that 

((e,e,e),(J,f,J) E horn((!, f, f), ( e, e, e)) and ((e,e,e),(e,e,e) = ( e, e, e) . 

Thus e(e,e,e),(J,J,J) is of the form ( e, e~J, f) where (~,J E eS f. It 

follows that consolidations such as e are completely determined by 

functionst:E(S)xE(S) -t Swhich satisfye~,e = eand(~J E eSf. 

We now make some notational alterations which will enable us 

more easily to construct a bipartite category from S. 

Put E = E(S) and let E = {e: e EE}. Put 

W = {(e,s,f) EE x S x E: s E eSJ}, 

regarded as a category in the above way. Consequently, W is noth­

ing more than C(S) with identities relabelled. Let q: E x E -t S 

be any function which satisfies qe,e = e and qe,! E eS f. As above 

this gives rise to a consolidation on the category W with elements 

(e, qe,J,f). We denote by Wq the semigroup with local units which 

results from this consolidation. 

Let <5 be a congruence on Wq and put T = Wq/6. We shall 

assume that 6~: WC/ -t Wq / 6 is a strict local isomorphism. Denote 

the 6-equivalence class of (e, s, f) by [e, s, !]. 

We shall now construct a bipartite category M from the semi­

group T. Let 

M = {(a,[e,s,l],,B): a = e ore and ,B = for J}, 
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where triples in M are multiplied in the obvious way. Put 

A= {(e,[e,s,f],f) EE x T x E: s E eSJ} 

and 

B = {(e, [e, s,f],f) : s E eSJ}. 

Let 

A= {(e, [e, e, el, e): e EE}. 

For notational convenience, put e = (e, [e, e, e], e) and e 

(e, [e, e, el, e). 

Proposition 1 With the above definitions, M = C(A, B, A) is a 

bipartite category. 

Proof If ( a, x, (3) and ( "/, y, E) are elements of M then their prod­

uct is only defined when (3 = 'Y in which case it is (o:, xy, t:) . It is 

immediate from the form of the product in T that this multiplica­

tion is well-defined. It is easy to verify that M is a category with 

respect to this partial product with identities 

{ e: e E E} u {e: e E E}. 

It is clear that A and B are full disjoint subcategories; that A is a 

set of isomorphisms; and that conditions (Bl) , (B2) and (B3) are 

satisfied. ■ 

We shall now define a consolidation on M of the type described 

before Lemma 3.1.4. 

• The consolidation p in A consists of elements of the form 

Pe,f = (e, [e, ef,f], f). 

• The consolidation q in B consists of elements of the form 
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• Choose any element 

a= (u, [u, u, u], u) 

of A. 

Define the consolidation on M defined by r = r(p, q, a). We now 

calculate the form of r explicitly: 

and 

re,f = Qe,uO!Pu,f = (e, [e, qe,iJJ], J). 

A more succinct description of r can be obtained as follows. It is 

r o:,/3 = (a, [e, ro:,/3, f], (3) 

where 
q - if a = e and f3 = f-e.J 
ef if a = e and f3 = f 

equJ if a = e and f3 = J 
qe,uf if a = e and (3 = f 

Lemma 2 With the notation above we have the following. 

(i) Define 0: Ar -t S by 0(e, [e, s,f], J) = s. Then 0 is a well­

defined strict local isomorphism onto S. 

(ii) Define ¢: Br -t T by ¢(e, [e, s,f],f) = [e, s,f]. Then ¢ is a 

well-defined strict local isomorphism onto T. 

Proof (i) The restriction of the consolidation r to A takes the form 

(e, [e, ef, J], f). Thus the product in A is given by 

(e, [e, s, f], J) 0 (i, [z, t, ]], j) 

which is equal to 

(e, [e, s, /], J) (f, [/, f i, z], i) (i, [z, t,3], j) 
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which simplifies to 

(e, (e, st,3],j). 

Next we have to check that 0 is well-defined. Suppose that 

(e, (e, x,J], f) = (e, [e, y,J], !). 

Then x,y E eSJ and o(e,x,1) = o(e,y,f). By assumption, o is a 

strict local isomorphism on W, and clearly 

(e,x,f), (e,y,J) E (e,e,e) o wq o (1,J,f). 

Thus x = y. It follows that 0 is a well-defined homomorphism. It 

is surjective because S has local units. It is easy to check that it is 

a strict local isomorphism. 

(ii) The restriction of the consolidation r to B takes the form 

(e, [e, qe,J, fl, f). Thus the product in B is given by 

( e, [e, s,f], f) 0 (z, [z, t,3], 3) 

which is equal to 

(e, [e, s, fl ,f)(f, [f, qnJl, I) (I, [I, t,3], 3) 

which simplifies to 

(e, [e, s, fJ[z, t,3],3). 

It is now evident that ¢ is a well-defined homomorphism onto T, 

and it is easy to check that it is a strict local isomorphism. ■ 

Let ker(0) = n1 and ker(ef>) = n2. We can now prove the main 

result of this section, and the one on which our subsequent theory 

depends. 

Theorem 3 With the definitions above, let 7r be the congruence 

generated byn1Un2 onM. Thennn(AxA) = n1 andnn(B x B) = 
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Proof To prove that 1rn (Ax A) = 1r1, we verify that the conditions 

(1)1, (2)1 and (3)1 of Lemma 3.l.4(i) hold. 

(1)1 holds: let 

(e, [e, s, fl, J)1r1(i, [z, s,]],j) . 

Direct calculation shows that 

a-1 o (e, [e, s, fl, J) = (u, [u, us,!], J) 

and 

Thus 

as required. 

(2)1 holds: let 

Direct calculation shows that 

(e, [e, s, fl, f) o a= (e, [e, su, u], u) 

and 

(i, [z, s,]],j) 0 Q = (i, [z, su, u], u) . 

Thus 

(e, [e, s, fl, J) 0 Q = (i, [z, s,]],j ) 0 Q 

as required. 

(3)1 holds: let 

Thus by definition 

[e, s, fl = ["l, t, ]]. 

Let 

/3 = (a, [a, a, a], a) 
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and 

'Y = (b, [b, b, bl, b) 

both be elements of A. Then 

and 

13- 1 o (z, [z, t, J], 3) o 'Y = (a, [a, qa 1.tq
1
~ ii, b], b). 

' ' 

But 

(e, s,f)J(z, t,3) 

by assumption. Thus 

But by assumption, o is a local isomorphism on Wq and so 

as required. 

To prove that 1r n (B x B) = 1r2, we verify that the conditions 

(1)11, (2)11 and (3)11 of Lemma 3.l.4(ii) hold. 

( 1 )11 holds: let 

Thus (e, s,f)o(z, t,]) . Then 

a o (e, [e, s,f],f) = (u, [u, qu,es, fl,!) 

and 

But (e, s,f)J(z, t,3) implies that (u , u, u)(e, s,f)o(u, u, u)(z, t,3). Thus 

[ii, qu,es,f] = [u, q11,1.t,3]. Hence 

as required. 
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(2)11 holds: let 

Thus (e, s,f)o([, t,3). Then 

(e, [e, s,f],f) o a-1 = (e, [e, sqf,u, u], u) 

and 

But 

(e, s, f)o(I, t, 3) 

implies that 

(e, s, f)(u, u, u)o(z, t, 3)( u, u, u). 

Thus [e, SQJ,u, u] = [z, tq1,uu]. Hence 

as required. 

(3)11 holds: let 

(e, [e, s, fl, !)1r1 (i, [z, t,3], j). 

Thus s = t. Let f3 = (a, [a, a, a], a) and 'Y = (b, [b, b, bl, b) be ele­

ments of A. Then 

f3 o ( e, [e, s,f], f) o 'Y- 1 = (a, [a, asb, b] , b) 

and 

/3 o (i, [z, t,3],j) o 'Y- 1 = (a, [a, atb, b], b). 

But s = t. Thus (a, [a, asb, bl, b) = (a, [a, atb, bl, b) which trivially 

implies that these two elements are 1r2-related. ■ 

The following lemma will enable us to state our main theorem. 

Lemma 4 Let 0: V -+ W be a surjective homomorphism. 

(i) If V has local units so does W. 

65 



(ii) If U ~ V is a subsemigroup such that U = UVU, then 0(U) = 
0(U)W0(U). 

(iii) If V is an enlargement of the subsemigroup U, then W is an 

enlargement of 0(U). 

(iv) If e is an idempotent in V such that V = Ve V, then W = 
W0(e)W. 

Proof (i) Straightforward. 

(ii) To prove 0(U)W0(U). = 0(U) , it is enough to prove that 

0(U)W0(U) ~ 0(U). Let 0(u) , 0(u1
) E 0(U) and w E W. Since 

0 is onto W there exists v E V such that 0(v) = w . Now uvu' E 

UWU = U. Thus 0(uvu') E 0(U) . It follows that' the inclusion 

holds. 

(iii) Given (ii), it is enough to prove that W0(U)W = W; in 

fact, it is enough to prove that W ~ W0(U)W. Let w E W. Then 

since 0 is surjective there exists v E V such that 0(v) = w. But 

V = VUV. Thus v = v'ud' for some v',v11 EV and u EU. Thus 

w = 0(v) = 0(v1)0(u)0(v11
) E W0(U)W. 

(iv) Immediate. ■ 

The key result which we deduce from Section 3.1 and the results 

of this section is as follows. 

Theorem 5 Let S be a semigroup with local units. Suppose that 

the category C(S) is equipped with a consolidation q, such that 

C(S)q admits a strict local isomorphism onto a semigroup T. Then 

both S and T can be embedded in a semigroup with local units N 

in such a way that N is an enlargement of both S and T. 

Proof By Proposition 1, we can construct a bipartite category 

M equipped with a consolidation r containing subsemigroups Ar 

and Br. By Lemma 3.1.2, Mr is an enlargement of both Ar and 

sr . By Lemma 2, there is a surjective strict local isomorphism 

0: Ar -+ S and a surjective strict local isomorphism ¢: sr -+ T. 
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Put 1r1 = ker( 0) and 1r2 = ker( ¢). By Theorem 3, the congru­

ence 1r generated by 1r1 U 1r2 is such that 1r n (A x A) = 1r1 and 

1r n (B x B) = 1r2 . Put N = Mr /1r. Then S is isomorphic to 

S' = Ar /1r and Tis isomorphic to T' = Br /1r. But by Lemma 4, 

N is a semigroup with local units which is an enlargement of both 

S' and T'. ■ 

We can now provide our first characterisation theorem. 

Theorem 6 Let S be a semigroup with local units in which each 

local submonoid has commuting idempotents. Then the following 

are equivalent: 

(i) S has a McAlister sandwich function. 

(ii) There is a semigroup N with local units which is an enlarge­

ment of both S and a semigroup with local units T having 

commuting idempotents. 

Proof (i) ==>(ii). Let Sa semigroup with local units in which each 

local submonoid has commuting idempotents, which is equipped 

with a McAlister sandwich function. By Theorem 2.4.2, the cate­

gory C(S) can be equipped with a consolidation q in such a way 

that C(S)q admits a strict local isomorphism onto a semigroup 

T with local units and commuting idempotents. Theorem 5 now 

delivers the desired conclusion. 

(ii)==>(i). Let S be a semigroup with local units in which each 

local submonoid has commuting idempotents. Suppose that S can 

be embedded into a semigroup with local units N satisfying the 

stated conditions. Then S has a McAlister sandwich function by 

Theorem 2.7.5. ■ 

The following is immediate by the preceding theorem and Sec­

tion 2.6. 

Corollary 7 Let S be a semigroup with local units whose regular 

elements form a subsemigroup. Suppose that the local submonoids 

67 



of S have commuting idempotents Then S can be embedded in a 

semigroup with local units N in such a way that N is an enlarge­

ment of S and N is an enlargement of a subsemigroup with local 

units T having commuting idempotents. ■ 

We conclude by refining our characterisation theorem using the 

ideas described by McAlister in [22]. 

Theorem 8 Let S be a semigroup with local units having locally 

commuting idempotents. Then the following are equivalent: 

(i) S has a McAlister sandwich junction. 

(ii) There is a semigroup with local units P equipped with an idem­

potent e such that P = P eP and ePe has commuting idem­

potents into which S can be embedded so that S = SP S. 

Proof The implication (ii)=>(i) follows from Corollary 2.7.6. We 

may therefore concentrate on the implication (i)=>(ii). Thus S is 

a ·;emigroup with local units having locally commuting idempo­

tents and equipped with a McAlister sandwich function. By The­

orem 6(ii), we can embed S into a semigroup with local units N 

which is an enlargement of S, and N is an enlargement of a sub­

semigroup T which has local units and commuting idempotents. If 

T has an identity then there is nothing to prove. So we assume 

that T does not have an identity. By Theorem 5, we have that 

N = Mr /1r. We may now follow McAlister's arguments in [22] 

because they at no point use regularity. Consider the semigroup 

Mr. Exactly as in Lemma 5.3 of [22] we may define a pair ()..,p) of 

linked left and right idempotent translations of M. Thus an idem­

potent w may be adjoined to M to obtain a semigroup M = Mw 

which contains M as an ideal. Evidently M has local units. The 

semigroup M contains A as a subsemigroup; observe that 

AMA = AMAUAwA = A 

since A= AM A and Aw A~ A from the definition of win [22] and 

the form of the consolidation multiplication in M . Also wM w = 
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BU w, which is essentially B with an identity adjoined, and M = 
MwM exactly as in [22]. By Lemma 5.4 of [22], p = 11' U { (w, w)} is 

a congruence on M. Let P = M / p, and let e = p( w). By Lemma 4, 

both S = SPS and P = PeP. It is clear that ePe is isomorphic to 

T 1 and so has commuting idempotents. ■ 
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Chapter 4 

Variants of regular 
• sem1groups 

This chapter is independent of the preceding chapters, and is con­

cerned once more with regular semigroups. Let S be a regular 

semigroup, and let a E S. Then a variant of S with respect to a 

is a semigroup with underlying set S and multiplication o defined 

by x o y = x ay . In this chapter, we characterise those elements 

a such that (S, o) is also regular, and show that the set of such 

elements can function as a replacement for the unit group when S 

does not have an identity. We also investigate the structure of arbi­

trary variants of regular semigroups concentrating on how the local 

structure of S affects the structure of its variants. We raise a num­

ber of questions concerning the properties of regularity-preserving 

elements. 

4.1 Introduction 

Let S be a semigroup and a E S . A new product o may be defined 

on S by putting x o y = xay. It is clear that (S, o) is a semigroup; it 

is called a variant of S. We usually write ( S, a) rather than ( S, o) 

to make the element a explicit. 

Variants of abstract semigroups were first studied by John Hickey 
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[9], although variants of concrete semigroups of relations had ear­

lier been considered by Magill [16]. It is natural to wonder whether 

variants have applications to semigroup theory in general; the an­

swer is in the affirmative, and here are three examples. First of all, 

variants arise naturally in connection with Rees matrix semigroups. 

Let M = M(S; I, A; P) be a Rees matrix semigroup, let i EI and 

>.EA, and put 

Mi,>.= {(i, s, >.): s ES}. 

Then it is easy to check that Mi,>. is a subsemigroup of M iso­

morphic to (S,P>.i) - Indeed, M is a disjoint union of such semi­

groups. Secondly, Hickey showed (Theorem 5.1 of [9]) that variants 

could be used to provide a natural interpretation of the Hartwig­

N ambooripad order (see Section 1.2.3). Thirdly, and the applica­

tion which forms of the substance of this chapter, variants can be 

used to generalise the unit group of a semigroup. We now explain 

what this means. 

Although every semigroup S can be converted into a monoid 

S1 by adjoining an identity, this is not always a useful process. For 

example, if S has the property that every local submonoid belongs 

to some class of semigroups C then the same will only be true of S1 

if S itself belongs to the class C. Another example applies when S 

is a Rees matrix semigroup: S1 will itself not in general be a Rees 

matrix semigroup. Hickey suggested the following generalisation of 

the unit group in the case of regular semigroups S. An element 

a E S is said to be regularity preserving if (S, a) is regular. De­

note the set of all regularity-preserving elements of S by RP(S). 

When the set RP(S) is non-empty it forms a completely simple 

subsemigroup of S (Theorem 4.4 of [9]): this is the sought-for gen­

eralisation of the unit group. We develop this suggestion further in 

Section 4.2. We relate this work to the paper of Loganathan and 

Chandrasekaran [15] and discuss applications to the local structure 

of regular semigroups. 

The remainder of this chapter, Section 4.3, is given over to 
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determining what we can say about the structure of variants of 

regular semigroups in general. Our point of departure here was 

Hickey's result (Lemma 3.4 of [9]) that every variant of a completely 

simple semigroup is isomorphic to a rectangular group; we show 

that in a number of cases local structure of a semigroup becomes 

global in variants. 

Let C be a class of semigroups. Then S is said to be locally C if 

each local submonoid of S belongs to C. 

4.2 Regularity-preserving elements 

In Section 4.1, we defined the set of regularity-preserving elements 

RP(S) of a regular semigroup S, and noted that this set is sup­

posed to generalise the unit group in monoids. Our first two results 

provide evidence for this idea. 

Proposition 1 Let S be a regular semigroup. 

(i) If S is a monoid, then a E S is regularity-preserving if, and 

only if, a is invertible. 

(ii) If S is inverse, then a E S is regularity-preserving if, and only 

if, S is a monoid and a is invertible. 

Proof (i) This result follows from Theorem 4.7 of [9]. We give 

a direct proof for the sake of completeness. Let S be a monoid. 

Suppose first that a is regularity-preserving. Then 1 is regular in 

(S, a) and so there exists x E (S, a) such that 1 = 1 ox o l. That 

is 1 = laxal. Thus 1 = axa. Now a(xa) = 1 and la = a, so that 

a 'R. l; and (ax)a = 1 and al = a, so that a.Cl. Hence a 1{ l. But 

H1 is just the group of units of S, and so a is invertible. 

Conversely, suppose that a is invertible. We show that a is 

regularity-preserving. Let b E S. Then b = bxb for some x E S, 

and so 

b = blxlb = baa- 1xa- 1ab = ba(a- 1xa-1 )ab, 

that is b = b o (a- 1xa- 1) ob. Thus bis regular in (S, a). 
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(ii) Suppose that the inverse semigroup S has a regularity­

preserving element a. Let b E S be an arbitrary element. By 

assumption, bis regular in (S,a). Thus there exists an element 

x E (S,a) such that b = boxob and x = xobox. That is b = baxab 

and x = xabax. Multiplying the first equation by a on the left and 

right we obtain aba = (aba)x(aba) and x = x(aba)x. Thus, since 

S is inverse, we have that x = (aba) - 1. Hence b = ba(aba) - 1ab. 

Thus 

and so using the fact that idempotents commute in an inverse semi­

group, we obtain 

Thus b = a- 1abaa- 1. A special case of this equation is obtained by 

putting a = b. Hence a = (a- 1a)a(aa- 1 ). Thus (a- 1a)a = a, and 

so (a- 1a)(aa- 1 ) = aa- 1; and a(aa-1 ) = a, and so (a- 1a)(aa- 1 ) = 
a- 1a . It follows that aa-1 = a- 1a = e, say. But we proved that 

b = ebe for all b E S, so it follows that S = eSe. Thus S is a 

monoid with identity e, and so a is invertible. 

The converse is immediate by result (i). ■ 

Lemma 2 Let S be a regular semigroup. If a is regularity-preserving 

then SbS ~ SaS for every b E S. In particular, S = SaS. 

Proof Let a be regularity-preserving. Then any element b E S is 

regular in (S, a). Thus there exists x E S such that b = bo x ob. 

Thus b = baxab. It follows that b E S aS and so SbS ~ SaS, as 

required. The fact that S = SaS is now immediate. ■ 

Lemma 2 implies that all regularity-preserving elements are 

.]-related, and belong to a maximum .]-class. Thus the set of 

regularity-preserving elements of Sis at the 'top ' of the semigroup. 

Furthermore, Proposition 1 shows that when the semigroup S is 

a monoid, the set RP(S) is the unit group. This constitutes our 
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motivation for regarding RP(S) as a reasonable generalisation of 

the unit group to semigroups. 

If the completely simple semigroup RP(S) is to be of any use, 

we need to be able to locate its elements reasonably easily. The 

following three results provide some solutions to this problem. 

Proposition 3 Let S be a regular semigroup. Then a E S is 

regularity-preserving if and only if ba 'Rb£, ab for every b E S. 

Proof Suppose that ban b £, ab for every b E S. We show that a 

is regularity-preserving. By assumption, there exist x, y E S such 

that bax =band yab = b. Let b' E V(b). Then 

b = bb'b = (bax)b'(yab) = b o (xb'y) ob. 

Thus bis regular in (S, a). The converse is proved in Lemma 4.2 of 

[9] . ■ 

The following result telis us that in fact we need only locate the 

regularity-preserving idempotents. 

Lemma 4 Let S be a regular semigroup. Then a E S is regularity­

preserving if, and only if, a 1-1. e where e is a regularity-preserving 

idempotent. 

Proof Let a be a regularity-preserving element in S. We have by 

Lemma 4.3(i} of [9], that the 1-1.-class of a is a group and so a 1-1. e for 

some idempotent e in S. Now, a E eSnSe and so by Lemma 4.3(ii} 

of [9] the idempotent e is regularity-preserving. 

Conversely, suppose that a 1-1. e where e is a regularity-preserving 

idempotent. Then Sa = Se and aS = eS so that e E eS n Se = 

aS n Sa. Thus a is regularity-preserving by Lemma 4.3(ii} of [9]. ■ 

Our main result on characterising regularity-preserving idem­

potents is the following. 
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Theorem 5 Let S be a regular semigroup, and let e E E(S). Then 

the following are equivalent: 

(i) e is regularity-preserving. 

(ii) feRJ L ef for every f E E(S). 

(iii) V(f) n eSe =I- 0 for every f E E(S). 

(iv) V(a) n eSe =I- 0 for every a ES. 

Proof (i) ⇒ (ii). This is immediate from Proposition 3. 

(ii) ⇒ (iii). Let f E E(S). Then by assumption, there exist 

elements x, y E S such that f ex = f and ye f = f. 0 bserve that 

J(exfye)f = (fex)f(yef) =ff= f 

and 

(exfye)f(exfye) = exf(yef)exfye = ex(f ex) fye = exfye. 

Thus exfye E V(f) n eSe. 

(iii) ⇒ (iv). Let a E S and a' E V(a). By (iii), there are 

elements u E V(aa') n eSe and v E V(a'a) n eSe. Consider the 

element va'u. Observe that 

a(va'u)a = a[(a'a)v(a'a)]a'1ta = aa'ua = (aa')u(aa')a = a 

and 

(va'u)a(va'u) = va'[(aa')u(aa')]a(va'u) = v[(a'a )v(a'a)]a'u = va'u. 

Thus va'u E V(a) . But ue = u and ev = v. Hence V(a) n eSe-/:- 0. 
(iv) ⇒ (i). Let a E S. Then by assumption, there is a' E 

V(a) n eSe. Thus a = aa'a = a(ea'e)a = a o a' o a. Thus a is 

regular in (S, e). Hence e is regularity-preserving. ■ 

Property (ii) above provides a link between this paper and the 

one of Loganathan and Chandrasekaran [15]. If e is a regularity­

preserving idempotent of the regular semigroup S, then the func­

tion 0e: S ➔ eSe defined by 0e(s) = ese is an example of a 'split 
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map'. Furthermore, split maps of this type play an important role 

in the general theory (Theorem 1.8 of [15]). The following result 

is just a reinterpretation of Example 1.4 and Lemma 1.5 of [1 5] in 

the light of our Theorem 5. 

Proposition 6 Let S be a regular semigroup and e an arbitrary 

idempotent. Put 

Se= {a ES: V(a) n eSe -:f. 0}. 

Then Se is the largest regular subsemigroup U of S containing e 

such that ( U, e) is regular. 

Proof The set Se is non-empty because it always contains e. Let 

a, b E Se, Then there exists a' E V(a) n eSe and b' E V(b) n 
eSe. Let g E S(a'a,bb'), the sandwich set of a'a and bb'. Then 

by Proposition 1.2.5, we have that b'ga' E V(ab). Thus b'ga' E 

V(ab) neSe. It follows that Se is closed under multiplication. Now 

let a E Se, Then there exists a' E V(a) n eSe. Observe that 

eae E eSe and a'(eae)a' = a'aa' = a' and (eae)a'(eae) = e(aa'a)e = 
eae. Thus eae E V(a') n eSe. It follows that a' E Se, Hence 

Se is a regular subsemigroup of S containing e. To show that 

(Se, e) is regular, let a E Se and choose a' E V(a) n eSe. Then 

a = aa'a = aea'ea = aoa' oa in (Se,e). Thus (Se,e) is regular. 

Now let T be any regular subsemigroup of S containing e such 

that (T, e) is regular. Let a E T. Then by assumption a is reg­

ular in (T, e). Thus there exists x E T such that a = a o x o a 

and x = x o a ox. Thus a = aexea and x = xeaex. Multi­

plying the second equation on the left and right by e we obtain 

exe = (exe)a(exe). Thus exe E V(a) n eSe. Hence a E Se, and so 

T ~ Se. ■ 

It is immediate that the idempotent e is regularity-preserving 

if and only if Se = S. 

A number of different classes of regularity-preserving idempo­

tents have been considered in the literature. Before examining 
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them, we need some definitions. Let S be a regular semigroup. An 

idempotent e is said to be medial if aea = a for each a E (E(S)); it 

is said to be normal medial if it is medial and e(E(S))e is a semi­

lattice; it is said to be a mididentity if aeb = ab for all a, b E S. The 

following result is trivial but makes the connection with regularity­

preserving elements. 

Lemma 7 Let S be a regular semigroup. Then both medial idem­

potents and mididentities are regularity-preserving. 

Proof Let e be a medial idempotent . Let f E E(S). Then fef = 
f. It follows that feRJ C ef. Thus e is regularity preserving by 

Theorem 5 (ii) . 

The result concerning mididentities follows from Theorem 4. 7 

of [9] . We give our proof for the sake of completeness. Let e be 

a mididentity. Then f ef = f once again. Thus e is regularity-

preserving. • 

Blyth and McFadden [3] show how to construct all idempotent­

generated regular semigroups containing a medial idempotent, and 

all regular semigroups containing a normal medial idempotent. Our 

result Lemma 7 implies that these results can be interpreted as de­

termining the structure of classes of regular semigroups equipped 

with various kinds of regularity-preserving idempotents. If S con­

tains a mididentity then RP(S) is an orthodox completely simple 

semigroup by Corollary 4.8 of [9]; this result suggests studying the 

relationship between the existence of special kinds of regularity­

preserving elements of Sand the structure of RP(S), although we 

shall not pursue this question here. 

We noted in the introduction that semigroups with local proper­

ties are a natural class in which to investigate regularity-preserving 

elements. We consider one example of this now. Let S be a regular 

semigroup and let T be an inverse subsemigroup of S. Following 

[23], we say that T is an inverse transversal of S if for each s E S 

the set V(s) n T contains exactly one element. 
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Theorem 8 Let S be a locally inverse regular semigroup. Then 

the idempotent e E S is regularity-preserving if and only if eSe is 

an inverse transversal of S. 

Proof Let e be a regularity-preserving idempotent. Since S is 

locally inverse eSe is an inverse semigroup. By Theorem 5(iv), the 

set V(s)neSe contains at lea.st one element for each s ES. We shall 

prove that it contains exactly one element. Let u, v E V(s) n eSe. 

Then 

s = sus,u = usu ands= svs,v = vsv. 

Observe that esu, esv E E(eSe). Since eSe is inverse, (esu)(esv) = 

(esv)(esu), and so e(sus)v = e(svs)u. But s = sus and s = svs, 

and so esv = esu. Multiplying on the left by v and using vsv = v 

we obtain v = vsu. Next observe that use, vse E E(eSe), and so 

(use)(vse) = (vse)(use). It follows that u(svs)e = v(sus)e, and so 

use = vse. Multiplying on the right by u, we obtain usu = vsu, 

and sou= vsu. Hence u = v, as required. 

The converse is immediate by the definition of an inverse transver-

sal and Theorem 5(iv). ■ 

If S is a regular subsemigroup of a regular semigroup T, then 

we say that it is a quasi-ideal if S = ST S. Observe that the locally 

inverse semigroups above have the further property that eSe is also 

a quasi-ideal of S. Theorem 2.2 of [23] can now be stated as follows: 

a regular semigroup S contains a quasi-ideal inverse transversal if 

and only if S can be embedded as an ideal in a locally inverse 

semigroup with a regularity-preserving idempotent; furthermore, 

Theorem 3.2 of [23) can be stated as: the regularity-preserving 

idempotent in question is a normal medial idempotent if and only 

if S in fact contains a multiplicative inverse transversal. 

We put the above results in a more general context. From 

Lemma 1.2.6 and Theorem 1.3.4, a regular semigroup S is locally 

inverse if and only if S is a quasi-ideal of a locally inverse semigroup 

T such that T = TeT. If we strengthen 'quasi-ideal' to 'ideal', 
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require that the idempotent e be regularity-preserving, and require 

S to contain a quasi-ideal inverse transversal, then we have the 

first of McAlister's two results above. Thus regularity-preserving 

elements can lead to special cases of the main results of this thesis. 

Given that regularity-preserving elements are useful, it is nat­

ural to enquire into the structure of regular semigroups possessing 

them: we would expect that they should be constructed from reg­

ular monoids. One approach to this question may be deduced from 

[15]: particularly, Theorem 3.1 and Corollary 3.2. Another ap­

proach, which we set up here, is based on Rees matrix semigroups. 

Let S be a regular semigroup and e a regularity-preserving 

idempotent. Then by Lemma 2, S = SeS. By the Local Structure 

Theorem (Theorem 1.3.2), the semigroup S is a locally isomorphic 

image of a regular Rees matrix semigroup over eSe; thus there 

is a surjective local isomorphism 0: RM(eSe; I, A; P) -t S. The 

relationship between the regularity-preserving elements of RM = 
'R M(eSe; I, A; P) and those of Sis described by the following re­

sult. 

Lemma 9 Let 0: T -t S be a surjective local isomorphism between 

regular semigroups. Then t E T is regularity-preserving in T if, 

and only if, 0(t) is regularity-preserving in S . 

Proof Let t E T be regularity-preserving in T. Let s E S be 

arbitrary. Since 0 is surjective there exists u ET such that 0(u) = s. 
By assumption, u is regular in (T, t). Thus there exists a ET such 

that u = u o a o u = utatu. Hence s = s0(t)0(a)0(t)s. That is, 

s =so 0(a) o sin (S,0(t)). It follows thats is regular in (S,0(t)) 

and so 0(t) is regularity-preserving in S. 

Conversely, let s E S be a regularity-preserving element, and 

let t E T be any element of T such that 0(t) = s. We shall prove 

that t is regularity-preserving in T . Let a E T be any element. 

By assumption, 0(a) is regular in (S,s). Thus there exists x E S ­

such that 0(a) = 0(a) ox o 0(a). That is 0(a) = 0(a)sxs0(a). Let 

y E T be such that 0(y) = x . Then 0(a) = 0(a)0(t)0(y)0(t)0('a) 
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Thus 0(a) = 0(atyta). Let a' E V(a). Then a, atyta E aa'Ta'a. 

But 0 is a local isomorphism between regular semigroups. Thus by 

definition, we have that a= atyta. Thus a= a o yo a in (T, t). It 

follows that t is regularity-preserving. ■ 

From the calculation preceding Lemma 9, and from Lemma 9 

itself, we have that RP(RM) = e-1(RP(S)). T his result suggests 

that we investigate the regularity-preserving elements of regular 

Rees matrix semigroups. To do this, we shall need the following 

definitions. Let S be a monoid . We say that a E S is left invertible 

if there is an element a* such that a*a = l ; we say that a is right 

invertible if there is an element at such that aat = l. 

Theorem 10 Let S be a regular monoid and let 

RM= RM(S;I,A;P) 

be a regular Rees matrix semigroup over S. 

(i) Let (i, a,,\) ERM be such that a is invertible, every element in 

the ith-column of P is right-invertible, and every element in 

the ,\th-row of Pis left-invertible. Then (i, a,>.) is a regularity­

preserving element of RM. 

(ii) If each row and each column of P contains an invertible el­

ement, then every element of M = M(S; I , A; P) is regu­

lar and the regularity-preserving elements of M are precisely 

those of the form described in {i) . 

Proof (i) Let (j, b, µ) be an arbitrary element of RM. We show 

that (j, b, µ) is regular in the variant (RM, (i, a,,\)). Let b' E V (b). 

By assumption, P>.i is invertible with inverse p-;_/, the element Pµi 

has a right inverse P1i, and P>.j has a left inverse P!j• Consider the 

element (i, x, >.) where 

_ -1 - 1 t b' * - 1 - 1 
x - P>.i a Pµi P>.ja P>.i . 
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Firstly, (i, x, .X) ERM because 

and 

as direct computation shows. Secondly, in (RM, ( i, a, .X)) 

(j,b,µ) o (i,x,.X) o (j,b,µ) = (j,b,µ)(i,a,>.)(i,x,.X)(i,a,>.)(j,b,µ) 

Thus (i, a, .X) is regularity-preserving. 

(ii) Suppose now that each row and each column of P con­

tains an invertible element. By Theorem 4 of [17], the semigroup 

M(S; I, A; P) is automatically regular. Let (i, a, .X) be a regularity­

preserving element of M(S; I, A; P). We prove that (i, a, .X) satisfies 

the conditions of (i) above. Firstly, we show that a is invertible. 

By assumption, there is j E J such that p >.j is invertible. Also by 

assumption, (j,1,.X) is regular in (M,(i,a,.X)). Thus there exists 

(k, b, v) E M such that 

(j, 1, .X) = (j, 1, .X) o (k, b, v) o (j, 1, >.) 

which is equal to 

(j, 1, .X)(i, a, >.)(k, b, v)(i, a, .X)(j, 1, .X) 

which gives 1 = P>.iaP>.kbPviaP>.j and so 1 = (P>.jP>.iaP>.kbPvi)a using 

the fact that P>.j is invertible. Thus a has a left inverse. Similarly, 

there is w E A such that Pwi is invertible and ( i, 1, w) is regular 

in ( M, ( i, a, >.)). A similar argument to the above leads to the 

conclusion that a has a right inverse. It follows that a is invertible. 

By Lemma 4, (i, a, .X) is 1-l-related to a regularity-preserving 

idempotent. This will be of the form (i, c, .X) where c1-l a. Thus c is 

invertible. It follows that c = p--;_/_ In particular, P>.i is invertible. 
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We now prove that every element in the >.th-row of P is left­

invertible, and every element in the ith-column of P is right-invertible. 

Let k E I. We prove that P>.k has a left inverse. By assumption, 

(k, 1, >.) is regular in (M,(i,p:X/ , >.)). Thus there exists (m, d,0 

such that (k, 1, >.) = (k , 1, >.) o (m, d, () o (k, 1, >.). That is 

(k, 1, >.) = (k, 1, >.)(i,p:X/, >.)(m, d, O(i,p··;], >.)(k, 1, >.). 

It follows that 1 = (P>.mdP(iP:X/)P>.k, and so P>.k has a left inverse. 

Let p E A. We prove that Ppi has a right inverse. By as­

sumption, (i, 1, p) is regular in (M,(i,p:X/,>.)). Thus there exists 

(m,d,0 such that (i, 1, p) = (i, l , p) o (m,d,0 o (i, l ,p). That is 

(i, 1, p) = (i, 1, p)(i,P:X/, >.)(m, d, O(i,p:X/, >.)(i, 1, p). 

It follows that 1 = Ppi(P:X/P>.mdP(i), and so Ppi has a right inverse. 

■ 

It is a simple consequence of the above result that the elements 

(i, a,>.) in a completely 0-simple semigroup which are regulari ty­

preserving are precisely those for which the >.th-row and ith-column 

of P contain no zeros. This also provides a simple visual proof of 

the fact that every element of a completely simple semigroup is 

regularity-preserving. 

We can now provide some examples of naturally occurring reg­

ular semigroups possessing regularity-preserving elements. 

Examples 

(i) The four-spiral semigroup [4] is the Rees matrix semigroup 

M(T; {1, 2}, {1, 2}; P) 

where T is the bicyclic monoid generated by elements a and 

b subject to ab = 1 and 
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By Theorem 10, the four-spiral semigroup has the following 

regularity-preserving elements: namely, (1, 1, 1) and (1, 1, 2). 

(ii) The semigroup M 0 ( {O, 1}; {1, 2}, {1, 2}; P) where 

is the smallest non-orthodox regular semigroup [3]. By The­

orem 10, it has exactly one regularity-preserving element: 

namely, (1, 1, 1). 

(iii) ThesemigroupsM0 ({0,l};J,A;P) andM0 ({0,l};J,A;Q) where 

I= {1, 2} and A= {1, 2, 3} and 

were used to construct counterexamples in the theory of amal­

gamations [7]. The former has two regularity-preserving ele­

ments, the latter has one. 

(iv) The semigroup M 0 ( {O, 1}; {1, 2, 3}, {1, 2, 3}; P) where 

has exactly one regularity-preserving element; it generates 

the variety of combinatorial strict regular *-semigroups (2]. 

4.3 The structure of variants 

In [9], Hickey proved (Lemma 3.4) that every variant of a com­

pletely simple semigroup is a rectangular group. Rectangular groups 

are precisely the orthodox completely simple semigroups (see, for 

example, page 139, Exercise 10( a) of (11]). Clearly, completely 

simple semigroups are locally orthodox. Thus Hickey's result shows 
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that in the case of completely simple semigroups local orthodoxy of 

the semigroup becomes orthodoxy in any variant of the semigroup. 

In this section, we shall generalise this result. 

Lemma 1 Let S be a semigroup, let a E S, and let i be an idem­

potent such that ai = a. Let e E E(S, a). Then iea E E(iSi) . 

Proof Observe that (iea)2 = (iea)(iea) = ieaea = iea, since ai = a 

and eae = e. Also (iea)i = iea and i(iea) = iea. ■ 

A band Bis said to be normal if xyzx = xzyx for all x, y , z E B; 

a band is said to be rectangular if x = xyx for all x, y EB. 

Proposition 2 Let S be a semigroup, let a E S, and let i be an 

idempotent such that ai = a. 

(i) If E(iSi) is a band then E(S, a) is a band. 

(ii) If E(iSi) is a normal band then E(S, a) is a normal band. 

(iii) If E(iSi) is a rectangular band then E(S, a) is a rectangular 

band. 

Proof (i) Let E(iSi) be a band, and let e, f E E(S, a). Then eoe = 
e and f of = f. Thus eae = e and faf = f. We show that eof is an 

idempotent of (S, a). Thus we shall show that eaf aeaf = eaf. By 

Lemma 1, we have that iea, if a E E(iSi). Since iSi is orthodox 

it follows that (iea)(if a) = ieafa is an idempotent of S. Thus 

(ieaf a)(ieafa) = ieafa; that is ieafaeafa = ieafa. Multiplying 

this equation on the left by ea, we obtain eaeaf aeaf a = eaeaf a. 

But eae = e and so eaf aeaf a = eaf a. Multiplying this equation 

on the right by f we obtain eaf aeaf af = eaf af. But f af = f 

and so eafaeaf = eaf, as required. 

(ii) Let E(iSi) be a normal band, and let e, f, g E E(S, a). We 

shall prove that e of o go e = e o go fo e. By assumption, eae = e, 

faf = f, gag = g. By Lemma 1, iea, ifa, iga E E(iSi) . Since 

E(iSi) is a normal band, we have that 

(iea)(ifa)(iga)(iea) = (iea)(iga)(ifa)(iea) . 
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Using ai = a this equation simplifies to 

i(eafagae)a = i(eagafae)a. 

Multiplying on the right by e and using eae = e we obtain 

i(eaf agae) = i(eagaf ae). 

Multiplying the equation on the left by a and using ai = a we 

obtain 

a(eaf agae) = a(eagaf ae). 

Multiplying on the left by e and using eae = e, we obtain 

eaf agae = eagaf ae 

as required. 

(iii) Let E(iSi) be a rectangular band, and let e, f E E(S, a). 

Then e o e = e and f o f = f. Thus eae = e and f af = f. We 

show that e o f o e = e. ri_'hus we shall show that eaf ae = e. By 

Lemma 1, we have that iea, if a E E(iSi) . Since E(iSi) is a rect­

angular band, we have that (iea)('if a)(iea) = iea. Using ai = a 

we obtain ieaf aea = iea. Multiplying on the left by ea we obtain 

eaf aea = ea. Multiplying on the right by e we obtain ea Jae= e, 

as required. • 

The reader might have been expecting a result which said that 

if E(iSi) is commutative then E(S, a) is commutative. The follow­

ing example shows that this result is not true. 

Example 

We use Example 2.2 from [19]. Let S = {1 > a > b > O} be the 

four-element chain regarded as a semilattice with respect to the 

operation of greatest lower bound. Let I = A = {1, 2} and let P 

be the 2 x 2-matrix 
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Let RM = RM(S; I , A; P) be the regular Rees matrix semigroup 

constructed from S, I , A and P. This semigroup has 11 elements 

namely: 

RM = { ( 1, 1, 1) , ( 1, a, 1) , ( 2, a, 1) , ( 1, b, 1) , ( 1, b, 2) , ( 2, b, 1) , ( 2, b, 2) , 

(1, 0, 1), (1, 0, 2), (2, 0, 1), (2, 0, 2)} . 

The semigroup RM is a regular semigroup each local submonoid 

of which is inverse. We show that the idempotents of the variant 

(RM, (2, b, 2)) do not commute_. It is easy to check that 

(1,0,2),(1,0,1) E E(RM,(2,b,2)), 

but that 

(1, 0, 2) o (1, 0, 1) =/ (1, 0, 1) o (1, 0, 2). 

Before proving our next result we need some preparation. In 

[10], Hickey defines the congruence oa on the variant (S, a) by 

(x, y) E Oa <==> axa = aya. 

A semigroup is locally orthodox if all local submonoids are or­

thodox. 

Theorem 3 Let S be a regular semigroup. 

(i) All variants of S are orthodox if, and only if, S is locally or­

thodox. 

(ii) All variants of S have normal bands of idempotents if, and 

only if, every local submonoid of S has a normal band of 

idempotents. 

(iii) All variants of S have rectangular bands of idempotents if, and 

only if, every local submonoid of S has a rectangular band of 

idempotents. 

Proof We prove (i); the proofs of (ii) and (iii) are similar. Suppose 

that S is a regular locally orthodox semigroup. Let a E S. Then 
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there is an idempotent i such that ai = a (for example, i = a'a 

where a' is any inverse of a). By assumption, iSi is orthodox and 

so (S, a) is orthodox by Proposition 2. 

Conversely, suppose that all variants of S are orthodox. Let 

e E E(S). By Lemma 3.2 of [10], the local submonoid eSe is iso­

morphic to (S, e)/8e. The function 'lj;: S ➔ eSe given by 'lfJ(x) = exe 

is a homomorphism from (S, e) onto eSe whose kernel is 8e. Let 

i,j E E(eSe). Then i,j E (S, e) and 'lj;(i) = i and 'lj;(j) = j. Now 

in (S, e), we have that i o i = iei = i and similarly j o j = j. Thus 

both i and j are idempotents in (S, e). By assumption, (S,e) is an 

orthodox semigroup. Thus i o j is an idempotent in (S, e). Since 'ljJ 

is a homomorphism 'lj;(ioj) is an idempotent in eSe. But ioj = ij, 
and 'lj;(ij) = ij. Thus ij is an idempotent in eSe. Hence eSe is 

orthodox. ■ 

Finally, we address the following question. Variants of regular 

semigroups are not in general regular, but what can we say about 

the properties of such variants? We need some definitions before 

we an answer this question. 

An element b such that b = bab is said to be a weak inverse 

(or post-inverse) of a, whereas an element b such that a = aba is 

said to be a preinverse of a. The set of weak inverses of a will be 

denoted by W (a), and the set of preinverses of a will be denoted 

by P(a) . Observe that V(a) = W(a)nP(a) . A semigroup Sis said 

to be E-inversive if for each a E S there exists x E S such that 

ax is an idempotent (see [24] for background references). Fountain 

et al [5] prove that a semigroup is E -inversive precisely when for 

each a E S there exists b E S such that b = bab. Thus E-inversive 

semigroups are just those semigroups in which every element has 

a weak inverse. The class of E-inversive semigroups contains both 

regular semigroups and finite semigroups. The following simple 

result contains part of Lemma 3.1 of [9]. 

Proposition 4 Let S be an E-inversive semigroup, and let a E S. 
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Then (S, a) is E-inversive, and E(S, a)= W(a). 

Proof Let S be an E-inversive semigroup and let a be an arbitrary 

element of S. Let x be an element of the variant (S, a) . The product 

axa has a weak inverse b in the semigroup S and so b = b(ax a)b. 

But then b =box ob and sob is a weak inverse of x in (S, a). Thus 

(S, a) is E-inversive. 

The element b E (S,a ) is an idempotent if, and only if, b = bob, 

which means precisely that b = bab. Hence E(S, a) = W(a). ■ 

We now turn to the properties of variants of regular semigroups. 

Proposition 5 Let S be a regular semigroup, and let a E S. Then 

(S, a) is E-inversive, and the regular elements of (S, a) form a reg­

ular subsemigroup. 

Proof Let S be a regular semigroup and let a E S . We proved in 

Proposition 4 that (S, a) is E-inversive. To show that the regular 

elements of a semigroup form a subsemigroup it is enough to prove 

that the product of any two idempotents is regular (Result 2 of [6]). 

Let b, c E E(S, a). Then bab = band cac = c. We prove that boc is a 

regular element in (S, a). Consider the product abaca in S. Since S 

is regular there is an element x such that (abaca)x(abaca) = abaca. 

Multiplying this equation on the left by b and on the right by c, 

we obtain b(abaca)x(abaca)c = b(abaca)c. But bab =band cac = c 

and so (baca)x(abac) = bac. Thus (b o c) ox o (b o c) = b o c, and so 

b o c is regular in (S, a). ■ 

In Lemma 3.1 of [9] , the mididentities of (S, a) are characterised 

as the preinverses of a, and the idempotent mididentities of (S, a) 

are precisely the inverses of a. We now turn to the properties of 

variants of inverse semigroups. 

Proposition 6 Let S be an inverse semigroup and let a E S. Then 

E(S, a) is a commutative band, and the mididentities are the ele­

ments above a- 1 in S. 
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Proof We begin by locating the idempotents of (S, a). Suppose 

that b E E(S, a). Then bob= band so bab = b. Thus b-1 (bab)b- 1 = 
b- 1bb-1 = b- 1. Hence b-1 = b- 1babb- 1 :S a, and so b :S a - 1

. 

Conversely, suppose that b :S a-1. Then b-1 :S a. Thus b- 1 = 
b- 1babb- 1 . It follows that b = bab and so b = b o b. Thus b is an 

idempotent of (S, a) if, and only if, b :S a-1
. 

Now let b, c E E(S, a). We prove that boc = cob. Thus we need 

to prove that bac = cab. By the result above we have that b, c :S 
a - l. Thus b = bb- 1a-1 = a-1b-lb and c = cc- 1a-l = a- 1c-lc. 

Hence 

bac = (a - 1b- 1b)ac = (a- 1b- 1b)a(a-1c- 1c) 

which gives bac = a- 1 (b-1b)(c-1c). On the other hand 

Thus bac = cab as required. 

Finally, we locate the preinverses of a. Suppose that b is a 

preinverse of a. Then a= aba. Thus a is a weak inverse of b, and 

so by the calculations above a :S b-1 . Thus the mididentities of 

( S, a) are the elements above a - 1 . ■ 

We summarise our results on variants of inverse semigroups in 

the following theorem. 

Theorem 7 Every variant of an inverse semigroup is an E-invers­

ive semigroup with commuting idempotents. The idempotents of 

(S,a) are the elements of S beneath a- 1 , the mididentities of(S,a) 

are the elements of S above a - 1 , and the element a - 1 is the unique 

idempotent mididentity. The variant (S , a) is regular if, and only 

if, S is a monoid and a is invertible. ■ 
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