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ABSTRACT 

This study was mainly con6erned with the effects of 

reinforcement upon the behaviour that immediately follows 

its occurrence . Rats ' responding on a variable - ratio 

schedule and on three kinds of variable-interva l schedule, 

namely, arithmetic variable-interval, constant probability 

variable-interval a nd arithmetic variable-interval with 

added short intervals, were investigated. 

On the variabl e - interval schedules, the duration of 

the post-reinforcement pause was an increasi~g function 

of the magnitude of reinforcement . When some of the 

reinforcements were omitted, and a tneutral~ stim~lus 



presented in place of them, the pause fo l lowing; the 

stimulus was shorter than the post-reinforcement pauses . 

The local changes in the probability of r e inforceme nt , 

with respect to the time-since-pre v i ous - rei nforcement , 

on the schedules also a ffected the duration of the post

reinforcement· pause . Changing the magnitude of the 

reinforcer or omitting the reinforcer d i d not systematicall y 

affect the rate and pattern of responding. The r e sponse 

rate was related , however , to the time that had elaps ed 

since the preceding reinforcement . These relationships 

were also ob s e rved in the variable- ratio schedule s . In 

the l atter cas e the s chedule parame ter also affe cted the 

durat i on of· the post- reinforcement pause . The se results 

were d i scu ssed with reference to two hypot heses , v iz . 

Amsel ' s frustration hypothes i s and Staddon' s d i scrimi native 

control hypothes i s . 
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C H A P T E R 1 

INTRODUCTION 

This thesis is concerned with an analysis of the 

stimulus properties of the reinforcer on schedules of 

reinforcement. In the experimental study of ope.rant 

behaviour two classes of effective s timuli may be readily 

identified, reinforcing stimuli and discriminative stimuli. 

Historically the notion of a reinforc ing stimulus is 

derived from Thorndike's (1911) original observations from 

experiments with hungry cats in puzzle boxes. Thorndike 

found that if the animal emitted some particular behaviour, 
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and thi's was followed by, a 1· satisfyrng t· event , then the 

likeli~ood of that behaviour Tecurring was increased . 

Similarly , if the behaviour was followed by an event 

that caused discomfort to the animal , then the probability 

of that behaviour recurring was reduced. Thorndike 

formalised these observations into what he termed the 

Law of Effect which , . simply , states that the behaviou;r, 

emitted by an animal is controlled by the consequences the 

behaviour has for that animal . This statement of 

behavioural control provided the basis for Skinner'·s (1938; 

1953 ; 1969) analysis of behaviour. However, instead of 

1 satisfiers' or 'rewards 1· and !·annoyers t-, Skinner adopted 

the term reinforcer, thus removing the hedonisttc 

connotations attached to the above terms . A reinforcer is 

defined in terms of its relationship to some particular 

behaviour emitted by an organism , and may be defined as 

any stimulus , which when made contin gent upon a specified 

response increases the future probability of that response . 

The symmetrical statement defines what has become termed 

punishment (Azrin and Holz , 1966). Skinner (1938) originally 

termed this negat ive reinforcement, however , this term is 

currently used to describe the increase in the probability 

of a response observed following the contingent r emoval of a 

stimulus. 

.. 
In the study of the relationships between responses 

and reinforcers extensive use has been made by Skinner 

and his associates (Skinner, 1938; Ferster and Skinner , 

1957) of schedules of reinforcement . These arrange for the 
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intermittent r einf orcement of a response, and are 

defined in terms of the minimum requirements necessary 

for a response to be f ollowed by reinfor cement. Schedules 

of reinforcement are , usually, defi ned with regard to 

either the minimum times between successive opportunities 

for a r esponse to produce reinforcement (interval schedules ) 

or the number of r esponses the or ganism has to emitt to 

produce reinforcement (ratio schedules ). These schedules 

as well as various combinat i o ns of simple schedules are 

described i n detail by Fe r ster a nd Skinner (19 57). 

Taking the other c lass of e f fect ive stimuli ; a 

discriminative stimulus may , be define d as a stimulus in 

the presence of which a response i s reinforced (us ually 

on the basis of some schedule of r eipforcement ) and in 

the absence of which the response goes unreinforced 

(Skinner , 1938) . Consequently , a discriminative st imulus 

comes t o exert contr o l over the occurrence or non

occurrence of a response . This is what is generally 

implied by the term "stimulu s contr•o l" (e . g . Terra· ce , 

1966 ; Fers t e r and Perrot , 1 968) . 

To some extent thes e two classes of stimuli , 

namely discriminative stimul i and reinforcing stimuli , 

have been t reated ·as distinct and separate e v e nts . 

Discriminativ e stimuli have been r e garded as exerting 
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antecedent control over subsequent r esponding and 

reinforci ng sti muli as_ acting as consequent stimuli , 

' str engthening ' or increasing the future probability of 

a specified response . Some attempts , however , have been 

made to integrate these t wo classes o f stimuli into a 

single category o f environmental events which may. h ave 

one or more effects upon behaviour ( e .g. Schoenfe ld and 

Cole , 19 73). Similarly, several studies have suggested 

that a discrimina tive st imulus can , under certain 

conditions , acquire properties similar to those of the 

rei nforcing stimulus , tha t is , it can function as a 

condit i oned reinforcer (cf . Kelleher and Gollub , 1962). 

Also , i t has been suggested that responses themselves may 

acquire a stimulus e f fect , as in explanat ions of schedule 

phenomena i n terms of response chaining (cf . Kelleher, 1966 a). 

However, one poss i bility that has been neglected . is that the 

reinforcing sti mulus, as well as acting as a consequence to 

behaviour , may a l so come t o exert stimulus control over 

responding subsequent to its occurren ce . For example , Reid 

(195 8 ) found that following training o n a continuous 

r e inforcement schedule (i . e .,wher e every response is fo llowed 

by r e inforcement), the delivery of a non-contingent 

re i nfor cement sets the occasion for a response. The evidence 

rel at ing to the stimulus control exerted by the r e inforc ing 

st imulus on schedule·s of reinfor cement has bee n reviewed 

by Staddon (1972 a) , Davey ( 1975 ) and Lowe (1974 ). 
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Before proceed~ng , a distinction will be made 

between the forms of s timulus control, situat ional 

· control and temporal ·c·6ntrol (Staddon , 19 7 2 a) . 

Situational control i s equival ent to what was previously 

described as t he control exert ed by a discriminative 

stimulus. For example, an instance of situational control 

would be the control bt two or more stimuli of dj_fferent 

r-ates of responding on a mul t.iple schedule of re.±nforcement 

(i. e .. , a procedure involving t wo or more simple rei nforcement 

schedul es alternati:ng in some manner and each associated 

with a differential exteroceptive stimulusl , ln this case 

there may be no relationship between th.e till}e of occurrence 

of each response .and the temporal properties- of the 

app~opriate discriminative stimul us. The stimulus, ±s, 

present while t h e behaviour o ccurs a nd the behaviour may 

not occur or be reduced if the st imulus ±snot present. 

O;perationally, this implies· that a controlling re.lationshiJ? 

may• be demonstrated between a s t imulus and the. occur r ence 

of behavi our but not t he time of occurr ence. . 

The sec·ond type of s timulus control i s te;rmed teJI}poral 

~ontrol and i s defined t hti&: 

11 If Event A Ca stimulus ) ·occurs at a certa~n 
point in time and can be shown to determine . 
the time of occurrence of Event B Ca response.t 
which occurs -at a later point in .time , the. 
l abel temporal control ·is proposed for this, 
relationsh±p -. no matter what the events- A 
and B, no matter how l ong or short th.e. t.i,_Jl}e. 
separating the·m, and no· matter what other 
contextu~l dependencies (Stadden , 1a72 :a 1 
p.213) 11 • 
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This thesis is concerned with the relationship between 

a reinforcing stimulus and the response which follows 

it in time. 

It is well documented that if temporal constraints 

are placed upon the occurrence of successive reinforcements 

then the organism's behaviour adjusts to these temporal 

_parameters (Ferster and Skinner, 1957; Harzem, 1969). 

Such temporal adjustment has been taken as an indication 

that the organism has formed a temporal discrimination 

(Catania, 1970; Harzem, 19 69; Morse , 1966). An exampl e 

of t his is the behaviour produced by a fixed-interval 

(FI) schedule of reinforcement . On FI schedules the 

first response to occur after a minimum, constant, time 

has elaps e d since the preceding reinforceme nt is followed 

by reinforcement. Typically, this schedule produces a 

characterist i c pattern of responding with a pause following 

each reinforcement, the post-reinforcement pause, followed 

by a positively accelerated respons e rate which continues 

until the occurrence of the next reinforcement. The 

post-reinforcement pause on FI schedules has been shown to 

occupy a period of time which is roughly a consta nt JY.roport~:on o : 

the i nter-reinforcement interval (Schneider~ 1969; Sherman, 

1958) that is, approximately one third. Staddon (1972 a) 

has argued that t his relations hip is an example of temporal 

control exerted by the reinforcer. On FI schedules as a 

consequence of the discriminative relationships that each 
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reinforcement bears to subsequent reinforcement , the 

occurrence of reinforcement predicts a period of. non

reinforcement which i s rel ative to the duration of the 

inter-reinforcement interval and reinforcement, therefore, 

comes to exert temporal inhibitory control over subsequent 

responding. ·A similar analys i s may be applied to fixed

ratio (FR) schedule performance . On FR schedules , because 

the animal cannot .respond faster than a certain maximum 

rate , there will always be a minimum inter- r einforcement 

interval and this variabl e can gain discriminative temporal 

control over the animal's tendency to respond and , for the 

same reasons as with FI ~chedules , the r ein for c er can 

acquire temporal inhibitory a fter- effects . 

According to this account the natur e of the control 

_acquired by _ the reinforcing stimulus would appear to be 

dependent upon the discriminative relationships between 

s uccessive reinforcements . On FR and FI schedul es~ owing 

to the regul ar nature of the t emporal separation between 

s u ccessive reinforcements , the occurrence of the reinforcer 

predicts a period of non- reinforcement and , consequ ently, 

acqu ires inhibitory stimu lus control. That is, e ither a 

peri od of non-responding ( the post- reinforcement pause ) or 

a low rate of r esponding i s observed after its occurrence . 

If stimulus control of this kind ±s dependent upon the. 

regularity with wh±ch the reinforcer occurs in time ? then 

if the· temporal distribution of the reinforcements is 
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varied the control should become weaker . It might , 

therefore, be expected that on variable-interval (V I) 

schedules the durati~n of the post- reinforcement pause 

would not show any orderly relationships with either the 

preceding inter-reinforcement interval or to the mean 

inter-reinforcement interval . The post - reinforcement 

pause on variable ratio (VR) schedules should be also 

unaffected by the times between reinforcements. The 

present . thesis investigated whethe~ or not these 

predictions were the case . 

The previous literature r elating to these phenomena 

will be reviewed in Chapter 2. In that chapter the 

basic effects of the schedules of reinforcement to be 

u sed in this study are also described, with special 

reference to the differences that are u s ually observed 

between the effects of various VI and VR schedules . . 

A series of experiments will be described in 

Chapters 4, 5 , _6and 7 . In all these experiments the 

magnitude of the reinforcer was manipulate d and some of 

the reinforcements were omitted . These manipulations 

were carried out on the fol l owing schedules of 

reinforcement: 
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(i) An arithmetic VI schedule 

(ii) A .constant probability VI schedule 

(iii) An arithmetic VI schedule with extra 
short intervals 

(iv) A variable-ratio schedule 

On the VR schedule the size of the ratio was also varied. 

In every case the data were analysed so as to 

provide the following measures: (i) the post-reinforcement 

pause, i.e., the time from the occurrence of reinforcement 

to the occurrence of the next response; (ii) the running 

rate, i.e., the response rate calculated by excluding the 

post- reinforcement pauses; and for the VI schedules 

(iii) the local rate, i.e., the response rate in 

successive portions of the inter-reinforcement interval . 
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C H A P T E R 2 

THE STIMULUS EFFECTS OF THE "REINFORCER ON SCHEDULES OF 

. REINFORCEMENT : A SELECTIVE REVIEW 

As ~eid has pointed o u t : 

"Reinforc ing events are sources of 
stimulation , whatever else they may 
be, and therefore, in l earning 
situations, they may be expected to 
gain some degree of st imulus control 
over the performance of the learned 
response (1957 p . 202) ". 

The present chapter examines the evidence for the stimul us 

control exerted by the r e inforcer on some of the basic 

schedules of reinforcement, namely , continuous reinforcement 
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(CRF) fixed - interval (FI), fixed-ratio (FR), variable

interval (VI), and variable-ratio (VR) schedules. 

CONTINUOUS REINFORCEMEN~ 

On a continuous reinforcement (CRF) schedule every 

response is followed by reinforcement. In a series of 

experiments Reid (1957) has demonstrated that the 

reinforcing stimulus on CRF, not only reinforces behaviour, 

i . e., has consequent stimulus effects, but also gains a 

degree of stimulus control over the response that it 

reinforces, i.e . , has antecedent stimulus effects. In one 

experiment six rats were exposed to two sessions during 

which each bar press response was followed by reinforcement 

(CRF), this occurred a total of 40 times over the two 

sessions . Following this were three extinc_tion sessions each. 

lasting 30- min during wh±ch a bar- press response was never 

followed by· reinforcement. At the end of the last extinction 

period, when the frequency of responding was minimal , a 

number of stimuli were presented, such as tapping th.e box, 

f l ickering the l ighting and sounding a buzzer. None of these 

stimuli had any detectable effect on the rats ' responding. 

A few minutes later, a pellet of food was dropped into the 

food dish. All the rats ate immediately and five out of six 

pressed the bar at least once during an observation period 

of 1-min following eating; no bar- pressing having occurred 
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during the equivalent observation period before the 

delivery of food. 

In a second experiment Reid (1957) investigated the 

effects of the same procedure using pigeons as subjects . 

When a maple pea - the reinforcer - was dropped into the 

food pan during extinction, all the birds ate immediately 

and five out of six pecked at the response key within 

1O-sec of eating . The bird which failed to peck the k ey 

was given a second trial, and the presentation of the free 

reinforcer on this 00casion produced a response within the 

1O-sec interval. Again, no responding had occurred for 

any of the b irds during the equivalent 1O- sec period before 

the delivery of a free reinforcement . Human subjects were 

found to behave . in a similar way . . Two types of behaviour 

were examined; C:i) the operation of a s lot machine (an 

operant); and Cii1 the eye blink response Ca respondent}. 

In both cases the delivery of a free reinforcement during 

extinction produced a recovery in the specified response. 

It would appear from the results of these experiments 

that on CRF schedules the reinforcing stimulus not only 

increased the probability of t0e specified response, but 

also came to exert some degree of control over the occurrence 

of responses. 
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FIXED-INTERVAL 

On a fixed-interval (FI) schedule the first response 

after a specified interval of time has elapsed i s followed 

by reinforcement. Usually on FI schedules each interval 

is t imed from the occurrence of the preceding reinforcement, 

thus, the schedule arranges for a minimum, constant, time 

interval between s uccess ive opportunities for reinforcement . 

In practice the programmed and the observed inter- reinforcement 

interval values do not, generally, differ to any marked extent. 

Typically, the performance generated by FI schedules consists 

of a pause following each reinforcement, followed by a 

gradually accelerating rate of responding which continues until 

the occurrence of the next reinforcement . This pattern of pause 

and responding is frequently termed . the fixed - interval scallop. 

(e.g., Ferster and Skinner, 1957). After extended exposure 

to relatively short fixed - interval values, a break-and-run 

pattern of behaviour is often observed(~., Schneider , 1969), 

i.e ., a pause after reinforcement followed by a rapid transition 

to a constant rate of responding during the running time (the 

time from the first response following reinforcement , which 

terminates the post-reinforcement pause, until the occurrence 

of the next reinforcement). Given this typical pattern of 

pausing and responding, several measures may be used to assess 

the effects on FI performance of various experimental procedures . 

These include (i) the overall response rate; (ii) the post

reinforcement pause; (iii) the running response rate ; 
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(iv) the time from the occurrence of reinforcement to the 

fourth response; (v) quater life , i.e., the time taken up 

for the first one-fourth of the total number of responses 

in each interval to be emitted (Gollub , 1964; Herrnstein 

and Morse, 1957); (vi} the average respons e distributions , 

i.e., the response rate in successive portions of the 

fixed-interval averaged , usually, o v er a session ; and 

Cvii) index of curvature , which is a measure of the direct i on 

and the extent of the deviation of the pattern of responding 

between successive reinforcements from a straight line 

function (.Fry , Kelleher and Cook , 1960). Dukich and Lee 

(1973 ) examined t he sensitivity of these different measures , 

excluding the index of curvature , to changes in pesponse 

patterning engendered b~ manipulating the fixed-intepyal 

value. They exposed rats to a mixed schedule , U.e.~ there 

were no differential stimuli associated with the different 

schedule components), consisting of two FI schedule component~ 

of unequal length ·(i.e .·, a. mix- '.Fix Fly schedule}_~ and 

systematically varied the duration of the shorter FJ component. 

They concluded that : 

"At least two measures seem to be needed 
to describe fully changes in the pattern 
of FI respondi ng. The present results 
suggest that either post-reinforcement 
pause or time to the fourth response in 
conjunction with running rate can be u sed 
to describe many changes occurring in Fr 
r esponse pattern Cp . 289) ". 

A number of studies of the pattern of responding 

produced by FI sch e dules have suggested that the post -
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reinforcement pause and the running rate are separate l y 

determined . According to Schneider (1969) and Shull 

(19_70a) , the rate and topography of responding which 

occurs in the running time is a function of the r esponding 

prevailing at the moment of reinforcement . It has been 

argued , however , that the pause after reinforcement i s 

determi ned by other factors . For example , the post

reinforcement pause on PI schedules has frequently been 

accounted for in terms of the antecedent effects of the 

reinforcer (Dews , 1970; Ferste r and Skinner , 1957 ; Kling 

and Schri er , 1971 ; Nevin , 1973; Staddon , 1972a). According 

to Ferster and Skinner (1957) the reinforcin~ stimulus also 

serves as a discriminati ve stimulus on the FI schedul e 

setting the occasion for non-rei nforcement . They state : 

" The st imuli associated with the presentat i o n 
of a reinforcer and with the appropriate 
consummatory behaviour (eating, cleani ng, etc. ,) 
enter into the fixed- interval contingencie'sln 
an important way . . Because they constitute an 
occasion upon which a response is never reinforced 
a low rate quickly develops after reinforcement . 
The duration of this cont rol is in part a function 
of the temporal properties of the stimuli. Residual 
stimuli - from food in the mouth , swallowing , etc. , · ~ 
may extend past the moment of reinforcement . Other 
behaviour may be set in motion (e . g . , washing for the 
rat) which may also control a low rate of r esponding 
because of its relation to nonreinforcement . Veri 
roughly speaking , the effect of r e inforcement as a 
st1mulus of this sort appears to last about 30 seconds 
for the pigeon . The effect is to start the· new 
interval with a period of zero or a very low rate of 
r esponding (Pp . 134-135)" . 

Ferster and Skinner ( 1 957 ) define a discriminative 

stimulus as " a stimulus in the presence of which a response 
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is reinforced and in the absence of which it goes 

unreinforced". Though this definition is applicable only 

to situations in which the stimulus has a p os itive 

discrimi~ative function (SD ors*) , negat ive discriminative 

control also occurs when, in the presence of a stimulus 

CS~ or S-), responses are not reinforced (Ferster and 

Skinner, 1957). On ~his basis the r e inforcer on FI 

schedules function as a negative discriminative stimul us 

"setting the occasion for the non- reinforcement of 

responding". 

It is possible that Ferster and Skinner ' s (1957} 

stipulations that a discriminative stimul us is a stimulus 

'1:i.n the presence of which" responding is reinforced, may 

have led them to hypothesise the presence of residual 

stimuli for approxi mately 30- sec after the occurrence o f 

reinforcement and thus controlling a low rate of responding . 

However , pauses of a longer duration than 30- sec have been 

recorded. For example , Dews (1965) reported post

reinforcement pauses of more tha n l hour on long FI ' s of up 

to 24 h our s. In addition there is ev idence suggesting that 

the duration ·of the post-re i nforcement pause is relative to 

the value of the FI schedule . For example, Schneider C.1969) 

found that the duration of the post-reinforcement pause was 

was a positive linear function of t hB fixed - interval duration , 

and also t hat the pause was an approximately constant fraction 
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of the time between reinforcements (i.e., one-third) , 

at the different FI values. Similar effects have been 

reported by Harzem (1968), and Sherman (1959). In view 

of this evidence it is difficult to see how the ongoing 

effects of residual stimuli associated with the reinforcer 

can wholly account for the post-reinforcement pause on the 

FI schedule. 

An alternative account of the discriminative 

properties of the reinforcer on fixed-interval schedules 

has been proposed by Staddon (1969; 1972a). On an fixed

interval schedule the occurrence of reinforcement is 

followed by a period of non-reinforcement which lasts as 

long as the interval specified by the schedule. Thus, on 

FI schedules the reinforcer is, usually, the best predictor 

of non-reinforcement, and is the stimulus with the lowest 

relative proximity to the next reinforcement. As a 

consequence the reinforcer acquires conditioned inhibitory* 

after-effects, exerting temporal control over the duration 

of the pause following reinforcement . In other words, the 

reinforcer on FI schedules is a temporal inhibitory stimulus. 

According to Staddon (1972a): 

'Une desirable consequence of this analys i s 
is that it does not require the postulation 
of special 'consummatory' inhibition, 
demotivation, satiation, or even ' salience ' 
effects to account for the inhibitory after
effects of reinforcement. These effects are 

* An inhibitory stimulus in this context is defined 
simply as a stimulus that suppresses responding . 
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a consequence solely of the discriminative 
relationship .. . that reinforcement bears 
to subsequent reinforcement (Pp.233 - 234) ". 

Whi l e the evidence considered above suggests that 

the durati on of the post- reinforcement pause is a 

function of the time between reinforcements . It is possible, 

however , that changing the fixed - interval value produces 

changes i n the duration of the post - reirtforcement pause 

owing to t he effect the interval duration has on the response 

rate. Several studies have attempted to separate the inter

reinforcement interval and the number of responses emitted 

in the inter- reinforcement i nt erval in an attempt to 

ide ntify the determinants of the post - reinforcement pau se on 

FI schedules . Neuringer and Schneider (1968) exposed pigeons 

to FR and FI schedules ; each response was · followed by 

a blackout - all the· lights in the experimental chamber 

were extinguished , this is termed Time Out (TO) . On the 

FR schedule , ~anipulating the duration of the blacko u t caused 

the inter-reinforcement interval to change without effecting 

the number of inter- reinforcement responses. On the FI 

schedule the same procedure r e sulted in variations in the 

inter- reinforcement response bu t not in the i nter-re inforcement 

interval . On the FR schedule the post - reinforcement pause 

duration increased linearly with increasing inter- reinforcement 

interval , whereas on the FI schedule it r emained constant . 

Farmer and Schoenfe-ld (1964) investigated the effects 

of changing the pattern of terminal responding on an FI 
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schedule. They added a differential reinforcement of 

low rate (DRL) contingency to an FI schedule in which a 

response was reinforced if (i) a given fixed-interval had 

elapsed since the preceding reinforcement, and (ii) the 

interval separating that response from the preceding 

response exceeded a specified time. This produced a 

reduction in the rate of responding during the running 

time but did not effect the duration of the post-reinforcement 

pause. Other procedures which have been employed are; 

adding a small fixed- ratio requirement after the interval 

has elapsed (Killeen, 19691; requiring only one response , 

anywhere in the fixed-interval, to produce reinforcement 

at the end of the interval, i.e., a conjunctive FRl TI 

schedule (Shull , 1970b); changing t he re~ponse unit from 

a single response to a f ixed number of responses (Shull, 

Guilkey and Witty, 197 21 . In all these studies the 

duration of the post~reinforcement pause was found to be 

related to the time between successive reinforcements , 

regardless of any additional response/reinforcement contingencies, 

Strong evidence for the inhibitory after- effects of the 

reinforcer on FI schedules comes from a study by Wilkie (1974), 

taken from a suggestion by Staddon (1969). In this study .. 

pigeons responded on an FI schedule in the presence of a 

stimulus, which consisted of a line projected onto the response 

key . Traini~g sessions were followed by dimensional stimulus 
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control test sessions during which the orientation of the 

line presented throughout the fixed-interval was varied. 

U-shaped (inhibitory) gradients of responding, with 

minimum response occurring in the presence of the training 

stimulus, were. obtained in the early part of the interval. 

Inverted U- shaped (excitatory) gradients of r esponding, 

with maximum responding occurring in the presence of the 

training stimulus, were observed in the terminal part of 

the fixed - interval. In one experimental condition 

reinforcement was occasionally omitted at the end of an 

interval and replaced by a brief blackout stimulus. It 

was found that when the preceeding interval had ended 

in blackout, inhibitory gradients did not occur in the 

following interval. Wilkie ' s results suggest that inhibitroy 

effects are present early in an interval on FI and that these 

are dependent upon the occurrence of the preceding reinforcement . 

Similarly, several studies have shown that when a novel 

stimulus is presented early in the fixed - interval the effect 

i s a reduction in the duration of the post-reinforcement 

pause and an increase in responding at that point in the 

interval (Flanagan and Webb, 1964; Heinrichs, 1968; 

Malone, 1 971; Singh and Wickens, 1968). This suggests that 

the novel stimulus has a 'disinhibitory' effect early in 

the FI, disrupting the inhibitory after-effects of 

reinforcement (cf. Pavlovian 1disinhibition'). It is also 
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interesting to note that when a novel stimulus is 

presented later in the FI, the effect is to decrease the 

response rate (Heinrichs , 1968 ). 

Another method that has been used to investigate the 

inhibitory after- effects of reinforcement is the presentat- . 

ion of a non- cont i ngent reinforcer during the course of a 

fixed interval . An experiment by Logan and Ferraro (1970 ) 

adopted such a procedure . On a small number of probe

i nterval s they presented a ' free ' reinforcer midway through 

the course of the 30- sec FI schedule. The effect of thi s 

reinforcer was to produce a pause and a subsequent pattern 

o f responding similar to that which normally occurred when 

t he animal was rei nforced at the end of an interval . Th ey 

concluded : _;, 

"The evidence is unequivocal: behaviour 
fol l owing free rewards is -most analogous 
to that following earned rewards precisely 
as one would expect if a new interval were 
initiated by that reward even though i t 
occurred at an unaccustomed time and 
i ndependent of response (p . 121) 11 • 

Further evidence that the r einforcing stimulus has 

inhibitory after- effects on FI schedules comes from studies 

where some of the scheduled reinforcements have been omitted , 

and a 1 neutral 1 sti muli presented in lieu of reinforcement 

(~. , Kello , 1 9 7 2 ; Staddon and Innis , 1 9 6 6 ; 19 69 L 

Generally , these studies have found that r espons e rate is 

higher in t he intervals followi ng the 1neutral ' stimulus 

than i n those fol l owi ng reinforcement; . the effect being due, 
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principally, to a reduction in the pause following the 

stimulus, relative to the duration of the post

reinforcement pause. These and other such studies will 

be considered in further detail later. 

Several studies have investigated the effects of 

manipulating the magnitude of the preceeding reinforcer on 

the subsequent responding on fI schedules. There are a 

number of reviews which have dealt with this area of 

research (e.g., Boll es and Moot , 1972; Kling and Schrier, 

1971; Lowe, 1974), therefore, in the present instance 

only those studies which have analysed the effects of 

different reinforcement magnitudes on the response patterning 

produced by FI schedules will be considered . 

Staddon (1970a) analysed the effects of the preceeding 

reinforcement magnitude on the post-reinforcement pause 

and running rate produced by the FI schedule . He manipulated 

the duration of reinforcement with pigeons on an FI 60-sec ~ 

schedule. Five different durations of access to grain were 

presented randomly within test sessions; these durations 

ranged from 1. 3 to 9 .0-sec . The duration of the post

reinforcement pause was a positive function of the preceeding 

reinforcer duration. Running rate, on the other hand, was 

an inverse function of the preceeding reinforcer duration. 
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Stadden (1970a) concludes that these findings indicate 

that the reinforcer has temporal inhibitory after - effects 

on FI schedules and that when the duration of the reinforcer 

is increased these inhibitory after- effects are enhanced . 

A study by Jensen and Fallon (1973) a l so provides 

evidence regarding the after-effects of different 

reinforcement magnitudes . on FI. Rats were exposed to a 

multiple FI FI schedule, each complete cycle being separated 

by a variable TO period (mean= 60 - sec) . Reinforcement 

consisted of access to water, and its duration was kept 

constant at the end of the second component , but was 

systematically varied in the first component . Each component 

was accompanied by a different stimulus. Each rat was run 

until the behaviour was stable on each of the three 

reinforcement durations used. J ensen and Fallonts results 

may be summari sed as follows : (i) response rate in the first 

component inc~eased as a function of the reinforcement 

magnitude which occurred at the end of that component ; 

(ii) there was no systematic change in response rate in the 

second component , as a function of reinforcement magnitude 

on the first; and (iii) there was no systematic change in 

the index of curvature in either component . 

A number of 10-session blocks were inters persed among 

the baseline _conditions of this experiment to assess the 

effects of reinforcement omission . A different reinforcement 
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magnitude was used in the first component during each of 

these 10- session blocks; reinforcements on the first 

component were omitted on 50%of the cycles of the multiple 

FI schedule. During these reinforcement omission phases 

it was found that: Ci) there was no systematic change 

in response rate or index of curvature on the first 

component as a function of reinforcement magnitude in that 

component - response rate was uniformly lower than in the 

baseline (100% reinforcement) condition; (ii) response 

rate in the second component, after reinforcement, was 

an inverse function of reinforcement magnitude - response 

rate was again uniform~y lower than i n baseline conditions ; 

Uii). index of curvature in.creased following reinforcement 

as magnitude of reinforcement i ncreased ; and (iv) response 

rate tended to be higher than in baseline conditions 

followi~g the omission of reinforcemerit . 

In summary , in this ex·per·i ment , in the baseli.ne 

conditions, the presentation of a greater reinforcement 

magnitude at the end of an FI component, had the effect of 

increasing the response rate which preceeded the 

reinforcement . Reinforcement magnitude also had the. eftect ? 

in the omission sessions, of decreasing the response rate 

which followed reinforcement . The decrease observed in 

response rate as a function of the preceeding reinforcement 

magnitude, is consistent with Staddon's (1970a) findings. 
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The results o f Jensen and Fallon's study suggests that the 

suppressive effects of reinforcement are most pronounced 

in contrasted reinforcement conditions, as prevailed for 

exampl e , during the omission phases . 

This latter point was directly investigated in a 

recent study by Harzem, Lowe and Davey . (1975). Rats were 

ezposed to an FI 60-sec schedule with a solution of milk 

used as the reinforcer. Each rat was run on each of three 

different reinforcer concentrations (20%, 40% and 60%) . These 

concentrations being presented in consecutive sessions until 

a stability criterion was reached . The duration of the 

post-reinforcement was positi vely related to the magnitude 

of the preceeding reinforcement at the transition sessions 

between the different reinforcer concentrations . However, 

once the response rates were stabl e on the different reinforcer 

concentrations these differences in the pause durations had 

l argely disappeared (see also Jensen and Fall on, 1973) . It 

would appear, therefore, that the effects of manipulating the 

magnitude of ~einforcement are enhanced when the different 

magnitudes are presented , to individual subjects , in c l ose 

temporal proximity to one another. 

The findings of these studies (Harzem ·et al ., 1 975 ; 

Jensen and Fallon , 1973; Staddon, 1970a) are consistent since , 

in every case , fol l owing a greater m~gnitude of reinforcement 

the effect may be considered to be inhibitory, res ulting in the 
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lowerresponse rate i:n J'ensen and Fallon's study and the 

longer post-reinforcement pause in the studies of Staddon 

(1970a) and Harzem et al,, (1975) , These results , however , 

particularly , the increase in the index of curvature as a 

function of reinforcement magnitude (Jensen and Fallon, 1973) , 

are also consisten with the notion propounded by Stebbins, 

Mead and Martin (1959) and Walker (1969) that the lower response 

rates following larger reinforcement magnitudes are a 

reflection of a better or improved temporal discrimination. 

These r esults are also in accord with the suggestion that 

increasing the magnitude of the reinfo~cer enhances its 

discriminative effect , producing a consequent improvement in 

the general precision of performance (Di Lollo, Ensminger and 

Notterman , 1965; Notterman and Mintz, 1965} . 

A study by Lowe, Davey and Harzem (19741 compared 

t he effects of manipulating the concentration of a milk 

reinforcer on the performance pr oduced by (i) a conventional 

FI schedule , and (ii) a response initiated FI schedule (cf. 

Shull, 1970b) . In the latter schedule, the first response 

after a reinforcement initiated the fixed-interval . Consequently, 

the length of the inter- reinforcement interval was dependent 

upon the durat i on of the post-re i nforcement pause. If the 

effect of a greater magnitude of reinforcement is to improve 

the precision of performance or to produce a more precis_e 

temporal pattern of respondlng, ·thenon a response-ini tiated fI 
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schedule the duration of the pause should decrease when 

the reinforcer magnitude is increased . However, the 

reverse of this is the case . Lowe et al. , (19 7 Lf) found 

that on both the FI and response- initiated FI schedules 

the duration of the post- reinfo~cement pause increased as 

a func tion of the preceding reinforcer concentration , 

despite the fact that on the response- initiated FI schedul e 

such increases resulted in the delay of the next 

reinforcement as well as an overall reduction in the 

frequency of reinforcement. On the FI schedule , the 

running rate was a positive function of reinforcer magnitude , 

whereas , on the response- initiated FI schedule no sys tematic 

relationship of this kind was observed. 

In summary, the results of studies which have analysed 

the effects of manipulating the magnitude of reinforcement 

on the after- effects of the reinforcer on FI schedules are 

consistent with the notion that the reinforcer has 

inhibitory after- effects on FI schedules , and th.at increasing 

the m~gnitude of the reinforcer increases , or enhances, 

these after- effects . 

Additional, though indirect , evidence that the 

reinforcer has inhibitory after-effects on FI schedules 

comes from studies which indicate that the period following 

reinforcement has aversive and "emotional11 characteristics . 
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For example, Brown and Flory (1972) found that the stimulus 

present during the post-reinforcement pause on an FI 

schedule acted as a negative reinforcer; pigeons pecked 

a key to remove a stimulus associated with an FI schedule 

of food reinforcement, also, most of these "escape" 

responses were made early in the fixed-interval. Elicited 

aggression has frequently been reported to occur in response 

to aversive stimulation (Azrin and Holz, 1966; Ulrich and 

Azrin, 1962; Ulrich, Daloney , Kucera and Colasaco , 1972). 

Richards and Rilling (1972) report that when pigeons were 

given the opportunity to attach a restrained target, their 

attack rates were higher when an FI schedule was in operation 

than during operant level sessions. The pigeons emitted 

more attack responses during the post-reinforcement pause 

than during the latter part of the interval. As inhibitory 

control has been frequentiy thought to be aversive (Hearst, 

1972; Richelle, 1972; Terrace, 1966; 1972) it might be 

expected that on an FI schedule this behaviour should occur 

mostly in the supposed inhjbitory period, i.e .. , the post 

reinforcement pause. This was found to be the case. 

Several kinds of behaviour have been shown to occur 

in the post - reinforcement pause on FI schedules, for 

example, if rats are given the opportunity to engage in 

drinking, they will drink large quantities of water , far in 

excess of their normal daily requirement (e.g., Falk, 1972; 

Hawkins, Schrot, Gitte ns and Everett , 19 72). Similar effects ha1 
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been reported when the fluid available to th_e animal is a 

solution of ethanol in water(~., Freed , 1971; Freed 

Carpenter and Hymowitz, 1970; Freed and Lester, 1 970 ; 

Woods and Winger, 1 971). This phenomenon of excessive 

drinking has been tErmed schedule-induced polydysia and, 

unless restrictions are placed upon the opportunities for 

the animal to engage in drinking , it tends to occur during 

the early period following reinforcement (Gilbert, 1974; 

Flory a nd oiBoyle , 1972). Stadden (1975) states that : 

"On fixed and variable-interval schedules, 
drinking typically occurs just after food 
delivery , and it can easily be shown that 
once behaviour has stabilised drinking is 
directly under the control of each eating 
bout; each bout of eating produces a bout 
of drinking". 

There is evidence to suggest that the frequency and rate 

of drinking are related to the parameters of the FI schedule. 

For example, Falk (1966) found that the amount of water 

drunk by rats on FI schedules was an increasing function of 

the FI schedule value, reaching a maximum at approximately 

FI 180- sec and then decreasing. 

The occurrence of polydipsic drinki~g on FI schedules 

is not necessarily dependent upon the occurrence of food 

reinforcement . Rosenblith (1970) ran rats on a second-order* 

* On a second- order schedule the performance generated 
by one schedule, the component schedule, is treated as a 
unitary response and i s reinforced according to a second 
schedule of reinforcement, the overall schedule, cf. 
Kelleher, 1966a. 
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FI schedule in which every completion of an FI 1 - min schedule 

was followed by a brief stimulus; every third interval 

ended in the brief stimulus accompanied by food , i.e., an 

FR3(FI 1-min: SP) second order schedule . Rosenbl i th 

(1970) reported the occurrence of polydipsic drinking 

following food reinforcement and also duri ng the intervals 

following the brief stimulu s alone. Similar findings have 

also been reported by Wuttke and Innis (1972) and Sumner 

(1975), in the latter study polydipsic drinking was 

reported following a brief stimulus not paired with food, 

presented on .a VR2(FI 1-min Sn) second- order sc~edul e. 

Further support for the proposition that the reinforcer 

has discriminative and inhibitory properties on FI 

schedules comes from ·studies which have analysed the effects 

of omit ting some of the scheduled reinforcements on FI; 

with the non-reinforced interval s ending in either no 

stimulus change or a brief ~eutrar stimulus . The study of 

the omission of reinforcement on FI schedules has stemmed 

from a variety of divergent interests and t his diversity 

has led to a number of experimen~al procedures and methods 

of analysis. One of the earliest uses for which the 

reinforcement omission procedure was employed was in the 

study of conditioned reinforcement, Ferster and Skinner (1957) 

d escribe the way in which intermittency can be introduced into 

schedule of reinforcement by subst itut i ng some other event 
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for a percentage of the r e inforcements. They suggeste~ 

that this type of ' percentage reinforcement' schedule is 

of interest in the study of chaining and consequently 

conditioned reinforcement. Later workers have adopted 

this procedure to study the response maintaining properties 

o f brief stimuli - stimuli e ither paired ot not paired with 

reinforcement (~.-, Byrd and Marr , 1969; De Lorge , 1967 ; 

Kel l eher , 1966 ; Marr , 1969; Neuringer and Chung , 1967; 

Stubbs , 1969; 1971 ; Thomas and Blackman , 1 974 ) . However, 

apart from its origin ' s in the percentage reinforcement 

procedure and conditioned reinforcement studies , the 

reinforcement omission pa_r·adigm has recently been utilised 

in a different capacity - to study what has come to be known 

as the reinforcement omi ssion effect . The omiss i on effect 

is the name applied to the well documented finding that 

the occasional omission of a previ ously scheduled · reinforcer 

elevates the rate of subsequent responding . 

Nonetheless , despite these divergent interests , one 

consistent feature of these studi es is that , if a brief 

' neutral ' s timulus is presented at the completion of the 

-non- reinforced intervals, as opposed to no stimulus change , 

then the subsequent pattern of responding bears a greater 

s imi~arity to that following reinforcement than if the 

completion o f the non-reinforced intervals was not accompani ed 

by a sti mulus change . Thi s has been reported i n reinforcement 
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omission studi es (Kello , 1972 ; Staddon and Innis , 1966 ; 

1969) , for example , Kello (1972) exposed pigeons to an 

FI 2- min schedule with the reinforcement cycle consisting 

of extinction of the houselights and the key- light (blackout) 

together with the illumination of the food magazine and access 

to grain for a specified period . Once the pigeons ' responding 

had stabilised , SO% of the scheduled reinforcements were 

omitted and the non- rei nforced i ntervals ended i n either 

Ci ) blackout+ magaz i ne l i ght , (ii) b l ackout alone , or 

(iii) no stimu lus change; each omission stimulus occurring 

with an equal probability . The response rate was consistently 

lower : following reinforcement , somewhat higher follow i ng 

blackout+ magazine light , higher stil l following bl~ckout 

alone and highest fol l owing the unsignalled omission. These 

differences in response rate were almost totally accounted for 

by differences in the pauses fol l owing the different omission 

stimuli , i . e ., the more similar the omission stimulus was to 

the reinfor6ement cycle the longer the pause fol l owing that 

stimulus . Simi lar effects have beeri reported by Staddon 

and Innis (1966; 1969) . Staddon (197Ob) in summarizing these 

latter experi ments states that: 

" If a brief stimulus blackout is presented in 
lieu of reinforcement, response rate over the 
following interval , though elevated with respect 
to rate following reinforcement, is depressed by 
compar i son with rate following complete reinforcement 
omission . Thus blackout must be considered to have 
inhibitory after- effects ·under these conditions , 
although it is evidently not as inhibitory as 
reinforc ement . Cp.229 )". 
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Several studies using second- order schedules have 

compared schedules involving a brief stimulus paired 

with food presented at the completion of non-reinforced 

intervals with tandem conditions , i.e ., a similar 

schedule but with no st i mulus change marking the 

completion or non-reinforced intervals . These studies 

have reported (a) a change in the rates of responding 

when tandem schedules are changed to brief stimulus 

schedules (Byrd and Marr, 1969; De Lorge, 1967; 1969; 

Kelleher, 1966b; Marr, 1969 ), and -Cb) the within

component (interval) pattern of responding under the 

brief stimulus procedures comes to resemble the pattern 

of responding observed when the component terminates 

with food (Byrd and Marr , 1969; Kelleher , 1966b). Also , 

this effect has been reported when a brief stimulus, not 

paired with food , is presented at the completion of the 

non- reinforced intervals (De Lorge, 1967; Kell eher, 

19 66; Stubbs , 1971). 

Stubbs (1971) using a second- order schedule procedure 

reported effects similar to those of Kello (1972) . He 

found that on a second- order FI 300 (FI40:S) schedule , 

presentations of the key- light and houselight at the 

completion of non- reinforced intervals maintained superior 

FI scalloping , measured in terms of the index of curvature, 

to key-light alone or houselight alone , with blackout (no 

stimulus) maintaining the least degree of FI patterning . 
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It would , appear, therefore , that a ' neutral' 

stimulus presented in lieu of reinforcement on FI 

schedules , may acquire similar after- effects and control 

to that exerted by the reinforcing stimulus . The 

following factors appear to determine the extent to which 

a brief stimulus acquires after- effects similar to those 

following reinforcement . (1) The similarity of the 

omission stimulus to the reinforcing stimulus; the studi es 

of Kello ( 19 7 2) and Stubbs (19 71) ' suggest that the extent 

of the after- effects of the omission stimulus varies i n 

relation to i ts similarity to reinforcement, i . e ., similarity 

in terms of the number of· stimulus elements the omission 

stimulus has in common with the reinforcing stimulus complex . 

However , studies by, for example , Kelleher ( 1966a) and Stubbs 

(1971) suggest that differences in the after- effects of the 

stimulus occur when its s i milarity to reinforcement is 

varied extra- dimensionally (cf . , Kello , 1972) and not when 

it is varied intra- dimensionally , i. e ., with a stimulus which 

is either paired or not paired with food. (2) The duration 

of the omission stimulus; Stadden and Innis (1969) reported 

that response rate on FI varied as an inverse function of 

the duration of the preceeding TO for both rats and pigeons . 

This function was only obtai ned for rats during the firs t 

f i ve sessions of omission testing , the effect of the omission 

sti mulus duration dissipati~g with practice . However, a t 

longer sti mulus durations (16 - 32- sec) both rats and pigeons 

showed a slight increase in subsequent response rate . The 
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changes in response rate we.pe found to restil t a,l!l).ost solely• 

from changes in :·the post-stimulus pauses rather than ;from 

decreases or increases in running rate , which remained 

relatively stable. Cohen, Hughes and Stubbs (19731. using 

a VI 240 (FI 48:S} second-order schedule , found th.at ·F:J: 

patterning Cas measured by, th.e index of curvaturel wa,s 

a function of the duration of the preceeding brie;f stimulus. 

This increase in the index of curvature may have reflected 

a lengthening of the post-omission pause as thi duration of 

the omission stimulus was increased, results which. would be 

consistent with the findings of Staddon and Innis Q969l.. 

(.3 )_ The parameter of the schedule~ the magnitude o;f the 

omission effect on FI schedules· has been shown to be. a function 

of the value of the ·schedule. Starr and Staddon Q9.74l 

found that the difference· between the pause following the · 

omission stimulus and the post-reinforcement pause w~s 

substantial at FI 2-min, at F~ 30-sec it was• mucn. ·smaller 

and at FI· 15-sec almost negligible. (4)_ The magnitude o~ 

reinforcement; it has been demonstrated that the extent 

of the reinforcement omission effect depends upon the 

inagni tude of reinfo·rcement in effec·t (Jensen and Fallon~ 19 7 3? 

Harzem et ~l., 19751. In the latte~ study ra,ts responding 

on an fI so~sec s chedule we~e run to s t ability on each of 

three different reinforcement magnitudes (20%, 40% and 60%1. . 

Following this 50% of the scheduled reinforcements ,.were 

omi tted and a stimulus presented in lteu. of reinforcement~ 

The duration of the post-reinforcement pause was found to be. 
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an i ncreasing function of the magnitude of reinforcement , 

whereas the duration of the post-omission pause was 

inversely related to the reinforcement magnitude . (5) The 

sequencing of reinforced and non-reinforced intervals; 

Thomas (1970) found that when reinforced and non-reinforced 

fixed-intervals were presented in strict alternation, the 

omission effect, measured in terms of both the post- event · 

(reinforcement or stimulus) pause and running rates , was, 

greater than when reinforced and non-reinforced intervals 

occurred in a random manner . The extent of the omission 

effect, therefore , would appear to be related to the 

probability of a non- reinforced interval being followed 

by reinforcement . Staddon (1972a, p . 234) reports an 

experiment in which intervals ended in reinforcement 

or a stimulus with an e qual probability, but with the 

conditional probability (p) of an interval both beginning 

and ending with non- reinforcement being p = 0 . 9 under one 

condition, and p = 0 . 1 under another. The pause following 

the omission stimulus was longer ·under the p = 0 . 9 condition 

than under the p = 0.1 condition, suggesting that the higher 

t h e probability that non-reinf orc ement is fol lowed by 

reinforcement the greater the omission effect. But even so , 

the omission effect was always observed, the pause f ollowing 

-reinforcement being always l onger t han the pause fol l owing 

non- reinforcement , even under the p= 0.9 condition , where 

reinforcement almost invariably was followed by reinforcement 

and non- reinforcement by non- reinforcement . 
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In summary, although the extent of the after-effects 

of a stimulus presented in lieu of reinforcement depends 

upon the several factors, as described above, the 

stimulus ·does not appear, except possibly under special 

circumstances, to acquire inhibitory after-effects to the 

same extent as the reinforcer. According to Staddon 

(1972a) the longer pausing which occurs following 

reinforcement than that following the stimulus is due to 

memory; the animals remember the reinforcing stimulus 

better than another stimulus and the former, therefore, 

inhibits responding for a longer period of time (Staddon 

1972a, has attributed t his difference to the greater 

biological importance of the reinforcer). Alternatively, 

it may be suggested that the reinforcer is simply a more 

effective discriminative or inhibitory stimulus th.an a 

neutral stimulus due, perhaps, to the greater intensity of 

stimulation provided by the reinfor6er. A study by Davey, 

Harzem and Lowe (1975) has shown that changes in the 

magnitude of the reinforcer on an FI schedule are 

functionally similar to changes in the intensity of a 

'neutralt stimulus. Rats responded on a second-order 

VR2(FI60 : Sn) schedule; under one test condit ion the 

intensity of the neutral stimulus was held constant and the 

magnitude of the reinforcement varied, and under the other 

test condition the magnitude of the reinforcer was·: held 

constant and the intensity o f the stimulus varied. The 

duration of the post-reinforcement pause was positively related 
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to the magnitude of the reinforcer, and likewise the 

duration of the post- stimulus pause to the intensity of 

the stimulus . The authors ' concluded: 

"While it seems plausible to talk of 
the 'value' of various amounts of food, 
the concept is more difficult to relate 
to various intensities of tone . There 
are no independent grounds to suppose 
that in this experiment the tone at 90db 
was more valuable than at 80db, and so on 
(p . 222) 11

• 

According to Stadden (1972a) if a 'neutral ' stimulus 

were to be the best predictor of non- reinforcement such 

a stimulus would gain inhibitory temporal control over 

subsequent responding and this would be particularl y 

strong evidence in support of the discriminative hypothesis . 

An experiment cited by Stadden (1972a) satisfies these 

requirements. Pigeons were exposed to a VI 1-min schedule 

into which an FI 2- min schedule was occasionally interpolated. 

This procedure was organised in terms of 4- min cycles; the 

first 2- min of each cycle was the VI 1-min baseline schedule; 

at the completion of 2- min the key-stimulus changed from 

white (W) to white with three vertical bars superimposed 

onto it (WV) . This brief stimulus was presented independently 

of the pigeons behaviour, lasted for 5-sec and was followed 

by a return to the W key- light . The next reinforcement after 

each occurrence of WV was delivered on an FI 2-min schedule. 

This cycle was then repeated . Under these conditions, 

reinforcement predicted reinforcements on a VI 1 - min b asis , 

but WV predicted a 2-min period of non- reinforcement . 

Under th.is procedure · Stadden reported good inhibitory 
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control by the WV stimulus, despite its similarity to the 

W baseline stimulus. 

In conclusion,the evicence presented in this section 

is consistent with the premise that the reinforcing stimulus 

has inhibitory after-effects on FI schedules, and suggests 

that these after- effects are a consequence of the 

discriminative relationships that reinforcement bears . to 

subsequent reinforcement on the FI schedule. 

FIXED RATIO 

In a fixed-ratio (FR) schedule the la~t of a specified 

number of responses is followed by .reinforcement, the 

number of responses being constant from one reinforcement 

to the next . Typically the performance on FR schedules is 

characterised by a pause after reinforcement followed by 

a relatively high and constant rate of responding which 

continues until the occurrence of the next reinforcement 

(Catania, 1968; Nevin, 1973). 

The reinforcement on FR schedules may act . as a 

discriminative stimulus, as a response is never reinforced 

immediately after a reinforc ement (Ferster and Skinner, 

1957). Thus the operation -of the food magazine and 

ingestion of the food are stimuli which set the occasion 
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for the absence of reinforcement and as such control a 

low rate of responding. Also Ferster and Skinner (1957) 

point out, as with any other stimulus the S~ effect of 

the reinforcing stimulus on FR schedules may extend 

beyond its termination . In other words, the reinforcer 

on FR schedules is the best predictor of non-reinforcement 

and, as a consequence, may acquire discriminative control 

over subsequent responding. 

The duration of the post -reinforcement pause on FR 

schedules is related to the ratio requirement of the 

schedule. Felton and Lyon (1966) exposed pigeons to various 

values of an IBschedule, ranging from FR SO to FR 150. In 

all instances the duration of the post-reinforcement pause 

increased as a function of the ratio requirement specified 

by the schedule . A similar relationship between the 

duration of the post-reinforcement pause and the fixed 

ratio requirement has been reported by both Boren (1961) 

and Powell (1968). Both Felton and Lyon (1966) and Powell 

(1968) found that the running response rate tended to 

decrease with increasing ratio value, however, in both 

studies there was considerable inter-subject variability in 

this effect. Also , in Felton and Lyon's experiment, 

examination of the cumulative records the y present suggests 

that the lower running rate observed on the higher fixed

ratio values may have b e en due to the incidence of 

rel atively long pauses during the running time. On the basis 
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of their findings, Felton and Lyon (1965) concluded that 

the performance produced by the FR schedule would be 

better considered in terms of (1) the pause following 

reinforcement, and (2) respondi ng during the running time; 

rather than in terms of the overall rate of responding . 

The questiori of what vari ables control the duration 

o f the post - reinforcement pause on FR schedules is not 

answered by the above studies. I t is possible that 

either ; Ci) the number of responses in an FR schedule 

may, as well as the re i nforcing stimulus act as a 

discriminative stimulus qontrolling the duration o f the 

post-reinforcement pause (Ferster and Skinner , 1 957 ); 

(ii) the time since reinforcement may be a controlling 

factor as , following reinforcement, a response cannot be 

reinforced in a period of time less than that required by 

the animal to emit the ratio requirement - th i ~ pe~iod of 

time has been shown to co - vary with the response 

requirement of the schedule (Ferster and Skinner , 1957; 

Nevin, 1973); or (iii) that both of these factors are 

involved in determining the post-reinforcement pause. 

Even though an FR schedule does not directly specify 

a minimum interval between reinforcements it appears 

that the duration of the post-reinforcement pause may, 

nevertheles~, be determined by the iriter-reinforcement 

interval. For exampl e , Berryman and Nevin (1962) trained 
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rats on an FR schedule, an FI schedule, and four 

interlocking* schedules until stability was reached in 

the rates of responding. In all instances performance 

was characterised by a pause following reinforcement , 

which was a constant fraction of the time between 

reinforcements·, regardless of whether reinforcements 

were programmed on a ratio schedule, an interval schedule , 

or on an intermediate interlocking schedule. 

Neuringer and Schneider (1968) attempted to evaluate 

the relative importance of the inter- reinforcement time 

and the number of r esponses between reinforcements in 

determining the duration of the post-reinforcement pause . 

They varied both factors independently, scheduling brief 

TO ' s after each non-reinforced response. By manipulating 

the duration of these TO's they were able, on the FR 

schedule , to produce variations in the inter- reinforcement 

interval without changing the response requirement. On the 

FI schedule lengthening the TO ' s reduced the total number 

of responses in the interval but did not effect the duration 

of the inter- reinforcement interval . They found that 

on the FR schedule the duration of the post- reinforcement 

* An interlocki ng schedule is one in which the 
reinforcement is determined by two schedules , 
where t _he setting of one schedul e is altered by 
the progress made in the other . For example , in 
the schedule interlock FI 20 FR 10 : if the animal 
responds quickly reinforcement i s delivered on the 
FR schedule , but if 20-sec have elapsed before 
the ratio is completed then the next response is 
reinforced . 
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pause increased linearly with increasing inter-reinforcement 

i nterval , whereas the duration of the post-reinforcement 

remained constant on the FI schedule despite a reduct i on 

in the number of responses emitted by the subject during 

the interval . It seems that : 

" ... the time between reinforcements 
controls responding i ndependently of 
the number of responses emitted duri ng 
that time (Neuringer and Schneider , 1968 , 
p . 666 )". 

Similar effects were noted by Killeen (19 69 ) using pigeons 

yoked together in pairs* . The ' master ' birds were placed 

on different values of an FR schedul e , while the yolked 

' slave ' birds received reinforcements on an FI-like bas i s , 

although the intervals were not precisely constant . There 

was no difference between the post- rei n f orcement pause 

durations of the pigeons responding on the FR schedule and 

the yoked control birds on t h e FI sch edul e . Further , althou gh 

ind i rect , . evidence to suggest that the durat i on of the post

reinforcement pause on FR schedules i s controlled by temporal 

fac t ors comes from a study by Shull, Guilkey and Witty (1972 ) 

which investigated the effects bf varying the response 

requirement on .FI schedules . They exposed p i geons to an 

FI (FR:S) second- o r der schedule and examined the effects of 

varying both the FI overall schedul e value and the FR component 

-:: I n a yoked procedure two experimental chambers 
are connected so that the scheduling of reinforcements 
and/or stimuli for the subject in· one chamber (the 
' slave ' subject ) are controlled by the perfor mance of 
the subject in the other chamber (the ' master ' subject}, 
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schedule. Generally , the duration of the post 

rei nforcement pause was a function o f t h e time between 

reinforcements , i . e ., the FI value , and was not related 

to the value of the FR component schedul e . 

In suITu~ary , the above studies suggest that on FR 

schedules , the duration of the pause after reinforcement 

is primarily determined by the duration of the i nter

rei nforcement interval and not by the ratio requirement. 

However , a recent study by Crossman , Heaps,Nunes and 

Alfernink ( 1 974 ) in which subj ects were presented with 

different FR values in a mult i p l e schedule , suggests that 

in some situations the ratio requirement may nevertheless 

affect the duration of the post- reinforcement pause . I t 

is possible , however , that th$ir findings were affected 

by the fact that a different stimul us accompanied e a ch 

of the ratio schedul es . 

Support for the proposition that the reinforcer has 

i nh1bitory aft er- e f fects on FR schedul es comes from studies 

where some of the scheduled reinforcements have been omitted 

(e . g . Henke , 1 973 ; McMi llan , 1971 ). McMil lan (1971) 

investigated the effects on pigeons ' responding on an FR 

schedule of randomly omitting various percentages of the 

scheduled reinforcements and presenting a neutral stimul us 

Ca 4- sec TO) i n l i eu o f rei n f orcement . I n a l l i nstances 
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there was an increase in the overall response rate 

following the omission stimulus compared to the response 

rate following reinforcement. This increase in overall 

response rate was due, principally, to a reduction in 

the duration of the pause following the omission stimulus 

compared to t~e duration of the post-reinforcement pause, 

and not to changes -in the running r esponse rate once the 

subjects had commenced responding. Similar effects have 

been r~ported by Davidson (1969) u sing a slightly different 

procedure. Rats were exposed to a second- order FR6(FR6:S) 

schedule where, at the completion of each FR6 component, a 

brief food-paired stimulus (a TO) was presented ; after 

the sixth FR6 component food was presented in addition to 
' 

the brief stimulus. 

Davidson ' s procedure differed from McMillan ' s on two 

main points. Firstly , reinforcement and non- reinforcement 

in Davidson's study were presented in a fixed sequence~ 

whereas in McMillan's study the two events occurred 

randomly at the completion of each ratio requirement . 

Secondly, the data from Davidson's experiment were taken 

. from the last few sessions after the s ubj e cts' behaviour 

had stabilised , whereas in McMillan's experiment the data 

were collected during the last few sessions with 100% 

reinforcement and the first f ew sessions of reinforcement 

omission, and likewise with the other percentages of 
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reinforcement omission studied . . Nonetheless, Davidson 

also reported a shorter pause following the bri.ef stimulus 

than following reinforcement, however, the dur~tion of the 

post-stimulus pause tended to decrease over successive FR 

components . He also analysed the mean durations of 

successive IRTs in the first, third and sixth components 

of the FR6(FR:S) schedule, Mean IRT was constantly less 

in the third component than the first and similarly, l ess 

in the sixth component than the third, thus indicating that 

response rate tended to increase over successive FR6 components 

irrespectlve of differences in the pause duration. Although 

not in agreement with McM~llan's findings, this effect was 

slight and may have been a consequence of the manner . in 

which reinforced and non-reinforced ratios were alternated 

in strict sequence. 

Several other studies have invest_igated the effects of 

omitting some of the scheduled reinforcements on FR schedules 

within the framework of second-order schedules. For example , 

Davidson (1969) and Shull et al., (1972) inves{igated an 

FI (FR:S) schedul e; Neuringer and Chung (1967) used a 

VI (FR:S) schedule; and Blackman, Thomas and Bond (1970) 

and Stubbs (1971) an FR (FR:S) schedul e . General ly, these 

studies have ~een concerned wit h the ability of a brief 

s timulus , either paired or not paired with r einforcement, 

t o maintain a similar pattern of responding as does 

reinforcement, i.e., the conditioned reinforcement properties -- -

of the stimulus . However, in those studi~s which have 
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recorded the pauses following reinforcement and the brief 

stimulus, a similar effect has been reported to that noted above 

Stadden (1970b) states that: 

"The effects of re:inforcement omission in a 
situation depends entirely upon the after
effects of reinforcement in that situation. 
The effects on subsequent responding of a 
stimulus presented in lieu of r einforcement 
(i~e.,non-reward) will be of the same kind as 
the e ffects of reinforcement, but generally of 
smaller magnitude (p.230) 11

• 

The evidence from the above studies showing that, generally , 

there is a shorter pause followi~g the omission stimulus 

than following reinforcemen~ and that the pattern of 

responding following the omission stimulus is similar to 

that following reinforcement, is in accord with the view 

that the reinforcing stimulus has inhibitory after-effect s 

on FR schedules . 

Several studies have examined the effects of manipulating 

the magnitude of the reinforcer on FR schedules (~., 

Hurwitz, Walker, Salmon and Peckham, 1965; Weinstock, White 

and Bolles, 1965) . However, few studies have analysed the 

effects of changing the reinforcer magnitudes on the after

effects of reinforcement on FR schedules. Lowe et al., (1974) 

investigated the effects of varying the concentration of a 

milk reinforcer upon the duration of the post-reinforcement 

pause, the overall rate of responding and the running rate 
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produced by an FR 30schedule. Rats were exposed initially 

to the FR 30 schedule with a 30% concentration of the milk 

solution used as the reinforcer. Once the subjects had 

stabilised with the 30% reinforcer concentration , each 

subject was presented with concentrations of 10%, 30%, 

50%, and 70%. These were presented in a mixed order within 

each of eight subsequent sessions . The duration of the 

post-reinforcement pause was found.to be a positive function 

of the concentration of the reinforcer. On the other hand , 

the running rate, was not systematically related to the 

magnitude of the preceeding reinforcement except that, at 

the higher magnitudes running rate tended to decrease. The 

overall response rate decreased following the greater 

magnitudes but this reflected the changes observed in the 

post- reinforcement pause. They concluded that: 

" . . :(the) inhibitory or S6 function of the 
reinforcing stimulus was enhanced by 
increasing reinforcement magnitude; 
decreasing the magnitude had the reverse 
effect (Lowe et al., 1974, p.559)". 

Bitgood and Platt (1973) investigated the effects of 

different reinforcement durations on pigeons' discrete

trials FR responding, where each reinforcement was followed 

by a 10-sec TO. Two pigeons were used as subjects and three 

different durations of hopper access were used as the 

reinforcers - 2 , 4, and 8-sec - each presented in the 

presence of a differential stimulus on every third test 

session. Start speeds and running rates were an increasing 

function of reinforcement duration when the schedule was 
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• 

discrete trials FR 60, but not when it was a discrete 

trials FR 30 schedule. When the pigeons were placed on 

a convent i onal FR 60 schedule it was found that the 

increasing relationship between. running rate and 

reinforcement duration found i n the initial part of the 

experi ment was obtained for only one subject . Also , 

i nspection o f their data r e veals a tendency for the duration 

of the post-reinforcement pause to increase as a function 

of reinfor cement durat i on (cf. Lowe et al ., 1974). The 

anomaly in the results obtained u nder the discr e t e - trials 

and free - oper a n t procedures by Bitgood and Platt (1973) may 

be rel a t ed to the contingency used i n the former procedure; 

it is probable that it reduced the likelihood that the . 

a f ter- effects of reinforce ment magnitude would be shown. 

A study by Powell (19 69 ) lends · support to Bitgood and 

Platt ' s (1973 ) discrete-trials FR results . Powe ll (1969 ) 

used two durat i ons of grain access - 2 . 5 sec and 4-sec -

as the reinforcer . He ran pigeons on different FR values , 

and the reinforcement durat i op was (a) varied between 

sessions , and (b ) changed within sessions , for each of 

the subjects . Each reinforcement magni tude conditi on was 

accompanied by a different exteroceptive stimulus. 

Powe ll (1969) found that the post - reinforcement pause 

duration was an inverse function of the duration of t he 

reinforcer . Also , only one of the four subj ect s showed 

a cons i stently higher· running rate as a function of 

increasing access to food, whi l e t h e others showed no 
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syBtem~ttc ch~nge in running rate. These results are 

contradictory to'those reported by Low~ ~t al ., (1~74 ) 

and Bitgood and Platt (1973} - using a free-operant 

procedure - however , in the case of Powell's study it 

is possible that the differential stimuli associated with 

the different reinforcer magni tudes may have obscured or 

attenuated the after-effects of the reinforcing stimulus . 

For example , Meltzer and Howerton (1973) have shown that 

when a differential stimulus signalling the magnitude o f 

the up-coming reinforcement is presented on an FI schedule 

it has a rate- enhancing effect on performanee . 

A tentative conclusion that may be drawn regarding 

the effects of different magnitudes of reinforcement on FR 

schedule performance is that , in a free - operant situation 

and in the absence of any added stimuli, the duration of 

the post-reinforcement pause is positively related to the 

magnitude of reinforcement . This is consistent with the 

view expressed by Lowe et al ., Q974)that i ncreasing the 

magnitude of reinforcement enhances the after- effects of 

the reinforcing stimulus on any particular schedule of 

reinforcement . 

1Further , although i ndirect , evidence of inhibitory 

control by the reinforcer on FR schedules comes from studies 

which have shown that there appear to be aversive 

characteri stics related to the FR sche~ule , particularly 

during the post- reinforcement pause . For exampl e , Azrin 
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(1961) arid Thompson (1964; 1965) have shown that subjects 

will respond to produce TO from FR schedule contingencies 

and that the amount of time spent in TO is an increas ing 

function of the FR requirement. Typically, these "escape" 

responses are restricted to the post- reinforcement pause on 

the FR schedule . Elicited aggression has also been recorded 

on FR schedules (~., Azrin, Hutchinson and Hake , 1966; 

Cherek and Pickens , 1970; Flory , 1969b; Gentry , 1968; 

Hutchinson, Azrin and Hunt, 1968; Knutson , 1970). For 

example , Azrin et al. , (1966) and Knutson (1970) found t hat 

pigeons attack rate decreased as a function of increasing 

time since reinforcement . Similarly, Hutchinson et al., 

( 1968 ) found that squirre l monkeys on FR food schedules 

showed bi ting attack resp·onses during the post-reinforcement 

pause or early in the ratio run . Also , Gentry (1968) found 

that pigeons ' attack sequences occurred mai nly during the 

post - reinforcement pause on FR schedules . Schedule-induced 

polydipsia has been found to occur on FR schedules (Falk , 

1961) and, again , this occurs mainly during the post 

reinforcement pause . 

Cruse , Vitulli and Dertke (1966) have demonstrated 

stimulus control by t he reinf orcer of both FR and FI 

performance within a single schedule . In their experiment , 

delivery of a food pellet as a reinforcer initiated a 

requirement of 30 responses , i.e ., an FR 30 schedule , and - --
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the delivery of a sucrose pellet initiated an FI 

requirement of 3-min. Both reinforcers alternated in 

variable runs of one, two or three reinforcers of the 

same type. They found very precise stimulus control by 

the different reinforcers. Following the sucrose 

reinforcer a long post-reinforcement pause occurred, 

appropriate to the FI 3-min schedule, whereas following 

the food pellet there was a shorter post-reinforcement 

pause, typical of FR 30 performance. Also, when the 

controlling condition were reversed, i.e., the food pellet 

initiated the FI schedule and the sucrose pellet the FR 

schedule requirement , the performances changed accordingly. 

The evidence presented in this section- is consistent 

with the notion that the reinforcing stimulus has inhibitory 

after-effects on FR schedules and the evidence reviewed 

here suggests that these after-effects develop as a 

consequence of the temporal relationships between successive 

reinforcements on FR. 

In summary, the evidence reviewed so far suggests that 

performance on both FI and FR schedules is affected by the 

temporal distribution of reinforcements. Given this, the 

question arises whether a similar analysis can be extended 

to v ariable reinforcement schedules , i.e., VI and VR 

schedul es, where .the temporal relationships between success ive 
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reinforcements are less regular. The r emainder of this 

review is devoted to a description of the performances 

produced by the various VI and VR schedules and an 

examination of the evidence regarding the control exerted 

by the r einf orcing stimulus on these schedul es . 

VARIABLE-INTERVAL 

In a ·variable interval (VI) schedule the. intervals 

' between reinforcements vary from one reinforcement to 

the next in a random or nearly random manner (Ferster 

and Skinner, 1957). Similarly, Catania (19681 states 

that: 

" ... in a variable-interval (VI). 
schedule, the time that must elapse 
varies from one reinforcement to the 
next, and compared with fixed-interval 
schedules, the rate of responding is 
relatively constant between reinforcements 
(p.337)tr. 

A VI schedule is usually specified in terms of the mean 

interval between reinforcements. However, the same 

mean i nterval may be produced by different distributions 

of intervals. For exampl e , an arithmeti c VI schedule is 

derived from a progression in which su·ccess ive terms 

differ by an additive constant (.£...:...&,, 10, 20, 30, 

40 - sec , etc.) while in a geometric VI schedule the intervals 

are derived from a progression in wnich successive terms 

differ by a multiplicative constant(.£...:...&,, 5, 10, 20, 
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40-sec etc . } . I n another tyl?e of VI schedule.? ra,ndom 

interval (RI·) > the schedule spec':i::fies· a recycli·rig 

time interval at the end of which the first response wtll · 

be reinforced with a specifi'ed probability- . ,For exa,mple? 

on an RI 5-sec schedule, afte~ e~ch 5-sec pe~±od of 

time, the next response is· r e inforced with. a consta_nt 

probability of, say, 0 .1? thus probability of reinforcement 

does not vary with the number of 5-sec periods since. 

the last reinforcement. In this schedule, the aver~ge 

interval between reinforcements is equal to the recycl~ng 

time interval divided by the probability of reinforcement? 

th .. e above example, therefore would be an 'RI SO - sec schedule 
. . ·s 

0.1 

Tradit i onally,VI schedules have been consideped to 

produce a constant rate of responding throughout each 

inter- reinforcement interval and to involve little or 

no consistent pausing after reinforcement (~. , Ne.vin > 

197 3). Similarly~ Hilgard and Bower (1966) describe 

the behaviour produced by a VI schedule as 

"remarkably stable and uniform, and 
highly resistant to extinction 
(p.115)". 

Given this, VI schedules have been employed extensively 

as a behavioural baseline for studying the effects of 

manipulating other variables, Sidman (1960) states that 
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11 a VI reinforcement schedule -for 
example, is commonly used to generate 
a stable rate of responding deviations 
from which will provide a measure of 
the effects of other variables 
(Pp.170-171)". 

For example, one variable tfiat has been extensively 

studied in relation to the response rate produced 

by VI schedules is .the rate of reinforcement. These 

studies may be divided into three main categories; 

firstly, the effects of varying the rate of reinforcement 

on the behaviour produced by simple VI schedules. This 

has been achieved, usually, by varying the mean value of 

the inter-reinforcement int ervals (e.g., Catania and . --
Reynolds, ·1968; Clark, 1958) and, generally, it has been 

reported that response rate is a positive function of 

increasing rate of reinforcement (i.e., decreas ing mean 

inter-reinforcement interval), although the findings 

of Catania and Reynolds (1968) suggest that this function 

is negatively accelerated. 

This variable has also been investigated in situations 

where two or more VI schedules· are· in some manner presented 

· to a subject either in succession or simultaneously. In 

one method the VI schedules alternate regularly, with 

each component schedule accompanied by a differential 

stimulus. This procedure has been used extensive ly to 

study an effect termed behavioural contrast (~., Reynolds 

1961) and typically involve two phases. In the first 

phase, identical rates of reinforcement are programmed in 
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both the VI components , (A and B), i . e ., both schedules 

have the same mean inter-reinforcement interval. In 

the second phase the schedule of component A is 

unchanged but rate of reinforcement is reduced in 

component B. Generally , this is followed by a decrease 

in the rate of responding in component Band a 

concomitant increase in the response rate in the uncha~ged 

_component, A, over and above the previous baseline rate 

of responding. This effect has been termed positive 

behavioural contrast(~., Rachlin , 1973). Negative 

behavioural contrast involves a symmetrical e xperiment. 

Again , the schedules of components A and Bare made 

equal in the first phase . In the second phase the rate 

of reinforcement in component Bis increased and 

subsequently the rate of responding in B also increases . 

In component A, the unchanged component, the rate o f 

responding decreases below the previous baseline lev~l. 

In the second method , two or more VI schedules are 

simultaneously in effect, each associated with a separate 

response, i.e., a concurrent schedul e (Ferster and Skinner , 

1957; see also Catania, 1966, for a review of concurrent 

schedul es) . Each response operandum and its associated 

schedule comprise a component. For example, a pigeon may. 

be placed in an experimental chamber with two response 

keys. Pecking on the left key may produce reinforcement on 
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VI 1 - min schedule and pecking on the right key , 

reinforcement on a separate VI 30- sec schedule . Because 

the two schedules run concurrently , the overall rate of 

reinforcement would be three reinforcements ner minute 

(assuming the pigeon pecked at both keys fairly frequently} . 

In this situation the most common finding is that the 

relative rate of responding is equal to the relative rate 

of reinforcement - the relative rate of responding is 

defined as the rate of responding in on8 component divided 

by the sum of the response rates in both components . 

Similarly , the relative rate of reinforcement is the 

reinforcement rate in one component divided by the sum of 

the reinforcement rates in both components . In the above 

example, this would involve the pigeon r espondi~g twice 

as frequently on the VI 30 - sec schedule than on the VI 

1 - min schedule. This effect has been termed matching, 

and has been incorporated into various mathematical 

formulations of the law of effect. (cf . Baum and R,achlin , 

1969; Catania, 1963a; Herrnstein,1961; 19701 . 

Further examples of the use of VI schedules as a 

behavioural baseline include; (i) in studying the 

effects of psychoactive compounds ·ce·. g. , Dews, · 19 58; 

Ferster and Skinner, 1957) , and (ii) in studies of 

conditioned suppression , where a stimul~s associated 

with, for example, an unavoidable shock is superimposed 

onto an ongoing VI schedule bas·eline (~. , Blackman , 1967 ). 
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In general the dependant variable measure used to 

assess changes in VI performance has been the overall 

rate of responding : few studi es have analysed the pattern 

of responding produced by the VI schedule . For example, 

Ferster and Skinn·er (19 5 7) found that, on an arithmetic 

VI schedule, the duration of the pause following 

r einf orcement was greatly reduced when several very short 

inter-reinforcement intervals were included in the schedule . 

Similarly, Ferster and Skinner also reported that in a VI 

schedule derived from a geometric progression of intervals, 

the rate of responding within each interval tended to 

decline as a function of the time since the precedi~g 

reinforcement . It would appear, -therefore , that the patterning 

of responding on a variable- interval schedule is , to some 

extent, dependant on the manner in which successive 

reinforcements are programmed. Catania and Reynolds (19S8 ) 

have pointed out that 

" ... in a variable-interval (VI) schedule , 
the first res~onse after a variable elapsed 
time is reinforced, and a relatively constant 
rate of responding is maintained t hroughout 
each interval. Detailed examination shows, 
however, that this responding may be modulated 
by the particular durations of the different 
intervals that constitute the schedule . In 
other words , the distribution of responses in 
time depends upon the distribution of 
reinforcements in time (p.328)". 

There are a number of different VI schedules~-, 

arithmetic VI, geometric VI, linear VI, Fibonnacci VI , 

const~nt probability VI , and random- interval (RI) schedules , 

which may be classified in terms of the differing 
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distributions of reinforcements in time arranged by 

each VI schedule, and these are related to - the particular 

numerical progression or formula used to generate the 

desired sequence of inter-re inforcement intervals. The 

findings of Ferster and Skinner (1957) that the response 

rate, as a function of time s ince reinforcement , was 

affected by the particular distributions of intervals in 

e ffec t suggests that time since reinforcement per se cannot 

be the sole determinant of the response rate on VI schedules . 

Variation in the distribution of reinforcements in time also 
' ' 

produces variations in the probabilities of successive 

reinforcements in time. 

In the present context , the probability of ~einforcement 

may be defined as a relative frequency (cf . . Catania and 

Reynolds, 1968) . and , for any particular VI schedule, is 

ca l culated by dividing the number of times the first 

response is reinforced after a particular time since 

reinforcement by the number of opportunities for a 

reinforcement after that time . For example , consider a 

VI schedule composed of the following intervals, 0 , 20, 

20, 60 , 120 , and 200-sec . The first response following a 

reinforcement E reinforced in the shortest interval but 

not in any of the remaini ng five intervals, therefore, the 

probability that this response will be reinforced is one 

sixth (0 . 17) . If this response is reinforced in the 0-sec 
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interval, the reinforcement terminates the inte~ya.l and 

serves as the starting point for another interya_l. ~f 

the response, however , is not reinforced in the ·o ..... se.c 

interval, in the remaining five intervals the proba.bilit~ 

of reinforcement for subsequent responses becomes zero 

until the end ·of the next longer interval. The next 

opportunity for reinforcement, in the above example 1 occurs 

at 20- sec , when two of the remaining five intervals end . 

Thus , the first response after 20-se~ is reinforced on 

two out of five opportunit i es or with a probabilit ~ of 

0.40 . Similarly , the first response after 60-sec is 

reinforced with a probability of 0.33 , the first res~onse 

after 1 20- sec with a probability of 0 . 50 , and the first 

response after 200- sec with a probability of 1.0. 

Catania and Reynolds C.19 68 l have. termed this calculati;on 

of reinforcement probability; ·i.e., as a relative frequency-

of reinforcement , reinforcements per opportunity and 

have . compared i t to Anger ' s (1956} inter ..... response time. per 

opportunity s t atistic . Reinforcements per opportunity 

expresses a conditional probability: the probability. tha,t 

the animal ' s response will be reinforced, given that the 

animal has reached a certain time since ·the last retnforcement . 

This treatment of re inforcemen·t probabi-l ity on VI 

schedules rests on two· assumptions , Ci) that the animal 

cannot discriminative between a given time since 

reinforcement in one interval and the same time since 
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re~nforcement ·in an interval of a different duration , and 

(ii) that the animal responds rapidly enough , when 

reinforcement becomes available at the end of one interval, 

to emit the reinforced response before the time at which 

the next longer interval ends . In the example cited 

previously, the probabilities of reinforcement for the 

first response after reinforcement (in the 0 - sec interval) 

and at 20 - sec would not be separable if responses never 

occurred before 25 sec . The relevant probability of 

reinforcement would be o:so for both intervals . However , 

in most VI schedules, the rate of responding is high enough , 

relative to the time separating successive opportuni t i es 

for reinforcement, not to violate this assumption . 

One difficulty with this approach is that the proba~ility 

of reinforcement is calcul ated for discrete points in time, 

and is gr eater than zero only at times since reinforcement 

when intervals in the schedule end . As Catania and Reynolds 

(1968) point .. out 

"An account of performance in terms of 
probability of reinforcement also must 
deal with other times , when probability 
is zero . In addition , reinforcements 
per opportunity i s independent of the 
absolute values on the time scale for 
an interval schedule (p . 340)". 

The probabilities would be unaffected , for example , if 

the v a lues on the time scale in the previous example 
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were increased or decreased by a constant fraction. 

Because, presumably, performance would be different after 

this change (cf. the function relating response rate to 

mean inter-reinforcement interval,~-, Clark, 1958), it 

would appear that probability of reinforcement alone, as 

defined in this case, is probably not a sufficient 

determinant of performance, and that the absolut e durations 

of the timeSseparating successive opportunities for 

reinforcement must be considered in any account of VI 

schedul es. Catania and Reynolds (1968) suggest that this 

difficulty could be overcome by considering a measu~e which 

converted the probabilities of reinforcement at different 

post-reinforcement times to a local rate of reinforcement 

at these various times, thus taking into account the absolute 

durations of the intervals. One necessary assumption for 

this calculation, however, is that the probability of 

reinforcement is assumed to be effective over a period of 

time arbitarily taken as the time ranging from halfway 

back to the preceding interval, · i.e., the next shortest 

interval in the sequence, and halfway forward to the next 

reinforcement, i .e., the next longest interval. 

Whatever the particular advantages may be of considering 

probability of reinforcement in terms of a rate of 

reinforcement at different t imes following reinforcement, 

in the present instance it will be sufficient to cons i der 

the differences between the various VI schedules in t erms 
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of the differences in t,-he probabilities of successive• 

reinforcements over time . 

The remainder of this section is devoted to a 

description of the different VI schedules and the patterns 

of behaviour produced by them. Also, the evidence relating 

to the after- effects of the reinforcing stimulus on these 

schedules will be considered . 

Arithmetic VI schedule 

In an arithmetic VI schedule the sequence of intervals 

is derived from a progression in which successive terms 

differ by an additive constant(~., 10, 20 , 30, 40 - sec 

e t c .). On an arithmetic VI schedule the probability of 

rei nforcement is relatively low at the early times following 

reinforcement and gradually increases, with increasing 

post- reinforcement time, reaching a maximum value of 

p(probabili ty) = 1. 0 at the end of t he l ongest programmed 

inter- reinforcement i nterval . For example , consider an 

arithmetic VI schedul e with the intervals 10, 20 , 30 , 

40 and 50- sec and a mean i nterval of 30- sec , the 

probabilities of reinforcement at the termination of these 

intervals would be 0 . 20 , 0 . 40 , 0.60 , 0 . 80 and 1. 0 

respectively . 

Although the arithmetic VI schedule i s the most 

frequently used VI schedule , few studies have analysed 
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the pattern of responding produced by this schedule. 

Catania and Reynolds (1968) analysed the behaviour 

produced by an arithmetic VI in terms of the overall rate 

of responding and the local rates of responding. The 

latter was a measure of the rate of responding at different 

times following reinforcement. In a VI schedule the overall 

response rate is constituted from the response rates occurring 

at different times following reinforcement. ~onsequently, 

the early times after reinforcement .are 1weighted' more 

heavily than the later times· because, owi~g to the nature 

of VI schedules, the early times represent a larger 

proportion of the total time spent in the schedule . Thus, 

a consistent change in the local rate of responding early 

after reinforcement would produce a greater change in the 

overall rate of responding than the same consistent change 

later after reinforcement. Also, the overall response rate 

would tend to obscure, to varying extents, any changes in 

local response ~atei. 

Catania and R,eynolds (1968). exposed pigeons to various 

values of an arithmetic VI schedule. Overall response 

rate was found to be an increasing function of the rate 

of reinforcement (i.e., decreasing mean inter-reinforcement 

interval). They also found that,for any particular value 

of the schedule, the local response rate was a negatively~ 

accelerated function of the time since reinforcement . 

When a O~sec interval was introduced into the distribution 
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of inter-reinforcement intervals, this resulted in a 

higher response rate at the early times following 

reinforcement (cf., Ferster and Skinner, 1957). It would 

appear, therefore, that pigeons' response rate over time 

tended to co-vary with the changes in the probability of 

reinforcement over time. 

Kintsch (1965) exposed rats to an arithmetic 

VI 40-sec schedule and analysed the performance produced 

by the schedule in terms of the inter-response time (IRT) 

distribution (including the post-reinforcement pause) and 

the mean values of success·ive IRTs following reinforcement, 

up to the 30th response in any one interval. He found that 

the IRT distribution tended towards a relatively high 

frequency of short IRTs, i.e., 0-3-sec; also, following 

a post-reinforcement pause of approximately 3-4 . sec, 

the duration of the s uccessiv e IRTs tended to decrease 

with increasing post-reinforcement time. These findings 

are .similar toth6se of Catania and Reynolds (1968) and, 

again, suggest that on VI schedules response rate tends to 

co-vary with changes in reinforcement probability. 

Several studies have examined the effect of 

manipulating the magnitude of reinforcement upon the 

performance generated by an arithmetic VI , schedule (.~., 

Conrad and Sidman, 1956; Davenport, Go~drich and 

Haqquist, 1966; Guttman, 1954; Jenkins and Clayton, 1949; 
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Schrier 1 1965}. Although these studies differ on a number 

of procedural points with regard to the manner in which 

the different reinforcer m_agnitudes were presented to the 

subjects, one general finding has been that the overall 

rate of responding is positively related to the magnitude 

of the preceding reinforcement (although the findings 

of Conrad and Sidman, 1956, suggest that the function is 

non-monotonic). However, in none of the studies have 

the effects of changing the magnitude of the reinforcement 

been analysed with regard to the post-reinforcement pause 

produced by the schedule. 

A recent study, however, by Campbell and Seiden 

(1974) has investigated the effects of presenting 

different volumes of a water reinforcer on the dura,tion 

of the post-reinforcement pause and the response rate 

of rats exposed to an arithmetic VT 20-sec schedule. The 

schedule consisted of 3-min periods during which the 

VI 20-sec was in effect in the presence of one stimulus~ 

alternating with 3-min periods of extinction in the 

presence of another stimulus; ·1.e., a ·m:ult. Vl Ext .. 

schedule. In one experiment the sub j ects were trained on 

a single volume of 0.04 ml of wate~, and then were tested 

on different volumes of the reinforcer, i~, 0,01, 0.02~ 

0.06, 0.08 and 0.10 ml; a given volume was presented 

for one experi~ental session . In the second experiment 
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th+'ee groups of rats were trained with 0.01, 0.04 and 

0.10 ml reinforcers; each_ group was run exclusively on 

its designated water volume. Campbell and Seiden report 

that response rate was an increasing function of the 

m?-gnitude of reinforcement only, in the first experj.ment. 

The duration of the post-reinforcement pause was directly 

related to the amount of reinforcement in both of th.e 

experiments . The findings of a positive relationship 

between post-reinforcement pause duration and reinforcer 

m?-gnitude is similar to that reported for PI schedules 

C.cf. Lowe ·et al ., 19.741 and suggests that on an arithmetic 

VI schedule , as for FI schedules,th.e reinforcer may aquire 

inhlbito~y after-effects. 

Further support for this notion comes from studies 

where some of the schedul ed reinforcements have been omitted 

on an arithmetic VI and a neutral stimulus presented in 

li.eu of reinforcement. Thomas and Blackman (19.741 expose.d 

pigeons to a procedure wheyeby responding on an arithmetic 

yr 10-se.c schedule wa·s re.inf orced on the basis of an 

arithmetic VI 66-.sec schedule. This procedure resulted 

in approximately 13% of the VI 10-sec segments ending 

with reinforcement; all the other non-reinforced YA 

segments were terminated by either no stimulus C;pha,se. ll 

o~ b,y a change in the key-l_ight colour Cphase. 2.L . In both.. 

instances there was a shorter pause following non-.. 

re.inforcemerit .than followi!}g reinforcement~ also when the. 
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reinforcement omission was signalled (i.e. , non-reinforced 

intervals terminated with a change in key- light colour) , 

the post - omission pause tended to be longer than when 

the reinforcement omission was unsignalled, although it 

was still shorter than the post - reinforcement pause . Also , 

the overa ll response rate over all the intervals, including 

those following reinforcement , was greater in the signalled 

omission phase than in the unsignalled phase. These 

findings are similar to those reported when reinforcements 

are omitted on FI schedules (cf., Kello, 1972; Staddon and 

Innis , 1966; 1969). 

De Lorge (1971) exposed pigeons to a multiple second

order schedule; each component of the multiple schedule 

consis ted of an FRS(VI 1-min) schedule and was accompanied 

by~ differential stimulus . On each of the FRS(VI - lmin) 

schedule s , at the completion of the non- reinforced VI 

s e gments, either (i) no stimulus , (ii) a brief stimulus not 

paired with food, or (iii) a stimulus paired with food , 

was presented. This procedure allowed for a within session 

comparison of the effectiveness of a bri ef stimulus in 

maintaining VI res ponding. De Lorge found that when the 

brief stimulus that was paired with food was presented in one of 

the component schedules of the multiple schedule, this maintained 

a higher running rate (calculated over all the VI segments 

in a particular component) than when either no stimulus or 

a non- paired stimulus ·was scheduled in the other component 
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of the multiple schedule . Also he reports that : 

"The food paired stimulus apparently 
acquired discriminative properties 
in the present study . Observation 
of the birds during the sessions 
revealed that presentation of the 
food - paired stimulus frequently was 
the occasion for the birds to inspect 
the food aperture . Occurrence of the 
unpaired stimulus occasioned no 
observable response other than 
continued key- pecking (p . 24-) 1'. 

Several studies have shown that when rats respondi ng 

on an arithmetic VI schedu le are give~ the opportuni ty 

to drink water , they will drink large quant i ties , far 

i n excess of their normal dai ly water requirement , 

i.e ._, they will become polydopsic (~. , Clark , 1962; 

Falk , 1961; Stricker and Adair, 1~66) . Also, the occurrence 

of this drinking tends to be in the period of time 

immediately following the presentation of a reinforcer . 

Similar effects have been reported by Shanab and Peterson 

(1969) for a single p i geon exposed to a VI 12O- sec schedule . 

The above evidence provides further, albeit indirect , 

support for the proposition that the reinforcing stimulus 

acquires inhibitory after~effects on arithmetic VI 

schedules. 

Arithmetic VI schedules with extra short -in·tervals 

Catani a and Reynolds (1968) compared the performances 

of pigeons on two arithmetic VI schedules which differed 
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in that one of the sequences of intervals included a 

0 - sec interval. They found that adding a 0-sec interval 

produced a decrease in the duration of the post - reinforcement 

pause, together with an increase in the response rate 

during the early period following r einforcement. However , 

coEparison with the arithmetic VI which did not include a 

0- sec interval revealed that this elevation in response rate 

was not sustained, and at later times following reinforcement 

both schedules produced similar patterns of responding. 

Ferster arid Skinner (1957) also found that the addition of 

a high frequency of short intervals greatly reduced the 

pausing after reinforcement and produced a temporary 

increase in response rate. 

Catania _and Reynolds (1968) systematically investigated 

the effects of adding different frequencies of short 

intervals to an arithmetic VI schedule . They found that at 

short post - reinforcement times there was a higher rate of 

responding than at intermediate post - reinforcement times , 

and that the degree of increase at the short times was 

related to the frequency of short intervals included in 

the sequence . At lo~ger post - reinforcement times, in both 

ins tances, response rate again increased, usually to a 

higher level than at other times after reinforcement. 

There is no evidence as to the after- effects of the 

reinforcing stimulus on such schedules, other than the 
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observation that the duration of the post- reinforcement 

pause on arithmetic VI schedules is greatly reduced 

by the inclusion of extra short intervals (Catania and 

Reynolds, 1968; Ferster and Skinner, 1957) . 

Linear VI schedule 

In a linear VI schedule the probability of 

reinforcement increases monotonically with increasing 

post- reinforcement time (cf. arithmetic VI). Catania 

and Reynolds (1968) exposed pigeons to a linear VI 

schedule and found that the local rate of responding 

produced by this schedule was similar to that generated 

by an arithmetic VI, i.e . , response rate was a negatively 

accelerated function of the time since reinforcement. 

There is no evidence regarding the after-effects of the 

reinforcer on this VI schedule, however, given the 

similarity between the pattern of responding generated by 

this and the arithmetic VI, it is possible that the 

reinforcer has inhibitory after-effects on a linear VI schedule. 

Geometric VI and Fibonnacci VI sche dules 

In a geometric VI schedule the intervals are derived 

from a progression in which successive terms differ by a 

multiplicative constant (~. , 5, 10, 20, 40, 80-sec etc . ) , 

A Fibonnacci VI schedule consists of a sequence of 

intervals in which the duration of a given interval is 
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equal to the sum of the durations of the next two shorter 

intervals as , for example , in an irregular ordering of 

the following intervals 1, 1, 2, 3 , 5, 8 , 13, 21 - sec etc. 

(Ferster and Skinner , 1957) . 

In both of these schedules the probability of 

reinforcement increases monotonically to a value of 1.0 

over success i ve opportunities for reinforcement . However , 

examination of the cumulative records presented by Ferster 

and Skinner (1957) for both of these schedules shows that 

the local rates of responding decreased as the time since 

reinforcement increased (cf . an ari~hmetic VI schedule). 

Similarl y , Chorney (1960) presents results which confirm 

numerically the trend suggested by Ferster and Skinner t s 

data . The observation that the local rate . of responding 

can decrease even while the probability of reinforcement is 

increasing provides support for Catania and Reynolds (1968) 

assertion that ~omething more than simply the probability 

of reinforcement must be tak en in account in analysin g t~e 

patterns of responding produced by different VI schedules . 

That is, the times separating successive opportunities for 

reinforcement as well as the probabilities of reinforcement 

a t these times must be cons i dered in any account of VI 

schedul e performances . Again , there is no evidence regarding 

the after-effects of the reinforcing stimulus on geometric-· 

or Fibonnacci VI schedules . 
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Constant Probability VI and Random Tn·terVal Schedules 

The VI schedule considered so far have arranged 

for the probability of reinforcement to vary- in some 

systematic manner as a function of the time since the 

previous reinforcement . Also, it has been shown th~t the 

response rate ·over time tends to vary in a similar ~anner 

to the changes in reinforcement probability over time 

(cf . . the arithmetic VI schedule}. A constant probability-

VI schedule , on the other h.and , is one with a minimal 

corre l at i on between probabil ity of reinforcement and the 

time since reinforcement . That i s , a constant probabil ity-

VI schedul e ensures that time since reinforcement cannot 

acquire discr:iminative control over responding through its

relationship to the availability of subsequent reinforcement . 

It is possible that this condition may be prerequisitive 

for a local rate of responding that does not change wi th 

the passage of time since reinforcement. This condition 

is obviously not satisfied by an FI schedule , which makes 

reinforcement availabl e at the same time in every interval ; 

it is also not satisfied by a variety of standard VI 

schedules , including the arithmetic and geometric VI schedules. 

There are two main ways of designi ng cons t ant 

probability VI schedules. I n one method the separation 

in time of successive opportunities for reinforcement 

is held constant while the relative frequencies of 

d i fferent interval s ape varied (~. , Farmer , 1963 ; 

Millenson , 1963 ). The other method holds constant the 
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relative frequencies of the different intervals while 

varying the separation in time of successive opportunities 

for reinforcement(~., Catania and Reynolds, 1968; 

Fleshler and Hoffman, 1962). 

The random-interval ~RI) schedule used by Farmer (1963) 

and Millenson (1963) arranged for a constant, recycling 

time interval T; within each T-sec interval the first 

response was reinforced with a probability p. The timing 

of the T- sec interval was not interrupted during reinforcement 

so that a O-se~ interval was possible , if Twas less than the 

duration of reinforcement . As used by Farmer (1963} the 

RI schedule also included a limited hold, ~.e., a reinforcement 

which was made available within on~ T-sec interval was not 

kept available beyond the end of that interval. Farmer 

studied a range of T values from 0 . 0062 to 1 . 0 (when p 

corresponded to 1 . 0 the schedule was equivalent to an 

FI schedule). He found that the rate of responding was 

approximately constant at different times since the 

preceding reinforcement, although this was not the 9ase 

for all combinations of T and p (~., when Twas longer 

and p equalled 1 . 0). It is possible that these deviations 

were caused by either the limited hold, particularly when 

T equalled 1-sec, and/or the time to the first opportunity 

for reinforcement when Twas large (30 or 60-sec), which 

produced long post-reinforcement pauses. . . 
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Millenson (1963) adopted 4··sec as a optimal value 

of T and varied the value of p from 0.0667 to 0.0183 . 

Generally, the pigeons response rate was approximately 

constant at various times following reinforcement, altho~gh 

the.re was some inter- subject variability in this effect. 

Catania and Reynolds (1968) exposed pigeons to an RI 

schedule similar in many respects to those arra~ged by 

Farmer (1963) and Millenson (1963) . One important · 

difference , however, was that in the series of intervals 

used by Catania and Reynolds (1968), i.e., the sequence o f 

probabilities of reinforcement at the end of each 

opportunity for reinforcement was predetermined . They 

exposed pigeons to a procedure in which the T value of 

the RI schedule was systematically varied. The probability 

of reinforcement at the end of each T cycle , on the other 

hand , was kept con$tant at a value of p = 0 . 10 . It was 

found that following each reinforcement there was a 

sudden and abrupt transition to a high rate of responding 

which remained approximately constant until the occurrence 

of the next reinforcement. 

The constant probabi lity VI schedule designed by 

Fleshler and Hoffman (1962) differs from a RI schedule 

in that, instead of arranging a fixed recycling time 

interval (T) between successive opportunities for 

reinforcement, as the probability of reinforcement 

increases with the passing of time so also does the time 

intervals s~parating the success i ve opportunities for 
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reinforcement . 

Chorney (1960) exposed pigeons to a constant 

probability VI schedule and found that the response rate 

was approximately constant at various times after 

reinforcement, in a similar manner to the RI schedul e . 

Given that both constant probability VI and RI schedules 

produce similar patterns of responding, it would appear 

that the main basis for choosing between them would be 

in practical ·terms , ~ -, the Flesher and Hoffman (1962 ) 

schedule consists of a finite , predetermined sequence of 

intervals , whereas the RI schedule of Farmer (1963) and 

Millenson (1963) requires the use of a random_ generator 

( note however , the RI schedule used by Catania and 

Reynolds , 1968 , described _previously). 

Several studies have indicated that the durat i on of 

the post- rei nforcement pause is a function of the mean 

inter- reinforcement interval on RI schedules. Lachter 

(1970 ), using an RI schedule i n which p was held constan t 

and T varied from O- sec to 24 - sec, found that the duration 

of the post- reinforcement pause 0as an increasing function 

of the mean i nter-reinforcement interval ·(!) . . Marti n p 

(1971) has shown a simil ar relationship between the pause 

after reinforcement and the mean inter- reinforcement 

i nterval when Twas held constant at 3O- sec and p varied ~ 

Similar effects were reported by .Farmer ( 1 963) usi~g a 
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range of different T and p values, he found that the 

absolute durations of the post-reinforcement pause 

increased as the mean inter-reinforcement interval 

increased. However, the post-reinforcement pause, relative 

to the mean IRT, decreased as the mean inter-reinforcement 

interval increased. 

It appears, therefore, that on RI schedules, to the 

extent that the reinforcing stimulus initiates 2. certain 

period of ncin-reinforcement; a pause occurs after 

reinforcement . For example, on an RI schedule , when 

T = 10-sec the occurrence of reinforcement sets the 

occasion for a period of non- reinforcement of at least 

10-sec; if Tis increased, then the period of predicted 

non-reinforcement is also increased which in turn is 

reflected in longer post - reinforcement pauses (Catania 

and Reynolds reported _the occurrence of long post

reinforcement pauses on a constant probability VI when the 

mean inter-reinforcement interval was 379-sec and the 

minimum interval approximatelr 40-sec). If, on the other 

hand, Tis held constant at 10-sec and p .decreased, then, 

following reinforcement the probability of a period of 

non-reinforcement occurring, longer than 10-sec, is 

increased. Again, this would appear to be reflected in 

a related increase in the duration of the post - reinforcement 

pause . 
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The above evidence, therefore, is consistent with 

the proposition that the reinforcing stimulus has 

inhibitory after-effects on RI schedules. Further,albeit 

indirect, support for the notion comes from a study by 

Dove, Rashotte and Katz (1974). In common with aggression 

studies that have been conducted with FI and FR schedules, 

they found that attack rates of a pigeon on a constant 

probability VI schedule (derived from the formula of 

Fleshler and Hoffman, 1962) with food reinforcement, were 

a function of the mean inter-reinforcement interval. Also 

these attack responses occurred mainly in the early periods 

fo l lowing reinforcement. 

Evidence from a study where reinforcements have 

been omitted on a constant probability VI schedule, 

however, do~s not support the notion that the reinforcer 

has inhibitory after-effects. McMillan (1971) exposed 

pigeons to a procedure where 50% of the scheduled 

reinforcements on a constant probability VI 60-sec 

schedule were omitted in a random manner and with a 

'neutral' stimulus (a 4-sec TO - the same duration as 

reinforcement) presented in lieu of reinforceme·nt. He 

found that the duration of the post-omission stimulus 

pause was greater than the duration of the post- reinforcem~nt 

pause. This finding is contrary to those reported for 

FI ( e .g., Staddon and Innis, 1966; 1969 ), FR (McMillan 

1971), and arithmetic VI schedules ~Thomas and Blackman, 
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1974) and suggests that the reinfor~ing stimulus has 

excitatory and not inhibitory after-effects on the 

RI schedules . 

It is not clear why there should be this discrepancy• 

in the results of the studies which have analysed the 

after- effects of reinforcement on RT schedules . It may 

be that it is related to the different methods used to 

produce the sequences of inter- reinforcement intervals on 

RI and constant probability VI schedules,' i.e., the 

different methods by which an uncµanging probability of 

reinforcement over t i me is achieved. 

I n summary, the l iterature concerning the pattern? of 

responding produced by various VI schedules reveal s that 

different patterns of responding over time may be 

maintained by schedules which provide similar overal l 

frequencies or rates of reinforcement . It would appear 

that the pertinent variable in determining the pattern 

of responding generated by a given VI schedule is the 

manner in which the probability of reinforcement varieg 

at different post - r e inforcement times. The available 

evi qence regarding the after-effect s of the reinforcing 

stimulus on these VI schedules suggests that, at least 

for arithmetic VI and constant probability VI schedul~s , 

the reinforcer has inhibitory a f ter- effects , (although 

there is some evidence to the contrary for the latter 
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schedule, McMillan, 1971). It is po ss ible that the nature . 

and extent of the after- effects acquired by the reinforcing 

stimulus are dependent upon two characteristics of any 

given sequence of inter- reinforcement intervals, namely, 

(i) the absolute probability of reinforcement at different 

post - reinforcement times, which is dependent on such 

factors as the mean inter- reinforcement interval specified 

by the schedule , and (ii) the relative probabilities of 

rei nforcement at various post-reinforcement times , that 

is, the probability of reinforcement at any one particular 

post-reinforcement time relative to the probability at any 

other post-reinforcement time.· 

One interesting problem is the extent to which changes 

over time in the probability of reinforcemen·t on any 

parti cular VI schedul e determine the nature and extent 

of the after-effects of the reinforcing stimulus on that 

schedule . The experiments to be· reported in Chapters 4, 5 and 6 

were concerned with an analysis of such an interaction . 

VARIABLE-RATIO 

In a variable- ratio CVR) schedule of reinforcement 

the -reinforcement occurs after a given number of responses~ 

the numb°er varying unpredictably from reinforcement to 

reinforcement (Ferster and Skinner , 1957) . A VR schedule 
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is usually identified in terms of the mean ratio, i.e. , 

the mean number of responses per reinforcement. In 

most VR schedules success ive ratios are usually selected, 

in irregular order , from a set o f r atios described by 

a particular mathematical progression. For example , 

an arithmetic VR schedule is ·derived from a progression 

in which successive terms differ by an additive constant 

(~., 10 ,. 20, 30 , 40 etc .) . Similarly, a geometric VR 

schedule i s derived from a progression in which successive 

t erms differ by a multiplicative consta nt (~. , 5, 10, 

20, 40 , 80 etc ,). In another type of VR schedule , random 

rat io (RR) , the ratio specifies the pr obability with which 

any particular response will be reinforced. For example, 

in a random ratio 10 schedul e , the probability that a 

given response will be reinforced i s 1 

10 
or 0 .1, and this 

probability does not vary with either the number of 

responses that have been emitted since the las t 

reinforcement or the times separating successive responses . · 

The VR schedule , as with the VI schedule , is frequently 

regarded as generating a constant , though high, response 

rate between reinforcements , with no consistent pause 

occurring after reinforcement (Nevin, 1973; Staddon , 1972a ). 

A more ext reme view i s adopted by Hilgard and Bower (1966) 

who in describing VR schedule s state t h at ; 

"The pause after reinf orcement may be 
eliminated by adopting v ariable-ratio 
r e inforcement, that i s , using a range 
of ratios around a mean value (p . 117)". 
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Given this , the performance produced by VR schedules has , 

in general , been considered only in terms of the overall 

rate of responding . For example, Brandauer (1958) exposed 

pigeons to a series of RR schedules arranged in order of 

decreasing probability of reinforcement for each response , 

i .e. , increasing mean ratio requirement , in the range 

p = 1 . 0 (CRF) top = 0.00167 . He found that over a 

moderat e range , overal l response rates increased wi th 

lower values of p through a maximum at p = 0 . 02 for one 

subject and~ = 0 . 01 for another . Similar effects~~ 

i ncreasing the ratio value have been reported by Kel l y 

. (1974) . Sidley and Schoenfeld (1964) constructed a 

similar function , using a separate group of pigeons for 

each p value. However , they found little relationshi p 

between respo nse rates and reinforcement probabili t i es 

(ratio values). 

A. study by Farmer and Schoenfeld (1967) analysed 

separately the effects of increasing the ratio value on 

the post - reinforcement pause and running rate . They 

found that the pause following reinforcement increased 

as a function of increasing ratio value . Running rate , 

on the other hand , d i d not vary systematical ly as a 

function of changing ratio requirement. They concluded that 

on RR schedules : 

"These measures (post - reinforcement paus e 
and running rate) do not necessarily 
co-vary , so that combining them with a 
single index may mask certain effects of 
the reinforcement probability variable 
(p . 173) " . 



- 83 -

Kintsch (1965) analysed rats performance on a 

VR schedule. He found that on a VR 15 schedule ·there 

was a pause of approximately 2- 3-sec following reinforcement . 

This was followed by an abrupt transition to a high rate 

of responding which remained approximately constant until 

the occurrence of the next reinforcement. 

Farmer and Schoenfeld ' s (1967) finding of a positive 

relationship between the mean ratio requirement and the 

post-reinforcement pause duration raises the question as 

to the determinants of pause duration on VR schedules . 

Previously in this chapter evidence has been presented 

relating to the control by temporal variables of the 

duration of post-reinforcement pause on FI , FR and vr 
schedules . A similar analysis may apply to performance 

of the VR schedule. 

The occurrence of reinforcement on VR sets the 

occasion for a period of non- reinforcement which is at 

least as long as the time taken by the animal to emit the 

. . shortest ratio . In the case of a VR schedule, as opposed 

to a RR schedule, the reinforcer may also predict a 

period during which there is a low probability of 

reinforcement for each response . As the incidence of 

short ratios is decreased , i . e ., when the mean ratio 

requirement is increased, the prediction by the 

reinforcing s t imulus of a longer period of non-reinforcement 
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is enhanced . This would appear to be reflected in 

longer pauses occurring after r e inforcement (Farmer 

and Schoenfeld, 1967) . It is possible, therefore , 

that the reinforcer on a VR schedule may, by virtue 

of being a good predictor of non- reinforcement or a 

period of low reinforcement probability , act as an 

inhibitory sti mulus for a period of time after its 

occurrence , the duration of such control being determined 

by the distribution of ratio requirements . The finding : 

that schedule- induced aggression occurs on VR schedules, 

but only following reinforcement (Webbe , De Weese and 

Malagodi, 1974) is consistent wi th this account . 

The findings of Farmer and Schoenf e ld (1967 ) are 

consistent with an analysis of RR' schedule performance " 

in terms of the t emporal control exerted by r e inforcement . 

There is no evidence , however , r egarding the after- effects 

of the reinforcer on VR schedules. The experiments to be 

reported in Chapter 7 were concerned with this probl em . 
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C H A f T E R 3 

EXPERIMENTAL METHOD 

The following is a description of the subjects ~ 

apparatus and general procedure used in the experiments 

to be reported. 

SUBJECTS. 

In all the experiments male hooded rats we;re used. All 

the animals where housed individually with ~d libitum access 

to water·. A 12. hour day/night cycle was in effect at all 
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times with the ' day ' beginning at 7 . 00 a . m. and ending at 

8 . 00 p . m. The ambient temperature of the animal house 

was kept at approximately 20°c. 

All animals were weighed daily at approximately the 

same time . 

Deprivation : 

Throughout a ll the experiments each animal's weight 

was held constant at 80% of its mean weight over the final 

5· days of the fre~~eeding conditions . This level of 

deprivation was maintained by feeding varying amounts of 

food each day . All animals were fed approximately 1 hour 

after each experi mental session. 

APPARATUS . 

Two identical operant condit i oning boxes were used ~ 

The internal dimensions were , floor area 20 . 0 cm x 24 . 0 cm 

and height 18 . 0 cm. Three of the sides of the box was made 

of Tufnol lined with sanded aluminium plate , the fourth , 

a 20 . 0 cm wide wall, was a metal panel on which the lever , 

two lights and the reinforcement mechanism were mounted~ 

A recess 4 . 0 cm wide, 5 . 0 cm high and 5 . 0 cm deep , was 

located in the centre of this panel . The floor of the pecess 
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was level with the floor of the box. The reinforcer, 

0.05 ml of a solution of Nestlf1 s condensed milk in 

water, was delivered up to the floor of the recess by a 

motor operated dipper mechanism. The resting position of 

the dipper was 'up', the reinforcement cycle consisted of 

the dipper dropping into a container and returning to the 

resting position . 

A l ever was mounted 7.0 cm to the left of the recess 

and 4.7 cm above the floor. It was 5.0 cm wide and 

protruded 1.5 cm into the box, a minimum downward pressure 

of 15 gms (1.50 Newtons) was required to depress the lever. 

Two circular lights were also mounted on either side of 

the panel 3.0 cm from either side wall and 14.0 cm above 

the floor. 

The floor of the box was made of cylindpical met~l 

bars, each with a diameter of 0 . 8 cm; they were spaced 

equ:idi s tantly and parallel to the panel . The ceiling of 

the box consisted of a perspex sheet held in position by 

two retaining flaps. Each box was hous ed in a sound 

attenuating chamber, containing a 3-W 1·ight located on the 

ceiling, and an exhaust fan mounted on one side, producing 

an ambient noise level of 60 + 2db. 

All auditory stimuli were of a frequency of 1000 Hz 

and w~re produced by directing the output from a frequency 

generator through an amplifier to a 6 in. 15 ohm speaker 
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located on the inside of the door of the sound attenuating 

chamber. Whenever used, the intensity of the auditory 

stimulus was kept constant at 85 ~ 2 db. This was measured 

using a Dawe sound intensity meter with a reference level of 

0.0002 dyn/cm at 1000 Hz. All measurements were taken with 

the meter located approx 6 in.away from the speaker, matching 

the distance from t he speaker to front panel when the 

chamber door was closed. 

In experiments 1, 3 and 5 chang'ing the magnitude of 

the reinforcer was achieved by having 4 containers mounted 

on a circ.ular aluminium plate , the centre of which was 

bolted to the spindle of a 24V AC motorlgearbox. Thi_s· 

was located i~1nediate ly below the dipper recess and changes 

in the positions of the containers were determined by the 

ope ration of the motor via external programming equi pment. 

In experiment 7 another mecha nism was used which differed 

significantly in only one respect, i.e., a circul ar 

plas tic containe r d i vided into 6 s e parate compartments was 

used to hold the various milk concentrations . 
:·: 

Progr amming and recor_ding were controlled by 

solid- state logic units mounte d on a bus-bar rack s ystem , 

operati ng on a - 24V DC current, and housed in a sepa r a t e room 

to the expe riment al boxes . The Variable - I n terval and 

* When the reinfdrcer was omitted onl y the light 
and the sound were presented and the dipper did not 
oper ate . 
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Variable~Ratio schedules were programmed using strips of 

standard 16 mm film punched with holes. Two methods of 

scheduling re~nforcements- appropriately were used; (i) a 

film strip driven at a constant speed, where the punched 

holes caused a microswitch to close, and (ii) a stepper 

motor where the punched holes caused the switching of a 

photocell. The procedure which was used will be indicated 

for each of the experiemnts . 

Responses and reinforcements were recorded on 

(i) Gerbrands cumulative recorders (ii) Sodeco electro 

mechanical counters and for Experiments 7 and~ (iii) a 

Data General Corporation Nova 1200 computer. 

GENERAL PROCEDURE 

All animals were trained to lever press in the 

conventional manner . Experiment al sessions· were conducted 

daily and lasted for, in the case of the Variable-Interval 

Schedules,l hour or 61 reinforcements whichever the shorter . 

For the Variable-Ratio sched~les sessions were 

terminated after 77 reinforcements . For experiments 

1-6 the baseline reinforcer concentration was 40% and 

for experiments 7 and 8 30%. The reinforcer magnitudes 

used in experiments 1, 3, Sand 7 are specified sepa;r,ately 

for each experiment. 
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Stability Criteria : 

In._the experiments reported here all or any appropriate 

combination of three stability criteria were used . These 

were: 

(i). Daily visual inspection of the cumulative records 

(ii) Number of _sessions of exposure to any one 

experimental condition 

(iii) Comparison of the response rate on each of 5 

consecutive sessions with the mean response rate 

for the 5 sessions; a deviation of less than 

10% either above or below the mean was 

considered stable . 

In each experiment the criteria used to determine 

stability will be specified. 
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CH APTER . 4 

ARITHMETIC VI SCHEDULES OF REINFORCEMENT 

In the preceed±ng chapters it was suggested that as 

well as having a 'motivating' influence upon behaviour , 

the reinforcer might also acquire discriminat i ve control 

over the behaviour immediately following its occurrence, 

on sch edules of reinforcement. Tor exampl e, according 

to Perster and Skinner (1957) , on fixed-interval schedules 

the reinforcer cont rols a pause because it signals a 

period in which r einforcement is not avail able, i.e., 

it acts as an S 1::,. or inhibitory stimulus . Staddon ( 19 70b; 
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1972a} has developed this notion into a hypothesis 

concerning the temporal inhibitory control ex~rted by 

the reinforcer on schedules of reinforcement. He 

states: 

"Unless special steps are taken to avoid 
it, reinforcement is a temporal predictor 
of nonreinforcement on most reinforcement 
schedules ... , i.e., reinforcement is 
usually the stimulus with the lowest relative 
proximity to the next reinforcement. This 
is most obviously time on FI; but it may 
also be the case on VI schedules if the 
sequence of inter-reinforcement intervals is 
not truely random in time (Staddon, 1972a; 
p.223)". 

On a fixed-interval schedule, for example, the 

probability of reinforcement is zero at all times since 

the last reinforcement, until the end of the interval 

of time specified by the schedule, after which the 

probability of reinforcement is p=l. The reinforcing 

stimulus, therefore, is the stimulu_s with the lowest 

relative proximity to the next reinforcement, and 

consequently, it acquires temporal inhibitory_ after

effects. Evidence in support of this notion comes from 

studies which have demonstrated that the duration of the 

post-reinforcement pause, on TI schedules, is a linear 

function of the TI value (Sherman, 1959; Schneider, 

1969). Also, it has been shown that the inhibitory after

effects of reinforcement are enhanced when the magnitude 

of the reinforcer is increased (Jensen and Fallon, 1913; 

Lowe e·t ·a1. , 19 7 4 ; Staddon, 19 7 Ob) . Furthermore, if 
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some of the scheduled reinforcements are omitted on an 

Fl schedule, and a •neutral' stimulus is presented in 

lieu of reinforcement, then there is a shorter pause 

following the stimulus than following reinforcement 

(Kello, 1972; Stadden . and Innis, 1966; 1969}. 

Given that the .reinforcing stimulus may gain inhibitory 

control over responding on an FI schedule, the question 

arises as to whether or not the reinforcer will acquire 

similar control on variable-interval schedules, especially, 

as suggested by Staddon (1972a), on a VI schedule where 

the distribution of inter-reinforcement intervals is not 

truly random. A VI schedule which meets these requirements 

is an arithmetic VI schedule. 

On an arithmetic VI schedule the int~r-reinforcement 

intervals are arranged according to an arithmetic 

progression with a specified mean value. Catania and 

Reynolds (1968) have shown that on an arithmetic VI 

schedule , the probability of the next reinforcement occurring 

is relatively low at early times after each reinforcement 

and then increases; in a positively accelerated manner, 

until the probability reaches a value of p=l at the end 

of the longest possible inter-reinforcement interval, 

i'.e., the longer the time since the last reinforcement 

the greater the probability of the next one occurring. 
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Catania and Reynolds found that pigeons exposed to 

such a schedule adjusted their response rate according 

to the differences in reinforcement probability at 

various post- reinforcement times, i . e ., rate of 

responding was a negatively increasing function of time 

since reinforcement , 

It would appear that on an arithmetic VI schedule, 

in as much as the occurrence of reinforcement predicts 

a period of low reinforcement probability it is, therefore, 

the stimulus with the iowest relative proximity to the 

next reinforcement. The reinforcer should, consequently, 

acquire inhibitory after-effects on such a schedule. 

In the present Chapter two experiments are reported 

which investigated Ci) the effects of manipulating the 

magnitude of the reinforcer, and Cii) omitting 50% of 

the schedul ed reinforcers, upon the behaviour produced 

by an · arithmetic VI schedule . 

EXPERIMENT l 

MANI PULATION OF THE MAGNITUDE Of REINFORCEMENT 

Guttman (1954). varied the concentrations of sucrose 

and glucose solutions used as reinforcers on a VI 60 - sec 



- 95 -

schedule. He used rats in a within-subject design 

and presented a different concentration on each 

session. Testing on the different reinforcement 

magnitudes was carried out as soon as the animals 

were placed on the VI schedule . Rate of bar-pressing 

was found to ·be an increasing function of the 

concentration of the sucrose and of the glucose 

solutions . Goodrich (1965) found similar results 

using 8% and 32% solutions of sucrose as the reinforcer. 

He found that the response rate was hig,her with the 

32% solution than with the 8% solution; post - reinforcement 

pause, on the other hand, was lower at the greater magnitude, 

Davenport, Goodrich and Hagguist (1966) using monkeys 

as subjects, varied the number of pellets of food, given 

as a reinforcer, on a VI 60 - sec schedule. They found 

that the response rate was an inc~easing function of the 

reinforcement magnitude. Conrad and Sidman (1956). ran 

monkeys on a VI 37- sec schedufe. Six different 

concentrations of a sucrose solution, (0%, 2.3%, 4:0% 

7.5%, 14.0%, 30~0%, and 60 .0%) were used, a nd these were 

changed on a session by s es s ion basis. The overall 

res ponse rate increased rapidly with increases in the 

reinforcement magnitude, reaching a peak at about 15-30% 

reinforcer concentration. They attributed the decli ne in 

response rate at the higher concentrations to the effects 
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of satiation . Schrier (1965) using monkeys as subjects , 

varied the sucrose solution used as a reinforcer on a 

VI 30- sec schedule. In addition to this two volumes of 

sucrose solution were used. With the smaller vo l ume o f 

sucrose solution overal l response rate was an increasing 

function of sucrose concentration . A similar function 

was found with the larger vol ume, although there was a 

tendency for response rate to level off at the higher 

concentrat i ons for some of the subjects, (cf . Conrad and 

Sidman, 1956). Another . feature of the resulti was that 

in all cases there was a tendency f or response rate 

to decline during the course of a session irrespective 

of the concentrati on in effect. 

Jenkins and Clayton (1949) found that the response 

rate of pigeons on VI schedules was • higher t-1hen the 

durat i on of access to grain , used as t he reinforcer, 

was 5- sec than when it was 2- sec . Keesey and Kling 

(1961) using a~ount of solid food , report experiments 

with pigeons in which they adopted procedures similar 

to those employe_d in the Jenkins and Clayton study , 

i . e., the sub j ects had several sessions on each magnitude . 

They found no systematic relationship between response 

rates and reinforcement magnitude , 

Simil ar findings , have been reported by Catania (1963b) 

and by Shettleworth and Nevin (1965 ), in both cases using 
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pigeons as subject s and varying the duration of 

access to grain. Shettleworth and Nevin (1965) conclude 

that on VI schedules, in a single key situation, pigeons 

are insensitive to c hanges in the magnitude of the 

reinforcer . However, when stimuli are correlated with 

the different magnitudes it has the effect of making 

changes in the magnitude of reinforcement qualitatively 

similar to changes in the frequency of r e inforcement -

increases in the fre~uency of reinforcement have been 

shown to be accompanied by increases· in the · rate of 

responding (Catania an.d Reynolds, 1968; Clark, 1958} . · 

This conclusion is further supported by the findings of 

Keesey and Kling (1961J . In one of their experiments 

they used a procedure in which the amount of the 

reinforcer and the stimulus conditions assoc~ated with 

different amounts were varied within experimental sessions . 

With this procedure they found that response rate varied 

as a function of reinforcement amount - the effect being 

particularly pronounced after s timulus change, and early 

in the changed magnitude condition_. Evidence from studies 

in which._ two VI schedules are concurrently available, 

and which have a different magnitude associated with each 

schedule do not, generally,support this position,.£.:._& , , 

Fantino, Squires, Delbruck and Peterson (1973). This is 

further complicated by differences in the response 

measures which are used, i . e., relative response rate in 
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concurrent schedule studies as opposed to absolute rate 

in single schedule studies . As Lowe (1974) points out , 

the main conclusion to be drawn from the literature o n 

concurrent schedules is that when one or more magnitudes 

are available to an animal , then the magnitude variable 

i s an effective determinant of choice behaviour . Animal s 

prefer great er ·magnitude of reinforcement. 

In all the studies considered so far, with the exception 

of that of Goodrich (1965) , the dependent variable measure 

empl oyed was overall response rate . However , one recent 

study by Campbell and Seiden (1974) has investigated 

the effects of changing the reinforcer magnitude on t h e 

duration of the post-reinforcement pause and the response 

rate . Campbell and Seiden (1974) investigated the effects 

on different volumes of ·water reinforcer on rats ' 

respondi ng on a Mult. VI 20 - sec Extinction schedule . The 

schedule consisted of 3- min periods during which the 

VI schedule was in effect , in the presence of one s t imulus , 

alternating with 3-min periods of extinction , in the 

presence of a different stimulus. In one experiment the 

subjects were trained on a single volume of 0.04 ml , and 

then were tested on different volumes of the r e inforcer , 

i . e., 0.01, 0 . 02 , 0 . 06, 0 . 08 and 0 . 10 ml; a given volume 

was presented for one experimental session . ·rn the second 

experiment three groups of rats were trained with 0 . 01 , 

0.04 and 0.10 ml reinforcers; each group was run exclusively 
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on its designated water volume. Response rate was an 

increasing function of reinforcement magnitude only in 

the first experiment. The duration of the post-reinforcement 

pause,on the other hand, was directly related to amount of 

reinforcement in both experiments . These data suggest 

that the experimental design used to test the effe~ts 

of different magnitudes of reinforcement may be important 

in determining the results obtained. Effects may be 

different when obtained in conditions which a llow 

different magnitudes to be presented to the same subject 

±n close temporal proximity, ·i.e., within sessions or 

on successive sessions, than when no such temporal 

contrast occurs, ·i.e., in studies using a between- subj ect 

design, 

In the present experiment different concentpations 

of a milk reinforcer were ~resented in a within~subjec~ 

and within-session design, The 'VI· schedule s-tud;ted 

consisted of an arithmetic series of 15 interval& 

ranging from zero to twice ·the mean value of the schedule~ . 

· and arranged ±n irTegular order Ccf . Catania a.nd 'Reynolds , 

19681. Lowe· ·e·t ·a1. , Q,9741 have pointed out that much 

of the divergence in the Tesul ts- of previous studies in 

wh±ch the magnitude of Teinforcement is varied P ±s: 

prob~bly due to the ~easure used, that is, the overall 

irate of responding, which includes both t he pos,t~ 
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reinforcement pause and the running rate. These may be 

affected differently by changes in the magnitude of 

reinforcement, and when they are averaged, t he e xtent 

of the changes in the two may be masked. For this reason , 

in the present experiment ~ the overall rates, running 

rat~s, post- reinforcement pauses and local rates 

related to the different magnitudes were considered 

separately. 

METHOD 

Subjects 

Three male hooded rats served as subjects (12, 

13, 22 ). They were housed individually and had 

ad lib. access to wat er in the home cages . They were 

maintained a t a pproximately 80% of their f ree-feed i ng 

weight s throughout the experiment . 

Apparatus 

The basic apparatus has been descri bed in Chapter 3 . 

In the present experiment the arithmetic VI was scheduled 

using a dev ice that advance d a loop of punched tape a constant 

distance ·with each operation . This was stepped by an electronic 

timer , with the intervals between reinforcements determined 
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by, th.e spa..c±ng of the holes punched in the tape. Thus 

th.e absolute durations of. the intervals depended on 

the rate at which the timer operated. the programmer, 

but the :r>elative durations were independent of the timer. 

The punched holes in the tape provided a series of 

15 intervals from an arithmetic progression in the 

following order: 14, 8, 6, S, 9, 2, 13, 7, 1, 12, 4, 

10, o, 3, The nurnbers indicate the durations of the 

intervals between successive reinforcements in multiples 

oft seconds, the setting of the electronic time r . In 

the present experiment the average interval of the vr 
schedule was 7t sec; with t equal to 8 . 5 sec, giving 

an average inter-reinforcement interval of 59 . 5 sec . 

At the end of e a ch interval when a respons e was · to be. 

reinforced, the controlling apparatus stopped until the 

next response occurred; the next interval began only 

after the delivery of reinforcement. Thus a distribution 

of minimum inte r - reinforcement intervals was arranged. 

In practice, owing to a fairly high rate of responding, 

this did not differ significantly from the actual int~r

reinforcement intervals. 

Local response rates were collecte d on a series of 

digital counters which s tepped up one with each step of 
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the interval programmer and reset after each 

reinforcement . In this way responses were distributed 

to any one of 14 counters , which represented successive 

periods of time after r e inforcement. The time 

represented by each counter wast sec , and each counter 

recorded responses only within inter- reinforcement 

intervals equal to or longer than the time after 

reinforcement that the counter represented . For example , 

the f i rst counter cumul ated responses that occurred 

during the first t sec of all intervals except of 0 - sec 

interval. Corre spondingly , the seventh counter cumulated 

respons e s during the seventh t sec of only those 

inte rvals 7t sec long or longer. The fourteenth counter 

cumulated responses only during the fourteenth t sec 

of the 14t- sec interval , th~ longest interval in the 

series . Thus, response rates at early times after 

reinforcement we re based on larger samples of 

responding than response rates at later times. 

Procedure 

Training 

First the subjects were lever trained, and after 

this they were immediately placed on the VI 60 - sec 

schedule . 
~ 

The reinforcer was a 40% solution of Nestles 

condensed milk in water. The subjects were run daily 
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until their mean daily response rate over 5 

successive sessions did not differ by more than+ 10% 

of the mean of the 5 days , The numbers of sessions 

conducted were 74 , 66, and 88 for Subjects 12 , 13, and 

22 respectively . The first response in each session 

was reinforced and the VI schedule then operated; 

beginning at a different place in the series of intervals 

in successive sessions . Sessions ended after each 

interval in the series had occurred four times (61 

reinforcements) . The duration of each session was 

approximately one hour. 

Testing 

The same schedu l e was in effect as in training . 

Four different reinforcer concentrations 0% (Waterl, 

20% , 40% and 60% were present~d i n b locks of 5 

reinforcements ; the order of the blocks was random 

with the constraint that , in each session, each block 

occurred 3 times. Three test sessions were conducted 

each consisting of 60 r einforcements. After this the 

sutijects were returned to the baseline conditions . 



- lOl~ -

RESULTS 

Figure 1 Cleft hand panel) shows that for all sub j ects 

the median duration of the post - reinforcement pause 

increased as a function of the concentration of the 

preceding reinforcer , (see Table l for the interquarti l e 

r·anges ) . The mean duration of the post-reinforcement pause 

as a function of ordinal position within a test b l ock is 

shown in Table 2 ; the duration of the post- reinforcement 

pause changed appropriatety after a new concentration was 

presented in a block . One exception to this occurred 

on the 0% concentration for Subject 22, where the mean 

post- reinforcement pauses were very much l arger than t hose 

of Subjects 12 and 13. This was a consequence of a few 

very long pauses after the 0% concentration for Subject 22 . 

The centre panel o f Figure 1 shows the eff ects of 

reinforcement mangitude upon mean running response rate 

(i. e ., the rate calculated by taking into account only 

the time from the first response in each interval to t h e 

next rei~forcement). There was little consistency between 

the sub jects in this respect ; the running rate for 

Subject 12 increased markedly from the 0% to 20% 

concentrations but declined at the 40 90 and 60% concentrations ; 

f or Subject 22 it incre a sed at the 20% and 40% concentrations 

but declined at 60% ; for Subj ect 13 the running rate 



Figure 1 . The media.n post - reinforce.rf\ent 

pause ( l eft panel), the. mean running Pate 

( centre panel), and the mean overal l rate 

(right panel) as functions of the pre ceeding 

reinforcer magntiude . The unconnected points 

represent the basel i ne data . For each subject 

data were taken from the l ast th~ee baseline 

sessions and the three test sessions. 
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TABLE 1 

The interquartile ranges of the post-reinforcement pause 
durations as a function of the preceding reinforcer 
concentration. Data are from the last three baseline 
sessions and the three test sessions . 

POST- REINFORCEMENT PAUSE 
IN SECONDS 

ANIMAL CONCENTRATION BASELINE TEST 

12 0% 4.0 - 10 . 5 
20% 8 . 8 - 14 . 1 
40% 5 . 1 - 16 . 3 10.9 - 16.1 
60% 13 . 5 - 25.7 

13 0% 1 . 9 - 6.8 
20% 5 . 7 - 8 . 3 
lf0% 5 . 9 - 16 . 9 6. 7 - 11.0 
60% 13 . 1 - 22 . 3 

22 0% 2. 8 - 18.4 
20% 8 . 3 - 13.5 
40% 11.0 - 18 . 6 11.l - 14.0 
60% 15 . 2 - 20 . 6 



TABLE 2 

Mean duration of the post- reinforcement pause as a function 
of the ordinal position inc block Data are from the test 
sessions . 

ORDINAL POSITION 

CONCENTRATION ANIMAL 1 2 3 - 4 5 
:.=.::r::::r ==~-=--nm=r-_:a.-.in:~ 

12 9 . 7 8 . 6 5 . 9 6.9 1 2 . 3 
0% 13 6 . 0 5 . 7 2. 7 4 . 6 7 . 9 

22 11. 7 18 . 4 14 .1 15 . 7 6 . 8 

MEAN 9.1 10 . 9 7 . 6 8 , 5 9.0 

12 12 . 3 10 . 9 12 . 9 9 . 8 11 . 3 
20% 13 10 . 2 6.9 5 . 8 6 . 7 9 . 7 

2.2 1 2 . 2 10 .7 11 .1 11.1 11 . 7 

MEAN 11. 6 9 .5 9 . 9 8 . 3 10 . 9 

12 14 .4 13.2 13 .1 14.2 15. 4 
40% 13 9.8 8 . 9 10.0 8 . 2 12.0 

22 12.0 11. 3 12 . 5 12.1 14.4 

MEAN 12 . 1 11.1 11. 9 11. 5 13.9 

12 19 . 2 18 . 9 18 . 7 18 . 5 21.8 
60% 13 12 . 3 1 9 . 5 18 . 5 18 . 3 22.5 

22 16.0 16.9 18 . l 18.5 21. 4 

MEAN 15 . 8 1 8 . 5 18.4 18 .4 21 . 9 
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decreased slightly from 0% to 60% concentrations. 

Similar effects were observed for the overall rates of 

responding (right hand panel of Figure 1). 

Figures 2, 3 and 4 show the mean local rates of 

responding for the last three baseline and the three 

magnitude sessions for Subjects 12 , 13 and 22 

respectively . Generally, local response rate was a 

negatively accelerating function of the time that had 

elapsed since the ~st reinforcement. There are two 

features of the local response rates that merit particular 

attention. Firstly, at early times after reinforcement 

the relationship between reinforcer concentration and 

response rate tended to be inverse. As the local rates 

were calculated inclusive of the post - reinforcement 

pause, however, this finding is consistent with the positive 

relationship between post-reinforcement pause duration and 

reinforcer magnitude shown in Figure 1. Secondly, there 

was a lower local response rate after the 0% concentration 

for Subjects 12 and 22 . However, Subject 13 showed no 

systematic difference between the local rates following 

the different concentrations. This finding is consistent 
C 

with the running rate data reported in Figure 1. 

(note: the differences in the duration of the post 
reinforcement pause related to the concentration of 
the reinfor cer cannot be attributed to any difference 
in licking- time as observations by the present author 
and by Lowe, 1974, indicate that with any concentrat i on 
the time spent near the dipper rarely exceede d 3-sec). 



Figure 2. The rates of responding 

following the different reinforcer 

magnitudes a s functions of the time since 

reinforcement on an arithmetic VI 60-sec 

schedule for subject Pl2. Data are 

averages of the last three baseline 

sessions (B) and the three test sessions . 
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Figure 3, The rates of responding 

following the different reinforcer magnitudes 

as functions of the time since reinforcement 

on an aritt~etic VI 60 - sec schedule for 

subject Pl3 . Data are aver~ges of the last 

three baseline sessions CB) and the three 

test sessions . 
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Figure 4 , The rates of responding 

following the different reinforcer 

magnitudes as functions of the time since 

reinf orcement on an arithmetic VI 60-·sec 

schedule for subject P22 . Data are 

averages of t he last three baseline sessions 

CB) and the three test sessions . 



--------------

RAT P22 
100 

90 oB 
a O % 

w • 20 % 
0 40 % I-

80 a 6 0 % 
:=) 

z -
2 70 

0:: 
60 w 

0.. 

if) 
50 

w 
(J) 

z 40 
0 
0.. 
if) 
w 30 

0:: 

20 

10 

0 20 40 60 80 100 120 

llME SINCE REINFORCEMENT 

(SECONDS) 



- 106 -

EXP:CRIMENT 2 

THE OMI SSION O;F REINFORCEMENT 

As Staddon (1972n) has suggested , one way to 

investigate the t emporal controlling prioperties· of rein

forcement is by using the reinforcement omi ssion 

procedurie . I n this procedure; on some of the occasions 

when a reinfo:ricement is due , a ' neutral 1 stimulus is 

presented in lieu of the reinforicement . On a n FI 

schedule , for example , each interval ends in ei ther1 

reinforcement or non-reinf orcement with certain specifi ed 

probabilities (if reinforcement is omitted on a truly 

random basis , the probability of each interval ending 

in reinforcement would be p=O . S). Stadden (1970b ) has a l so 

argued that, 

"the effects of reinforcement omission in a 
given situation depend entirely upon the 
after- effects of reinforcement in that 
situation . The effects on subsequent 
r e sponding of a stimulus presente d in l ieu 
of reinforicement (i.e. , nonrewa.rd) will be 
of the same kind as the effects of reinforcement , 
but generally of a smaller magnitude. (Staddon , 

1970b ) p.230) " ~ · 

Taking again the exampl e of an FI schedule , several 

studies have shown that a ' neutral ' stimulus presented in 

l i eu of reinforcement can acquire inhibitory after-effects 

when , as with reinforcement , it is a predictor of non

reinforcement (Ke-llo , .1972 ; Staddo11 and Innis , 1966 ; 1969 ). 
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Generally , it has been found on FI schedules that, with 

this procedure, there is a higher response rate aft er 

non-reinforcement than after reinforcement; this has 

been reported with rats (Jensen a nd Fallon, 1973; 

Zimmerman, 1971), and pigeons (Kello, 1972; Zeiler , 

1972) . Howe~er , it has been shown that these differences 

in rate following non-reinforcement and reinforcement 

are primarily due to a shortening of the post omission 

pause in comparison to the duration o f the post 

reinforcement pause ( Kello, 1972; Staddon and I nnis, 

1966; 1969). Similar effects on the -pauses following 

reinforcement and non-reinforcement have been reported 

on schedules such as, e .g_., FR (Mc~1illan , 1971) , VR 

(Chapter 7) and . VI ( Thomas and Blackman, 1974 ). 

Thomas and 3lackman (1974) investigated the effects 

of omitting some of the scheduled reinforcements on an 

arithmetic VI schedul e . They exposed pigeons to a 

procedure where responding o n an arithmet i c VI 10- sec 

schedul e was r einfor ced according to an arithmetic 

VI 66 - sec schedule tthe schedule was a VI 66 - sec (VI 

10- sec) second- order schedule). This procedure r esulted 

in approximatel y 13%- of the VI 10- sec segments ending 

with reinforcement; al l the other VI segments were 

terminated by either no stimulus (phase 1) or by a change 

i n key light colour (phase 2) . The former phase was in 
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effect f-'or 13 se.ssions and the. · ia..tter ,for 37 sessions . 

;En all ins-tances, the.re wa..s a shorter pause ,following non,-. 

reinforcement than following reinforcement . H.owe.ver, when 

the reinforcement ' omission was signalled ~ the. post amiss i.on 

pause tended _ to be l onger tha·n ,1he·n the omission wa.s 

unsignalled . Also , the overall response rate over all 

the intervals , including those following reinforcement , 

was greater in the signalled omission phase than in the 

unsignalled phase. 

I n the pre.sent experiment the effects of ornitti!1g 

509Q of the schedul ed reinforcements on the behaviour 

produced by a simple arithmetic VI schedule were 

investigated ; the pauses , overjll rates, running rates , 

and local response rates following reinforce.ment and 

fo l lowing the omission stimuli_ were analysed se.parately,. 

METROD 

Subjects 

Three male hooded rats (12, 13 , and 221.: wt:th.. · 

experience on an arithmetic VI· schedule? ~erve.d a..& 

subjects , They were housed and maintained a.s bi~ore . 

Apparatu~ 

The apparatus , st.i_mul± , scheduling and re.c·opdi_ng 

equipment was the same as used in Experiment ·1 . ' l'he. tone. 
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stimulus (with a frequency of 1000 Hz) was produced by 

directing the output of a frequency generator through 

an amplifier, to a 6-inch 15 ohm speaker located on the 

lid of the experimental box. The intensity of the tone 

wa.s 8 5 db. The light stimulus was produced by 2 x 12 

Watt 24VD.C . bulbs located on the front panel of the 

experimental box. 

Procedure 

The subjects were placed on an arithmetic VI 60-sec 

schedule with each reinforcement accompanied by a 0.5-sec 

l~gh:t/tone stimulus. The concentration of the milk.. 

reinforcer was held at 40% throughout the experiment; all 

sessions were terminated after 61 reinforcements, (cf. 

Experiment 1) . The subjects were exposed to the schedule 

for a minimum of 25 sessions after ~hich the same stability 

criterion as used in Experiment 1 was in effect. When 

responding was stable (this was after 33, 34, and 36 

sessions -for the three subjects r e spectively}, the sub jects 

were exposed to a procedure whereby 50% of the scheduled 

reinforcements were randomly omitted, thus producing 

either reinforcement plus lightltone stimuli or light/tone 

stimuli alone at the end of each completed interval . The 

reinforcement omission procedure was in effect for three 

sessions after which the subjects were retur•ned to the 

arithmetic VI 60-sec schedule with 100% reinforcement. 
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RESULTS 

Figures 5, 6 and 7 show the mean durations of the 

pauses (upper panels) and the running rates (lower 

panels) following reinforcement and following the 

omission stimuli for· Subjects 12 , 13 and 22 respectively. 

The data are from the last five baseline sessions , the 

three reinforcement omission sess i ons and the first five 

return-to-baseline sessions . In all instances the duration 

of the pause following the omission stimuli was considerably 

less than the duration of the post-reinforcement pause. 

For Subject 12 the duration of post- reinforcement pause 

in the first two omission sessions decreased in comparison 

to the duration of the post-reinforcement pause in the 

baseline sessions . However , there was a subsequent i ncrease 

in the third omission session. The duration of the post

stimuli pause decreased slightly over the three omission 

sessi ons. A simil ar effect · on the duration of the post

reinforcement pauses was : obs erved for Subject 13, although 

the increase was not as great in the third emission session 

as for Subject 12; the duration of the post stimulus pause 

increased in the second omission session but decreased 

again in the third sess i on. For Subject 22 there was a 

decrease in ~ost-reinforcernent pause duration in the first 

omiss i on session , followed by an increase over the remaining 

ses sions; there was l ittle difference between the post 

stimuli pauses over the three sessions. For all the 



Figure 5 . The. upper pannel shows th..e. 

mean durations of the post~reinforcernent pause 

(filled circles) and the post omission sti:muli '

pause (filled squares ). The lower panel shows 

the running rates following reinforceme nt (fil led 

circles) and fol l owing the omission stimul±~

(filled squares) . The unconn~cted points reppesent 

the means of the baseline and return- to - baseline 

sessions . Data are from the last five baseline 

sessions (30 - 34) ±hi three reinforcement omission 

sessions (35-37) and the first five return-to~ 

baseline sessions (38 - 42) for Subject P l 2 . 
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Figure 6. The·upper panel shows the 

mean durations of the post-reinforcement pause 

(filled circles} and the post-omission stimuli 

pause (filled squares) . The lower panel shows 

the running rates following reinforcement 

( filled circles) and following the omission 

stimu~i (fil led squares) . The unconnected 

points represent the means of the baseline and 

return- to- baseline sessions. Dat a are from 

the last five baseline sessions (29 -331) the 

three reinforcement omission sessions (34-361 , 

and the first five return-to- baseline sessions 

(37-41) for Subject Pl3 . 
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-
Figure 7. The. upper panel show-s the mean 

durations of the post-reinforcement pause Cfilled 

circles) and the post omission stimuli pause. 

(filled square.sl. The lower pane..l sh.ows· th.e. 

running rates following reinforcement C£:i::lle.d 

ci_rcles) and following the omission stimuli:. 

(.fi lled squares) . The unconnected points 

represent th.e mea,ns of the baseline a,nd return-.. 

to-baseline sessions . Data are from the la,st five 

baseline sessi'ons (3 2-3 6 r·, the three· reinforcement 

omiss.ion sessions- (37 --391 a,nd the f irst fj,_ye_ 

;rieturn-to-baseline ses·s:tons (40-.44}. for Subj e.ct 

}?2 2. 
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subjects the mean post-reinforcement pause for the first 

five return- to- baseline sessions was lower tban the 

mean post-reinforcement pause over the last five baseline 

sessions . 

There was little consistent difference between the 

running rates following reinforcement and following the 

omiss i on stimuli; the running rate following reinforcement 

was lower than the rate following the omission stimuli 

on two of the omission sessions for Subject 12 . Th is 

was also the case for the three omi ssion sessions for 

Subject 13 (al though the magnitude of the difference was 

small on the second and third sessions ); for Subject 22 

the running rate following the omission stimuli was 

consistently lower than the rate following reinforcement . 

For Subject 12 there was cons iderable difference between 

the running rates on the baseline session and the return

to - baseline sessions , although there was little difference 

between the means of these sessions ; for Subject 1 3 there 

was little difference between the running rates on the 

baseline and return- to- baseline sessions; for Sub j ect 22 

there was a tendency for running r a te to decline in the 

return-to- baseline sessions compa~ed to the baseline 

sessions . ·It was also found that for Subj ect 22 , and to 

some extent for Subject 12 , the r unning rates after 

reinforcement and after the omission stimuli both decreased 

during the omission sessions . Table 3 shows the mean o verall 

rates for the baseline, omission and return- t o - baseline 



TABLE 3 

Mean overall rates of responding. Data are from the last 
five baseline sessions , the three reinf orcement omi ssion 
sessions and the first five r e t urn- to-baseline sessions . 

ANIMAL 

12 

13 

22 

BASELINE 

54 . 1 

20 . 2 

53 . 1 

OMISSION 

FOLLOWING : 

REINFORCEMENT STIMULI · 

53 . 0 

1 8 . 3 

44 . 3 

6 2 . 5 

22 . 8 

49 . 0 

RETURN- TO 
BASELINE 

56 . 0 

21. 8 

49 . 4 
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sessions. In all instances , during the reinforcement 

omission sess i ons , the overall rate was higher after 

the omission stimuli than after reinforcement . This ,;;,.ias 

due principally , as shown in Figures 5 , 6 and 7, to a 

reduction in the pausing following the omission stimuli 

compared to the post-reinforcement pause . 

Figures 8 , 9 and 10 show the mean local response 

rates following reinforcement and following the omission 

stimuli for the last three baseline sessions and the three 

reinforcement omissi on sessions . Response rate for Subjects 

12 and 13 was a negatively accelerating function of time 

since reinfcrcement (cf . Experiment l); for Subject 22 , 

however , this funct i on tended to be l i near . Local r esp o n se 

rate fol l owing the omission stimuli was , for Subjects 12 

and 13 , higher than the rate following reinforcement , during 

those inter - reinfo r cement intervals of up to approximately St 

seconds in duration or longer ( s ee Method , Experiment 1), 

i.e . , there was a higher response rate initial l y , in the 

int ~rv als following t~e omission stimuli than in the intervals 

following reinfor·cement . After this time t here was little 

difference in the l ocal rates following reinforcement and followi ng 

the omission stimul i . Although the local response rat es were 

calculated inclusive of the post- reinforcement and post - stimuli 

pa~ses , this cannot to any great extent account 

for the differences found between the l ocal r ates at t he 

earl y times in each interval . The same effect was observed 



Figure 8 , The rates of respondi~g as 

functions of the time since reinforcement 

on the baseline (filled circles) and the 

reinforcement omission sessions (filled 

squares), also , the rate of responding as 

a function of the time since the omission 

stimuli (filled triangles) for Subject 

Pl2 . Data are aver•ages of the last three 

baseline sessions and the three reinforcement 

omi ssion sessions . 
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Figure 9 , The ratei of responding 

as functions of the time since reinforcement 

in the baseline (filled circles) and the 

reinforcement omission sessions (filled 

squ ares)) a l so , the rate of responding 

as a function of the time since the omission 

stimul i (filled trianglesl for -Subject Pl3. 

Data are averages of t h e last three baseline 

sessions and the three reinforcement omission 

sessions . 
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Figure 10. The rates of responding as - . 

functions of the time since reinforcement in 

the baseline (filled circles) and the 

reinforcement omission sessions (filled squares) , 

also, the rate of responding as a function of 

the time since the omission stimuli (filled 

triangles) for Subject P22 . Data are averages 

of the last three baseline sessions and the 

three reinforcement omission sessions . 
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for Subject 22 , a l though the difference between the 

rates was very much smaller and disappeared relatively 

quickly . At longer post - reinforcement times for 

Subject 22 there was a higher local rate following 

reinforcement than following the omission stimuli . 

The local response rate data confirm the findings 

r~ported for running rates in Figures 5 , 6 and 7 , also 

they demonstrate that the local rate measure was more 

sensitive , in this case, to the effects of reinforcement 

omission than was the running rate measure . 

GENERAL DISCUSSION 

In Experiment 1 the duration of the post - reinforcement 

pause was found to be a positive function of the magnitude 

of reinforcement. This is in agreement with the findings 

of Campbell and Seiden (1974) who reported a positive 

re l ationship between volume of water , used as a reinforce~ , 

and the duration of the post- reinforcement pause on an 

ari thmetic VI schedule . Also , the present findings are 

in ~greement with those from studies which have manipulated 

the magnitude of reinforcement on other schedules; -~ ., 

FI ( J ensen and Fallon , 1973; Lowe , et al ., 1974; Stadden , 

1 9 70a) and PR (Lowe· ·et ·a 1., 19 74) . The present findings do 

not agree, however , wi th those of Goodri ch (1965 ), using 



two sucrose solutions (8% and 32% concentrations) 

presented in a Mult. VI VI schedule. He reported a 

shorter pause and a higher response rate following 

a 32% solution of sucrose reinforcement than following 

an 8% solution. He attributed these results to a 

possible ' contrast' effect, in as much as, varying the 

concentration of the reinforcer on one of the VI 

components of the multiple schedule may have had a 

similar effect to varying the rate. of reinforcement 

on a multiple schedule (e.g.,Reynolds, 1961). A similar 

effect was reported by Griffin and Cooper (1971) 

using a Hult . VI VI schedule; initially the same 

reinforcer concentrations, i . e., 32% sucrose solution , 

were in effect on both VI components. The concentration 

of the reinforce~ent was subsequently reduced in one of 

the VI components to 8%, and this was accompanied for 

two of the three rats employed in the study, by a 

decrease in the response rate in the component with the 

8% concentration, and a concomittant increase in the 

response rate in the unchanged componen~ above the previous 

baseline response rate . It would appear, therefore, that 

variations in the magnitude of reinforce ment in a 

Mult. VI VI schedule may, as suggested by Shettleworth 

and Nevin (1965), have similar effe cts to va riations in 

the rate of reinforcement. Also, it is possible that in 

the Goodrich (1965) study the shorte r post-re inforcement 
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pause following the 32% sucrose solution, compared to 

the 8% solution , may have been due to an interaction 

between the reinforcer concentr ations.and the stimuli 

associated with each of the VI schedule components (cf. 

Keesey and Kling , 1961) . 

Guttman (1954), Jenkins and Clayton (1948), Schrier 

(1965), Davenport et al . , ( 1966) and Campbell and Seiden 

(1974), all reported a positive relationship between 

overall response rate and the magnitude of reinforcement on 

arithmetic VI schedules . In the present experiment, however , 

there was considerable variation :in both the overall and 

running rates of responding as a function of reinforcer 

magnitude . One consistent feature, however, was a decline 

in response rate at the highest magnitude; this is similar 

to the results reported by Conrad and Sidman (1956) who 

found that response rate increased as a function of sucrose 

concentration , but then declined at the highest concentrations. 

A similar effect was reported for running rate on an FR 

schedule by Lowe et al., (1974). 

I t is not clear why there was this difference between 

·the findings of the present study and those of the other 

studies where the magni tude of reinforcement has been 

manipulated on an arithmetic VI schedule . One possibility 

is that the procedural differences in the manner in which 

the subjects were exposed to the difference reinforcer 

magnitudes may have contributed to the diversity in the results . 
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In Experiment 2 it was shown that when 50% of the 

scheduled reinforcements were omitted on an arithmetic 

VI schedule, there was a shorter pause after the stimuli 

presented in lieu of reinforcement than f o llowing 

r einforcement . This finding is in agreement with studies 

which have r eported a similar effect , consequent to 

reinforcement omission , on , for example , an arithmetic 

VI schedule (Thomas and Blackman, 197 4), an FI schedule 

(Kello , 1972; Stadden and Innis , 1966; 1969) and an FR 

schedule (McMillan, 1 971) . It was also found in the 

present experiment that although there was an elevation 

in the overall response rate following the omiss i on stimuli . 

however , this was primarily due to a reduction in the 

pause following the omission stimuli , and not to any 

systematic increase in the running rate . This, again, is in 

agreement with studies that have reported that when 

reinforcements are randomly omitted on , fo r example , an 

FI schedule , the principal effect is a reduction in the 

pause following the stimulus presented in lieu of 

reinforcement (Kello , 1972; Stadden and Innis , 1966; 

1969) . However, in the present study , wheri responding was 

considered not only i n terms of overall and running response 

rates , but a l so as a funct i on of the time since eit her 

reinforcement or the omiss i on stimul i in any one interval , 

there was an increase in l ocal response rate during the 

early parts of the intervals initiated by the omission 

stimuli , (although the local rates were calculated including 

the pauses after reiniorcement and the omission stimuli this 
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alone cannot account for either the magnitude of, or 

the persistence over time of the observed effect) . On 

a VI schedule , running rate as a measure of responding, 

while excluding the post-reinforcement pause , includes 

responses which occur at d ifferent times after 

reinforcement, and is , therefore, constituted from 

responses which occur at short post - reinforcement times 

and at long post- reinforcement times . Thus, changes 

which, as in the present experiment, occur principally 

in the early periods of an inter- reinforcement interval 

are obscured when only the running rate is considered . 

In su~~ary, the effects of reinforcement omission on 

an arithmetic VI schedule are (i) a reduction in the 

pause following the omission stimuli, and (ii) an 

elevation in the localresponse rate at early times in 

the intervals initiated by the omission stimuli . 

These findings are consistent with Staddon's (1970b) 

theoretical interpretation of the reinforcement omission 

effect , i. e ., in terms of the generalization of .t he 

inhibitory after-effects of reinforcement (outlined in 

Chapter 2). However, the present data are also consistent 

with a ' frustration ' explanation of the omission effect. 

Amsel (1958) define d frustration as, ~-. . _.an t_nc;r;ea,~e ;ln 
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the vigour of responding which immediately fo l lows 

frustrating events • Cp . 1031 , a ' frustrating ' event being 

tthe absence of or delay of , a reward event in a 

situation where i t ' has been present previously (p .102}t . 

The data from the present study does not provide a 

basis for any decision as to the validity• of e ither 

explanation . 

One feature of the data from both the present 

experiments is that , despite inter- s ubject variab i l ity , 

for al l subjects , the local. response rate was a negatively 

accelerated function of the t i me since r e inforcement . 

Similar functions have been reported by Catania and 

Reynolds C.1968) f or pigeons responding on various values 

of an arithmetic VI schedule , and it suggests that the 

local r esponse rate on such a VI ··schedule tends to match 

the changes in the probabil ity of reinforcement over t i me . 

In summary , the findi~gs reported in the present 

Chapter are 6onsistent with the not ion, o~tlined in the 

introduction , that the reinforcing s timuli on an arithmetic 

VI schedule may a cquire inhibito~y after-effects , and that 

these after- effects are enhanced whe n the m~gnitude of the 

reinforcemen t is increased and are reduced when the 

r e inforceme nt i s omitted . 
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C H A P T E R 5 

CONSTANT PRO BABILITY VI SCHEDULES OF REINFORCEMENT 

In Chapter 4 it was suggested that on an 

arithmetic VI schedul e t he reinforcing stimulus 

has ~ inhibitory after- effects . Al so, it was 

suggested that this was because the occurrence of a 

reinforcer on a n arithmetic VI schedule is followed . 

by a period of time duri ng which there is a low 

probability of the ne xt r e inforcement occurring 

( this probabioity gradually increases as does the time 

since the l ast r einforcement). In other words , the 

reinforcer becomes a s ignal for a peri od of low 
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reinforcement probability. In the present Chapter the 

after-effects of the reinforcement were investigated 

on a VI schedule where, rather than the reinforcer . 

signalling a period of low reinforcement probability , 

the probability of reinforcement remains constant 

irrespective of the . time that has elapsed since the 

preceeding reinforcement. A VI schedule which generates 

such a sequence of reinforcement probabilities is a 

constant probability VI (Cantania and Reynolds, 19~8; 

Fleshler and Hoffman, 1962 ) . 

On a constant probability VI schedule there is 

approximately a constant probability of reinforcement 

occurring at almost all possible post-reinforcement times 

(although there must be, in the ex post facto sense, a 

longest inter-reinforcement interval where the probability 

of reinforcement occurring must reach a value of p =l . O) . 

A constant probability VI schedule, therefore, is on_e 

where there is a minimal correl ation between probability 

of reinforcement and the time since the last reinforcement , 

thus ensuring that time since reinforcement cannot acquire 

discriminativ~ control over responding through its 

relations hips to the availability of subsequent reinforcement . 

It is possible that such a condition may be a prerequisite 

for a local rate of responding that is constant in relation 

to increasing post- reinforcement time . 
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There are two methods of desig~ing constant 

probability VI schedules. In one method the separation 

in time of successive opportunities for reinforcement is 

held constant while the relative frequenci e s of different 

intervals are varied; such s·chedules are usually t ermed 

random- interval (RI) schedules , ·e·. g . , Farmer ( 19 6 8 ) , 

Millenson (1963). In the other method the relative 

frequencies of different intervals are he l d constant while 

the separation in time of successive opportunities for 

rei nforcement is varied ; such a method is exemplified in 

the formulae of Flesh l er and Hoffman (1962) and eatania 

and Reynolds (1968). In ~he present experiment the latter 

method was adopted . 

Catania and Reynolds (1968) exposed pigeons to 

various values of a constant probability VI schedule; 

they found that after reinforcement ther e was a low 

response rate , initially , followed by an approximately 

constant response rate (local response rate) for 

the remainder of the inter- reinforcement interval (cf . 

an arithmetic VI where response rate is a negatively 

accelerating function of time since reinforcement). 

Similar effects have been reported by Farmer (1963) 

and Mil l enson (1963) using pigeons exposed to vari ous 

values of an RI schedule. 
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There is also evidence to suggest that on an RI 

schedule the duration of the post- reinforcement pause 

is related to the mean inter- reinforcement interval 

(cf . FI sch edules) . Lachter (1970) using an RI 

schedule in which p (probability of reinforcement) was 

held constant and T . (time between opportunities for 

reinforcement) varied from Oto 24-sec found that the 

duration of the post-reinforcement pause was a 

monotoni cally increasing function of the mean inter

reinforcement interval c!). A similar effect has 
p 

been reported when t he T value was held constant at 

30- sec and the p value varied (Martin , 1971) . This 

relationship between post - reinforcement pause durations 

and mean inter- reinforcement interval has a l so been 

reported by Farmer (1963) using a range of different 

T and p values . 

It thus appears that on RI schedules , to the extent 

that the reinforcing_ stimulus initiates a certain period 

of non- reinforcement , a pause occurs after reinforcement . 

For example , on an RI schedule , when T = 10- sec the 

occurrence of reinforcement sets the occasion for a period 

of non-reinforcement of at l east 10- sec; if Tis 

increased, then the period of predicted non- reinforcement 
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is also increased , which in turn is reflected in longer 

post - reinforcement pauses . If T i s held constant at 

_10- sec, and p decreased , then, following reinforcement 

the probability of a period of non- reinforcement occurring 

longer th&n 10 - sec is increased. Again , this would appear 

to be reflected in a related increase in the duration of 

the post-reinforcement pause . 

The experiments reported in the present Chapter 

investigated the after- effects of the reinforcing stim~lus 

on a constant probability VI schedule . The sequence of 

inter- reinforcement intervals used was generated from the 

formula given by Catania and Reynolds (1968) , this being 

a modification of Fleshler and Hoffman's (1962) formula . 

In the present study the schedule had a mean inter

r e inforcement time of 60-sec . 

In Experiment 3 the magnitude of reinforcement was 

manipulated, and in Experiment 4 50% of the scheduled 

reinforcements were omitted . The effects of these 

manipulations were considered in relation to the pauses, 

overall rates , running rates , and local respoEse rates 

generated by this schedule. 



- 124 -

EXPERIMENT 3 

MANIPULATION OF THE MAGNITUDE OF REINFORCEMENT 

METHOD 

Sub j ects 

Three male hooded . rats (14, 15 and 16) served as 

subjects . They were housed individually and had ad Tib . 

access to water in the home cages . They were maintained 

at approximately 80% of their free - feeding weights 

throughout the experiment . 

Appa ratus 

The basic apparatus was described i n Chapter 3 . In 

addition to this , in the present experiment the constant 

probability VI was scheduled using a continuously driven 

l oop of punched tape. The punched holes in ±he tape 

provided a series of interval s , derived from the formula 

given by Catania and Reynolds (19 68 ), which occurred 

in the.sequence : 36 . 0 , 52.1 , 17.9, 139.1, 1 2 .9, 109.l 

43.0, 23 .4, 4.0, 62.1, 199.1, 74.1 , 29.4, 89 . l , 8 . 3 (seconds) 

with a mean of 60.0-sec . 
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Procedure 

Training 

The subjects were first l ever trained , after whi ch 

they were immediatel y placed on the constant probability 

VI 60 - sec schedule . Throughout the training phase 

the reinforcer was a 40% solution of Nest l ~s condensed 

milk in water. The sub j ects were run dai ly until the 

mean daily r esponse rate over 5 successive sess i ons did 

not diffe r by more t han ~ 10% of the mean of the 5 

sess i ons . For Subj e ct 14 this was 66 sessions; for 

~ubject 15 it was aft er 68 sessions , and for Subject 1 6 

after 65 sessions . The fir st response in each session 

was reinforced and the VI sch edul e then operated , 

beginning at a different place i n the series of intervals 

in successive sessions . Sessions ended after each 

interval in t he seri es had occurred f our times ( 61 

reinforcements) . The duration of each session was, 

therefore, approximately one hour . 

Testi!}g 

Th e same schedule was in effect a s during the 

training phase. Four d iffe rent reinforcer concentrations 

0% (water), 20% , 40% and 60% were presented in blocks of 

5 reinforcements . The order of the blocks was random , 

with the constraint that , i n each session , each block 

occurred three times . Three test sessions were conducted 

each consisting of ·60 reinforcements . Afte r this the 

iubjec t s were returned to the baseline conditions . 
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RESULTS 

Figure 11 (left hand panel) shows the median 

duration of the post- reinforcement pause as a function 

of the preceding reinforcer concentration ( see Table 4 

for the interquartile ranges) . In all instances the 

duration of the post~reinforcement pause was pos itively 

related to .the r einfor cer magnitude , however , this 

effect was relatively small . The range of the difference 

between the pause following the 0% concentration and 

that following the 60% concentration ~as 2 . 5-sec for 

Subject 14 ; for Sub j ect 15 this difference was 2 . 0 - sec; 

and Subject 16 it was 2 . 0 - sec. Tabl e 5 shows the mean 

duration of the post- reinforcement pause as a function of 

position in a test block , for the d ifferent concentrations . 

Immediately subsequent to the presentation of a new 

reinforcer concentration the duration of the pos t 

reinforcement pause changed appropriately , however , at the 

final presentation within a block of any one re inforcer 

concentrati ons the d i fferences between the post-reinforcement 

pauses followi ng the 20% , 40% and 60% concentrations had 

decreased . 

The centre panel of Figure 11 shows the mean running 

rates for all the subjects as a function of reinforcer 

concentration . For Subject 1 4 running rate was a n 

increasing function of reinforcer concentration ; for 

Subject 15 rate increased at all concentrations reaching a 



Figure 11. The ·median post-reinforcement 

pause (left panel) , the mean running rate 

(centre panel) , and the mean ove rall rate 

(right panel) as functions of the preceding 

reinforcer magnitude. The unconnected points 

represent the baseline data . For each subject 

data were taken from the last three baseline 

sessions and the three test sessions . 
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TABLE 4 

The· interquartile ranges of the post-reinf or cement pause 
durations as a function of the preceeding reinforcer 
c o ncentration . Data are from the las t three baseline sessions 
and the three t est sessions . 

POST-REINFORCEMENT PAUSE IN SECONDS 

ANIMAL CONCENTRATION BASELINE TEST 

14 0% 2.5 4 . 4 
20% 3 . 7 - 4.9 
40% 3 , 5 - 4 . 8 4 .0 - 5. 2 
60% 5 . 2 - 7 . 3 

15 0% 0,9 3. 9 
20% 3 . 3 - 4.5 
40% 4 , 0 - 4.8 3 .5 - 4,7 
60% 4,3 - 5 . 9 

16 0% 2 , 3 - 4 . 2 
20% 3 .4 - 4.7 
40% 3 . 5 - 4.7 3 , 4 - 4.8 
60% 4 , 2 - 5 . 8 



TABLE 5 

Mean duration of the post-reinforcement pause as a function 
of the ordinal position in a block. Data are from the three 
test sessions . 

ORDINAL POSITION 

CONCENTRATION ANIMAL 1 2 3 4 5 

14 4.4 3. 7 3.1 3. 9 3. '-l 
0% 15 3.5 3 . 8 3 . 1 2. 3 2.4 

16 4.4 3. 5 3.4 3.1 2.7 

MEAN 4.1 3 . 7 3.2 3.1 2. 8 

14 4.7 4 . 7 4.2 4.3 4 . 0 
20% 15 If , 9 3. 8 3. 9 3.5 3. 9 

16 4,6 4.3 3. 8 3 . 8 4,4 

MEAN 4.7 4 . 3 4.0 3. 9 4.1 

14 5. 2 4.6 4 . 9 4.5 4.2 
40% 15 4.7 4.7 1+. l 4 . 0 4.1 

16 4,8 4.4 4.0 4.7 3. 8 

MEAN 4.9 4 . 6 4 . 3 4.4 4.0 

14 7. 9 7.2 6,6 7.1 6.1 
60% 15 7.0 6.1 5.1 5 .0 4.1 

16 6. 8 5 . 3 5.2 5 . 2 · 4. 5 

MEAN 7 . 2 6. 2 5.6 5.8 4.9 
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maximum at the 40% concentration and then declined 

s lightly at the highest magnitude; for Subject 16 

rate decreased from the 0% to the 20% concentrations 

a nd then increased at both the 40% and 60% 

concentrations . The functions relating over a ll 

res ponse rate (right h an d panel, figure 11) t o reinforcer 

concentration were similar in every respect to those 

observed for running r a te , with the exception of 

Subject 14. In the case of Subject 14 t here was a 

decline in the overall r ate from the 40% to 60% 

conce ntra tions , whereas running rate i ncreased at this 

point. 

Figures 12, 13 and 14 show the mean loca l response 

rates following the different reinforcement concentrations 

for the last t hree baseline sessions and t he three test 

sessions . Gener a lly, local response r a t e did not change 

sys t e matically as a function of time since reinforcement 

(cf . Experiment 1 , where response r ate was a negatively 

accelerate d functi on of t i me s ince reinforcement } . For 

Subj ect 14 , although there was considerable var iation 

· in t he l ocal rate over time since reinforcement , t h e re 

was little systemat~c di f ference between t h e local rates 

following t h e diffe rent concentrations , however , i n all 

i n stances , response rate d ecline d at the l onger post

reinforcement times . Similar eff ect s we re observed for 



Figure 12 . Th.e. rates of responding 

following the different reinforcer magnitudes 

as functions of the time since reinforcement 

on a constant probability VI 60-sec schedule 

for Subject Pl4 . Data are averages of the 

last three baseline sessions (B) and the three 

test sessions . 
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Figure 13. The rates of(responding 

following the different reinforcer magnitudes 

as functions of the time since reinforcement 

on a constant probability VI 60-sec schedule 

for Subject Pl5. Data are averages of the last 

three baseline sessions (B) and the three test 

sessions. 
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Figure 14. The rates of responding 

following the different reinforcer magnitudes 

as functions of the time iince reinforcement 

on a constant probability VI 60 - sec schedule 

for Subject Pl6 . Data are averages of the last 

three baseline sessions (B) and the three 

test sessions . 
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Subjects 15 and 16 with the exception that, for Subject 16 

there was a very· mar~ed increase in the response rate 

following the 40% concentration at the longer post

reinto~cement times. For all the subjects there was a 

lower rate of responding in the early periods after the 

60% concentration reinforcers, followed by a steep 

increase in rate. 

EXPERIMENT 4 

THE OMISSION OF REINFORCEMENT 

In this experiment the .. effects of omitting 50% 

of the scheduled reinforcements on a constant probability 

VI 6O-sec schedule were investigated. 

McMillan (1971) exposed pigeons to a constant 

probability VI 6O-sec schedule (derived from the formula 

given by Catania and Reynolds, .1968). When 50% of 

the scheduled reinforcements were randomly, omitted and 

replaced by a 4-sec T0 - of the same duration as 

reinforcement - the duration of the paus e following the 

omission stimulus was greater than the duration of the 



( 
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post-reinforcement pause. For one of the pigeons the 

pause following the omission stimulus was approximately 

3- sec compared to a post - reinforeement pause of less 

than 1 - sec, and for the other pigeon the post omission 

pause was approximately 2- sec and the post - reinforcement 

pause again was less than 1 - sec. 

These results are contradictory to the effects of 

reinforcement omission observed on other schedules. 

General ly , on other schedules , the duration of the pause 

following the omission stimulus is less than the duration 

of the post - reinforcement pause , i . e . , t he converse · l 
of McMi llan·' s findings . This has been reliablj reported 

on , for example, FI schedules (Kello, 1972; Stadden and 

Innis, 1966; 1969) , FR schedules (McMillan, 1971) , 

VR schedules (Chapter 7), and arithmetic VI schedules 

(Thomas and Blackman, 1974; Chapter 4). 

Revusky (cited in Stadden, 1970b) and also Stadden 

(1970b) have found that on a VI schedule which generated 

a constant response rate over time reinforcement omission 

had virtually no effect upon res p onding . 

Stadde n (1974) has argue d that the results of 

McMilla n's (1971) experiment, i.e., a longer pause after 

the omiss ion stimulus than following reinfor c eme nt , 
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provides strong evidence against any account of the 

reinforcement omission effect in terms of the frustrative 

effects of non-reward. However, it is not clear from the 

studies of McMillan (1971), and of Staddon (1970b) what 

effect the omission· of reinforcement had on the response 

rates following reinforcement and following the omission 

stimuli. Also in McMillan's (1971) experiment the 

reinforcement cycle consisted of a 3.5-sec hopper 

presentation followed by a 0.5-sec TO, and it is possible 

that this may have contributed to the very short post

reinforcement pause durations (less than 1-sec) that 

were observed. I In comparison, Martin (1971) reported post

reinforcement pause durations 0f approximately 9-sec with 

pigeons exposed to a random interval schedule with a 

similar mean inter-reinforcement interval, i.e., 60 - sec . 

The present experiment ' was designed to overcome such 

procedural difficulties and also to provide a fuller 

analysis of the effects of reinforcement omission on the 

behaviour produced by a constant probability VI schedule. 
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METHOD 

Sub jects 

Rats 14, 15 and 16 served as subjects. They had 

previous experience on a constant probability VI 60 - sec 

schedule . They were housed and maintained as before. 

Apparatus 

The experimental box, scheduling and recording 

equipment was the same as used in Experiment 3. The t one 

stimulus (with a frequency of 1000 Hz) was produced by 

directing the output of a frequency generator through 
I 

an amplifier, to a 6-inch 15 ohm speaker located on the 

lid of the experimental box. The intensity of this tone 

was 85 db. The light stimulus was produced by 2 x 1 2 Watt 

24V DC bulbs located on the front panel of the experimental 

box. 

Procedure 

The subjects were exposed to the same constant 

probability VI schedule as in Experiment 3 , with the 

addition that each reinforcement was accompanied by a 

0.5 sec tone+ light stimulus. Sessions were conducted 
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as in Experiment 3, with the concentration of the reinforcer 

kept at 40% throughout the experiment. A minimum of 25 

daily sessions were conducted, and the subjects were 

judged to be stable when , after the 25th session , the mean 

response rate for any one of 5 consecutive sessions 

did not differ by more than+ 10% of the mean response 

rate of the 5 sessions . Once the behaviour was stable 

(for Subjects 14 , 15 and 1·6 the number of sessions were 

34, 42 , and 37 respectively), the subjects were exposed 

to a procedure where 50% of the scheduled reinforcements 

were omitted in a random manner; each interval therefore, 

ended i n either reinforcement+ stimuli or stimuli alotje. 

This procedure was in effect for three sessions after 

which the subjects were returned to a condition with a 

100% reinforcement on the VI schedule . 

RESULTS 

Figures 15, 1 6 and 17 (upper panels) show for Subjects 

14 , 15 and 16 respectively; the mean duration of the 

post- reinforcement pause and of the post- omission stimuli 

pause for the last five bas e line sessions, the three 

reinforcement omission sessions , and the first five return

to-bas eline sessions . In all instances there was a small 
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Figure 15 The upper panel shows the 

mean durations of the post - reinforcement pause 

(filled ci~cles) and the post omission stimuli 

pause (filled squares) . Tr~ l ower panel shows 

the running rates followink reinforcement 

(filled circles) and following the omission 

stimuli (filled squares). The unconnected 

points represent the means of the baseline 

and return- to- baseline sessions . Data are 

from the last five baseline sessions (31 - 35) , 

the t hree reinforcement ommission sessions 

(3 6- 38) and the first five return-to - baseline 

sess i ons (39 -4 3) for Subject Pl4. 
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,;P~gu;r:,e 16., . 'rl:t..e ·uppe;i:> panel sh.ows -~he. .mea,n 

durations of the ·post--refnforcemerit pa,use C~tll,ed 

ci:;r:,clesl and the ·pos~ omission stimuli pa,use 

(ftlled sq_uare.s-L Th.e lower panel, shows the 

Tunning rates· fol,low-±ng reinforcement c.ri11ed 

crrcles 1 and follow-rng the omtss-;lon s-ti:rquJ.,i. 

Cfilled sq_uares L Th.e unconnec'ted po~nts 

represent the ·means of the base.line. and return-:

to - baseli:ne . sessroris . Data are. from the. la,st 
. . 

five basel ine sessions- (38 - 421~ th.e three. re~ntorceme.nt 

omission sessions C43-.1l51 and the first f;tve return

to- baseline sessions (46....:.sol. for Subje.ct )?15. 
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Figure 17. The upper panel shows the mean 

durations of the post-reinforcement pause (filled 

circles) and the post omission stimuli pause 

(filled squares). The lower panel shows the running 

rates following reinforcement (filled circles) and 

following the omission stimuli (filled squares) . 

The unconnected points represent the means of the 

baseline and return- to - baseline sessions. Data 

are from the last five baseline ses sions (33-37) , 

the three reinforcement omission sess ionsC38-40l 

and the f i rst five return- to - baseline sessions (41- 45) 

for Subject Pl6 . . 
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but systematic reduction in the pause following the 

omission stimuli compared to the duration o f the post

reinforcement pause. The duration of the post

reinforcement pause in the baseline, omission and return

to-baseline sessions for Subjects 14 and 15 did not 

show any systematic variation; for Subject 16 there was 

a slight increase in post-reinforcement pause duration in 

the omission sessions relative to the baseline sessions. 

However, this was not sustained in the return-to-baseline 

sessions. 

Running rate .<lower panels of Figures 15, 16 and 17) 

was, generally, lower following the omi ssion stimuli than 

fo llowin g reinforcement ; for Subject 15 rate f ollowing 

the omission stimuli was lower than rate following 

reinforcement, with the exception of the first omiss i on 

session; and for Subject 16 rate was lower following the 

omission stimuli in the first two omission sessions . In 

all instances the running rates f ollowing the omission 

stimuli and following reinforcement were bo th lower 

compared to the running rate in the baseline s essions 

and , with the exception of Subject 14, decreased further 

in the r eturn-to-baseline sessions . In the case of 

Subject 14 there was little difference between the running 

rate in the baseline and return-to-baseline sess ions. 

Similar effects were observed for the overall response 

rates in the baseline, omission , and return-to-baseline 

sessions (Table 6) . -



TABLE 6 

Mean overall rates of responding. Data are from the last 
five baseline sessions , the three reinforcement omission 
sessions and the first five return-to-baseline sessions. 

ANIMAL 

14 

15 

16 

BASELINE 

53.9 

49.6 

43.9 

OMISSION 

FOLLOWING: 

REINFORCEMENT STIMULI 

36.7 

35.9 

31. 2 

32.7 

35.0 

29. 8 

RETURN-TO
BASELINE 

54.0 

4 3 . 6. l 
31. 6 
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Figures 18, 19 and 20 show the mean local response 

rates for the last three baseline sessions and the 

three reinforcement omission sessions for Subjects 14, 

15 and 16 respectively. In the baseline sessions 

response rate was not systematically related to the time 

elapsed since reinforcement, •i.e., response rate was more 

or less constant at varying times since reinforcement. The 

pos t-reinforcement pauses, although included in the 

calculation of the local rates, were of very· short duration 

and, consequently, made little contribution to ·.the local 

rate functions described . 

In the omission sessions the l ocal response rates 

following the omission stimuli and followi ng reinforcement 

were bot h lower than the response rates in the baseline 

sessions , ·(cf. the running rate data shown in' ·Figures 

15, 16 and 1-7). There was cons iderable variation in t he 

local response rates both following reinforcement and 

following the omission stimuli durin.g the latter periods 

of the longer inter-reinforcement intervals. However, 

one consistent f e ature was that, in a ll instances, there 

were lower l ocal rates of responding during the early 

periods of those intervals init~ated by the omission 

stimuli, than during the comparable periods of those 

.intervals following reinforcement. The l ocal rate functions 



Figure 18 . The rates of respondi?g as 

functions of the time since reinforcement in 

the baseline • (filled circles ) and the 

reinforcement omission sessions (fi lled squares} , 

a l so , the rate of responding as a function of the 

time since the omission stimuli (.filled tria?gles) 

for Subject Pl4. Data are averages of the last 

three baseline sessions and the three reinforcement 

omission sessions. 
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as functions or the time since Teinforcement 

in the baseline Cfilled circlesl and th.e. · 

reinforcement omissi;on s·es·sions Cfi-lled s<¼ua,res L
1 

also, the rate of respondlng as a function off 

the time since the omiss~on stimuli Cftlled 

triangles} for Subject PlS. Data are a:veriage.s, 

of the last three baseline sessions and the 

three reinforcement om.:i:ssi-on sess-i;ons . 
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Figure 20 . The rates of r~,ponding as 

functions of the time since r e inforcement in 

the baseline (filled circles) and the 

reinforcement omissions sess i ons (filled squares) , 

also , the rat e of responding as a function of 

the time since the omission stimuli (filled 

triangles) for Subject Pl6 . Data are averages 

of the last three baseline sessions and the three 

reinforcement omission sessions . 
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describe more precisely t~e running data shown in 

Fignres 15, 16 and 17. 

GENERAL DISCUSSION 

On a constant probability VI schedule the 

distribution of inter-reinforcement intervals arranges 

so that there is a minimal correlation between time 

since reinforcement and the availability of _subsequent 

reinforcement, i.e., probability of reinforcement is 

an approximately constant function of the time elapsed 

since reinforcement. Catania and Reynolds (1968) found 

that response rate, as a function of time elapses since 

reinforcement, tended to match the variations in the 

probability of reinforcement at different post-reinforcement 

times on a number of different VI schedules, for example, 

arithmetic, geometric, and linear VI schedules . On a 

constant probability VI they found that response rate 

was approximately constant in relation to time since 

neinforcement, with little systematic deviation from this 

function. Similar effects were found in . the present 

experiments with rats exposed to a constant probability VI 

schedule, also, it was found that the duration of the 

post-reinforcement pause produced by the sahedule was 

relatively short, i.e., approximately 4-sec; considerably 

less than the pause produced by an arithmetic VI schedule 
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with. a comparable mean intep-peinforcement interval 

(cf . Experiments 1 and 2) . This difference observed 

in the duration of the post-reinforcement pauses 

rais es the question .as to what are the determinants of 

pause duration on VI schedules. 

In the present instance, both the arithmetic and 

the constant probability VI schedul es had the same mean 

inter- reinforcement interval, i . e. , 60-sec ; y·et the 

duration of the post-reinforcement pause produced by the 

former schedule , i.e., approximately 10-15 sec , was longer 

than the pause produc~d by the latter, i . e. , approximately 

4-sec . The schedules did differ, however , in terms of the 

values of the
0 

various inter- reinforcement intervals around 

the mean value . For example , on f ~e arithmetic VI schedules 

the maximum interval value was 120-sec while on the 

c onstant probability VI schedule it was 190-sec. Nonethele ss , 

the pause was shorter on the latter s chedule than on the 

arithme tic VI s chedule. Another difference b e tween the 

two VI s chedules was in t e rms of the r e lative probabilitie s 

of reinforcement at different times following a r e inforceme nt . 

That i s , the probability at any one post - reinforcement time 

r e lative to the probability at any o ther time , On the arithmetic 

VI schedule there was a low probability at short post 

reinforcement times compared to the longer pos t - r e inforceme~t 

times . On the other hand, on·· the constant probability VI 

sche dule the probability of reinforcement remained constant 
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at almost all post-reinforcement times. It is possible, 

therefore, that the longer pause observed on the 

arithmetic VI schedule resulted from the fact that the 

occurrence of a reinforcer predicted a period of 

relatively low reinforcement probability (cf. FI schedules). 

On the constant probability VI schedule, however, this was 

not the case. 

In any attempt to account for the observed duration 

of the post-reinforcement pause on VI schedules another 

factor must also be taken into acco unt, that is, the 

absolute probability of reinforcement. This is determined 

by the mean value of the interval, for example, at any 

particular post-reinforcement time on a specified VI 

schedule, the probability of reinforcement occurring at 

that time will vary according to the value of the mean 

inter-reinforcement interval. However, as any variation 

in the mean interval value will a ls o affect the probability 

of reinforcement at all other post-reinforcement times, 

to the same degree, the relative probabilities of 

r einforcement at the different times will r emain the same . 

Staddon (1972a) has argued that on most schedules of 

reinforcement the reinforcing stimulus is a temporal 

predictor of a period of non-reinforcement and, consequently, 

it acquires conditioned inhibitory after-effects. In Chapter 
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2 it was argued that such an analysis could be applied 

to fI and FR schedule behaviour. Similarly, it was 

suggested that if the reinforcer acquires conditioned 

inhibitory- after-effects on a schedule of reinforcement, 

these are enhance d when the magnitude of the reinforcement 

is increased. This has been demonstrated on , for 

example, FI schedules (Jensen and Fallon, 1973; Lowe 

et ·al. , 19 7 4; Stadden, 19-70a) , and FR schedules 

CLowe _et al., 1974). Also the experiments reported in 

Chapter 4 show that this is also the case on an arithmetic 

VI schedule. 

The reinforcing stimulus ought not to acquire 

inhibitory after-effects according to Staddon's hypothes is, 

when, on a schedule of reinforcement, . the occurrence of a 

reinforcer does not signal any change in the probability 

of the next reinforc ement occurring. The constant 

probab ility VI schedule us e d in the present experiments 

meets these requirements. Howeve r, in Experiment 3 it was 

found,contr a ry to the prediction of Staddonts hypothesis, 

that the duration of the post-reinforcement pause was a 

positive function of the ma~nitude of the reinforcement . 

It is worth noting , however, that the differences observed 

i n the duration of the post-reinforcement pauses following 

the different reinforcer m~gnitudes were relatively small, 

and may have been due to differences in eating t i me owing 

to the changes in the consistency of the milk solution 



- 139 -

used as the reinforcer, Nonetheless, th.e functton 

relating post~reinforcement pa,use duration to re~n~opcep 

magntidue was consistent , IJoth. within and between su:O.j ect~. 

The overall response rates and the running pate~ in 

the present experiment tended to ±ncrea,se with ±ncpea,se.s 
. . 

in the magnitude of reinforcement, although t~s e;f;f;ect 

was not consistently observed for all of the subjects . 

Similar effects were reported by Lowe· ·et ·al., (19.741, when 

the magnitude of reinforcement was manipulated on a,n ~R 

schedule and a Tan:d. PRl FT schedule. 

In Experiment 4 ±twas· found th.at when 50% of tfte 

scheduled reinforcements were omitted on a constant 

probability VI schedule , and tneutralt stimuli presented 

in lieu of reinforcement, the duration of the. pause 

followi!1g the omission stimuli. was shorter than th.e. dura.tion 

of th.e post-reinforcement pause. Simila,r effects have been 

reported using this procedure, on , for example , ~i 

schedules O<ello, 1972; Staddon and Innis, 19.6'6.~ 19691, 

FR schedules ('McMillan, 19711, arithmetic vr:. schedules 

(Thomas and Blackman, 1974; Chapter 41, and YR schedule.s 

(.Chapter 7}. The pres ent findings, however, are. contrar¥' 

to those of McMillan (19711. He f ound that when SO~ of 

the scheduled reinforcements were Qnitted on a constant 
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probability VI schedule, the duration of the post omission 

stimulus pause was greater than the duration of the post

reinforcement pause, i. e ., the opposite of the present 

findings. It is not clear why these differences exist 

between McMillan's results and those of the present 

experiment . In both instances, the sequence of inter

reinforcement intervals was derived from the same formula, 

(Catania and Reynolds, 1968) and had the same mean inter

reinforcement interval . The studies do differ, however , 

on a number of procedural details , and these may account , 

at least in part, for the conflicting findings . For 

example , in McMillan's (1971) experiment pigeons were us ed 

as subjects and the reinforcement consisted of 3 .5-sec 

access to grain followed by a 0.5- sec TO. The stimulus 

presented in lie u of reinforcement was a 4.0- sec TO . 

I n the present ; study on the o ther hand, rats served as 

subjects and the reinf orcement was a measured quantity 

of a milk solution. A 0.5 sec tone + light stimulus 

accompanied each reinforcement and was also the stimulus 

presented in lieu of reinforcement . 

Explanations of the reinforcement omission effect 

have r esolved ·around two theoretical approaches; firstly, 

that the enhancement of responding following the omission 

of an expected reward is . attributable to increased 

response vigour elicited by non-reward,~-, frustration 
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theory (Ams e l, 1938; 1962; Amsel and Roussel, 1952). 

Secondly , it has been suggested that this response 

enhancement is due t o the absence of the inhibiting 

effects which accompany reinforcement (Stadden, 1970b ; 

1972b). 

In the case of frustration theory the requirement 

for the elicitation of unconditioned frustrat ion by non

reward is that the sti mulus conditions prevailing at 

the time of non- reward must be discriminate d by the subject 

from those that n6rmally accompany reinforcement. 

It is possible that omissfon of reinforcement on a 

constant probability VI schedule mi ght not be discriminated 

sufficiently to result _ i n frustration . However , if this 

were the case , frustration theory would suggest that 

reinforcement omission would have n o effect o~ response 

strength . However , McMillan ' s (1971) finding of a longer 

pause following the omission stimul i than following 

r einforcement cannot be accounted f or by frustration 

theory. Similarly , the present finding of a lower response 

rate in the early periods of those intervals initiated by 

the omission stimuli , compared to those intervals 

initiated by r e inforcement, presents further difficulties 

for frustration theory , i.e . , a form of '·negative ' 

frustration . (Although the local response rates following 

reinforcement and following the omission stimuli both 

decreased during the reinforcement omission sessions , 

compared t o the baseline sessions , there was a greater 
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decline in the rate in the early periods following the 

omission stimulus. It is possible that the general 

decline in responding was due t o the l ower reinforcement 

freque ncy encountered by the subjects during the omi ssion 

sessions). 

The present findings, are also at variance with 

Staddon ' s hypothesis - regarding the after-effects of 

reinforcement on schedul es o f reinforcement. The 

decrease in the duration of the post omission pause, 

compared to the. duration of the post-reinforcement 

pause, is consistent with the reinforcer having inhibitory 

after-effects on a constant probability VI schedule . As 

we have seen , this notion i s difficult to incorporate into 

Staddon 's hypothesis, however , the present f indings of a 

lower local response rate in the early periods f ollowing 

the omi ssion stimuli , compared to the same periods 

following reinforcement, presents even more difficulties. 

This finding is neither consistent with the retnforcer 

having inhibitory after-effects nor, as suggested by Staddon , 

with the reinforcer having essenti~lly 

on a constant probability VI schedule. 

no after-effects 

In summary, the results of the experiments reported 

in the present Chapter support, on the whole, t he view 

that the reinforcer has inhibitory after-effects~ In the 
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present experiments it was demonstrated that this is 

the case even on a schedule of reinforcement where 

there is an unchanging probability of reinforcement over 

time. 
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C H A P T E R 6 

ARITHMETIC VI SCHEDULES WI'TH ,ADDED SHORT INTERVALS 

rn Chapters 4 and 5 it was demonstrated that the 

reinforcing stimulus has inhibitory- after- effects on both 

an arithmetic VI schedule and a constant probability VI 

schedule . However, the exte nt of the inhibitory after

effects differed between the schedules . To account for 

this it was suggested that the difference was related to 

the manner in which the probability of reinforcement 

varied over time on. the two sch edules. Jn the arithme tic 

VI schedule the occurrence of a reinforcer was followed by 

a period during which there was a low probability of 
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reinforcement , relative to the probability at longer 

post-reinforcement times. In the constant probability 

VI schedule, on the other hand, there was an approximately 

constant probability of reinforcement as a function of 

post-reinforcement time. Given this, the question arises 

as to whether or not the reinforci~g stimulus will acquire 

inhibitory after-effects on a VI schedule which arranges 

so that the occurrence of a · reinforcement is followed by 

a higher probability of reinforcement at short post

reinforcement times than at longer post-reinforcement times . 

That is, were the occurrence of a reinforcement signals a 

high probability of the next reinforcement occurring. 

Stadden (1970b) has demonstrated that, under s pecial 

circumstances , the reinforcing stimulus can acquire 

excitatory after-effects. He investigated the effects of 

omitting reinforcements on a schedule which developed 

a negatively accelerated response rate, i.e ., a response

and-pause pattern of behaviour (also termed a Go- No- Go 

schedule) . This schedule arranged so that pigeons key

pecki~g was reinfo~ced on a VI schedule for approximately 

1-min after reinforcement : for post-reinforcement times 

greater than 1-min reinforcement was obtained only by 

withholding key-pecking for at least 10-sec. This 

procedure generated a negatively accelerated response 
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rate, essentially a mirror image of the FI 'scallop'. 

When a 3-sec blackout was substituted for SO% of the 

reinforcements, the response rate following the blackout 

was substantially lower than the rate following 

reinforcement, although higher than the re~ponse rate 

following complete omission, i.e., when it was unsignalled. 

These results are the reverse of those found when 

reinforcements are omitted· on an FI schedule (Kello, 

1972; Staddon and Innis, 1966; 1969}. Staddon (1972b} 

demonstrated that the above procedure could . be used to 

produce either a respond-pause pattern of behaviour, . 

i.e. , .Go-No-Go , or a pau~4-respond pattern, i.e. , No .... 

Go-Go (cf. FI schedules}. He found that the ef~ects of 

reinforcement omission we·re dependent upon the pattern 

of behaviour generated b~ each of the two schedules; on 

the Go~No-Go procedure he repo~ted similar fi_nd.tngs to 

those of Stadden (19 70bl", whereas- on the No-.Go--Go 

schedule the effects of reinforcement omission were 

essentially the same as those reported for FL schedules? 

e.g.~ Kello (19721. 

In the present Chapter a VI· schedule was invest?-gated 

which arranged so that there was a high.er relative 

probability of reinforceme nt at short post-reinforcement 

times than at intermediate post-reinforcement times 

(al though reinforcement probability· increased again at 
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l onger post-reinforcement t i mes ). The occurrence of 

reinforcement, therefore , was followed by a high 

probability of reinforcement . The VI schedule studied 

was a modification of an arithmetic VI schedule, to 

include a high frequency of short-inter- reinforcement 

intervals and had a mean inter- reinforcement i nterval of 

60- sec , ( cf., Catania and Reynolds , 1968). 

In the present Chapter two experiments will be 

reported, both of which used an arithmetic VI schedule 

with added short intervals. The experiments were concerned 

with the effects o f ( i) changes in the magnitude of t he 

r e inforcer, and (ii) the omitting of 50% of the 

scheduled rein f orcements , upon the behavi our produced by 

the schedule . 

EXPERIMENT 5 

MANIPULATION OF THE MAGNITUDE OF REINFORCEMENT 

METHOD 

Subjects 

Three naive male hooded rats (18 , 19, and 20 ) 

served as subjects . They were housed and maintained as 

descri bed i n Chapter . 3. 
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Apparatus 

The experimental boxes, scheduling and recording 

equipment were as described in Chapter 3. The 

arithmetic VI schedule with added short intervals was 

pr?grammed in the same manner as in Experiment 1. The 

sequence of intervals used, in multiples of t , was 

12, 1, 4, 13, 10, 1, 8, 11, 1, 14, 2, 1, 7, 14, 6, 

with . t equal to 8.5-sec. - This arranged for a mean 

inter-reinforcement interval of 60-sec. These represented 

the minimum times between successive reinforcements (cf. 

Experiment 1). Local response rates were collected using 

a bank of electromechanical counters operating in the ·\ 

sarn,e manner as described in Experiment 1. 

frocedure 

Training 

first the subjects were lever trained and then placed 

directly on the VT 60--sec schedule. The rei,n,forcer was a 

40 t solution of Nestl~s condensed milk in water duri~g 

this condition. The e xperi me nt was conducted daily until 

th.e. subjects mean daily- res ponse rate over 5 successive 

sessions did · not differ by more than+ 10% of th.e mea,n of 

the 5 sessions, (the numbers of sessions conducted were 

70, 87 and 69 f or the three subjects respectivelyl. The 

first response in each session was followed by reinforcement, 
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and the VI schedule then operated, beginning at a 

different place in the series of intervals in successive 

sessions. Sessions ended after each interval in the 

series had occurred 4 times (61 reinforcements). The 

duration of each session was approximately one hour . 

Testing 

The same schedule was in effect as in training . Four 

different reinforcer concentrations , 0% (water), 20%, 

40% and 60% were presented in blocks of 5 reinforcement s; 

the order of the blocks was random, with the constraint 

that, in a session, each b l ock occurred 3 times . Three 

test sessions were conducted each consisting of 60 

reinforcements. After this the subj ects were returned 

to the baseline conditions with the 40% reinforcer 

concentration. 

RESULTS 

The left hand panel of Figure 21 shows the me dian 

duration of the post- reinforcement pause as a function of 

reinforceme nt magnitude (s ee Table 7 for the interquartile 

ranges ). For all the subjects the duration o f the post

reinforcement pa use was an increasing function of the 



1 
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Figure 21 . The median post - reinforcement 

pause (le ft panel) , the mean running rate 

(centre panel), and the mean overall rate (right 

panel ) as functions of the preceding reinforcer 

magnitudes . The unconnected points represent 

the baseline data . For each subject, data were 

taken from the last three baseline session s and 

the three test sessions . 
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TABLE 7 

The interquartile ranges of the post-reinforcement pause 
durations as a function of the preceeding reinforcer 
concentration. Data are from the l ast three baseline 
sess i ons and the three test sess i ons. 

POST- REI NFORCEMENT PAUSE IN SECONDS 

ANIMAL CONCENTRATION · BASELINE TEST 

0% 2 . 4 - 3 . 9 
20% 3.0 - 4 •. 3 

18 40% 11~0 ..,_ ;I.4 . 0 3. 9 - 5. 7 
60% 5 . 9 - 8. 9 

. l 
7 .6 0% 3 . 3 -

20% 7.8 - 13 . 9 
1 9 40% 9,8 - 14.5 10 . 9 - 1 5 . 8 

60% 15 . 2 - 20 . 8 

0% 2.0 - 3.4 
20% 2.6 - 4,0 

20 40% 7 , 0 .... 9 • 8 3. 4 - 4 . 9 
60% 5.0 - 7 . 4 
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magnitude of reinforcement, however, the extent of this 

function varied between subjects; for Subjects 18 

and 20 the differences in the durations of the post

reinforcement pauses following the different concentrations 

were relatively small, i.e., approximately 1 - sec, 

compared to the differences observed for Subject 19. 

Table 8 shows the mean post- reinforcement pause as a 

function of the ordinal position in a test block for the 

four concentrations; the duration of the post - reinforcement 

pause was not observed to vary systematically in relation 

to position in a test block. 

The centre panel of Figure 21 shows the mean running 

rates following the different reinforcer magnitudes. 

In the cases of Subjects 19 and 20 the running rate was 

not systematically r elated to the magnitude of reinforcement . 

For Subjec t 19 rate increased from the 0% to the 20% 

concentration, decreased at the 40% reinforcer concentration, 

and then increased at the 60% concentration; for Subject 20 

there was a slight decrease in rate from the 0% to the 

20% concentration, followed by an increase at the 40% 

concentration and a further increase , although only· slight, 

at the 60% concentration . In the case of Subject 18 the 

running rate was a positively increasing function of 

the reinforcer magnitude . 

The functions found for the overall response rates 

fo~lowing the different magnitudes of reinforcement (Figure 



TABLE 8 

Mean duration of the post - reinforcement pause as a function 
of the ordinal position in a block . Data are from the 
three test sessions. 

ORDINAL POSITION 

CONCENTRATION ANIMAL 1 2 3 4 5 

18 3.8 3 . 8 3.2 2.8 3.7 
0% 19 6. 2 4.7 4 . 3 4.4 8 , 2 

20 3.6 3.0 2 . 3 2. 6 3. 2 

MEAN 4 .. 5 3 . 8 3 .. 3 3 . 3 5 . 0 

18 5.2 3. 5 
I 

I 3. 8 4 , 2 3.4 
20% 19 14 .6 1 2 .4 11.2 11 . 4 11. 9 

20 4.5 3 .. 6. 3 . 3 2 . 5 3,6 

MEAN 8. 1 6 . 5 6.1 6.0 6. 3 

18 5.1 5 . 3 5.2 4 . 6 4.5 
40% 19 14 .0 1 3 . 1 13.4 15, 1 12.4 

20 4.4 ... 4 .. 3 4 . 2 4.2 4 . 2 . 

MEAN 7 • 8 .7. 6. .. 7 .. 6 8.,0 7.0 

18 7 . 2 7 . 5 6 . 7 7.8 7 . 9 
60% 19 17.9 17.2 18.6 21. 8 16.9 

20 5.0 5.4 7,0 6 . 3 6,7 

MEAN 10.0 10.0 10.8 11. 8 10.5 
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21, right hand panel), were similar, for Subjects 18 and 

19, to those found for running rate. For Subject 20, 

however, the overall rate function differed from that 

observed for the running rate; the overall rate 

increased from the 0% to the 20% concentration but then 

decreased at the 40% and 60% concentrations. There 

was, . therefore, little consistency between the subjects 

in the functions relating the · bverall and running response 

rates to the magnitude of reinforcement. 

Figures 22, 23 and 24 show the local rates of 

r espo!ding for the last three baseline sessions and the 

three reinforcement magnitude sessions for the Subjects 

18, 12 and 20 respectively. In the baseline sessions 

the local response rate, for Subjects 18 and 20, increased 

at short post-reinforcement times, decreased at 

inte rmediate times and then increased once again at the 

longer post-reinforcement times . In other words, for 

these Subjects the l ocal response rate tended to change 

in relation to increases and decreases in the probability 

of r einforcement at different post-reinforcement times. 

In the case of Subject 19, however , ·the local response 

rate did not show these variations and was an almost 

monotonic function of the time elapsed since reinforcement. 

In the sessions were the m~gnitude of the r einforcement 

was varied,for Subjects 19 and 20 the local rates of 



Figure 22. The rates of responding 

following the d i fferent reinforcer magnitudes 

as functions of the time since reinforcement 

on an arithmetic VI 60 - sec sch edule with extra 

short i ntervals for Subject Pl8. · Data are 

averages of the last three baseline sessions(B) 

and the three test sessions . 
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. I Figure 23. The rates o f responding 

following the different re inforcer magnitudes 

as functions of the time since reinforcement 

on an arithmetic VI 60-sec schedule with extra 

short intervals for Subject Pl9. Data are 

averages of the last three baseline sessions (B) 

and the three test sessions. 



130 

120 

110 

100 

w 
~ 
::) 90 
z -
~ 80 

0: 
w . 70 
a.. 

(/) 60 
w 
(/) 

z 50 
0 
a.. 
(/) 40 w 
0: 

30 

20 

10 

RAT P19 

.s 
• 0 % 
"20 % 
0 40 % 
0 60 % 

0 20 40 

TIME 

60 80 100 120 

SINCE REINFORCEMENT 

(SECONDS) 



Figure 24. The · rates of responding 

following the different reinforcer magnitudes 

as functions of the time since reinforcement 

on a n arithmetic VI 60 - sec schedule with extra 

short intervals for Subject P20 . Data are 

averages of the last three baseline sessions (B) 

and the three test sessions . 
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responding were not systematically r elated to the 

magnitude of the reinforcement, however, the local 

rates varied over time in a s imilar manner as was 

observed ±n. -the -baseline sessions . - However, in t he 

case of Su~ject 1 8 the local response rate was 

positively related to the reinf orcement magnitude, i.e., 

a lthough the local response rate functions following 

the different reinforcer magnitudes varied over time 

in a similar manner, there was a generally higher 

response rate f ollowing the greater magnitude of 

reinforcement. 

EXPERIMENT 6 

THE OMISSION OF REINFORCEMENT 

METHOD 

Subjects 

Rats 1 8 , 1 9 a nd 20 served as subjects . They h ad 

previous experience on an arithmetic VT schedule with 

added short intervals in Experiment 5. They were housed 

a nd maintained as described before . 
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Apparatus 

The experimental box, scheduling and recording 

equipment were the same as described in Experiment 5 . 

The tone stimulus (with a frequency of 1000 Hz) was 

produced by directing the output o f a frequency generator 

through an amplifier to a 6- inch 15 ohm speaker l ocated 

on the lid o f the experimental box. The intensity of the 

tone was approximately 85 db~ The light stimulus was 

produced by 2 x 12 Watt 24V DC bulbs located on the front 

panel of the experimental box. 

Procedure 

The s ubj ects were maintained on the arithmetic 

VI 60-sec schedule with added short intervals, f oll owing 

Experiment 5. In addition each reinforcement presentation 

was accompanied by a 0 . 5-sec light/tone stimulus . The 

concentration of the milk reinforcer was kept at 40t 

throughout the experiment . All sessions were terminated 

after 61 reinforcements (cf. Expe riment 5) . A minimum 

of 25 dai ly sessions were conducted ; and the s ubj ects .were 

judged to be stable when, after the 25th sessions, the 

response rate for any one of 5 consecutive sessions did not 

differ by more than~ 10% from the mean response rate over 

those 5 sessions (this was after 44, 30 and 40 sessions 

for the three subjects respectively). After this the 



- 1 54 -

subjects were exposed to a procedure where 50% of t he 

scheduled reinforcements were randomly omitted. 

Theref9re, each ~ompleted inter-reinforcement interval 

ended in either reinforce@ent plus the stimuli or the 

stimuli alorie. This reinforcement omission procedure 

was in effect for three sessions , after which the subjects 

were returned to the VI 60-sec schedul e with 100% 

reinforcement presentation. 

RESULTS 

Figures 25 , 26 and 27 (upper panels) show , for 

Subjects 18, 19 and 20 r espective ly, the mean durations 

of the post-reinforcement and post- omission stimuli 

pauses for the last five baseline sessions , the three 

reinforcement omiss ion sess ions, and the first five 

return-to- baseline sessions . In all instances , the 

duration of the pause f ollowing the omission stimuli 

was considerably les s than the duration of the post 

reinforcement pause. In the reinforcement omission 

sessions, f or Subjects 1 8 and 19 , the duration of the 

post - reinforcement pause decreased compared to the 

baseline pause; in the return-to- baseline sessions 

there was an increase in the duration of the post

reinforcement pause , but they were o f a shorter duration 



Figure 2 5. The upper· panel shows the 

mean durations of the post-reinforcement pause 

(filled circles1 and the post omission stimuli 

pause (filled squaresl. The lower panel shows 

the running rates following reinforcement 

(filled circlesl and following the omission 

stimuli (filled squa:resl . The unconnected 

points represent the means of the baseline 

and return-to-bas~line sessions. Data are 

from the last five baseline sessions (40~441) 

~he three reinforcement. omission sessions 

(45 -4 71 and the first five return-to-baseline 

sessions (48 - 521 for Subject Pl8. 
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'Figure 2 6 . The upper panel shows the 

mean durations of the_ post ..... rei'nforcement pause 

(filled circles} and the post omission stimulr 

pause (filled squares}. The lower panel shows 

the running rates followiDg reinforcement 

(filled circles} and followrng the omission 

stimuli (filled squaresl . The unconnected 

points r epresent the means of the baseline and 

return~to- baseline sessions . Data are from the 

last five baseline sessions (26-30), the t hree 

reinforcement omission sessions (31-33} and 

the first five return- to-baseline sessions . 

(34 - 38 ) for Subject Pl9. 
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Figure 27 . The upprr panel shows the mean 

durations of the post - reinforcement pause (filled 

circles) and the post omission stimuli pause 

(filled squares) . The lower panel shows the running 

rates following reinforcement (fil led circles) and 

following the omission st i muli (filled squares) . 

The unconnected points represent the means of 

the baseline and the returen- to- baseline sessions. 

Data are from the last five base l ine sessions (36 - 40) , 

the three reinforcement omission sessions (41-43) 

and the first five return- to- baseline sessions for 

Subject P20 
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than the previous baseline post- reinforcement pauses . 

In the case of Subject 19 the post - reinforcement pause 

increased in the omission sessions , but decreased in the 

return- to- baseline sessions. However , pause duration was 

greater in the return-to - baseline sessions than in the 

previous baseline sessions. 

Running rate (lower panels Figures 25, 26 and 27) 

was markedly higher following the omission stimuli 

than following reinforcement during the reinforcement 

omission sessions for all the Subjects , with the 

exception of the first omission session for Subject 19. 

For Subject 18 (Figure 25) running rate following 

reinforcement decreased markedly in the first omission 

session but recovered in the second and third sessions; 

running rate following the omission stimuli increas ed 

in the second omission session but decreased in the third 

session . The mean running rate over the five return- to

baseline sessions , for Subject 18 declined slightly 

compared to the mean of the five baseline sessions. For 

Subject 19 (Figure 26 ) running rate following r e info rcement, 

during the omission sessions, decreased in the second 

omission session but recovered in the third session; rate 

following the omi ssion stimuli was lower than the r ate 

following reinforcement in the first omission session but 



TABLE 9 

Mean overall rate of .responding . Data are from the last five 
baseline sessions, the three reinforfement omission sessions 
and the first five return- to- baseline sessions. 

BASELINE OMISSION RETURN- TO-
BASELINE 

FOLLOWING: 

ANIMAL REINFORCEMENT STIMULI 

18 3 8 . 7 3 7. 6 75 , 3 40.0 

19 32.1 . l 3 7, 2 64 , 2 33,4 

20 47.8 36 , 2 67 . 2 33 . 5 
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increased sharply over the remaining sessions. There 

was little difference between the mean baseline and 

return-to-baseline running rates for Subject 19. In 

the case of Subject 20 (Figure 27) running rate 

following reinforcement, in the omission sessions, 

decreased in comparison to the running rate in the 

baseline sessions, and decreased further in the return

to-baseline sessions; rate following the omission stimuli 

increased in the second omission session but decreased in 

the third. 

Similar effects were observed for the overall response 

rates in the baseline, reinforcement omission and 

return-to-baseline gessions for the three subjects 

(Table 9). 

Figures 28, 29 -and 30 show the mean local response 
-

rates for the last three baseline sessions and the three 

reinforcement omission sessions. In all instances , the 

local response rates following reinforcement both in the 

baseline and in the reinforcement omis~ion sessions, 

were a monotonic function of the time elapsed since 

reinforcement ·ccf. Experiment 5) . Also, ·in all instances 

the local response rates following the omission stimuli 

was very much higher than the rates following reinforcement. 

This difference in local r ates was v ery marked and 

disappeared only at the longer post-reinforcement or 

post-omission times. 



Figure 28 . The rates of responding as 

functions of the time since reinforcement in 

the baseline (filled circles) and the 

reinforcement omission sessions (filled squares), 

also , the rate of responding as a function of the 

time since the omission stimul i (filled 

triangles) for Subject Pl8. Data are averages 

of the last three baseline sess i ons and the 

three reinforcement omission sessions . 
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Figure 29 . The rates of responding as 

functions of the time since reinforcement in 

the baseline (filled circles) and the 

reinforcement omission sessions (filled squares), 

also, the rate of r esponding as a function of 

the time since the omission stimuli (filled 

triangles) for Subject Pl9 . Data are averages 

of the last three baseline sessions and ' the 

three reinforcement omission sessions. 
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Figure 30. The rates of respondi~g as 

functions o; /the time since reinforcement 

in the baseline (filled circles) and the 

reinforcement omiss i on sessions (filled 

squares), also, the rate of responding as 

a function of the time since the omission 

stimuli (filled triangles) f or Subject P20. 

Data are averages o f the last three baseline 

sessions and the three reinforcement omission 

sessions . 



130 RAT P20 

120 

110 

100 

w 
I-
:J 90 
z -
L 80 

0::: 
w 70 
D... 

Cf) . 60 
w 
Cf) 

z 50 
0 
D... 
Cf) 

40 w 
0::: 

30 

20 

10 

20 40 ,60 80 100 120 

Tl ME SINCE REINFORCEMENT/ 

STIMULUS (SECONDS) 



- 157 -

GENERAL DISCUSSION 

The results of both of the present experiments 

indicate that the reinforcing stimulus acquired 

inhibitory after-effects on an arithmetic VI schedule 

with a high frequency of short intervals. 

It has been argu~d in this thesis that the changes 

observed in the duration of the post-reinforcement pause, 

on• a schedule of reinforcement, consequent to the 

magnitude of the reinforcer being increased, ptovide an 

indication as to the nature of the after-effects, if any, 

acquired by the reinforcing stimulus in that situation. 

In Experiment 5 it was found that the duration of the 

post-reinforcement pause was a positive function of the 

magnitude of reinforcement. This finding is consistent 

with those reported for other schedules, for example, 

FI schedules (Jensen and Fallon, 1973; Lowe ~t ~l., 1974; 

Staddon, 197Oa) and FR schedules (Low~ et al., 1974). 

Also, it is consistent with the notion that the reinforci ng 

stimulus acquired inhibitory after-effects on the schedule 

invest igated in the present Experiment . Overall and 

running response rates , on the other hand, did not show 

any consistent changes with variations in the magnitude of 

reinforcement. 
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Similarly, the results of Experiment 6 where 50% 

of the scheduled reinforcements were omitted and a 

'neutral' stimulus was presented in lieu of reinforcement 

provide further support for the notion that the reinforcer 

acquired inhibitory after-effects. It was found, during 

reinforcement omission, that the duration of the pause 

following the omission stimuli was considerably less than 

the duration of the post - reinforcement pause . That is, 

there was a reduction in the after-effects following the 

omission stimuli compared to those following reinforcement. 

This finding is consistent with those reported , 

·consequent to r~inforcement omission, o n other schedules , 

for example, FI schedules (Kello, 1972; Staddon and Innis, 

1966; 1969) . The results of the present study do, however, 

differ from those in one major respect. Generally, on 

most schedules, reinforcement omission has its principal 

effect upon the pause following the omission stimulus 

and does not, t o any great extent, effect the runni~g 

response rates . following reinforcement and following 

the omi ssion stimulus. In the present study there was a 

marked increase in the running rate following the omission 

stimuli relative to the rate following reinforcement. 

Also, the local response rate data revealed that this 

increase occurred immediately following the occurrence of 

the omission stimuli and only disappeared at the longer 

post - omission times, i . e., the effect was persistent. 
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With regard to the theoretical interpretations of 

the reinforcement omission effect, the results of the 

present study are consistent with either a 'frustration~· 

account or with Staddon's generalization of the after

effects of reinforcement hy-pothesis. 

Elsewhere in this thesis it has been argued that if, 

on a schedule of reinforcement, the occurrence of 

a reinforcer is followed by a low or zero probabi:li:ty. of 

reinforcement then this is a sufficient condition for 

the reinforcer to acquire inhibitory after-effects. Given 

this, in the present study, owing to •the fact that the 

distribution of inter- reinforcement intervals included 

a high frequency of short intervals, the occurrence ·of: a 

reinforcer was followed by- a relatively high probability 

at short post-reinforcement times of the next reinforcement 

occurring. It might be expected, therefore, that the 

reinforcer would develop excitatory after-effe~ts on such 

a schedule. In view of this argument it is not clear 

why the reinforcer aquired such marked inhibitory after~ 

effects in the present study. Nevertheless, t h e added 

short- intervals did have some effect upon behaviour. In 

Experiment S , for two of the three Subjects, there was a 

tendency for the local response rate to vary in relation 

to the local variations in reinforceme nt proba bility 

(cf . Catania and Reynolds, 1968). However, for the third 
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subject in Experiment S, and for all three subjects in 

Experiment 6, the local response rates did show any 

systematic variation as a function of post-reinforcement 

time. 

In summary, the results of the present experiments 

indicate that local variations in the probability of 

reinforcement are not in themselves sufficient to 

overcome what would appear to be the tendency for the 

reinforcing stimulus, on most schedules of reinforcement, 

to develop inhibitory after-effects. 
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C H A P T E R 7 

VARIABLE - RATIO SCHEDULES OF REINFORCEMENT 

It has been argued in this thesis that, on some 

schedules of reinforcement, the reinforcing stimulus has 

inhibitory after- effects . According to Ferster and Skinner 

(1957) , for example , the reinforcer on fixed - interval 

schedules controls a pause (the post-reinforcement pause) 

because it signals a period in which reinforcement is 

not available. Evidence in support of this position comes 

from studies which have shown that the duration of the 

post - reinforcement pause on FI schedules is a positive 
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linear function of the interval specified by the schedule 

(Sherman, 1959; Schneider, 1969). It has also been 

shown that the inhibitory after-effects of reinforcement 

on FI schedules are enhanced when the magnitude of 

reinforcement is increased (Jensen and Fallon, 1973; 

Lowe et al., 1974; Staddon, 1970) and several studies have 

demonstrated that when reinforcement is on some occasions 

omitted and replaced by a 'neutral' stimulus, the duration 

of the pause after the stimulus is considera bly less than 

the pause after reinforcement (Kello, 1972; Stadden and 

Innis, 1966; 1969). 

In the case of the FR schedule, Ferster and Skinner 

(1957) indicated that the reinforcer may also have temporal 

inhibitory after-effects, as, after reinforcement a 

response cannot be reinforced within a shorter period 0£ 

time than that required to count out the ratio. The 

duration of the post-reinforcement pause on FR schedules 

is a function of the number of responses required by the 

schedule (Boren , 1961; Felton and Lyon, 1966; Powell, 

1968) and several studies indicate that it is the time 

taken to emit the responses in the ratio that governs the 

dura tion of the post-reinforcement pause (Berryman .and Nevin, 

19 62 ; Killeen, 1969; Neuringer and Schneider, 1968). 

The notion that the reinforcer on FR schedules has inhibitory 

after-effects i' s - further strengthened bY' the 'findings Ci) 
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that the duration of the post - reinforcement pause is 

directly related to the magnitude of the preceding 

reinforcer (Lowe et al ., 1974) and (ii) that there is a 

marked reduction in pausing following a stimulus presented 

in lieu of a scheduled reinforcer (McMillan, 1971) . 

The question, however, of whether reinforcement has 

inhibitory after- effects on variable-ratio (VR) 

reinforcement schedules remains to be explored. On VR 

schedules reinforcement occurs after a given number of 

responses, the number varying from reinforcement to 

reinforcement (Ferster and Skinner, 1957). !These 

usually take the form of arithmetically or geometrically 

distributed sequences of responses with a specified mean 

value or , ~lternatively, the schedule value is defined in 

terms of a constant probability of reinforcement for 

each response, the latter usually being referred to as 

random ratio schedules . Given that time is taken up in 

meeting the ratio requirement on either VR or RR schedules, 

there would appear to be a basis for the reinforcer 

acquiring inhibitory after- effects . According to this 

account, as the ratio requirement is increased, and 

presumably the time taken to meet the req~irement, the 

post- reinforcement pause should also increase. There is 

some evidence to support this: Farmer and Schoenfeld 

(1967) found that the duration of the post - reinforcement 
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pause on a RR schedule increased as the probability of 

reinforcement was decreased. Similarly, if the reinforcer 

acquires inhibitory after-effects on a VR schedule these 

should be enhanced when the magnitude of the reinforcer is 

increased and should be absent when the reinforcer is 

omitted. 

EXPERIMENT 7 

The present experiment was designed to investigate 

the inhi~ l tory effects of reinforcement on VR schedules 

when, (i) schedule value and, (ii) magriitude of reinforcement 

are varied . 

METHOD 

Subj~cts 

Four naive male hooded rats (1, 2, 3, and 4} served 

as subjects . They were housed individually and maintained 

a t 80% of their fre e -feeding weights throughou t the 

experiment . . Water was freely available in the home cages. 

~p~afus 

The experimental boxes and scheduling equipment were 

the same as described in Chapter 3. The data were collected 



TABLE 10 

The sequence of variab l e ratio requirements used in each 
schedule. 

Schedule Sequence of ratios (left of right) 

1 6 1 10 14 7 12 2 8 13 4 
10 7 8 19 1 6 3 11 5 9 14 

VR 10 18 4 1 8 5 9 17 15 6 1 5 1 9 
4 1 2 6 11 1 3 12 17 

64 4 40 56 28 4 8 8 ?2 52 1 2 
40 28 32 76 64 12 44 20 36 56 

VR 40 72 1 6 72 20 36 68 60 24 60 76 
1 6 4 8 24 44 52 48 68 

128 8 80 112 56 96 16 64 104 24 
80 56 64 152 1 28 24 88 40 72 112 

VR 80 144 32 144 40 72 1 36 120 48 120 152 
32 8 1 6 48 88 1 04 96 136 
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and analysed using a Data General Corporation Nova 1200 

computer. 

Procedure 

All subjects were lever trained and then placed on 

a VR 80 schedule (the sequ ence of ratios i s sh own in 

Table 10 ). Sessions were conducted daily and each 

session was terminated in all instances after 77 

reinforcements. During these sessions the reinforcer was 

a 30% solution of condensed milk. The behaviour was 
' I 

judged to be stable when , after the 30th sebsion , the 

response rate for any one of five consecutive sessions did 

not differ by more than 10% from the mean response rate 

over those five sessions . The s ubj ects were then tested 

with four different reinforcer concentrations, 10%, 30% , 

50% and 70%. These were presented randomly within each 

session with the constraint that no single concentration 

could occur more than three times in sequ ence . Four test 

sessions were conducted each consisting of 77 reinforcements . 

The above procedure was then repeated with two further 

VR values, VR 10 and VR 40, in that order. 

• 
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RESULTS 

Figure 31 shows for each subject median post

reinforcement pause and running rate as a function of 

the preceding reinforcer concentration, on the three 

ratio values (inter-quartile ranges are presented in 

Tables 11 and 1 2 ). The duration of the post-reinforcement 

pause increased as a function of reinforcement magnitude 

for all subjects, at each of the ratio values. Running 

rate did not show any systematic relationship with 

reinforcement magnitude. The left panel of Figure 32 

sho~s the mean post-reinforcement pause, over all four 

subjects, as a function of the reinforcer concentration 

on each of the three schedules. Not only was the duration 

of post-reinforcement pause positively related to the 

magnitude of the reinforcer, but the extent to which this 

was the case was d e pe ndent upon the schedule value; the 

higher the VR value the greater was the increase in 

post-reinforcement pause duration. The effect of schedule 

value is also seen in the running rates (centre panel 

Figure 32); this shows 6n all reinforceme nt concentrations 

that running rate decreased as the schedule value was 

increased. Overall response rate declined as a function 

of reinforcement magnitude, this decline r eflecting mainly 

the effect of reinforcement magnitude upon post-reinforcement 

pause duration. Over all concentrations the overall rate 

was higher on the VR 40 and VR 80 schedules (the overall rates 

for the individual subjects are shown in Table 131. 



figure ·31. Med.i,an post - reinforcement 

pause (upper· sectionl and running rate 

Clower section}. as functions· of concentration 

of· the ·precedi_:ng reinforcement for 'VR, 10 

Cleft pa,nell , VR, 40 (centre ;panel}_? and ,YR, 80 

·(right panell . Data were averaged across the 

test sessions for each ·or the four subjects . 
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TABLE 11 

The interquartile ranges of the duration of post- reinforcement pauses following each r e inforcer concentration , 
on each schedule. 

ANIMAL 

1 

2 

3 

4 

CONCENTRATION 

10% 
30% 
50% 
70% 

10% 
30% 
50% 
70% 

10% 
30% 
50% 
70% 

10% 
30% 
50% 
70% 

VR. 1 0 VR 40 

Post - reinforcement pause Post-reinforcement pause 
in seconds in seconds 

BASELINE 

8 ·.1 - 10 . 0 

6.7 - 9 . 1 

TEST 

3 . 9 -
4 . 6 

7 , 4 
7.4 

6 . 9 
9 . 5 

- 10 . 0 
- 13.5 

5 .1 - 8.4 
5.5 - 8.0 
6 . 8 - 9 .9 
9 . 7 - 17 . 8 

5 , 6 - 10.0 
6.1 - 7 . 6 

6 , 8 - 9 .0 8 . 1 - 11 . 6 
12.0 - 15.5 

6 . 9 - 9. 8 

4,9 -
4 , 9 -
7,1 -
8, 2 

7 , 8 
8. 2 

11. 3 
14. 3 

BASELINE 

9 ,8 - 11 . 9 

9 , 8 ... 12 , 2 

7 . 1 - 9 , 7 

8 , 0 - 9 , 8 

TEST 

8 , 2 - 11. 8 
1 0 . 2 - 13 . 7 
12, 5 - 1 9 .7 
14 . 4 - 27 . 2 

8. 8 .... 11. 3 
10 , 4 - 13t7 
13.0 .... 21 .4 
19.2 - 27 , 8 

8 , 2 .... 11. 1 
9 ,9 - 13 , 6 

1 2 , 8 .... 19 , 3 
18 , 0 - 26,5 

8 • 3 
9,4 

11.7 
16 ,4 

- 11 , 4 
- 13,1 
.... 17 , 2 

21 , 8 

VR 80 

Post-reinforcement paus e 
in seconds 

BASELINE 

16,3 - 22 .0 

8 , 2 - 17, 2 

9,9 - 20 , 8 

12.2 - 19.7 

TEST 

8 . 8 
10.3 
14. 3 
20 . 3 

- 13 . 4 
15. 8 

- 21. 2 
- 29 , l 

8 .7 - 17, 3 
12,2 - 19,6 
1 8 , 2 - 33 , 9 
30.7 - 59,0 

14, 4 - 29 , 9 
1 6 ,8 - 31.6 
1 6 . 6 - 37,6 
32 . 6 - 53,8 

10.4 - 17 , 8 
1 2.6 - 19,4 
1 4 , 3 - 21 . 3 
16 . 3 - 25 , 4 



TABLE 12 

The interquartile ranges of the running rates of responses following each concentration , on each schedule . 

ANIMAL 

1 

2 

3 

4 

CONCENTRATION 

10% 
30% 
50% 
70% 

10% 
30% 
50% 
70% 

10% 
30% 
50% 
70% 

10% 
30% 
SO% 
70% 

,,.. 

VR 10 

Running rate (responses 
per second) 

BASELINE 

5,38" - 4,90 

2 , 78 ... 4,19 

2,27 -:- 3 ,7 9 

4 . 04 - 5 . 29 

-T.EST 

3,69 - 6 ,35 
3,69 - 5,58 
3 , 75 - 5 ,50 
3,44 - 5,04 

3,05 - 4,29 
3.33 - 4,51 
3 ,1 2 - 4 . 55 
3 , 24 - 4 , 48 

2 , 86 
2 . 75 
2 , 72 
2 . 62 

- 4 , 07 
- 3 , 95 

4 .12 
- 3,95 

4 ,13 - 5 ,6 3 
4 .01 - 5 , 36 
4 ,06 - 5 , 40 
4 , 16 - 5,30 

VR 40 

Running rate (responses 
per second) 

B{'lS~L~N~, 

2 I 29 ':" 3 °142 

2 , 22 - 2,92 

2. , 22 ... 2,94-

TEST . ' 

2,41 - 3,62 
2.41 - 3.51 
2 , 38 - 3 , 59 
2 . 11 - 3,44 

2.33 - 3 .19 
2 . 21 - 2.99 
2 . 11 - 3.02 
2 , 18 - 2 , 99 

2 . 05 
2,24 
2. 10 
2.15 

- 2 . 88 
- 3 . 00 

2.81 
- 3 , 09 

2.22 - 3,06 
2 . 35 - 3 . 47'1 

VR 80 

Running rate (responses 
per second) 

BASEL;I:NE 

3,03 - 3 ,7 6 

2,13 "."' 2,85 

1 . 53 - 2 . 62 

-J:':E$,_T 

2 , 98 - 3 ,91 
2,89 - 3,76 
2,53 - 3,63 
2 , 66 - 3,68 

2~05 - 2 . 72 
2.05 - 2,72 
1.45 - 2,58 
1.92 - 2 . 77 

1.27 - 2.11 
1.26 - 1.95 
1.24 - 1.98 
1.21 - 1.93 

2.,23 "."' 3,09. 2 . 23 - 3 , 33 2 , 09 - 2 , 79 
2 . 25 - 2 . 97 

1.95 - 2.69 
2 . 21 - 2 . 79 
2 . 24 - 2 , 82 
~ . 08 - 2,79 



F_igure 3 2. Mean post-reinf o·rcement 

pause (left panel), running rate (centre 

panel), and overall rate (right panel) as 

functions of concentration of the preceding 

reinforcement for the VR 10, VR 40, and 

VR 80 schedules . Data were averaged across 

t he test sessions for the four subjects on 

each schedule . 
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TABLE 1 3 

Overal l response rates fo llowi ng each concentration on 
each schedu le . 

SCHEDULE 

ANIMAL CONCENTRATION VRlO VR40 

10% 1 . 1 7 1 . 7 5 
30% 1. 61 1. 92 

1 50% 1. 12 1. 49 
70% 1. 09 1. 08 

10% 0 . 94 1 . 69 
30% 1 . 14 1.4 9 

2 50% 1. 13 1 . 32 
70% 0 . 66 1 . 08 

10% 0. 83 1. 59 
30% 1.09 1 . 57 

3 50% 0 . 88 1 . 30 
70% 0 , 73 1.18 

10% 1 . 39 1. 68 
30% 1. 36 1. 68 

4 50% 1 . 12 1 .43 
70% 0 . 90 1. 26 

VR80 

2 . 41 
2 .10 
2 . 01 
1. 69 

1 . 70 
1. 52 
1. 24 
1. 08 

1. 20 
1.05 
1. 01 
0 . 86 

1 . 63 
1 . 66 
1. 52 
1. 52 
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Baseline data from the last three sessions, before 

reinforcement magnitude testing, on each VR schedule are 

shown in Figure 33 . . The left panel shows that median 

post- reinforcement pause duration increased as the VR 

value increased in all instances , with the exception of 

Su bject 4 which shows a slight decline on VR 80 . (See 

Table 11 for inter- quartile ranges) . For all subjects, 

running rate showed a marked decline between the VR 10 

and VR 40 schedules; there was a further decline between 

the VR 40 and VR 80 schedul es for three of the four subjects , 

Subject 1 showing an increase on the · VR 80 schedule . Overall 

response rate increased for all subjects from the VR 10 

to the VR 40 schedule and for Subjects 1 and 2 increased 

further on the VR 80 schedule; overall rates for Subjects 

3 and 4 shows little difference between the VR 40 and VR 80 

schedules. There is an apparant anomaly in the data presented 

in Figure 33 . On the one hand, while the duration of the 

post-reinforcement pause increased and running rate 

decreased as a function of VR value, overall response rate 

increased with increasing ratio value . This anomaly is 

resolved if the post - reinfo~cement pause i s considered 

as a proportion of the mean inter- reinforcement interval 

(the relative post-reinforcement pause) . The left panel 

of Figure 34 shows that for all subjects the relative post

reinforcement pause decreased as a function of schedule 

value: although as it was shown in Figure 33 the absolute 

duration of the post - reinforcement pause increased with 



Figure 33. Median po$t-reinforcement 

pause (left panel), running rate (centre 

panel) , and overall rate (right panel} as 

a funct i on of the VR schedule value. Data 

were averaged across the last three baseline 

sessions for each of the four subjects. 
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i ncreases in the ratio value . I t would t h us appear t hat 

t he increase i n overall r esponse r ate as a f unction o f 

schedu l e value was l argel y a c onsequence of a relat ive l y 

shorter pos t- reinforcement pau se , even though this was 

accompani ed by a decline i n runni ng rate . The right 

hand panel of Figure 34 shows the mean relative 

post- reinforcement pause for a l l the sub j ects over the f our 

different reinforcer concen~rations; in all instances there 

was a decline with increasing schedul e value . On each of 

the VR schedules the relative post- reinforcement pause 

was directly re l ated to t he magnitude 0f reinforcement , 

the only exception to this be i ng the 10% and 130% data 

points which cross over on the VR 10 schedule . 



Figu;r:e 34. Post-reinforcement pause 

proportional to the inter-reinforcement 

interval as a functi:on · of ratio . value. for 

each of the four suhj·ects ~ and mean 

relative post-reinforcement pause for all 

the. subjects on each of the. concentrati:ons 

as a function of variable-ratio value. 
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EXPERIMENT 8 

This experiment investigated t he effects of 

reinforcement omission on a VR 40 schedule . Both a 

light and a tone stimulus were presented in lieu of 

omitted reinforcements . Paus e duration and running rate 

were analysed separately following either the preceding 

r einforcer on the preceding omission stimuli . 

METHOD 

-Subj'ec·ts 

Rats 1 , 2 , 3 and 4 served . They had previous 

experience of VR schedules (see Experiment 7). They were 

housed and maintained as d escribed in Experiment 7. 

App·aratus 

The experimental chamber , schedul ing and recording 

equipment was the same as u sed in Experiment 7 . A tone 

· stimulus with a frequency of 1000 Hz was produced by 

directing the output of a frequency generator through 

an amplifier to a 6-inch 15 ohm speaker located on the 
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lid of the experimental chamber. The intensity of the 

tone was 85 db. The light stimulus was -produced by 

a 12 watt, 24 volts DC bulb located 6.0 cm above the 

centre of the lever . 

Procedure 

The subjects were placed on a VR 40 schedule with 

each reinforcement accompanied by a 2 - sec light/tone 

stimulus. The concentration of the milk reinforcer was 

held at 30% througr out the experiment; 

were terminated after 77 reinforcements. 

all sessions 

The subjects 

were exposed to the schedule for a minimum of 30 sessions 

after which the same stability criterion as used in 

Experiment 1 was in effect . When responding was stable, 

the subjects were exposed to a procedure in which 50% 

of the scheduled reinforcements were randomly omitted 

thus producing either reinforcement+ light/tone stimuli 

or light/tone stimuli alone at the end of each completed 

ratio. The reinforcement omission procedure was in effect 

for four sessions after which the subjects were returned 

t o the VR 40 schedule with 100% r einforcement . 
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RESULTS 

Figure 35 shows the mean durations of the pauses (See 

Table l4for interquartile ranges) and the running rates 

following reinforcement and following the omission stimuli 

for the last four baseline sessions (B1 ) , the four 

reinforcement omission sessions CO ) , and the first four 
m 

return- to-baseline sessions (B2 ) . In all instances the 

duration of the pause fo l lowing the omission stimuli was 

very much shorter than the duration of the post-reinforcement 

pause . There was a tendency, in three bf the four subjects , 

for the duration of the post-reinforcement pause to decline 

during the reinforcement omission sessions relative to the 

baseline post - reinforcement pause; the exception to this 

was Sl where there was .. little difference between the 

baseline and reinforcement omission post-reinforcement pauses . 

For all the subjects there was a further decline in the 

duration of the post- reinforcement pause during the first 

four return-to-baseline sessions. 

There was little difference between running rates 

following reinforcement and following the omission stimuli; 

the running rate following reinforcement was lower than the 

rate following the omission stimuli on three of the four 

omission sessions for Subj ect 1 and on two of the 



figure 3 5. The upper pa,nels show the mean 

duration of the pause (solid lines) following 

reinforcement (closed circlesl and followj:ng the 

omission stimuli Copen circles). The lower 

panels show the running rates (broken lines) 

following reinforcement (closed circles} and 

following omission stimuli Copen circles1. 

Data are from each of the last 4 bas·eline 

sessions (B1 ), the four reinforcement omission 

sessions (Om) and the first four return-to-baseline 
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The overall response rates and ±nter~u~rttle ~~nges o~ tl}..e qur~t~ons of pauses following rei nforcement in 
the baseline , reinforcement omission 7 and ret urn~to~t~seltne 9 ess±9ns 7 and follow~ng omtssion of 
reinforcement in the test sessions, 

RESPONSE RATE (RESPONSES/SEC ) POST-REINFORCEMENT PAUSE (SECONDS) 
OMISSION RETURN- TO- .OMIS.SION RETURN-TO-

BASELINE BASELINE BASELINE BASELINE 
FOLLOWING: .FOLLOWING: 

ANIMAL R,EIN·FOR,CEMENT STIMULI REINFORCEMENT STIMULI 

l 1. 17 1. 21 2 . 58 1. 42 13 , 9-:- 1 7 . 1 15 , 8 . .., 19,0 0 , 7 - 2 . 1 11.5 - 14, 3 

2 0 , 94 1.19 2 , 30 1. 28 1 6 . 0 - 20 . 3 14 . 6 - 18.4 0 ,9 - 3 .2 12, 9 - 15,8 

3 1,05 1.12 1. 81 l. 24 13 , 2-- 17, 5 13 , 0 - 15,5 0 . 8 - 2 . 9 10,3 - 1 3,0 

4 1 , 35 1. 37 1. 87 1.-61 10.l - 13.5 11 . 0 - 13 . 6 0 . 9 - 3 , 3 7. 5 - · 9 . 6 
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omission sessions for Subject 2; for Subject 3 there 

was no difference over the four omission sessions and 

f or Subject 4 the rate was initially higher following 

reinforcement than following the omission stimuli, but 

this difference was greatly reduced after the second 

omission session . For all the subjects there was little 

difference between the running rates on the baseline and 

on the return-to-baseline sessions. 

Table 14 shows the mean overall rates for the 

baseline, omission and return-to-baseline sessions. In 

· j all instances, during the omission sessions, the overall 

rate was higher after the omission stimuli than after 

reinforcement. This was du~, as is shown in Figure 35 

to the reduction in pausing followi~g the omission stimuli 

compared to the post-reinforcement pause, and not to any 

systematic change in running rates. 

GENERAL DISCUSSION 

The results of both experiments clearly show that the 

reinforcing stimulus has inhibitory after-effects on VR 

schedules . 
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In Experiment 7 it was shown that the duration of 

the post-reinforcement pause on VR schedules is directly 

related to the magnitude of the preceding reinforcer. 

This finding is consistent with the results of previous 

studies which have reported a similar relationship between 

post-reinforcement pause and magnitude of reinforcement 

on FI (Jensen and Fallon, 1973; Lowe et al., 1974; Stadden, 

1970), and FR (Lowe et al., _1974) schedules. The absence 

of any systematic relationship between magnitude of 

reinforcement and running rate reported here is also in 

agreement with the findings reported by Lowe et al., for 

the FR schedule. 

The results of Experiment 7 also show that the 

inhibitory after-effects of reinforcement magnitude 

are dependent upon the value of the VR schedule ; the 

larger the VR value the greater is the inhibitory effect 

of any given magnitude of reinforcement . This suggests 

that the changes in the duration of the post-reinforcement 

pause consequent upon changes in reinforcement magnitude 

'are not in any way absolute , but are relative to the 

bas e line post- reinforcement ·pause produced by a particular 

schedule value . 

In Experiment 8 it was shown that when some of the 

scheduled reinforcements are omitted from a VR schedule 

and a stimulus is presented in lieu of reinforcement, 

there i s a marked reduction in the duration of the pause 



- 174 -

following the s timulus relative to that following 

reinforcement . Although rein for cement omission has a 

considerable effect upon pause duration and overall response 

rate there is n o systematic effect upon running rate . These 

results are in close agreement with findings from studies 

where reinforcement has been omitted on FI (Ke llo, 1972; 

Stadden and Innis , 1966; 1969) and on FR (McMillan , 1971) 

sch edules , which have s h own ·that the principal effect o f 

reinforcement omission i s a reduc tion in pause duration. 

The findings of a d i rect r elationship between VR 

schedule v a lue and t he duration o f j the post-reinforcement 

paus e (Experiment 7) is in agreement with Farmer a nd 

Schoenfel d (1967 ), who found t h at on RR schedules post

reinforcement pause increased as schedule value increased , 

Farmer and Schoenf e ld, however , a l so report that RR schedule 

value and running rate are unrelated which is contrary t o 

the present finding of a n inverse r elationship between VR 

value and running rate . The reason f or this discrepancy 

is not c lear but may be related to the different way in 

which re i nforcement pr obabilities are generated in V~ and 

RR schedules. 

The overall rate data , which show an increase in 

response rate as the VR value i s inc reased are consistent 

with previous reports of overall response rate functions 

on RR schedules ( Brandauer , 1958 ; Ke lly, 1974) . This 

function would appear to be inconsistent with formulations 
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of the Law of Effect which predict a direct r~ther than 

inverse relationship between rate o f reinforcement and 

rate of response CHerrnstein , 1961 ; 1970). I f, however, 

the post-reinforcement pau se is excluded from the 

calculation of response rate and only the running rate is 

considered then there is a direct relationship between 

probability o f reinforcement and probability of response . 

i . e . as VR schedule value increases, running rate decpeases. -- ' . 

Furthermore , the increasing overall rate function, wh±ch 

masks the decreasing running rate f unction, also masks 

an increase in post-reinforcement pause duration . However, 

! t hough the absolute duration of the post-reinforcement pause 

increases with greater VR values , the proportion of inter~ 

reinforcement time occupied by- the post~reinforcement 

pause (see Figure 34 ) actually decreases , th.us· a,ccount.:i,ng 

for the positve relationship between schedule va,lue a,nd 

overall response rate . This adds furthe r weight to the 

suggestion that schedule performance should be ahaly9ed 

not just in terms of over.a ll response rate but also with 

regard to the runni~g rate and to both the absolute and 

relative duration of the post-reinforcement pause (Lowe 

et al., 1 9741 . 

Jn summary , the result s of the present exper±ments 

indicate that the reinforcer has inhibitory- after~effects 

on VR schedules , and that these after-effects are in no 

way· absolute but a r e relative to the parameters of the 

schedule . 
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CONCLUSION 

The result s r eported in this thesis show that on 

variable-interval and v ariable-ratio schedules the 

reinforcing st i mulus comes to exert control over the 

tempora l patterning of responses that follow its 

occurrence . In both t h e sch edules this control was 

inhibitory , that i s , the occurre nce of a rei nforcement 

was followed by a pause in responding . The duration of 

this pause was found to be depe ndent upon : 

(i) t~e magnitude of the preceding reinforcer, 

(ii) the presence or absence of the reinforcer 

(iii ) in the VI schedules , th~ temporal dis t ribution 

of reinforcements , and 

(iv ) in t he VR schedule , the mean ratio requirement . 
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In all instances the duration of the post- reinforcement 

pause was positively related to the magnitude of the 

preceding reinforcer , the extent of the effect being 

dependent upon the schedule in operation. Also, when 

some of the scheduled reinforcements were replaced by 

another 'neutral' stimulus , the duration of the pause 

fo llowing the stimul us was less than t he duration of 

the post-reinforcement pause . 

In the VI schedules the duration of the post - reinforcement 

pause , as well as being dependent upon the magnitude of the 

reinforcer, was a function of the temporal dibtribution 

of reinforcements. Although each of the schedules had 

the same mean inter- reinforcement interval, the distribution 

of the intervals around this mean value was differe nt for 

each schedule. Thus , while the frequency of reinforce ment 

was constant, the function relating the probability of 

reinforcement to the time that has elapsed since reinforcement 

was different . This variable, i.e., the manner in which 

the probability o f reinforcement changed with the passage of 

time , affected both the duration of the post-reinfor cement 

pause and the pattern of subsequent r esponding. 

The effect observed upon the pattern of responding may 

be accounted for by assuming that in general the rate of 

r esponding at any one time i s positively r e l ated to the 

probability of r e inforceme nt obtaining at that time ( cf . 
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Catania and Reynolds, 1968 ). The duration o f the post 

reinforcement pause is also affected by the differences in 

the function relating probability of reinforcement to 

the time elapsed since reinforcement , although the effect 

is indirect. The duration of the post-reinforcement 

pause is in part determined by the predictive properties 

of the reinforcing stimulus, that is, the extent to which 

the occasion of a reinforcement predicts the occurrence 

of subsequent reinforcement . This was demonstrated by 

the fact that on the arithmetic VI schedule, where there 

was a relative ly low probabi l ity that two reinforcements 

will . ~ccur in close temporal proximity, the post 

reinforcement pause was longer than it was on the constant 

probabilit y VI schedule where the probability of 

reinforcement was constant irrespective of the time that 

had elapsed since reinforcement. 

The present findings are cons istent to a large extent 

with the hypothesis that the post-reinforcement pause is 

determined by a discri minative function acquired by the 

reinforcing stimulus (Staddon, 1972a ). Accordi ng to 

this, if reinforceme nt is frequently followed by a period 

of non- reinforcement, then the reinforcing s timulus 

f . ~ unctions as an S setting the occasion for not responding, 

that is, the reinforcer acquires temporal inhibitory• 

contro l over responding . The present data would seem to 
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s upport thi s to some extent since , on the schedules where 

the probability was l ow i mmediately fo l lowing reinforcement , 

i . e ., the arit hmetic VI and t he VR schedules , post 

reinforcements pauses of appreciable duration were observed . 

Moreover , in these cases , the effect of the variations in 

the magnitude of reinforcement could be attributed to 

the reinforcer being a better or stro nger stimulus when 

its magnitude was greater . · Staddon ' s hypothesis cannot , 

however , adequate l y account for the fact that simi l a r 

effects were also observed on the constant probability VI 

schedul e and t he arit hmet ic VI schedul e wi th added short 

int ervals. I n these sch edul es the probability of 

re i nforcement was either constant , irrespective of the 

time elapsed since reinforcement , or it was relat i vely 

h i gh in the early periods following reinforcement because 

of the presence of added short intervals . In these 

situations Staddon ' s hypothesis would predict no 

particular control l ing effect of the reinforcer upon the 

post- reinforcement pause . The effect however , was one 

of a positive relationship between the duration of the 

post- reinforcement pauseand the magnitude of the reinforcer , 

it would appe ar , ~herefore , that the reinforcing stimulus 

had inhibitory effec~s , over and above any discriminative 

properties that it acquired . 

Tr.aditionally , several theories have attempted to 

expl ain the effects of the reinforcer in terms of its 

motivational 'properties (~., Amsel , 1962 ; Seward , 
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Pereboom , Butler and Jones , 1957 ). These accounts 

suggest that a dri ve state contri butes to the vigour 

or speed of responding . For example , frustration , B 

primary dri ve - state , is hypo thesised to be produced 

by the non - occurrence of reinforcement in t h e presence 

of stimuli antic ipatory of that reinforcement. The 

motivation produced by this event , i s c onsidered to 

increase , for example , the· running speed in the double

runway (cf . Amse l and Rouss e l , 1952 ). Similarly , the 

pres entation of a large magnitude of reinforcement may 

be considered to demotivate the organism momentarily by 

~educing some physiological drive stat~ ~ nd h ence 

subsequent running speed ( ~ ., Seward et al ., 1957 ). 

The results of the e xperiments reported in this thes i s 

do not support the motivational a ccounts of reinforce me nt . 

On the VI schedules the temporal distribution of the 

reinforcements was an important f ac t or in determining 

the duration of the post-reinforcement pause , and t h e 

extent to which the duration changed as a function of the 

magnitude of the reinforcer. Also , on the VR schedule , 

as well as being dependent ~pon the magnitude of the 

reinforcer , the d uration of the post-reinforcement pause 

was pos i tively related to the mean ratio requireme nt 

specified by the schedule . 
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There is no evidence to suggest that any of the 

consummatory mechanisms postulated by Seward et al . , 

(1957) can account for the fact that the reinforcer 

has a greater depressive effect on, for example, a 

VR 80 schedule .than on an VR 10 schedule. Nonetheless , 

the duration of the post-reinforcement pause was greater 

on the VR 80 schedule than on the VR 10 schedule . 

The effects of omitting reinforcements upon 

subsequent responding have often been interpreted in 

terms of the frustrative effects of non-reinforcement 

. lAmsel, 1962). In the present experiments the principal 

effect of reinforcement omission was a reduction in the 

pause following a stimulus replacing the scheduled 

reinforcements, compared to the duration of the post

reinforceme nt pause. The effects upon response rate, on 

the other hand, were not as consistent. In the arithmetic 

VI and the VR schedules res ponse rate following the 

omission of r e inforcement did not differ systematically 

from the response rate following reinforcement. This 

is contrary to the effect predicted by the frustration 

theory. Moreover , the response rate following the 

omission of reinforcement on the constant probability VI 

schedule was lowe r than the response rate following 

reinforcement . That is, it was t h e direct opposite of 

the effect predicted by the frustrati on theory. Only in 
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the arithmetic VI schedule with added short intervals 

did the response rate increas e following reinforcement 

omission . The present resutls are consistent with the 

hypothesis that the changes occurring following the 

omission of the reinforcer are due to the absence of the 

after-eff ects which normally accompany reinforcement , 

i . e., the generali sation decrement of the after- effects 

of reinforcement hypothesis ( Stadden , 1970b). 

In the VR schedule , as the ratio requirements~was 

increased, thus reducing the overall density of 

reinforcement , the duration of the post-reinforcement 

pause als~ increased , reducing this density even further . 

Similarly , in the VI schedules t he duration of the 

post- reinforcement pause was such that , to a greater or 

l esser extent , the maximum density of reinforcements 

obtainable by the organism was reduced . Moreover, on all 

these schedules, the duration of the post-reinforcement 

pause increased as . a function of the magnitude of the 

reinforcer , causing a further deviation from the reward 

maximisation principle . 

It has often been suggested that a guiding principle 

of an organisms behaviour is the maximisation of 

reinforceme nt . For example, Logan and Ferraro (1970) 
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"As has been known all a,long , organisms 
generally oehave in such a way ~s to 
maximise reward , . • th..e· organism is 
viewed as monitoring its own output and 
bein8 guided t owards optimal behaviour 
by the re l ative incen tive val ue of the 
a l ter·native behaviours . C:p . 119). 'I . 

While this principle may operate in a var~ety of 

situations , the present data show· that th~~ is not always 

the case . 
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