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Abstract 9 

Biophysical models often require shelf-scale domains to map larval dispersal over several 10 

weeks, presenting a computational challenge. This can be overcome by decreasing model 11 

spatial resolution; however, nearshore processes, which potentially play a significant role in 12 

larval dispersal, will inevitably be unresolved. Here, we evaluate how simulated larval dispersal 13 

in the nearshore is sensitive to model spatial resolution. We use an unstructured, finite 14 

element, hydrodynamic model of a topographically-complex coastline in North Wales, UK 15 

(which includes headlands, bays and channels) at four different spatial scales (50, 100, 250, 16 

500 m) to compare the influence of spatial resolution on transport and dispersal patterns of 17 

particles released within the nearshore region (within 1 km of the shore). In the higher 18 

resolution (50 and 100 m) simulations, particles generally travelled offshore more quickly and 19 

further (~18%) than in the coarser (250 and 500 m) simulations. This had important 20 

implications for potential connectivity along the coast: for the lower resolution simulations, 21 

retention of particles near source sites was increased by ~50% and, whilst the magnitude of 22 

connectivity among discrete regions along the coast was also increased (by ~27%), the 23 

number of connected regions was reduced (by ~9%), compared with the higher resolution 24 

simulations. Our results, based on a case study in a highly energetic and topographically 25 

complex region, suggest that model spatial resolution of ≤100 m should be used for dispersal 26 

studies in the nearshore zone. These findings add to growing evidence of the importance of 27 

using appropriately scaled models when simulating the transport of material within- and out 28 

of- the coastal zone, with many applications, such as marine ecology, marine biosecurity, 29 

marine spatial planning and marine pollution.  30 

 31 

Keywords: Coastal currents; dispersion; Lagrangian analysis; ocean model; connectivity; 32 

North Wales 33 

  34 



1  Introduction 35 

The life cycle of the majority of marine organisms begins with pelagic stages (e.g., larvae, 36 

eggs, spores), which are non- or weak-swimming and hence whose fate is determined by 37 

physical transport processes (Lester and Ruttenberg, 2005; Shanks, 2009; Simons et al., 38 

2013). For many benthic organisms, these early-life stages are their only chance for population 39 

and genetic connectivity. Understanding dispersal within the marine environment is an 40 

inherently difficult problem, as both intrinsic (e.g., swimming behaviour, pelagic larval duration, 41 

mortality) and extrinsic (e.g., ocean currents) factors influence dispersal trajectories (Pineda 42 

et al., 2007). Because larvae are small, obtaining in-situ observations of their dispersal 43 

patterns is challenging and generally impractical (but see Davis and Butler, 1989). In lieu of 44 

observational data, biophysical models (also referred to as particle tracking models) use 45 

simulations from hydrodynamic models of the evolution of ocean currents and mixing rates to 46 

estimate the potential Lagrangian transport of particles (in this case larvae). These models 47 

can predict the potential dispersal of millions of ‘virtual larvae’ under a range of environmental 48 

conditions and biological traits. A valuable application of particle tracking models is to simulate 49 

larval transport from source to sink, i.e., from the natal population to a suitable settlement 50 

location, hence predicting the pattern and magnitude of population connectivity.  51 

 52 

There are a number of uncertainties associated with larval dispersal modelling. Some of these 53 

uncertainties are biological in nature (e.g., unknowns and variabilities in their pelagic larval 54 

duration and behaviour within the water column or during settlement), while others are related 55 

to the uncertainties in the representation of the physical environment (e.g., model resolution 56 

and model parameterisation). Although several studies have considered the sensitivity of 57 

propagule dispersal to a range of physical/biological processes and model parameterisations 58 

(Hufnagl et al., 2017; Robins et al., 2013; Simons et al., 2013; Treml et al., 2015), there 59 

remains no ‘one size fits all’ approach to estimating larval transport and dispersal. As a 60 

baseline (regardless of the complexity of either known- or estimated larval life history traits), 61 

biophysical models should be driven by physical parameters that have been simulated at 62 

appropriate spatio-temporal resolutions for the question in-hand.  63 

 64 

Many benthic invertebrate taxa, as well as both pelagic and demersal fish, spawn in coastal 65 

regions which exhibit a complex flow regime, influenced by tides, rivers, wind and waves. 66 

These energetic and dynamic physical coastal processes have implications for the transport 67 

and dispersal of larvae, as currents interact with undulating topographic features and channels 68 

(Vasile et al., 2018) to produce local residual flows such as tidally-asymmetric currents; 69 

longshore currents (Nickols et al., 2012); rip currents (Fujimura et al., 2014; Largier, 2003; 70 



Morgan et al., 2018; Talbot and Bate, 1987); upwelling (Dauhajre et al., 2019; Suanda et al., 71 

2018); recirculating eddies estuarine circulation (Kim et al., 2010; Pastor et al., 2018); and 72 

axial convergent fronts (Robins et al., 2012). The role of active swimming in determining 73 

patterns of dispersal is variable, but generally low, and certainly for the period directly after 74 

spawning, larvae tend to behave passively (Drake et al., 2018). Hence for nearshore taxa, 75 

coastal currents are critical in determining transport, and the likelihood of dispersal offshore. 76 

However, coastal currents and turbulent mixing can vary greatly over small spatial and 77 

temporal scales, especially near undulating coastlines and islands, and consequently their 78 

role in dispersing larvae is poorly understood at present (Dauhajre et al., 2019; Drake et al., 79 

2018; Morgan et al., 2018; Nickols et al., 2012).  80 

 81 

Particle tracking models have been developed over a variety of spatio-temporal scales (e.g., 82 

Dauhajre et al., 2019; Demmer et al., 2022; Lynge et al. 2010; Ricker and Stanev, 2020; Vasile 83 

et al., 2018). Whilst model spatial resolution has generally increased over the past few 84 

decades there has been a lack of consistency in approach (Swearer et al., 2019) with a trade-85 

off between increasing resolution and model extent owing to computational limitations. Larval 86 

dispersal over several weeks has the potential to connect distant populations, hundreds of 87 

kilometres apart. Hence modelling approaches have typically adopted coarse resolution (1-88 

5 km) 3D models to cover these large distances within computational constraints (e.g., Bode 89 

et al., 2019; Drake et al., 2018; King et al., 2020; Torrado et al., 2021). Being focussed on 90 

offshore circulation, these coarse models often do not resolve coastal dynamics. However, 91 

computational capacity is now at the stage where mesoscale (of the order 100 km) models 92 

can resolve coastal currents at appropriate resolution (e.g., <50 m). This capacity is necessary 93 

for dispersal studies of coastal species that need to simulate larval transport in coastal 94 

environments as well as long-distance offshore dispersal pathways. Therefore, there is a need 95 

to better-understand the influence on model spatial resolution on simulated larval dispersal 96 

patterns, so that a standardised approach can be designed for future studies.  97 

 98 

We hypothesise that nearshore residual currents tend to restrict the offshore dispersal of 99 

larvae spawned within the coastal zone. Therefore, biophysical models that do not accurately 100 

resolve nearshore residual currents may over-estimate offshore dispersal and population 101 

connectivity. We compare the relative transport and dispersal of particles released from a 102 

topographically-complex and tidally-energetic coastline, using five hydrodynamic models of 103 

different spatial resolutions. We aim to explore this uncertainty within the context of other 104 

uncertainties in dispersal due to oceanographic conditions and pelagic larval duration.  105 

 106 

  107 



2  Methods 108 

We applied a hydrodynamic model to five different mesh configurations to investigate how 109 

spatial resolution influenced our estimations of particle dispersal within the coastal zone (see 110 

Section 2.1). These model domains covered a section of topographically complex coastline of 111 

North Wales, UK, located within the Irish Sea. The model domain was selected as it 112 

encompasses a variety of hydrodynamic conditions over a short domain (e.g., energetic flows 113 

around headlands, quiescent water within bays, tidally asymmetric flow through channels and 114 

recirculating flows around islands). The stretch of coast also varies in aspect relative to the 115 

predominant tidal flow. Further, the North Wales coastline is well-developed, with numerous 116 

anthropogenic activities within the coastal region, e.g., harbours, marinas, a major seaport 117 

(Holyhead), fishing activities, tourism, sea defences, as well as offshore renewable energy 118 

infrastructure. The hydrodynamics of the Irish Sea are driven mainly by tidal currents 119 

(Robinson, 1979) and the coastal waters remain well-mixed throughout the year. The tidal 120 

range reaches 8.6 m at Llandudno (tide gauge B, Figure 1a), and tidal currents can exceed 121 

3 m s-1 off headlands of northwest Anglesey, where mean water depth is up to 40 m within 122 

1 km of the shore. Along much of the coastline in the region, the mean water depth remains 123 

<10 m (up to 1 km offshore), with large intertidal zones in many of the bays.  124 

 125 

We developed a particle tracking model, coded in MATLAB (version R2020a), and run on a 126 

supercomputer (Supercomputing Wales), that used the simulated coastal currents to advect 127 

particles within the coastal region (see Section 2.2). We considered the implications of using 128 

relatively low- (hundreds of metres) and high- (tens of metres) resolution hydrodynamic 129 

models of coastal regions on the transport and resulting dispersal patterns of particles. These 130 

particles were representative of passive larvae, and here we consider their dispersal from 131 

nearshore release locations, for up to two weeks from spawning. This period is relevant to a 132 

huge range of coastal benthic invertebrate species living in shallow coastal regions with a 133 

pelagic duration of two weeks or more (see O’Connor et al., 2007 for a review). For those taxa 134 

with long pelagic larval duration, such as many crustaceans and molluscs, this period 135 

represents the early-stage larvae/eggs when active swimming (or other behaviours) tends to 136 

be extremely limited.  137 

 138 

2.1  Hydrodynamic model 139 

We applied TELEMAC to our different grid configurations, which is an open-source 140 

hydrodynamic modelling system (www.opentelemac.org) – specifically TELEMAC-2D (version 141 

8p2r0). This model solves the Shallow Water Equations (Saint-Venant equations) in two-142 

dimensions (depth-averaged), using finite element or finite volume methods (Hervouet, 2000), 143 

http://www.opentelemac.org/


which is a good approximation for the dominant barotropic flows of the region, where mean 144 

spring tidal ranges are >6 m (Robinson, 1979; Horrillo-Caraballo et al., 2021), see Section 2.2, 145 

model validation. The hydrodynamic model was run in finite element mode, based on 146 

unstructured triangular computational mesh grids, facilitating increased model resolution in 147 

nearshore regions, with coarser resolution offshore. This unstructured grid capability 148 

maximises the resolution of coastal processes while optimising computational efficiency. The 149 

model included alternate wetting and drying of model nodes in the inter-tidal regions and is 150 

therefore a sound choice for shallow coastal domains (e.g., Robins et al., 2014; Davies and 151 

Robins, 2017). 152 

 153 

We developed five model configurations of the North Wales coastal region, with different 154 

horizontal spatial resolutions in the nearshore zone (Figure 2) 50 m (R50), 100 m (R100), 155 

250 m (R250), and 500 m (R500). In each model configuration, all triangular elements 156 

between the shoreline and 1 km were constrained to not exceed one of 50/100/250/500 m in 157 

edge length, as focus was on the difference in model resolution in the coastal region. The 158 

mesh edge lengths were each set to increase to 750 m by 20 km offshore (the rate of edge 159 

length growth depending on the nearshore resolution), after which mesh edge lengths 160 

extended to ~3 km at the model boundary. A fifth grid was generated, of the same spatial 161 

resolution as the highest resolution grid (R50), the purpose being to confirm that any 162 

differences in particle transport simulation was a consequence of hydrodynamic mesh 163 

resolution rather than configuration (see Results section). This fifth grid was constrained in the 164 

same way as described above (50 m resolution within 1 km from shore increasing to 750 m 165 

within 20 km from shore), but the mesh-generator was re-run so that individual triangular 166 

elements were configured differently to R50. Bathymetric data comprised data from EMODnet 167 

(www.emodnet-bathymetry.eu) and the UK Hydrographic Office ADMIRALTY Marine Data 168 

Portal. First, the lower resolution 2018 EMODnet Digital Terrain Model (grid resolution of 1/16 169 

× 1/16 arc minutes, ~115 m) were interpolated onto each grid, over which the high resolution 170 

(2 – 4 m) UK Hydrographic Office multibeam data (www.admiralty.co.uk) were mapped, where 171 

available. These datasets were used as they were the highest resolution bathymetric datasets 172 

which covered the entire model domain.  173 

 174 

  175 



 176 

Figure 1. a) Model domain (wider context given in inset map) showing simulated peak 177 

tidal current speeds, and locations of ADCPs (numbers) and coastal tide gauges 178 

(letters) used in the model validation. The model domain is ~200 km east-west and 179 

~150 km north-south. b) Release points (orange dots and numbers) and 1 km offshore 180 

boundary (red line), blue lines outline the 30 zones used in the estimation of alongshore 181 

connectivity.  182 

 183 

The model was forced by tidal boundary conditions, with no other forcing, i.e., neglecting wind- 184 

and wave-driven currents, river plumes, density fields, etc. The potential implications of this 185 

approach are discussed in Section 4.2. The tides in the Irish Sea are dominated by M2 and S2 186 

(principle semi-diurnal lunar and solar, respectively) constituents, with K1 (diurnal luni-solar), 187 

O1 (diurnal lunar) and N2 (lunar ecliptic semi-diurnal) being relatively important in some 188 

regions. The models described here were forced at the open boundaries using tidal elevation 189 

amplitudes and velocities of 15 harmonic constituents (M2, S2, N2, K2, K1, O1, P1, Q1, M4, MS4, 190 

MN4, Mf, Mm 2N2 and S1) derived from TPXO9 (TOPEX/Poseidon) global tide data which was 191 

1/30 x 1/30 degree resolution ([www.tpxo.net/global/tpxo9-atlas]). For parameterisation of 192 

friction, a constant friction coefficient of 0.025 was used in Nikuradse’s law of bottom friction 193 

(Hervouet, 2000). The model was parameterised to have a constant viscosity, both across the 194 

domain and between model configurations. The model’s velocity diffusivity coefficient was set 195 

to 0.2, and this sets the value of the coefficient of viscosity (dynamic+turbulent) across the 196 

domain. For both model stability as well as (to the greatest degree possible) maintaining a 197 

consistent Courant-Friedrichs-Lewy (CFL) condition, the internal model timestep varied 198 

between the simulations (1, 2, 5 and 10 s for R50, R100, R250 and R500, respectively). Each 199 

model was run for a 42-day period, 40 days of which were output for analysis (including 200 



harmonic analysis used in the model validation), which excluded two days of model spin-up, 201 

sufficient for tides-only simulations of this domain. Simulated water depth and u- and v- 202 

components of current velocity were output at TELEMAC-2D grid nodes at 15-minute 203 

(instantaneous) intervals.  204 

205 

Figure 2. a) High resolution hydrodynamic model bathymetry (R50), orange square 206 

shows subsection in (b). b) Subsection of the model grids for R50, R100, R250 and R500 207 

grids (grey lines). c) illustrating 56 x 6-hourly particle release times over a spring-neap 208 

cycle.  209 

 210 

2.2 Hydrodynamic model validation 211 

Simulated barotropic circulation was validated by comparing the two dominant constituents of 212 

the region (M2 and S2) with observational data (Table 1). Simulated tidal elevation amplitudes 213 

were compared with observed tidal elevation amplitudes at two coastal tide gauges within the 214 

region (Holyhead and Llandudno), and simulated tidal currents (Figure 3) were compared with 215 

observed tidal currents from (depth-averaged) current data collected by moored ADCPs (30-216 

days of data were available) at seven points within the domain (Figure 1a). The bottom-217 

mounted ADCPs were deployed in the nearshore zone, in both slow- and fast current 218 



environments. Compared here are the decomposed (T_TIDE, Pawlowicz et al., 2002) 219 

amplitude and phase of the combined uv components of the M2 and S2 current speeds, 220 

calculated from the timeseries of both simulated- and observed depth-averaged currents. The 221 

comparison improved with finer model spatial resolution. Each grid configuration also 222 

validated well with regards elevation amplitude and phase; e.g., for R50, the root mean square 223 

error (RMSE) for two coastal tide gauges (Holyhead and Llandudno) was <1 cm (Scatter 224 

Index, SI=0.5%) in amplitude and 10° (SI=3%) in phase for M2, and 5 cm (SI=2%) in amplitude 225 

and 14° (SI=4%) in phase for S2, where the Scatter Index is the RMSE normalised by the 226 

mean of the data. 227 

 228 

Table 1. Validation of simulated depth-averaged tidal currents (speeds and phases) 229 

for the dominant M2 and S2 tidal constituents, for models of different grid resolution 230 

Validation of tidal currents  
R50 R100 R250 R500 

M2 S2 M2 S2 M2 S2 M2 S2 

Speed 
RMSE (cm/s) 6 2 7 2 8 3 9 3 

SI (%) 14 15 17 17 20 23 21 24 

Phase 
RMSE (◦) 12 15 12 16 12 17 12 17 

SI (%) 17 13 16 14 16 15 16 15 

 231 

 232 

2.3 Lagrangian particle tracking model 233 

An offline Lagrangian particle tracking model was developed in MATLAB (version 2020a) 234 

using the model outputs from the TELEMAC-2D simulations (available from: 235 

https://doi.org/10.5281/zenodo.7371420). Hypothetical particles were used to represent 236 

planktonic larvae and were advected (at 15-minute intervals) by the simulated tidal currents 237 

(magnitude and direction) from TELEMAC-2D. For consistency, this 15-minute hydrodynamic 238 

model output interval – and particle tracking model timestep - were the same between models 239 

of different resolutions. To ensure the runs were purely deterministic, thus enabling direct 240 

quantitative comparison, no additional sub-grid-scale diffusion (or ‘random walk’ term) was 241 

included in the particle tracking model. Generally speaking, for the relatively high resolution 242 

computational grids used here, additional stochastic models used to represent sub-grid scale 243 

diffusion processes are much less important than for coarser (e.g., kilometre-scale) models 244 

which do not resolve small-scale mixing processes (Marinone et al., 2007; Robins et al., 2013; 245 

Visser, 1997). 246 

 247 



In TELEMAC-2D, which is based on vertex centred finite-element formulation, variables are 248 

defined at mesh nodes. At each time step, the velocities from the three nodes nearest to the 249 

particle location were barycentrically interpolated to the particle position (Equation 1). It is 250 

possible to calculate the barycentric coordinates of point P1 inside a triangular element with 251 

three nodes N1, N2 and N3, using: 252 

 253 

𝛼1 =  
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝑁2𝑃𝑁3

̂

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝑁1𝑁2𝑁3
̂

 254 

𝛼2 =  
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝑁1𝑃𝑁3

̂

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝑁1𝑁2𝑁3
̂

 255 

𝛼3 =  
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝑁1𝑃𝑁2

̂

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝑁1𝑁2𝑁3
̂

 256 

Equation 1. Calculating barycentric coordinates (α1 α2 α3) for point P within grid element 257 

with mesh nodes (N1, N2, N3). 258 

 259 

Where N1+N2+N3=1. Using these barycentric coordinates, it is possible to interpolate the 260 

instantaneous velocity at point P1: 261 

 262 

𝑈𝑉(𝑃1) = 𝛼1𝑈𝑉(𝑁1) +  𝛼2𝑈𝑉(𝑁2) +  𝛼3𝑈𝑉(𝑁3) 263 

Equation 2. Instantaneous velocity, UV, interpolated to point P using barycentric 264 

coordinates.  265 

 266 

This interpolated velocity, UV, is used to advect the particle from point P1, to point P2 for the 267 

period equal to the calculating timestep: 268 

𝑃2 =  𝑃1 +  𝛿𝑡𝑈𝑉(𝑃1) 269 

Equation 3. Iterative advection of particle position in time and space.  270 

 271 

Particles were released 500 m offshore, at a spacing of  ~1 km between release points along 272 

the North Wales coast (Figure 1b). The mean water depth in the model bathymetries at these 273 

sites 500 m offshore varied between 3 m (e.g., south coast of the Llŷn Peninsula) and 47 m 274 

(e.g., north coast of Anglesey). One particle was released from each location every 6 hours 275 

over 14 days (56 particles per site in total), to encompass particle releases throughout the 276 

spring-neap tidal cycle (Figure 2c). Each particle was set to propagate for 14 days of pelagic 277 

transport. The particles simulated were entirely passive, i.e., density and behavioural 278 

complexity were omitted, as the focus here is on how physical hydrodynamic processes affect 279 



dispersal. As such, these analyses did not include differential distribution in the water column 280 

through larval swimming or particles sinking/rising. Particles were sometimes advected onto 281 

‘land’ (referred to later as “interactions” with the coastline), where land was defined as a 282 

minimum water depth of 0.1 m. When this occurred, particles were returned to their position 283 

during the previous timestep. This approach, similarly employed in previous studies (e.g., 284 

Coscia et al., 2020), was necessary to avoid particles getting stranded on ‘land’ (which also 285 

includes particles being beached due to model wetting and drying), in particular soon after 286 

release from the coastal release points. This method was a compromise between 287 

computational capacity and realistic simulation. 288 

 289 

To quantify the difference in Lagrangian transport between individual particle trajectories on 290 

the different grid configurations, we calculated the root mean square error (RMSE) for each 291 

particle trajectory, from R100, R250 and R500, relative to the corresponding particle trajectory 292 

from the R50 simulations, using: 293 

 294 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑅50𝑖 − 𝑅𝑋𝑖)2𝑛

𝑖=1

𝑛
 295 

 296 

Where RX is either R100, R250 or R500, 𝑖 = 1: 𝑛 where 𝑛 is the number of logged trajectory 297 

points (i.e., 14 days x 24 hours x 15-minute timestep = 1344).  298 

 299 

2.4 Lagrangian alongshore connectivity 300 

To understand the pattern of – and difference in - alongshore connectivity from simulations 301 

with different mesh resolution, we divided the 306 release sites into 30 nearshore zones 302 

extending from the shore to 5 km offshore (Figure 1b). As much as was possible, each zone 303 

encompassed nine release sites, but this was not always possible due to the undulating 304 

coastline, thus the strength of connectivity between any two zones was weighted by the 305 

number of release sites within the source zone. The connectivity between the 30 zones was 306 

estimated by recording all particle locations at each timestep throughout the designated 14-307 

day period. As for earlier results, this method incorporates spring-neap tidal variations and 308 

releases over waxing and waning stages of the tidal cycle (i.e., includes all 56 particle 309 

releases). Two zones were considered connected (i.e., source to sink connection) when a 310 

particle released from within a source zone entered a different zone (sink), and self-311 

recruitment was recorded when a particle released from within a zone was recorded within 312 

that same zone (at any time during the 14 days from release, i.e., along any particle’s entire 313 



trajectory). Although somewhat arbitrary, this approach was consistent for each grid resolution 314 

and was considered appropriate since the focus was on comparative general patterns of 315 

nearshore connectivity between the runs of different resolutions. To generate the connectivity 316 

matrices, the total number of counts within each zone was divided by the number of timesteps 317 

within the 14 days. Since the focus is on the comparison of the relative strength and extent of 318 

connectivity for the various hydrodynamic model resolutions, for visualisation of the 319 

connectivity matrices, this value was normalised by the maximum within the matrix being 320 

plotted. 321 

 322 

3 Results  323 

 324 

3.1 Dispersal and offshore transport  325 

At the mesoscale, the predicted distribution of particles after 14 days was broadly similar 326 

between all model resolutions (Figure 4). Particles that were released from exposed and 327 

energetic headlands (e.g., the north coast of Anglesey and the Llŷn Peninsula), where tidal 328 

flows are strong (e.g., 2-3 m s-1), were advected further offshore and were dispersed more 329 

widely after 14 days than those released in quiescent bays where tidal currents are generally 330 

weaker (Figure 3). This led to fewer particles accumulating around exposed headlands (e.g., 331 

around the north of Anglesey), when compared with bays (e.g., Caernarfon Bay) (Figure 4). 332 

However, a more detailed comparison revealed clear differences in the simulated transport 333 

among model resolutions. For example, in R50, particles released from the northeast coast of 334 

Anglesey congregated more densely ~10km directly offshore (red circle in Figure 4), in 335 

comparison to the same particles being transported a similar distance in R500, but further to 336 

the northeast (blue circle in Figure 4, also illustrated in Figure 6ii). Particles tended to be 337 

advected further offshore in R50 than in the coarser resolution models, most notably on the 338 

south coast of the Llŷn Peninsula, northwest of Anglesey (e.g., average offshore dispersal 339 

distances of 27 km (R50) and 16 km (R500)) and west of the Great Orme.  340 

 341 



 342 

Figure 3. Upper panels: Mean tidal current speeds over a spring-neap cycle for a) high 343 

resolution (R50) and b) low resolution (R500) simulations. Lower panels: example 344 

residual flow vectors for c) R50 and d) R500 for two days over peak spring tide, where 345 

the arrow length and colour indicate the speed, with the colour scale set to match the 346 

upper panels. 347 

 348 

Offshore transport is considered here as occurring when a particle is transported outside of 349 

the 1 km nearshore zone, which is often resolved by only one grid cell (or part of a grid cell) 350 

in studies using structured-grid hydrodynamic models (Coscia et al., 2020; Drake et al., 2018; 351 

Faillettaz et al., 2018; Wood et al., 2021). The majority of the transport of particles offshore 352 

occurred within the first few days after release (Figure 5), with ~30% of released particles 353 

transported at least 1 km offshore after one day for all grid configurations (i.e., ~70% remained 354 

within the nearshore zone). The finest resolution grid (R50) was the most dispersive, with 30% 355 

of all released particles remaining in the nearshore 1 km after 14 days. The coarsest resolution 356 

grid (R500) was the most retentive in the nearshore zone, with 46% remaining after 14 days. 357 

For the other grids, 34% (R100) and 40% (R250) remained in the nearshore zone. 358 

Proportionally, in each of the different grid simulations, more particles were advected offshore 359 

from headland release sites (and quicker) than from bay release sites.  360 



 361 

 362 

Figure 4. a) Density of particle distribution 14 days from release for R50, R100, R250 363 

and R500, as % of total number of released particles, where yellow indicates low density 364 

and green to blue relatively higher density of particle locations. b) Difference in the 365 

density of particle distribution at 14 days from release between R50 and R500 (plotted 366 

as % density of R50 minus % density of R500, as shown in panel (a)). The red areas 367 

represent where more R50 particles were located whereas blue areas represent the 368 

locations of more R500 particles. The black arrows illustrate the predominant offshore 369 

dispersal direction from various points along the coastline, and the red/blue circles 370 

highlight an example of higher densities of particles released from the northeast coast 371 

of Anglesey, simulated by R50 and R500, respectively. All densities shown here are on 372 

a 1x1 km grid. 373 

 374 

The coarser grids tended to produce more particle interactions with the coast, i.e., more 375 

particles were simulated as being advected onto land. The percentage of total number of 376 

released particles which interacted with the coastline after 14 days were 15% (R50), 14% 377 

(R100), 16% (R250) and 18% (R500). Around half of these interactions with the coastline 378 

occurred within four days after release from the 500 m offshore release points. When advected 379 

onto land, a particle was returned to its position during the previous timestep, resulting in 380 



disproportionately lower total cumulative distance travelled for these particles, which 381 

contributed to the relatively lower cumulative distance travelled for the lower resolution grid 382 

configurations (Figure 4b). After 14 days from release, the mean cumulative distance travelled 383 

by particles released from all sites was highest in R50 and lowest in R500 (Figure 5b), where 384 

on average, particles in R50 had travelled >75 km further than those in R500. This pattern is 385 

consistent with R50 being the most dispersive grid configuration for particles released within 386 

the nearshore zone.  387 

 388 

 389 

Figure 5. a) Percentage of total number of released particles which remained within the 390 

1 km nearshore zone, for each model grid resolution. b) Average cumulative distance 391 

travelled by all particles within each model grid resolution.  392 

 393 

3.2 Influence of grid resolution on particle trajectories 394 

The RMSE was calculated for each release location and presented as the mean RMSE per 395 

release site over 14 days particle transport (Figure 6). As outlined in Section 2.1, a second 396 



configuration of the high resolution 50 m resolution mesh was generated (using the same 397 

resolution constraints as R50, but with triangular mesh elements configured differently), to 398 

confirm that the differences in the particle trajectories were due to differences in the model 399 

spatial resolution as opposed to an artefact of comparing simulations with different mesh 400 

configurations. This comparison confirmed that mesh configuration was not driving the 401 

observed differences in the simulated dispersal: e.g., the mean RMSE between these two high 402 

resolution R50 grids (after one day) was 40-72% less than for all other grid resolutions 403 

compared with R50. Grid resolution had the greatest influence on particle trajectory within the 404 

first day from release, with the greatest difference between R50-R500 (mean RMSE of ~2 km) 405 

and the difference for R50-R250 and R50-R100 being 82% and 50% of that, respectively. The 406 

effect of grid resolution on the difference between particle trajectories (the mean RMSE) 407 

tended to decrease with time. As the particles were advected further offshore the RMSEs 408 

converged and after one week the mean RMSE values for the three resolution comparisons 409 

with R50 were within 5%.  410 

 411 

The largest differences in trajectories (relative to R50) tended to occur along sections of 412 

exposed coastline and energetic headlands (Figure 6), with the largest differences for particles 413 

released from sites 40-70, 140-160, 175-215 (blue ellipses on Figure 6a). Similarly, the lowest 414 

RMSE were consistently for particles released within bays. Some example particle trajectories 415 

are illustrated in Figure 6i-iv for R50 (black lines) and R500 (blue lines). These are only 416 

illustrative snapshots in time, of one particle release from each site (sites (i) 108, (ii) 230, (iii) 417 

250 and (iv) 78), as the differences between the trajectories varied over the tidal cycle. The 418 

RMSE was consistently greater for particles released during spring tides, e.g., up to 19% 419 

higher for particles released over two days during spring tide in comparison to those released 420 

over two days during neap tide (R50 vs R100). Further, with regards to changes in RMSE with 421 

time, proportionally the RMSE was greatest closest to time of release (for all resolution grid 422 

configurations in comparison with R50). For example, within the first 24 hours from release, a 423 

maximum RMSE of 6.8 km (site 155, black arrow on Figure 6a) was calculated for R50-R500. 424 

After 14 days, the maximum RMSE (R50-R500) was 25 km (release site 78, blue arrow on 425 

Figure 6a), in comparison to a minimum RMSE of 2.3 km at site 6 (in a bay). 426 

 427 



 428 

Figure 6. a) Mean RMSE for all releases from each release site for R500 relative to the 429 

corresponding trajectories of R50, over 14 days from release, with subplots (i-iv) 430 

showing example comparison particle trajectories for R50 (black lines) and R500 (blue 431 

lines). Blue ellipses in panel (a) highlight sections of coastline with highest RMSE and 432 

the blue/black arrows indicate release sites 78/155, respectively, discussed in Section 433 

3.2. b) Mean RMSE in km for each release site (see Figure 1 for location of numbered 434 

sites). Distance in km is the mean absolute difference between the particle coordinates 435 

at each timestep throughout 14 days.  436 

 437 

3.3 Influences of grid resolution on alongshore connectivity 438 

The schematic of a connectivity network map based on R50 (Figure 7a) illustrates generally a 439 

high level of alongshore connectivity of the region. This was expected given the close proximity 440 

of the coastal sites (~1 km apart), strong coastal currents (up to 3 m s-1), and the simulated 441 

pelagic larval duration of 14 days. The broad pattern of alongshore connectivity (during 14 442 

days from release) was comparable between the four model grids; however, there were 443 

differences in the strength of the connections and some key differences in connectivity extent 444 

(Figure 7b,c), quantified below. 445 



 446 

 447 

Figure 7. a) Schematic to illustrate dominant alongshore pathways of particles released 448 

in the nearshore zone (R50). b) Connectivity matrix for R50, 0-14 days from release. c) 449 

Difference in connectivity matrices for high- and low resolution grids, plotted as R50 450 

minus R500 (0-14 days). Both connectivity matrices are calculated as being 451 

connections between zones numbered clockwise (CW) from 1-30, and are each 452 

normalised by the maximum value in each matrix. 453 

 454 

Overall, the total strength of individual connections increased for coarser grid resolutions - 455 

R500 had 27% stronger connectivity overall than R50 (R250 was 4% stronger than R50, and 456 

R100 had comparable overall strength of connectivity with R50). Notably stronger alongshore 457 

connectivity in R500 (blue colours in Figure 7c) occurred in both directions on the southern 458 

Llŷn Peninsula (e.g., source-sink zones 3 to 2 and 4 to 5), in the southern mouth of the Menai 459 

Strait (source zone 14 to sink zones 12 and 13), and westward along the northeast coast of 460 

Anglesey (source zone 24 to sink zone 23). There was also consistently higher alongshore 461 

connectivity southwest along the north coast of the Llŷn Peninsula (e.g., source zone 12 to 462 

sink zone 11) in R500 in comparison to R50. These zones in which R500 had considerably 463 

higher strength of connectivity than R50 tended to be in bays or along relatively quiescent 464 

sections of coastline (e.g., zones 2, 5, 10, 11, 25-28). For all grid resolutions, self-recruitment 465 

rates were highest in these bays, characterised by shallow water, large intertidal regions and 466 

with weak residual flows (<0.05 m s-1). The predominant section of coastline in which R50 had 467 

highest alongshore connectivity was along the west coast of Anglesey (zones 14-17), except 468 

for at zone 15 where the self-recruitment within R500 was 90% higher, due to an increase in 469 

particle interaction with the coastline in the low-resolution model configuration. The maximum 470 

strength of connectivity/self-recruitment occurred in zone 30, with R50/R100/R250 predicting 471 

around 30% self-recruitment, increasing to 34% for R500. Despite the strongest overall 472 

connectivity in the coarsest resolution R500, the total number of connected zones increased 473 



for finer grid resolution, i.e., R50 had 9% more source-sink connections than R500 (although 474 

R50 had a comparative number to both R100 and R250, +/<2% difference). There were 37 475 

unique source-sink connections in R50 vs R500 (i.e., where a unique source-sink connection 476 

exists in one connectivity matrix but not the other), whereas only 12 unique source-sink 477 

connections existed in R500 vs R50. The most significant difference in the connectivity 478 

networks was for the R500 simulation (in comparison to the other grid configurations), in the 479 

area of the Menai Strait (a tidal channel <500 m wide; see location on Figure 4). In each of 480 

R50, R100 and R250, there was residual southwest transport from release zone 27 to sink 481 

zones 11-14); however, the R500 simulation was not sufficiently spatially resolved to facilitate 482 

transport of particles through the Menai Strait. In R500 the strait was only one grid cell wide, 483 

and the simulated tidal currents were unrealistically low, facilitating no transport of particles.  484 

 485 

 486 

  487 



4. Discussion 488 

Many marine species which have pelagic larval stages spawn in the nearshore region, where 489 

coastal currents are often complex, with considerable spatio-temporal variation in flow 490 

structure. This poses a challenge for biophysical modelling. Here we show that estimates of 491 

Lagrangian transport and dispersal in the coastal zone are sensitive to horizontal spatial 492 

resolution of the unstructured grid ocean model used. This work highlights the importance of 493 

carefully considering the appropriate scales for coastal dispersal simulations. Based on our 494 

case study of the North Wales region (UK), biophysical models of relatively coarse spatial 495 

resolution (250 m and 500 m) were found to overestimate nearshore retention by up to 50% 496 

within the first two weeks from release, compared with finer spatial resolution models (50 m 497 

and 100 m). The highest resolution (50 m) simulation was the most dispersive, with particles 498 

travelling the greatest cumulative distance (~20% more than the coarsest resolution 499 

simulation). Further, the coarser resolution simulations overestimated the strength of 500 

connectivity between adjacent coastal regions, while underestimating the potential dispersal 501 

range. This work highlights the importance of model setup for dispersal studies within the 502 

nearshore zone of topographically complex coastlines. 503 

 504 

4.1 Should biophysical models be downscaled as much as possible? 505 

Hydrodynamic model resolution becomes particularly important when considering biologically 506 

‘closed systems’ that are connected over small spatial/temporal scales (and which are 507 

dependent on locally-spawned larvae), in contrast to ‘open systems’ that are connected over 508 

large spatial scales (tens to hundreds of kilometres) and hence can usually be simulated using 509 

lower resolution regional-scale hydrodynamic models (Gawarkiewicz et al., 2007). In the 510 

nearshore region, hydrodynamic processes differ fundamentally from the deep ocean due to 511 

the presence and interaction with the seafloor and the coastline. Coastal and nearshore 512 

hydrodynamic processes span a range of spatial scales, including shelf-scale circulation 513 

(kilometres – hundredss of kilometres, (Guihou et al., 2018; Holt et al., 2009; Ricker & Stanev, 514 

2020)), river plumes and coastal flooding (several metres – hundreds of kilometres, (Horner-515 

Devine et al., 2015; Kulp and Strauss, 2019; O’Donnell et al., 2008), to small scale surf zone 516 

currents and wave processes (several centimetres to tens of kilometres, (Fujimura et al., 2014; 517 

Gawarkiewicz et al., 2007; Hally-Rosendahl et al., 2015)). These dynamic processes interact 518 

and tend to overlap, presenting a challenge of scale for hydrodynamic modellers. For dispersal 519 

studies, the use of long-term and large-domain models with lower resolution (e.g., simulating 520 

trajectories over hundreds of kilometres and several weeks/months) is computationally 521 

efficient but may not yield the most accurate predictions nor be appropriate in coastal settings. 522 

While the spatial resolution of biophysical models has increased in recent years (see Swearer 523 



et al. 2019, and references therein), this increase is not in proportion to computational capacity 524 

leading to the question should biophysical models be downscaled further? 525 

 526 

For dispersal studies of coastal species, where it is important to resolve high resolution coastal 527 

currents, scale matters. Because of practical constraints to modelling (computational, time, 528 

data availability etc.), decisions must be made regarding the scales of any modelling study – 529 

for example, how many particles should be released, how should the release site be 530 

parameterised, over which temporal and spatial scales should the computations be made? 531 

Since model resolution (both spatial and temporal) has been shown to affect estimates of 532 

direction, distance and relative dispersal of particles (Dauhajre et al., 2019; Hufnagl et al., 533 

2017; Kvile et al., 2018; Lynge et al., 2010; Putman and He, 2013) it is important that we better 534 

understand the impact of our chosen spatial scale on estimates of material dispersal (including 535 

larval dispersal). Recently, Dauhajre et al. (2019) demonstrated - using a structured grid model 536 

– that simulated Lagrangian transport was sensitive to horizonal model resolution. They found 537 

that a relatively coarse resolution hydrodynamic model (1 km) failed to resolve the sub-538 

mesoscale shelf currents (predominantly downwelling) of the region (Santa Barbara Channel, 539 

California) and concluded that a model of horizonal scale 36-100 m in the nearshore was 540 

required. Although the hydrodynamics in the region were considerably different to our shallow 541 

and tidally-energetic complex coastline and the hydrodynamic model was a structured grid 542 

model rather than the unstructured grid approach that we used, the overarching results agree 543 

with ours – i.e., coarse resolution models underestimate offshore transport of material 544 

released in the coastal zone.   545 

 546 

4.2 Consequences of hydrodynamic model resolution for Lagrangian transport 547 

along a topographically complex coastline 548 

The TELEMAC-2D model used here is a two-dimensional depth-averaged tide-only model 549 

(see Hervouet, 2007) and so the resolution of the coastal processes are simplified in the 550 

vertical plane, e.g., excluding wind- and wave-driven currents and density-driven flows 551 

(although the depth-averaged currents take into account reduced flows associated with the 552 

bottom boundary layer). Whilst the tide-only model setup reduces the realism of the 553 

simulations, it does allow for an initial comparison of the changes in dispersal resulting from 554 

decreasing the grid resolution. All efforts were made to minimise any potential artefacts of 555 

hydrodynamic model set-up on simulated currents, such as decreasing the model’s internal 556 

timestep as the model grid resolution became finer, to keep a comparable Courant number 557 

(which defines how quickly information propagates through one grid cell). Crucially, the 558 

comparison of the two high-resolution (50 m) simulations confirms that it is grid spatial 559 



resolution as opposed to grid configuration which drives the differences in simulated particle 560 

trajectories, since the RMSE between the two simulations with 50 m nearshore grid resolution 561 

was much less than when comparing simulations from coarser resolutions grids (40-72% less, 562 

Section 3.2).  563 

 564 

Understanding the processes driving differences in predicted dispersal among models of 565 

differing spatial resolution is important in making recommendations on appropriate 566 

methodology. Our simulations predicted barotropic tidal currents and their interactions with 567 

complex and shallow coastal topography to produce a range of secondary coastal flows such 568 

as recirculating eddies and asymmetric fluxes. The velocity fields were resolved in more detail 569 

in the finer resolution simulations, owing to the interpolated (smoothed) bathymetry in the 570 

coarser models. Intricacies in the residual flow patterns within the first kilometre offshore (and 571 

further offshore) were increasingly lost as the grid resolution became coarser. Along the North 572 

Wales coastline, there are numerous recirculating features, the simulation/resolution of which 573 

was dependent on the model grid spatial resolution (Figure 3). Consequently, the highest grid 574 

resolution simulations were the most dispersive, contrary to our original hypothesis. 575 

Interrogation of the residual flow systems within the nearshore region (not shown) indicated 576 

that as a first-order approximation, eddies of the order of the grid scale were resolved, as close 577 

inshore as twice the grid scale. For example, circulations on the scale of 50 m were permitted 578 

within the first 100 m offshore (R50), increasing to circulations on the scale of 500 m over 1.5 579 

km offshore (R500). In R500, several large (>3 km) eddies off the headland of Anglesey were 580 

resolved, the centre of each of these was >2 km offshore. However, there were numerous 581 

smaller recirculating eddies (<500 m) within the first kilometre offshore resolved in R50 which 582 

were entirely unresolved by the R500; these features appear to be driving dispersal offshore 583 

rather than resulting in particle retention in the nearshore (i.e., contrary to the original 584 

hypothesis). 585 

 586 

Another potential mechanism which explains the important role of model resolution is the way 587 

in which coastal complexity is dealt with. Here, the coastline was increasingly less well 588 

resolved in the relatively coarser model resolutions and so intricacies of the complex 589 

coastlines were lost (where a comparison of the coastline resolution can be seen in Figure 3). 590 

Where the coastline was less well resolved (R250 and R500 models), there were relatively 591 

more (up to 26%) incidences where particles were advected onto land (taken here as water 592 

depth <0.1 m) than in the finer resolution simulations (R50 and R100); this effect will have 593 

contributed to the coarser resolution simulations being overly retentive in the nearshore zone. 594 

Although R50 was the most dispersive simulation, retaining the fewest particles within the 1 595 

km nearshore zone, it was R100 which had the fewest particle interactions with the coast, 596 



suggesting that it is not only the detail of the coastline which drives the number of particles 597 

being advected onto land but also the resolution of topographic features which will drive some 598 

of the fine-scale coastal currents. Particle interactions with land are clearly an important part 599 

of predicting dispersal in coastal systems. It is worth noting that the number of coastal 600 

interactions was reduced with a decreased particle tracking model timestep (results not shown 601 

here), but this had limiting implications for model output because of run time and storage 602 

capacity. This highlights the potential sensitivity of simulated dispersal to model timestep, an 603 

important consideration for all particle tracking studies. Finally, coarser models by their very 604 

nature lead to greater land interactions under simulations where particles are released close 605 

to shore. The particles were released 500 m offshore in all simulations, hence in the coarser 606 

resolution simulations, they were relatively closer to the coastline (in terms of number of grid 607 

cells), which increased the particle-land interactions in the coarser models.  608 

 609 

The dispersal patterns from our four different resolution models were broadly similar in each 610 

of the simulations, with particles released from the same locations being dispersed in similar 611 

directions in each resolution model. However, small differences in larval transport or dispersal 612 

distance can have significant implications for the success of marine species to settle and 613 

reproduce (e.g., Hold et al., 2021). Our results suggest that predicted dispersal patterns are 614 

particularly sensitive to model resolution in tidally energetic regions. We found that the greatest 615 

difference in dispersal between the models occurred where particles were released from 616 

exposed headlands/islands, e.g., north-western coast of Anglesey, which is highly energetic 617 

(tidal currents >3 m/s; Roche et al., 2016). We thus considered whether there was a correlation 618 

between the RMSE in the simulated particle trajectories and current speeds or water depth at 619 

the release sites but found (results not shown here) no statistically significant correlations. On 620 

average, the mean water depth at the release sites was 5% deeper in R50 than in R500 (and 621 

1% and 2% deeper than R100, R250, respectively), an artefact of the interpolation of the high 622 

resolution bathymetry onto the lowers resolution grids. That said, in general, the nearshore 623 

current speeds were higher in R50/R100 simulations than in the R250/R500 simulations, 624 

because of the increased nearshore resolution and higher number of grid cells resolving the 625 

current regime more accurately. Further offshore (~5 km), there was minimal current speed 626 

difference between the simulations since the horizontal resolution offshore was constrained to 627 

be the same a few kilometres offshore. As such, we suggest that using an unstructured grid 628 

of <100 m resolution ought to be considered for simulating the transport of material in the 629 

nearshore zone.  630 

 631 



5. Conclusions 632 

We find that for simulating Lagrangian dispersal of material in the coastal zone of a tidally 633 

energetic sea, a spatial resolution of <100 m ought to be used. This study illustrates that 634 

estimates of dispersal in the coastal zone were sensitive to ocean models of differing spatial 635 

resolutions (50-500 m), implying that careful consideration of appropriate model resolution is 636 

important. Relatively coarse resolution models (>100 m) overestimated larval retention in the 637 

nearshore zone, underestimated total dispersal distance and therefore led to different 638 

estimates of alongshore connectivity (stronger overall connectivity but between fewer discrete 639 

source-sink sites) in comparison to high resolution (<100 m) models. This study considered 640 

passive particles dispersed over two weeks, and so is relevant particularly to early-life larval 641 

stages; however species-specific studies ought to incorporate larval behavioural traits into the 642 

particle tracking algorithm, which represents much opportunity for further research. Such 643 

studies should also consider natural variabilities in circulation patterns, e.g., from wind-driven 644 

and density-driven events. Despite these limitations, our study represents an important 645 

contribution to understanding larval dispersal in the coastal zone through simulating potential 646 

pathways and connectivity at high spatial resolution. This work is particularly relevant to 647 

investigations into the spread of organisms that remain close to shore over timescales of days-648 

to-weeks, e.g., the spread of marine non-native species and pathogenetic parasites, but is 649 

equally relevant to simulations tracking the dispersal of eDNA or coastal pollutants such as oil 650 

and plastics. 651 

  652 
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