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Abstract 

The quantum control of the isomerisat ion of azomethane and a 10-membered 

dibenzoazo crown ether (referred to as 02N2) was studied for the inversion 

and torsional coordinates. Density functional theory was used to generate 

the ground (S0 ) and first excited (S1) electronic state potantial energy func­

tions required to simulate the wavepacket dynamics. Laser control pulses 

were generated manually by observat ion of the wavepacket dynamics, and 

these were subsequent ly refined by using optimal control theory. 

For azomethane, greater isomerisation control is possible along the tor­

sional isomerisation coordinate than along the inversion coordinate. Control 

along the inversion coordinate is hindered by the existence of a potential 

barrier on the S1 potential energy funct ion, and hence a complicated 4-pulse 

sequence is required to overcome it . Furthermore the cont rol of azomethane 

isomerisation along both coordinates is limited by the small transition dipole 

moment coupling the S0 and S1 electronic states. 

The topology of 0 2N2's S1 potential energy surface favours t he torsional 

trans --t cis isomerisat ion channel, where again an energy barrier is observed 

along the S1 inversion pathway. However , a greater yield is observed along 

the inversion pathway ut ilising a 4-pulse sequence since the locality of the 

wavepacket is easier to maintain along this coordinat e, as opposed to the 

periodic torsional coordinate. 

Finally, in chapter 6, the effect of environmental dissipation on the laser 

cont rol of a model isomerisation system is investigated using the Caldeira­

Leggett quantum master equat ion in Wigner phase space. As expected, en­

ergy dissipat ion and decoherence have a negative effect on the amount of 

quantum cont rol possible, and the effect increases with respect to the size of 

the friction coefficient rJ . 
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Chapter 1 

Introduction 

Azobenzene derivatives have long been used as dyes due to their strong ab­

sorption of electromagnetic radiation in the visible region of the spectrum, 

resulting in their vivid colouration ranging characteristically from red, orange 

to yellow. Some, e.g. methyl orange, have also been utilised as acid/base 

indicators due to their propensity to change colour under different pH con­

ditions. 

Another characteristic of azobenzene and its derivatives is their ability 

to undergo trans - cis photoisomerisation [1, 2] when illuminated with 

UV /visible light of the correct wavelength. Due to their ability to isomerise 

quickly (picosecond timescale), and that their separate conformers are stable 

and spectroscopically distinguishable , azobenzene and its derivatives have 

been identified as having potential applications in optical data storage, data 

processing, biochemical activity, and as optical switches in molecular ma­

chines and nano devices (see ref. [3] and references therein). Understandably, 

the mechanism of the photoisomerisation of azobenzene has been extensively 

studied and debated in the literature in recent years [3, 4, 5, 6, 7, 8, 9]. T he 

main point of discussion is whether the preferred path of isomerisation occurs 

via torsion or inversion around the central azo component of the molecule 

Fig. 1.1. 

A particular subgroup of azobenzene derivatives are characterised by their 

apparent resistance towards the torsional photoisomerisation mechanism, the 
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Figure 1.1: Schematic diagram of the two likeliest routes of azobenzene pho­
toisomerisation, inversion (top) and torsion (bottom) around the N=N bond. 

so called rotation-restricted azobenzenes. Fig. 1.2 illustrates molecules which 

may be regarded as rotation-restricted, where the torsion isomerisation mech­

anism was believed to be hindered by the fact that the phenyl rings are con­

nected [10, 12]. The azobenzene derivative which provides the focus of this 

work is a IO-membered dibenzoazo crownether [13], depicted in Fig. 1.2 B 

for n=l, where the phenyl rings are connected by an ether linkage. The mo­

t ivation for the investigation into the photoisomerisation of this particular 

molecule is its relatively small size, hence the prospect of less computationally 

demanding theoretical calculations, and the relative thermal stability of its 

cis conformer [13], which is a crucial attribute for an isomerising molecular 

switch. 

Throughout this thesis, the 10-membered dibenzoazo crownether will be 
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Figure 1.2: A: an azobenzenophane molecule [10]. B: Series of 
azocrownethers, O2N2 when n=l [11] C: Azocrownether of ref. [12] where the 
torsional photoisomerisation pathway was believed to be sterically hindered 

referred to by the abbreviation 02N2 , which is a reference to the num­

ber of Oxygen and Nitrogen atoms present in the 10-membered ring formed 

by the ether linkage. A primary objective of this thesis is to gain insight 

into the mechanism of photoisomerisation of O2N2 by exploring the relevant 

sections of its ground and first excited electronic state potential energy sur­

faces (PES). Recent theoretical investigations into other rotation-restricted 

azobenzenes have raised doubts about the extent of this torsional restriction 

[14, 15]. 

Laser Control of Chemical Reactions 

Since the advent of the laser in the 1950s, chemists have pondered about 

the viability of their use for controlling chemical reactions. Initial attempts 

at realising product selectivity in a photoinduced chemical reaction centred 

around the capability of generating light fields of very high intensity and small 

spectral bandwidth [16] , and hence the possibility of exciting a particular 
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bond in a molecule discriminately leading to selective dissociation. This 

approach had limited success since the rate of intramolecular energy transfer 

is almost always considerably greater than the rate of dissociation. 

The development of ultrafast laser pulses ( of less than picosecond du­

ration) in the 1980s led to the possibility of influencing the dynamics of a 

molecule in 'real time' , since successive applications of laser pulses could be 

achieved on a similar time scale of a molecular vibration. Tannor and Rice 

[17, 18] illustrated the possibility of controlling the location of a time depen­

dent wavepacket on a ground state PES, via mediation of an excited state 

PES, and hence potentially controlling the geometry of a molecule. A nat­

ural extension to t he Tannor /Rice control scheme is optimal control theory 

(OCT) [19, 20, 21], where the laser pulses are refined by a an optimisation 

algorithm to increase the yield of this control. OCT has been applied to find 

optimal shapes of pulses for a wide range· of quantum mechanical systems 

[16]. Its application range from small molecular systems, such as control 

over the photo-fragmentation of a diatomic [22], to considerably more com­

plex molecular systems, such as the selective preparation of enantiomers [23] , 

and the control of the cyclohexadiene - hexatriene photoreaction [26]. 

Laser Control of Azo-compounds 

Recent theoretical and experimental investigations into the photoisomerisa­

tion of azobenzene suggest that the torsional mechanism is favoured [3, 24, 

25]. In particular, it is generally accepted that a conical intersection exists 

at a C-N-N-C dihedral angle of 90° between the ground electronic state S0 

and the first excited electronic state S1 . The conical intersection provides a 

funnel for radiationless transition between the electronic states, and, due to 

its location, a ratio of cis/trans product is observed. Control of a reaction in 

t he vicinity of a conical intersection is limited by the unpredictable nature of 

t he ratio of products t hey yield. The decision to investigate the dynamics of 

O2N2 photoisomerisation was strongly motivated by the possibility that t he 

torsional mechanism was blocked (hence avoiding the conical intersection) , 

leading to the possibility of greater control along the inversion isomerisation 
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coordinate. 

Structure of Thesis 

Chapter 2 provides a discussion of the general background theory relevant to 

this thesis. In Chapter 3, t he details of the computational methods utilised 

in this thesis are presented, including details of electronic structure t heory 

and the evolution of time dependent wavepackets on a two electronic state 

system. 
In Chapter 4, details of the aforementioned Tanner/Rice control scheme 

and OCT are presented. Density functional t heory (DFT) is used to gener­

ate potential energy functions along the torsion and inversion isomerisation 

coordinates of azomethane, and the Tanner / Rice control scheme and OCT 

are implemented on this system in the wavepacket framework discussed in 

Chapter 3. Azomethane undergoes similar photoisomerisation to azobenzene 

and its derivatives when in a condensed phase [27], and since it is a consid­

erably less complex system, the computational effort required for such an 

investigation is dramatically reduced. Calculations on azomethane were car­

ried out to demonstrate the computational methods used in this thesis, and 

to help predict the feasibility of a similar investigation on t he larger O2N2 

system. 
Chapters 2-4 serves to assemble the necessary quantum methodologies 

required for the application of quantum control and OCT on the photoi­

somerisation dynamics of O2N2 in Chapter 5. The DFT potential energy 

functions along the photoisomerisation coordinates of O2N2 are presented 

in Chapter 5, followed by a discussion of the most likely route of isomeri­

sation and comparison with experimental data. Again, OCT is applied in 

the wavepacket formalism of quantum mechanics to find the pulses which 

maximise the yield of the photoisomerisation, followed by a discussion of 

the experimental relevance of the generated pulses and avenues for further 

research. 
Finally, Chapter 6 invest igates the effects of environmental dissipation 

on the possible control of isomerisation type model systems. In this work, 
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Caldeira-Leggett [28] dissipation is implemented on these systems in Wigner 

phase space, hence a novel optimal control formalism is presented for systems 

in Wigner phase space. 
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Chapter 2 

Background Theory 

2 .1 Separation of Electronic and Nuclear Mo­

tion 

The energy of a general molecular system is characterised by the full molec­

ular Hamiltonian 

r1,2p2 . e2 - n,2p2. z.z.e2 z .e2 
H-~ e,i+~--+~ N,i + ~ i J ~ - J 

- L..t - 2m ~ Ir· -r·I L.,; - 21VJ. ~ IR:i-R·I-L.,; J Ir· - R·I 
i J >t i J i i J> t J i i J 

(2.1) 

or in shorthand form 

where the terms Tn and Te represent the kinetic energy of the nuclei and 

electrons respectively, and Vnn, Vee, and Ven represent the potential energy 

arising from nuclei-nuclei repulsion, electron-electron repulsion, and nuclei­

electron attraction respectively. The terms R and r represent nuclear and 

electronic coordinates respectively. Eq. (2.2) contains the term Ven(r, R) 

which couples the motion of the electrons to t he motion of the nuclei, hence 

the molecular wavefunction, 1lJ(r, R), is prevented from being written as a 
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simple product of nuclear and electronic terms 

w(r, R) = <I?(R)¢(r) (2.3) 

where <I?(R) and ¢(r) represents t he nuclear and electronic wavefunctions 

respectively. 

For an instantaneous nuclear configuration R the nuclear-nuclear repul­

sion term Vnn(R) in Eq. (2.2) is constant, and the nuclear kinetic energy 

term Tn(R) = 0, hence the Electronic Time Independent Schrodinger Equa­

tion (TISE) is given by 

He¢i(r; R) = ti(R)¢i(r ; R) 

[Te(r) + Vee(r) + Ven(r; R)]<Pi(r; R) = ci(R)<Pi(r; R) (2.4) 

where ¢i(r, R) and ci(R) are the adiabatic electronic eigenfunctions and 

eigenenergies for the set of fixed nuclear coordinates R respectively. The 

adiabatic electronic eigenfunctions form a complete orthonormal set, hence 

the total wavefunction may be expanded in this eigenbasis 

(2.5) 

where the expansion coefficients <Pi(R) are the nuclear wavefunctions in t he 

adiabatic representation. 

Inserting Eq. (2.5) into the full TISE, multiplying from the left by a 

particular electronic wavefunction <PJ, and then integrating over the electronic 

coordinates gives 

[Tn(R) + €j(R)] <Pj(R) + L J\ji<Pi(R) = E<Pj(R) (2.6) 
i 

where E is the total energy and Aji(R) is the non-adiabatic coupling ma­

trix that involves derivatives of <P with respect to R. The matrix elements 

of A are non-trivial to compute, however, in the adiabatic approximation 

the off-diagonal elements j -:f i are discarded. The justification for this ap-
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proximation is based on the fact t hat the nuclear mass is much greater than 

the electron mass, t herefore the nuclei move much slower than the electrons. 

Consequently the nuclear motions are small and therefore the derivatives 

with respect t o R are also small. Within the adiabatic approximation the 

nuclear T ISE has the form 

(2.7) 

A further simplification can be made by implementing the Born-Oppenheimer 

approximation where Ajj are also discarded by the justification that the small 

massed electrons adjust instantaneously to any mot ion of the nuclei and 

(2.8) 

where Ej(R) is the potential energy of the molecule for the nuclear coor­

dinates R. By solving the electronic TISE for a range of values of R, an 

effective potent ial energy function V(R) under which the nuclei move can be 

generated. 

2.2 The Time D ependent Wavepacket 

When the potential energy function V has been determined along a particular 

displacement coordinate q (e.g. bond length, normal mode of vibration), the 

nuclear Time Dependent Schrodinger Equat ion (TDSE) may be written in 

one dimension as 

ifi:t \JJ (q, t) = [Tn(q) + V(q)] \JJ(q, t) (2.9) 

where \JJ (q, t) is the wavefunction describing the motion along the nuclear 

coordinate q. The square of the wavefunction, I \JI ( q, t )12 , represents the t ime 

dependent probability distribut ion of finding t he molecule at a particular 

nuclear coordinate q. 

While the nuclear eigenfunctions 4?( q) yielded by Eq. (2.8) are also par­

ticular solutions of the TDSE, t heir probability density distributions do not 
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vary with time, hence t here is still effectively no discernable motion. How­

ever, any linear combination of a particular solution of the TDSE is also a 

particular solution of the TDSE. Therefore, \ll (q, t) may be expanded in the 

eigenbasis of the TISE Hamiltonian 

00 

w(q, t) = L Cn<I>n(q)e-tEnt (2.10) 
n=O 

where <I>n and En are the n'th eigenfunction and eigenenergy of the system 

Hamiltonian, and Cn is the n'th complex valued expansion coefficient given 

by the overlap integral 

(2.11) 

It can be shown that such a superposition of eigenstates has a time depen­

dent probability density distribution, l\ll (q, t)l2, by considering the simple 

superposition of 2 eigenstates 

which has the probability density distribution 

l\ll(q, t)l2 = lc112 ( <I>1(q)e-tEit) * <I>1(q)e-tEit + 

lc2l2 ( <P2(q)e-¼E2t) * <P2(q)e-kE2t + 
. (E2-E1)l 

2~{c;'.c2<P;'.(q)<P2(q)e- i n } 

lei l<I>1(q)l
2 + lc2l

2 
l<I>2(q)l

2 + 
.(E2-E1Jt 

2~{c;'.c2 <I>;'.(q)<I>2(q)e- i 11 } 

(2.12) 

(2.13) 

where the symbol~ refers to the real part and A* is the complex conjugate of 

A. The third term in Eq. (2.13), which arises from the interference between 

the different eigenstates, is the only term which depends on time. 

Fig. 2.2 illustrates the first 5 eigenstates of a harmonic oscillator poten­

t ial. It is also illustrated how a superposit ion of such eigenstates may, via 
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q 

F igure 2.1: Illustratio11 of the 5 lowest energy eigcHst ,ites (red) of a han 11011ic 
oscillator potential function, together with the probability density distribution of 
a localised wavepackct (blue) generated by their superposition. 

an appropriate choice of expansion coefficients en, generate a localised time 

dependent wavepacket w(q , t). The more localised a wavepacket. the less 

uncertainty there is in the location of the particle it represents. This is a 

manifestation of the Heisenberg uncertainty principle 

n, 
6,1,6.x > -

t' - 2 (2.14) 

where the standard deviation of the momentum p of the particle multiplied 

by the standard deviation of its location is never less than ~- Since t he gen­

eration of a localised wavepacket requires contributions from a large number 

of eigenstates, the decrease in uncertainty of location is coupled with an in­

crease in uncertainty of the momentum and energy of the system. 

The time dependent wavepacket ( or state function) W ( q, t) provides a 

complete description of the state of an individual system in terms of the 

specifi c internal coordinate q. This inherently statistical description relates 
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to t he probabilities of all outcomes of all conceivable measurements that can 

be performed on the system [1]. Each experimental observable of the system 

is associated with a Hermitian operator A [2], and the expectation value of 

an experimental observable for a normalised wavefunction1 is given by 

(A) = J: w*(q, t)Aw(q, t)dq = ( w(q, t) IA.I w(q, t)) (2.15) 

where Dirac notation has been introduced2. The Hermit ian operator associ­

ated with the energy of a system is of course the Hamiltonian operator, hence 

the expectation value of the total energy of a wavepacket, at a particular time 

t , is given by 

(ET) = ( w(q, t) li!I w(q , t)). (2.16) 

For a system which may be described by an adequate approximation of 

its Hamiltonian Eq. (2.1), the time dependent wavepacket model provides 

an intuitive picture of molecular motion. In contrast to the time indepen­

dent picture, the model of a localised wavepacket propagating on a potential 

energy surface resembles the dynamics of the intuitive classical picture of 

a particle over small time scales, while still encompassing strictly quantum 

mechanical phenomena, such as tunnelling through a potential barrier [3]. 

2.3 Coupling of Electronic States via Exter­

nal Electromagnetic Field 

Photochemical reactions, such as photoisomerisations, involve multiple elec­

tronic states, hence the time dependent Schrodinger equation for a manifold 

1often in the literature, the t erms wave/unction and wavepacket are interchangeable. 
2in simplified terms the Dirac Bra-Ket notation is a shorthand for representing the inner 

product of wavefunctions. The wavefunction 'ljJ is represented by the ket vector 11P) and it 's 
complex conjugate by ('I/JI - Combining the two produces the BraKet ('1/Jl'I/J) = J -ip*'ljJ which, 
when applied to large expressions, is convenient compared to expressing the cumbersome 
integrals. 
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of j electronic states may be written in matrix form 

\J!1(t) T1 + Vi Vi2 Vnj \J!1(t) 

·,/J \J!2(t) Vii T2 + Vi Vnj \J!2 (t) 
(2.17) i -

at 

\J!j(t) ½1 ½2 Tj+VJ \J!j(t) 

where Tj is the nuclear kinetic energy operator acting on the portion of the 

wavepacket occupying electronic state j, and ½ is the adiabatic potential 

energy function of electronic state j. The off diagonal elements Vjk represent 

the coupling between electronic states j and k - essentially they govern the 

transfer of population between the electronic states j and k. 

Atomic and molecular systems absorb and emit electromagnetic radia­

tion in discrete packets of energy corresponding to the difference in energy 

between different states of the system. As well as electronic states, a molecu­

lar system consists also of vibrational and rotational states, and hence a vast 

combination of transitions are possible for polyatomic molecules. 

The interaction between electromagnetic radiation and molecules gener­

ally occurs between the electric field component of the radiation and the 

electric dipole moment of the molecule which is given by 

(2.18) 

where qi and ri are the charge and position vector of the i'th particle in the 

molecule. The intensity of a transition is proportional to the square of the 

transition dipole moment R which, for a vibronic3 transition, is given by [4] 

(2.19) 

where '1/J:v and '1/J:v are the higher and lower energy vibronic states involved 

in the transition. If the nuclei are regarded as stationary compared to the 

fast moving electrons (Born-Oppenheimer approximation), then the vibronic 

3 vibronic transitions refer to electronic transitions accompanied by a vibrational tran­
sition 
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v" 

q 

Figure 2.2: Ground a11cl first excited clectrouic states of a model system where 
both states have harmonic potentials. The dashed line indicates the position at 
which we should look for rnaxirnmu overlap bctweell v~ a11d v: 

state 'lj.;ev may be factorised into 'lj.;P'lj.;,,. The vibronic transition dipole moment 

may now b e expressed as 

(2.20) 

where 

(2. 21) 

The overlap integral (~;:.I~;~) is a measure of the degree of overlap between 

vibrational wavefunctions. Its square is known as the Franck-Condon factor, 

and is useful in determining the relative intensities of vibronic transitions. 

Fig. 2.2 illustrates the ground and first excited state of a model system con­

sisting of harmonic potentials. The electrons are assumed to adjust instan­

taneously during the transition, while the nuclei remain at the nuclear co­

ordinate q at the instant of t he transition , hence Franck-Condon transitions 

arc also referred to as vertical transitions. For the model system depicted in 

Fig. 2.2 the vibronic transition with the largest Franck-Condon factor is the 

19 



q 

' ' ' ' ' ' ' ' ---------)! 
L.\q i 

' ' ' ' ' 

Figure 2.3: vertical transition of a vibrational eigenstate of the gronnd electronic 
state to produce a superposition of eigenstates on the excited electronic state i.e. 
a. t ime depc11dcnt wavcpac:kct . 

v~ --t v; transit ion. 

Fig. 2.2 represents the Franck-Condon (F-C) principle within the time 

independent pictme. When the Hamiltonian for a molecular system is ac­

curately approximated , t hen it 's possible to envision how t he F-C principle 

may be utilised to predict the vibrational structure of electronic spectra. 

Vertical transit ions a.re also applicable in the time dependent wavepacket 

model. Fig. 2.3 illustrates a F-C transition from the ground vibrational state 

of the ground electronic state into the first excited electronic state. In this 

inst ance, the nuclear wavefunction maintains its ground state form in the 

excited state, again due to the instantaneousness of electronic transitions 

compared to nuclear motion. The wavefunction is now a superposition of the 

vibrational eigenstates of the excited electronic state 

00 

\JJ (t) = L Cn't/J~' e-fE,,t (2.22) 
n =O 
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where the complex expansion coefficients are determined by the vibrational 

overlap integral ½i = (1/l~vl1/li). 
Another result of a vertical transition is the dependency of the energy of 

the excited wavepacket on the displacement 6.q of the excited state minimum 

compared to the ground state minimum. For large 6.q, the superposition 

wavepacket will comprise of more significant contributions from higher en­

ergy eigenfunctions than for systems with small 6.q. As such, high energy 

wavepackets are often referred to as 'vibrationally hot' wavepackets. 

The coupling of electronic states by electromagnetic radiation may be 

included in the TDSE 

(2.23) 

where µ ii is the electronic transition dipole moment between the states i and 

j, and E(t) is the electric field component of the electromagnetic radiation 

interacting with the molecule. For simplicity, the matrix Hamiltonian has 

been truncated to include only two electronic states, and the coupling terms 

¼j have been neglected by t he assumption that the states are energetically 

well separated. 
To generate a localised wavepacket on an excited electronic state (Fig. 2.3) , 

the complete transition must be accomplished in an ultrashort t ime scale. 

Components of the wavepacket will start to evolve on the excited state sur­

face instantly after transition, hence the longer the duration of the transition 

the more de-localised the wavepacket will become. Localisation is achieved by 

the application of ultrashort femtosecond laser pulses, which have a lifetime 

an order of magnitude less than the vibrational period of a typical molecular 

mode. 
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2.4 Non-Adiabatic Transitions 

The non-adiabatic coupling matrix A.ji introduced in Eq. (2.6) initiates tran­

sitions between electronic states, the origin of these t ransit ions lie in the 

coupling between the nuclear and electronic motions ( often called vibronic 

coupling in the literature.) . By definition, these transitions are unaccounted 

for within the adiabatic approximation. 

For electronic states which are widely separated in energy, t he adia­

batic and Born-Oppenheimer approximations are assumed to hold. These 

approximations are justified since the matrix elements A.Ni only become 

non-negligible when the electronic states are close in energy [6]. When elec­

tronic states are close in energy, radiationless transitions can occur as a 

result of this vibronic coupling, i.e. electronic transitions occur without ab­

sorbing/ emitt ing electromagnetic radiation ( this purely internal occurrence 

is often referred to as internal conversion in the literature.). Close lying elec­

tronic states are a regular occurrence in polyatomic molecules with a large 

number of degrees of freedom. 

A particularly efficient pathway for non-adiabatic radiationless transitions 

occurs at conical intersections between electronic potential energy surfaces 

(PESs). Conical intersections are degenerate points on separate adiabatic 

elec.tronic PESs, they are characterised by a single degenerate point where 

the local topology of the surfaces may be described by a cone. Conical inter­

sections ( also known as photochemical funnels) provide an ultrafast pathway 

for interstate crossing on the femtosecond timescale, and have been shown 

to play a crucial role in the photochemistry of many polyatomic molecules 

including azobenzene [5]. For a more detailed account of conical intersec­

tions, and their inclusion in dynamical calculations, the reader is referred to 

Refs. [6, 7]. 
The external laser control of t he dynamics through a conical intersection 

is limited. This limitation arises from the fact that external active control 

(Chapter 4.1.2) is lost whenever an electronic transition occurs via an internal 

mechanism. While it is possible to manipulate the product rat ios which occur 

after passage through a conical intersection to some degree [8] , the influence of 
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the external electromagnetic field is lost during the non-adiabatic transition 

[9]. In this work non-adiabatic effects are ignored. However , as discussed in 

Chapter 5.3, the influence of a conical intersection is scope for further work. 
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Chapter 3 

Computational Molecular 

Dynamics 

Chapter 2 introduced the Born-Oppenheimer approximation as a means of 

separating the nuclear and electronic motions of a molecule, and thus split­

t ing the molecular Schrodinger equation into more manageable parts. By 

first solving the electronic time independent Schrodinger equation (TISE), 

Eq. (3.1) , for different conformations along a rotational/vibrational mode, or 

an intrinsic reaction coordinate, a potential energy function, (Vnn ( R) +ci ( R)) , 
for that particular motion is produced. Subsequent calculation of the nuclear 

time independent Schrodinger equation, Eq. (3.2), yields the nuclear eigen­

functions <!?ik(R) and eigenenergies Eik for the system, which are then used 

as the basis for a time dependent picture of the system, characterised by the 

time dependent Schrodinger equation (TDSE) Eq. (3.3). 

in o'11 = fI'11 (3.3) at 
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In the present chapter, details of the computational programs used through­

out the thesis are presented. Section 3.1 outlines the ab initio methodology 

behind calculating the relevant potential energy functions Section 3.2 gives 

details of the Fourier Grid Hamiltonian Method (FGH) used to solve the 

nuclear t ime independent Schrodinger equation, and outlines the compu­

tational details of the wavepacket methodology described in Chapter 2.2. 

Finally, Section 3.3 demonstrates the wavepacket methodology on a model 

two electronic state system consisting of 2 harmonic oscillator potentials. 

3 .1 Ab I nitio Calculations 

Although the Born-Oppenheimer approximation allows a separation of the 

electronic motion from the nuclear motion, solving the electronic Schrodinger 

equation is still a formidable task without the implementation of further 

approximations. The field of electronic structure t heory is an immense area of 

research, and great inroads have been made into developing accurate and/ or 

rapid computational approaches for solving t he electronic TISE. There are 

two main classes of electronic structure methods: 

1) Semi-empirical methods utilise observed experimental parameters to 

simplify the computation, where an approximate form of the Schrodinger 

equation is then solved. Different semi-empirical methods are characterised 

by which experimental parameters are used. 

2) Ab initio methods rely on the first principles of quantum mechanics, 

as well as a limited number of physical constants i.e. Planck's constant, the 

speed of light, and the mass and charges of electrons and nuclei. Different 

ab initio methods are characterised by their different set of approximations. 

Electronic structure packages such as Gaussian [1] have proved an in­

valuable tool to the computational chemist in recent decades. The Gaussian 

suite of programs is based on Hartree-Fock theory. 
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3.1.1 Hartree-Fock theory 

The 1st approximation of Hartree-Fock theory is to decompose the electronic 

molecular wavefunction \Ii into a combination of orthonormal molecular or­

bitals </)1 , </)2 , .... A simple way of combining these molecular orbitals would 

be to form their Hartree product 

(3.4) 

However, such a wavefunction is inconsistent with the antisymmetry require­

ment of fermions such as electrons. Furthermore, the intrinsic angular mo­

mentum of the electron has not been taken into account, as such the hartree 

product is combined with a spin function (a(i) for spin+½, and /3(i) for spin 

-½) e.g. </>1(r1)a(l). 
Using this notation, the total electronic wavefunction \[! ( r) can be rep­

resented in terms of a Slater determinant, where ¥ molecular orbitals are 

defined for a system of n electrons 

</J1(r1)a( l) </J1(r1)/3(1) 
</>1 ( r2)a(2) </>1 (r2)/3(2) 

<P? (ri)/3(1) 
<P? (r2)/3(2) 

(3.5) 

where each row represents all the possible assignments of electron n to all 

orbital-spin combinations. Interchanging any two rows of the determinant 

changes t he sign of \[! ( r), hence the antisymmetry of fermions is accounted 

for. Another convenient feature of the Slater determinant is that the Pauli 

Exclusion Principle is automatically encapsulated, if two electrons with the 

same spin occupy the same spatial orbital, then the wavefunction Eq. (3.5) 

vanishes. 

Basis Sets 

The spatial part of the spin-orbitals, <Pi(ri), are unknown in practice, hence 

the 2nd approximation of Hartree-Fock theory is to define <Pi as a linear 
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combination of 1-electron basis functions Xµ 

N 

<Pi = z= CµiXµ (3.6) 
µ=l 

where Cµi are the molecular orbital expansion coefficients, Xµ is an arbitrary 

basis function and <Pi an arbitrary molecular orbital. 

The Gaussian electronic structure programs uses Gaussian type orbitals 

(gto) as basis functions 

(3.7) 

where c is a normalisation constant and a is the radial extent of the Gaussian 

type orbital g. In its basic form each primitive Gaussian g may be considered 

as an approximation for an atomic orbital e.g. for s and Py atomic orbitals 

( ) _ ( 2a) ;! -ar2 gs a,r - - 4 e 
7r 

(3.8) 

(3.9) 

However, linear combinations of these Gaussian functions are used to produce 

the actual basis functions of the calculation, and these are expressed as 

(3.10) 

where dµp are fixed constants within a given basis set, and Xµ are called 

contracted Gaussians. Hence t he expansion for an approximate molecular 

orbital is given by 

(3.11) 
µ µ p 

Obviously, the larger the number of primitive Gaussians per contraction, as 

well as the actual number of contractions, the more accurate the calculation. 
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However, t he calculations get computationally more expensive with increas­

ing number of Gaussians, hence compromises must be made in the quest for 

accuracy and efficiency. 

Roothan-Hall Equations 

To calculate the molecular orbitals <Pi, the challenge within H-F theory is to 

find the molecular orbital expansion coefficients Cµi · The variational princi­

ple states t hat for the ground state of any antisymmetric normalised function 

of the elect ronic coordinates 2 , the expectation value for the energy corre­

sponding to 2 will always be greater than the the energy for the molecular 

system 

E(2) > E(w); 2 =/= w (3.12) 

An iterative procedure may be utilised which minimises E (2) up to a certain 

specified criterion, which in turn yields a function of electronic coordinates 

2 as close as possible to the exact wavefunction \II. 

The Roothan-Hall equations [2] may be represented in matrix form as 

FC = SCc (3.13) 

where E is a diagonal matrix of orbital energies, each of its elements, Ei, 

corresponds to the one-electron orbital energy of molecular orbital <Pi- The 

matrix C contains t he coefficients Cµi of t he basis functions Xw 

S is t he overlap matrix containing the elements 

(3.14) 

and finally, F is the Fock matrix which contains the elements 

(3.15) 

The term F(r) is the .F'ock operator, which is analogous to the Hamiltonian 

29 



operator in the Schrodinger equation and has the form 

Net 

F(r) = h(ri) +VHF= h(ri) + 'I: (2}j(ri) - kj (ri)) 
j=l 

where h(ri) is the single particle operator 

(3.16) 

(3.17) 

which describes the effect of the field of the nuclear configuration R on a 

single electron. VHF is called the Hartree-Fock potential and consists of t he 

coulomb operator Ji and the exchange operator k j . VHF describes the in­

teraction of the electron with all the other electrons. 

Since the elements of the Fock matrix F depend on the coefficients Cµi 

contained in the matrix C, Eq. (3.13) must be solved iteratively. An initial 

guess of c0 is required which is used to calculate the first Fock matrix P0 . 

The eigenvalue problem is then solved via the diagonalisation of po. 

As a solution of the diagonalisation, a new coefficient matrix C1 is ob­

tained, which in turn is used to construct a new Fock matrix P 1 . This 

procedure is then repeated until a convergence criterion is reached. 

The coefficients Cµi of Eq. (3.11) provide, for the given basis set, t he op­

timal spin-orbitals c/>i(ri)a/f3(i), and their corresponding eigenenergies c(i) . 

The Slater determinant Eq. (3.5) is then constructed using the spin-orbitals 

from which the total electronic energy, Eel, may be obtained via the expec­

tation value of the total electronic operator Rel· 

3.1.2 Configuration Interaction 

While Hartree-Fock theory includes the major correlation effects between 

pairs of electrons of the same spin, termed the exchange correlation, the 

motions of electrons of opposite spin remain uncorrelated. As a result, t he 

electrons are further apart than predicted by Hartree-Fock theory. 
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Any electronic structure method which attempts to deal with this inad­

equacy is called an electron correlation method. There are numerous ways 

of incorporating electron correlation into the calculation, for example M¢ller 

Plesset perturbation theory [3] and configuration interaction 1
. 

The Net electron system within the configuration interaction method is 

made up of a linear combination of Nez particle wavefunctions i.e. Slater 

determinants 

~ = bo'!/Jo + Lbn'!/Jn (3.18) 
n>O 

where '!/Jo is the Hartree-Fock Slater determinant, and '!/Jn>O are the Slater 

determinants for different electronic configurations e.g. the electronic config­

uration of a single electron excitation, where a single virtual orbital replaces 

an occupied orbital in the determinant. The superposition coefficients bn are 

derived variationally. 

If all possible electronic configurations are taken into account , then a 

full Configuration Interaction is reached , which ( when an infinite basis set is 

considered) approaches the exact solution for the non-relativistic time inde­

pendent Schrodinger equat ion within the Born-Oppenheimer approximation. 

However , such a calculation is computationally un-feasible for all but the 

smallest systems, hence the CI is usually truncated after a few determinants. 

An alternative to the t runcated CI method is the Complete Active Space 

Self Consistent Field ( CASSCF) approach. Here, the so-called active space 

is t reated with a full CI, whereas the rest of the molecule is left in a fixed 

configuration. CASSCF has been used extensively in a number of studies, and 

is widely used in the treatment of excited states [4, 5, 6] . However CASSCF 

requires a suitable choice of active space, and therefore this approach requires 

an experienced computational chemist. 

3.1.3 Density Functional Theory 

Another electronic structure method which takes account of electron corre­

lation is Density Functional Theory (DFT) , although it invokes a different 

1 both are referred to as post Hartree-Fock methods 
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approach to the methods based on Hartree-Fock theory discussed previously. 

Hohenberg and Kohn discovered that there is enough information in the 

charge density, p(r), of a molecule to calculate molecular energies [2]. It is 

stated in the first Hohenberg-Kohn (H-K) theorem that the complete molec­

ular potential V is a functional of the charge density p(r), since the molecular 

potential is embedded in the molecular Hamiltonian fI , the full many parti­

cle ground state \JI 9 of the molecule is also a functional of p( r). Even though 

the H-K theorem demonstrated the existence of an unique functional which 

determines the ground state energy and density exactly, it does not provide 

a form for this functional. 

Therefore the goal of DFT calculations is to minimise the charge density 

functional 

(3.19) 

which depends on the electron density, which is a sum of non-interacting 

single electron functions 

N et 

Pe1(r) = L l1Pi(r)l2 (3.20) 

where 1/ii(r) is the spatial part of a single electron function. Analogous to 

the H-F equations Section 3.1.1 , a series of single particle equations, called 

the Kohn-Sham equations, are solved iteratively. The main difference is that 

the H-F potential yHF, in Eq. (3.16) , is replaced by the potential 

yI<8 (r) = j p(r') dr' + V 
I 'I X C r-r 

(3.21) 

where the first term accounts for the coulomb electron-electron interaction 

and Vxc is the potential due to the non-classical exchange correlation energy 

Exe, 
V _ 8Exc 

X C - tJp (3.22) 

these equations may easily be extended to unrestricted calculations, i.e. 

Pa. =I= Pf3 where a and /3 denote spin up and spin down respectively. Such 
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calculations require two Kohn-Sham potentials Vj<5 , one for each spin Cf, 

with v/c the functional derivative of Exe with respect to the spin density 

Pa· 

The total DFT electronic energy is a sum of energy functionals 

(3.23) 

where Er is t he kinetic energy of the non-interacting electrons, Ev is the 

energy resulting from the electron-nuclei interactions, and EJ results from 

electron-electron repulsion. 

In the variational computation of EoFT a trial charge density p is used 

to obtain an initial ground state energy Etpr, which serves as an upper 

limit for the exact ground state energy which would be provided if the exact 

functional was used, 

(3.24) 

Crucially the accuracy of the DFT method depends on the quality of the 

functionals used for the exchange correlation energy Exe· 
Usually, the exchange correlation functional is partitioned into two parts 

(3.25) 

where Ex(P) and Ec(P) are called the exchange and correlation functionals 

respectively. Physically, they correspond to the same-spin and mixed-spin 

interactions of electrons respectively 2
. 

The simplest approximation of the exchange functional is the Local Den­

sity Approximation (LDA) 

(3.26) 

where p is a function of r . In this form, the functional reproduces the ex­

change energy of a uniform electron gas. 

2 it is t he latter which is not treated by H-F theory 
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Obviously, an atomic/molecular density is not uniform, even on a local 

scale, hence an improvement on the basic LDA model can be made with the 

addition of a non-uniform gradient correction term [7] 

(3.27) 

where Xe, is a non-uniformity parameter defined by 

(3.28) 

and b is a constant with value 0.0042 a.u., determined by a fit to exact H-F 

exchange energies of the noble gases He to Rn. 

H-F theory also includes an electron exchange term as part of its formu­

lation, hence a further improvement on the LDA exchange functional with 

gradient correction has been achieved with its inclusion in the formulation 

[8] 
(3.29) 

forming a H-F DFT hybrid functional, where the a's determine the amount 

each constituent functional contributes to the complete functional. 

Similarly, the correlation functionals , E e, may be approximated by a com­

bination of local and gradient corrected functionals , and hence the complete 

exchange-correlation functional may have the form 

EB~LYP = EfDA +ao(Ef1p-EfDA)+ax~EBs8+EvwN3+ac(E[,yp - EvwN3) 
(3.30) 

here E~wN3 is a local correlation functional with Efyp [9] as its gradient 

correction. E188 is the gradient correction for the exchange functional and 

EI-IF is the Hartree-Fock electron exchange term. a0 , ax, and ac are semi­

empirical parameters which were determined by Becke [8] via an appropriate 

fit to experimental data. 

For a more detailed discussion on exchange-correlation functionals consult 

[2, 7, 8] and references therein. 
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TD-DFT 

For the calculation of electronic excited states, Time Dependent-Density 

Functional Theory (TD-DFT) is applied [11, 10]. TD-DFT is a time depen­

dent extension to the Hohenberg-Kohn-Sham DFT outlined above, where a 

system initially in its ground stationary state is subject to a time depen­

dent perturbation v(r, t). The system is now subject to t he time dependent 

Kohn-Sham equation [10] 

(3.31) 

where the time dependent charge density is again given by the sum of the 

orbital densities 
N el 

p(r,t) = I:11t\(r)l2 (3.32) 

The adiabatic approximation is applied to allow the use of the same exchange­

correlation potential as in the time-independent theory 

(3.33) 

except that it is calculated with respect to the charge density at t ime t , l(r). 
From the response of the charge density to the t ime dependent electric 

field (perturbation) , the response of the dipole moment may also be deter­

mined. This response is described by the dynamic polarisability a(w), from 

which t he excitation energies Wi may be determined via t he sum-over-states 

relation 

(3.34) 

Ji are the residues which determine t he corresponding oscillator strengths. 
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3.2 Wavepacket Dynamics 

The time dependent wavepacket w(t) was introduced in Chapter 2.2 as 

a quantum dynamical model suitable to describe the nuclear motion of a 

molecule. The wavepacket may be constructed as a linear combination of 

the eigenfunctions of the system 

00 

\Ji(t) = I: Cn'l/Jne-f Ent (3.35) 
n=O 

where the time dependency is governed by the oscillating complex exponen­

tial. If the solution of the nuclear t ime independent Schrodinger (TISE) 

equation is known 

(3.36) 

the dynamics of the wavepacket is straight forward. However, solving the 

TISE is often computationally demanding, and often requires the computa­

tion of complicated integrals. 

An alternative method of wavepacket propagation is via a grid-based 

representation. In a grid based approach the continuous wavepacket is rep­

resented in terms of a set of time evolving complex amplitudes at a set of 

discrete grid points 

N 

\Ji (x) = I: bn<Pn(Xi) i = 1, ... , N (3.37) 
n=l 

where the basis functions <Pn(xi) may be interpreted as a set of i delta func­

tions located at the discrete grid points xi, and bn are the basis functions' 

complex amplitudes. 

Numerous numerical methods exists to propagate grid based wavepackets. 

A similar strategy to Eq. (3.35) may be employed if the operation of H\Ji on a 

grid of points Xi is first evaluated. The approximate grid based eigenfunctions 

and eigenenergies determined in this way may then be used to propagate the 

wavepacket, however the computationally demanding task of diagonalisation 

of t he H matrix persists. 
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Alternatively, the time dependent Schrodinger equation Eq. (3.3) may be 

rearranged and integrated to yield 

(3.38) 

where the wavepacket at time t may be determined from the init ial wavepacket 

'11 (0) t hrough the application of the evolution operator e-1if-t_ In the follow­

ing sections the numerical methods used in this work to evaluate the initial 

wavepacket '11 (0) , and the action of the evolution operator upon it, are out­

lined. 

3.2.1 Defining the Initial Wavepacket 

In the numerical evaluation of Eq. (3.38), the first task is to assign an init ial 

form for the wavepacket '11(0). Primarily in this thesis, ground state poten­

t ials of the type illustrated in Fig. 3.1 are investigated , where each minimum 

of the asymmetric double well corresponds to a different geometrical isomer. 

The initial wavepacket for an isomerisation simulation should therefore be 

localised in a particular well. 

Ground state potentials involving the inversion or torsion around a dou­

ble bond are typified by a high and wide energy barrier between its minima, 

and hence the overlap between eigenstates of different wells are negligible 

to non-existent. A suitable initial '11 (-t) may therefore be the lowest vibra­

tional eigenfunction in a part icular well, that is obtained by solving the T ISE 

Eq. (3 .36). The TISE is usually solved by setting up the Hamiltonian matrix 

H ij which has the elements 

(3.39) 

where T and V are the kinetic and potential energy operators respectively, 

and <Pi/j compose an orthonormal set of basis functions. The eigenfunctions 

VJn and eigenergies En of the system are then determined by diagonalising 

t he matrix H ij to determine the coefficients of the basis functions. Various 

numerical methods exist to set up H ij [12, 13, 14], each one is defined by the 
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Figure 3.1: Ground electronic state potential of the trans-cis isomerisation of 
azomethane via inversion of N-N-C bond. 

type of basis <l>n used and the way the operators T and V are implemented. 

The method adopted in this work is the Fourier grid Hamiltonian (FGH) 

method [15], which conveniently evaluates the eigenfunctions on a discrete 

set of points ready for inclusion in the following wavepacket calculations. 

Fourier Grid Hamiltonian 

The operators T and V have different characteristics, whereas the action of 

V may be easily be implemented by a simple multiplication in coordinate 

space, the action of T involves derivatives with respect to the coordinate 

space and may be tedious to calculate. The action of T may be easier to 

implement in a different representation, and in the FGH method [15] this is 

achieved in a momentum space representation. 

Two basis sets are therefore required to represent the Hamiltonian on a 

subspace of the Hilbert space. The principle representation is the coordinate 

representation 
(3.40) 
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where x is the position operator and Ix) are its eigenvectors. The second 

basis set representation comprises of 

t> lk) = kn lk) (3.41) 

where p is the momentum operator and lk) its eigenvectors. Both represen­

tations satisfy the completeness relations of an orthonormal basis set 

and 

(xix') = 8(x - x') 

ix= 1: dx Ix) (xi 

(klk') = 8(k - k') 

ik = 1: dk I k) ( k 1 . 

The basis vectors of both representations are related by 

(3.42) 

(3.43) 

(3.44) 

(3.45) 

(3.46) 

In coordinate space the Hamiltonian matrix elements may be written as 

(xi H Ix') = (xi T Ix')+ V(x)8(x - x') (3.47) 

where the second term arises from the diagonal nature of the potential oper­

ator in coordinate space. By inserting the identity relation, Eq. (3.45), to the 

right of the kinetic operator in Eq. (3.47), and subsequent use of Eq. (3.46) 

yields 

(xi H Ix') = ~ 100 

eik(x-x')Tkdk + V(x)8(x - x') (3.48) 
27!' -oo 

h T li2k2 
W ere k = 2m . 

Numerically, the matrix elements of Eq. (3.48) are calculated on a dis­

cretised grid, hence the continuous function x is replaced by an array of N 
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evenly spaced grid points 

Xi = i b.x i = 1, ... , N (3.49) 

where b.x is the grid spacing. The new discrete basis satisfies the orthonormal 

relations 
(3.50) 

N 

i = L lxi) b.x (xii. (3.51) 
i=l 

The grid length, L = N b.x, in coordinate space determines the grid spacing 

in momentum space. L is also the longest wavelength in the momentum 

representation of the same subspace 

b.k = 21r / L. 

By taking the central value of the momentum grid space to be zero, the 

momentum grid then spans the values - N-:;1 b.k---. N-;1 b.k for an odd value 

of N. The Hamiltonian matrix elements Eq. (3.48) may now be re-written 

in the discrete representation after some manipulation to yield 

1 ( (N-1)/2 eilt::.21r(i-j)/N ) 

H · · = - " ---* T.1 + V(x·)J .. i1 b.x D N i i1 
l=-(N-1)/2 

(3.52) 

where 

(3.53) 

An arbitrary wavefunction 1¢) may be expressed as a linear combination 

of the grid points 
N 

!¢) = L lxi) b.x¢i (3.54) 
i=l 

where <Pi is the value of the wavefunction at the grid point xi, and the ex-
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pectation value of its energy given by 

(3.55) 

The secular determinant may now be set up and the diagonalisation of the 

Hermitian matrix yields the eigenfunctions 'l/Jn and eigenvalues En of the 

Hamiltonian within the subspace of the discrete Hilbert space. 

The FGH method is known as a pseudo-spectral method3 [12]. Generally, 

a pseudo-spectral representation allows for easier computation of the matrix 

elements Hij, at a cost of the requirement of a larger matrix for diagonalisa­

tion to achieve comparable accuracy. A pseudo-spectral representation which 

significantly reduces the number of required grid points is a Discrete Vari­

able Representation (DVR) [16] . In a DVR, the N grid points are the roots 

of an N'th order orthogonal polynomial PN(x) which make up the equiva­

lent spectral basis functions <f>n(x) = w(x)Pn(x) where w(x) are appropriate 

weight functions. Utilising the unitary transform which exists between the 

spectral and pseudo-spectral representations of the DVR, an efficient algo­

rithm may be deduced where the kinetic energy operator is implemented in 

the more convenient spectral basis, and the potential operator is evaluated 

in the grid basis V(xi)i5ii· Of course the evaluation of the nuclear TISE is 

an area of considerable research, and numerous methods exist to yield the 

eigenfunctions/values of a Hamiltonian, which include approaches which do 

not require the diagonalisation of a Hamiltonian matrix such as the Dynamic 

Fourier Method (DFM) [17]. In the DFM, an initial wavefunction is propa­

gated in imaginary time, where it is allowed to relax to the lowest eigenstate 

of the Hamiltonian. DFM is related to the FGH method by their implemen­

tation of the kinetic energy operator in momentum space. 

3where 'spectral' refers to the representation of the reduced Hilbert space 7-lN on a 
conventional basis set of N orthogonal functions, and 'pseudo-spectral' refers to the rep­
resentation of 7-lN on a set of N basis functions localised around particular coordinates 
Xi· 
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3.2.2 Wavepacket Propagation 

With the initial wavepacket w(O) defined, a suitable time integrator is needed 

to observe the time dependent dynamics of the molecule 

(3.56) 

Various approaches exist for the implementation of the exponential propaga­

tor. As with the time independent problem, it is desirable to implement the 

kinetic energy operator T and potential energy operator V separately. How­

ever t hey are entangled through the exponential, and since these operators 

do not commute the separation 

(3.57) 

is invalid, with a significant error term. Some approaches expand the expo­

nential operator as a polynomial e-i!Jft ~ I:::=1 cnPn(H ), one example of this 

approach is the Chebyshev method [19] where the exponential is expanded 

as a Chebyshev polynomial. In such an approach, the wavepacket for any 

later time t may be evaluated from the initial wavepacket w(O) with just a 

single application of the propagator. Alternative approaches to evaluate the 

action of the evolution operator may involve the approximation 

(3.58) 

where the long time propagator is approximated by successive applications 

of a short time propagator. One advantage of such an approach is the ease 

of incorporating explicit time dependence to the Hamiltonian, such as the 

t ime dependent coupling between electronic states via an external electro­

magnetic field. This is, of course, with the assumption that 6.t is sufficiently 

small that each small time propagator may be considered, individually, time 

independent. 
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Split-Operator Method 

Although a number of methods exist for solving the TDSE, the approach 

adopted in this work was the Split-Operator Method (SOM) [21, 22]. It has 

been widely used in a number of studies [23, 24, 25], is efficient [27], and the 

SOM can also readily be extended to incorporate a second electronic state 

coupled to the first [23, 27]. 

While the separation of operators Eq. (3.57) involves errors arising from 

the non-commutation of operators, they may be minimised by adopting a 

symmetric separation 

(3.59) 

which is the central theme of the split-operator method. The last term in the 

separation is the error term which is proportional to 6.t3 , hence for very short 

time steps the numerical error is minimal, and has been shown, for sufficiently 

small time steps, to be numerically equivalent to methods implementing the 

long time propagator [25]. 

As discussed for the pseudo-spectral methods in the previous section, the 

wavepacket in the SOM is represented on a discretised grid in coordinate 

space xi , which allows for the implementation of e-iVt/li as a simple multipli­

cation in coordinate space. Again, the kinetic energy operator is non-trivial 

to apply in coordinate space, and therefore an equivalent representation of 

the wavepacket in momentum space is sought . 

The wavepacket w ( x) is converted to its momentum representation by a 

discrete fast Fourier transform (FFT) 

(3.60) 

where N is the number of grid points and L is the length of the grid. The 

inverse fast Fourier transform (FFT- 1 ) is implemented to transform the 
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wavepacket back to coordinate space 

(3 .61) 

Since the FFT algori thm allows for a quick and efficient transformation from 

one representation to the other, a logical algorithm may be deduced to im­

plement the short time propagi-l.tor of Eq. (3.59), as seen in Fig. 3.2. 

Fourier transform 

Implement kinetic operator 

-ill, [_ 
e 21f/(k) 

Inverse Fourier transform 

lfl(k ) _.:.;,.,:...:...·'f' __ , ➔ ljl(x ) 

Implement potential operator 

e-iM' lf/(x ) 

Fourier transform 

lfl(x )___;_;_Fl·..;_
7 -lfl(k ) 

Implement l5lnetlc operator 
'/' 

-i6.r -

e 2 1f/(k ) 

No 

Final time T 
Reached? 

Yes 

Inverse Fourier transform final 
Wavepacket to coordinate space 

If/ ( k ) ff/ -I If/ ( X ) 

Figure 3.2: Split operator method algorithm. 
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3.3 Wavepacket Propagation on Two Coupled 

Electronic States 

As detailed in Appendix A, the SOM can be extended to simulate the dy­

namics of 2 coupled electronic states, where the time dependent Schrodinger 

equation takes the form 

(3.62) 

where the subscripts g and e refer to the ground and excited electronic states 

respectively, and V9e represents the coupling between the electronic states. 

As stated in Chapter 2.4, it is assumed in this work that the vibronic coupling 

between electronic states is zero, and hence Vue represents the action of the 

electromagnetic field alone 

(3.63) 

where µ is the transition electric dipole moment4 between the ground and 

excited electronic states, and E( t) is the time dependent electromagnetic field. 

3.3.1 Electronic State Population Transfer on a Model 

2 State Harmonic Oscillator Example 

To demonstrate the transfer of wavepacket density between different elec­

t ronic states under the influence of an external electromagnetic field, the 

Split-Operator numerical method is applied to a model two electronic state 

system, consisting of two identical harmonic oscillator potentials separated 

by an energy E , Fig. 3.3. 

Each harmonic oscillator has a force constant k = 0.005 a.u., and they 

are separated by an arbitrary energy E = 0.04556 hartree. The system is 

assigned a reduced mass of Nft, = 20000 a.u. and the transition dipole mo­

ment is given a constant value ofµ= 1 a.u .. The init ial wavepacket , w(O), is 

4 µ is generally coordinate dependent, however the Condon approximation is assumed 
whereµ= canst. 
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Figure 3.3: Illustration of the model system described in the text. The full 
lines represent harmonic oscillator potential energy functions, and the broken line 
represents the lowest energy eigenstate of the ground electronic state (not to scale) 

the ground vibrational eigenfunction of the lowest energy harmonic oscilla­

tor potential. Consequently, since both potentials are identical except for a 

separation of E, when wavepacket density is transferred between the states 

the wavepacket will maintain the profile of the ground state eigenfunction 

when occupying either potential. 

As a simple illustration, the model system will be subject to a continuous 

wave electromagnetic field c(t) = A cos(wt), where A is the wave's amplitude 

and w its carrier frequency. Fig. 3.4 depicts t he results of a series of calcu­

lations where w is varied incremently between 0.005 hartree and 0.1 hartree, 

and the resulting maximum amount of wavepacket density transferred to t he 

excited electronic state in each case. 

Fig. 3.4 demonstrates that the maximum amount of wavepacket transfer 

occurs when w is equal to the energy gap E between the ground vibrational 

state of both potentials, and this amount falls dramatically as the carrier fre­

quency deviates from E , in complete agreement with t he expected Lorentzian 
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Figure 3.4: Plot of maximum wavepacket transfer against carrier frequency w. 
The amplitude remains constant for each calculation, A= 0.002 a.u. 

distribution [26]. 

Rabi Frequency 

The time dependent populations of the 2 electronic states are depicted in 

Fig. 3.5 for the system under the influence of a continuous wave with param­

eters of on resonant frequency w = 0.04556 a.u. and amplitude A = 0.002 

a.u. (in black). 

The transfer of probability density between the states is complete, and 

they oscillate according to the relation 

(3.64) 

where A is the probability amplitude located in state k, Wkt and w are t he 

resonant frequency of the transition and carrier frequency of the continuous 

wave respectively. D.R is called the Rabi frequency [12] and is the frequency 

47 



0.8 

?;-
-~ 0.6 

" "O 
?;-

:E 
15 e o.4 
c.. 

' " " ,, 
" " : 0,2 I 

' ' ' ' ' ' ' ' ' 
0 / 

0 

" ' , , ' 
' ' ' ' ' ' ' ' ' ,' \ ,' 

' ' ' .. ,' \ ,' 

50 150 200 
Time I rs 

,/ 
' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' " " . 

" ' , ' ', 
250 

Figure 3.5: Black: ground (full line) and excited (dashed) electronic state 
population variation under the influence of a continuous wave with parameters 
A = 0.002a.u. and w = 0.04556a.u .. Red: ground (full line) and excited (dashed) 
electronic state population variation with off-resonance continuous wave parame­
ters of A = 0.002a.u. aud w = 0.043556a.u .. 

of oscillation of the probability amplitude given by 

(3.65) 

where it may be deduced that an off resonance carrier frequency yields a 

larger Rabi frequency as depicted by the red curves in Fig. 3.5, while in­

creasing the amplitude of the continuous wave also increases the frequency 

of these oscillations, (see Fig. 3.6) . Rabi-oscillations may be interpreted in 

terms of the periodic shift between stimulated absorption and stimulated 

emission, i.e. as the population of the excited state increases during a cycle 

the process of stimulated emission becomes more dominant, and vice versa. 

Since these oscillations have a regular period, it may be reasoned that 

population inversion occurs every time a particular amount of radiation has 

been absorbed. In terms of the Area Theorem [28], population inversion is 
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Figure 3.6: Ground (full line) and excited (dashed) electronic state population 
variation under the influence of a continuous wave with parameters A= 0.004a.u. 
and w = 0.04556a.u. 

achieved when the area under a pulse envelope, ft:00 AS(t)dt, multiplied by 

the transition dipole moment µ and divided by 'Ii, is equal to an odd integer 

multiple of 1r. 

l
l oo 

A1r = ~ AS(t)dt = (2N + l )1r 
to 

(3.66) 

where N is a positive integer. 

II-pulse 

In the following example the electric field is damped by a Gaussian 

(3.67) 

where 'Y determines the pulse width and t0 is the position of the pulse maxi­

mum. A single pulse with area A1r may be achieved by varying the amplitude 

(maximum) A and width 'Y of the pulse appropriately. 

Fig. 3. 7 illustrates the effect of three different 1r type pulses on the ground 
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w = 0.04556, 1 = 2.5 x 10- 6 . 3. A = 0.005605, w = 0.04556, --y = 1.111 x 10- 6 

state population of the harmonic oscillator system. Frames 1, 2, and 3 rep­

resent pulses with A71' values of l 11, 2n and 3n respectively. It is clear that 

population inversion occurs every n cycle of pulse that is absorbed by the 

system, however subtle differences appear when 1r pulses are applied to sys­

tems where the electronic state potentials are not identical, this will become 

apparent in Chapter 4. 
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Chapter 4 

Quantum Control of Molecular 

Dynamics 

One of the main goals of a chemist is to control the outcome of a chemi­

cal reaction. A synthetic chemist will utilise various reagents, catalysts and 

physical conditions to maximise the product yield. Theoretically, reagents 

and catalysts alter the landscape of the potential energy surface (PES) of 

the reactants by increasing the energy barriers along the pathways towards 

unwanted by-products, and/or decreasing the energy barriers along the path­

way towards the desired product/s. Of course, the choice of reagent/catalyst 

is usually made by intuition and trial and error rather t han from a time 

consuming rigorous theoretical approach. Often, the temperature which the 

reaction takes place is crucial towards controlling the ratio of products to un­

wanted by-products. Theoret ically, the temperature controls the energy of 

the system (or wavepacket for an individual molecule) , which in turn governs 

which barriers of the PES it is able to overcome. Of course, t he action of tem­

perature is indiscriminate, and the control is superficial since t he products 

are still governed by the landscape of the PES. 

While laser technology was developed during the middle of the 20th cen­

tury, there was optimism that it could be used to excite particular modes of a 

molecule d iscriminately leading to selective bond breaking, and thus a more 

'active' contribution towards t he control of the reaction. However , it was 
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soon discovered that intramolecular energy re-distribution (IVR) occurred 

at a greater rate t han bond dissociation, rendering the initial concept futile. 

A huge step towards the reality of laser control of chemical reactions was 

realised with the development of ultrafast laser pulses in the femtosecond 

time regime in the 1980's. The timescale of these pulses are smaller than 

the period of oscillation of molecular vibrations, leading to the possibility of 

bypassing the problem of inconvenient IVR. 

In the present chapter , the Tannor-Rice [l , 2] concept of pump and 

dump laser pulses is introduced, whereby a wavepacket's location on the 

ground state potential energy surface is manipulated by consecutive popu­

lat ion transfer between electronic states. Optimal Control Theory is then 

outlined which serves as a refinement on the limitations on the basic Tannor­

Rice pump/dump theory. Finally, these concepts are demonstrated on the 

isomerisation of azomethane, which also serves as a precursor for the applica­

bility of such a technique on the photoisomerisation of the larger azobenzene 

type molecules. 

4.1 Laser Control of Wavepacket Dynamics 

4.1.1 Tannor and Rice pump/dump Pulses 

Chapter 3.3.1 demonstrated the t ransfer of wavepacket density between elec­

tronic states through the application of laser pulses. Such a transition is 

referred to as a vertical transition, where the electron transfer is effectively 

instantaneous compared to the response of the nuclei to the transition i.e. 

the wavepacket will occupy the same nuclear coordinates on the excited state 

as it did on the ground state at the instant of excitation. This type of tran­

sition is referred to as a Franck-Condon vertical transition, and arises from 

the fact that the mass of a nucleus is very large relative to the mass of an 

electron. 
Tannor, Kosloff and Rice [l , 2] suggested that such vertical transitions 

may be exploited to utilise an excited electronic state to manipulate the po­

sit ion of the wavepacket on the ground state. The position of the wavepacket 
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Figure 4.1: Graphic illustration of the Tannor-Rice model. A wavepacket located 
in a particular well on the ground electronic state PES is moved to another via 
mediation of the 1st excited electronic state. 

on a potent ial surface corresponds to the nuclear coordinates of the molecule 

it represents, hence if the position of the wavepacket on a PES can be manip­

ulated then the geometry of the molecule can be controlled , and thus possibly 

control a reaction such as a change of conformation or a dissociation . 

This control of geometry would be accomplished by the application of 

pump and dump pulses. A first ultrashort laser pulse would vertically transfer 

the ,vavepacket from a certain conformation on the ground st ate, to the same 

conformation on the excited state. However , in the excited electronic state, 

the wavepacket will be subject to a different potential surface, and will begin 

to propagate on this surface. A second ultrashort laser pulse will then be 

applied to the system when the wavepacket in the excited elect ronic state 

occupies a region above the ground st ate which corresponds to a different 

conformation. This second pulse will instigate a vertical transit ion back 

down to the ground state, effectively 'dumping' the wavepacket into its new 

conformation. This process is illustrated by Fig. 4.1. 

Tannor, Kosloff and Rice have shown [1 , 2], for some particular forms 

of the potent ial energy surface of the first excited state, that windows in 
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separation time between the two pulses do exist where one set of products is 

predominant over the other. Indeed, there are some experimental examples 

in the literature whereby the separation times of appropriate pump/dump 

pulses alone have led to selectivity in the product of a reaction [3, 4] . 

4.1.2 Optimal Control Theory 

While it has been shown that selectivity is possible for certain reactions using 

the Tannor-Rice pump/dump scheme, there are obvious limitations. Tannor, 

Kosloff and Rice demonstrated [2] , using various harmonic oscillator exam­

ples, that the excited state PES requires specific characteristics to achieve 

the goal of a localised wavepacket over t he product coordinates. They found 

that, for most circumstances, either the wavepacket never reaches the de­

sired coordinates in significant proportions, or that the wavepacket spreads 

(de-localises) over a large region of coordinates, effectively destroying the 

selectivity of the process. These limitations arise from the fact that the Tan­

nor/Rice scheme demonstrates passive control as opposed to active control. 

After the application of the pump pulse, the wavepacket propagation is solely 

determined by the excited state Hamiltonian, as opposed to the outside in­

fluence of t he experimentalist who guides the pulses, i.e. we are entirely 

dependent on the form of the excited state PES to deliver the wavepacket 

localised over the coordinates of the product on the ground state. 

Rabitz and co-workers [7] recognised that the problem of generating a 

pulse sequence to create a wavepacket on a specific region of the PES is an 

inverse problem 1 . Since the initial wavepacket and the target wavepacket 

is known, only the form of the electric field E(t) is unknown, and that an 

iterative procedure based on optimal control ( utilised in other theoretical 

fields prior) may be practical in finding an optimal E(t). Opt imal control 

t heory (OCT) [7, 8, 9, 10, 11] is a variational iterative procedure where an 

initial guess field E0 (t) is gradually improved over several cycles. 

The aim of optimal control algorithms is to maximise the objective func-

1 also independently recognised by Kosloff, Rice et al [8] 
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tional J 
(4.1) 

where iI! ( t 1) is the wavepacket at the time after the pulse sequence is com­

plete, and P is the projection operator which chooses the final location of 

the wavepacket, i.e. the target state. The maximum value of J corresponds 

to a perfect overlap between the target target state and the wavepacket at 

a defined final t ime t 1. Since I iI! ( t 1)) is a function of the electric field, J is 

maximised through the variation of the functional form of the pulse c(t), i.e. 

8J/8c(t) = 0 
The objective functional may be converted to a constrained functional J 

by applying a constraint on the total energy of the pulse 

(4.2) 

where E is the maximum total energy of the pulse. The constraint Eq. ( 4.2) 

has the welcome effect of removing the possibility of unrealistically large am­

plitude laser pulses, which in practice would ionise the molecule rather than 

control the reaction. When the above constraint is considered together with 

the constraints on the Time Dependent Schrodinger Equation, the modified 

objective functional becomes 

J = (iI! (t 1 )\P\iI!(t 1 ))+2?R 1:1 

dt \ x(t) \iii :t - H\ iI! )->.. (1:1 

\c(t)\2dt - E) 
(4.3) 

where >. is a positive real number serving as the penalty factor on the energy 

of the laser pulse, and x is a boundary condition of the time dependent 

Schrodinger equation given by 

(4.4) 

The new goal of optimal control is therefore to maximise the modified ob­

jective functional, 8 J = 0, with respect to variation of all the parameters in 
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Eq. ( 4.3) via the equations: 

(4.5) 

subject to t he boundary condition of Eq. (4.4), 

(4.6) 

subject to the boundary condit ion w(x, 0) , and finally the laser pulse shape 

is given by 

where O(t) is known as the overlap function. The Lagrange multiplier ,\ is 

evaluated from t he constant energy constraint Eq. ( 4.2) 

(4.8) 

Since Eq. ( 4. 7) is implicit with respect to the electric field2
, an iterative pro­

cedure is required to find t he optimal pulse shape such as t he one presented 

in Fig. 4.2. 

The iterative procedure is terminated after a specified convergence cri­

terion is met, usually this is determined when a specific amount of Jw(t1 )) 
has reached the target area of the potential energy surface. The procedure 

described in Fig. 4.2 may be stabilised if a conjugate gradient line search 

is introduced [9]. The new field Ek(t) (for the k'th iteration) is determined 

discretely for each time step i ( where t = ib.t) from the field of the previous 

iteration 

Ek(ib.t) = i-1 + ,grad (4.9) 

where grad is the gradient of the field at t ime ib.t, specified by Eq. ( 4. 7) , 

and I is a multiplicative factor maximised by the appropriate line search3
. 

2since [w(t)) and [x(t)) are dependent on c(t). 
3details on possible line search procedures may be found in [ll] 
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Figure 4.2: Delayed feedback optimal control algorithm [8] 

T he conjugate gradient method makes small incremental changes to the 

electric field at each iteration , consequent ly this approach can be time con­

suming, especially when a good initial guess is unavailable. T he Krotov 

method [9, 10, 11] is an alternative approach where large changes are made 

to t he electric field at each iteration. resulting in a fast convergence regardless 

of the quality of the initial guess field. 
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Krotov method 

In t he Krotov method the constrained objective functional, Eq. (4.3) , is parti­

tioned into time dependent and time independent segments to be maximised 

separately 

1 = c + 1T R(t)dt (4.10) 

where 

and 

where the dot refers to a time derivative and c.c is t he complex conjugate. 

We now consider the variation of G and R independently [10] 

6G G(w(t1) + 6W(t1)) - G(w(t1)) 

= (6\J! (tt) IPI 6W(t1)) 2 0 (4.13) 

2 
6R(t ) = ---\(6E) 2 - 2--\E6E + Yit..E~ ( (x(t)lµlw(t) + t..w(t))) (4.14) 

if Ix) satisfies the TDSE, and where ~ corresponds to the imaginary part. 

6.R(t) takes a maximum positive value when 

The procedure for finding the optimal field via the Krotov methodology is 

presented in Fig. 4.3. In the step designated by (A), the value of Ek+1 (t = 0) 

is calculated from the overlap of lx(t = 0)) and IITl(t = 0)) , then Ek+l(t = 0) 

is used to propagate lw(t = 0)) to IITl(t = 1 x 6t)) and is repeated for i = 

1, . .. , N, which serves as a means of immediate feedback in contrast to the 

delayed feedback of the conjugate gradient method out lined in the previous 
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Figure 4.3: Optimal control algorithm for the Krotov method [9]. 'k' represents 
a part icular iteration/cycle of t he algorithm i.e. 1-:k+i refers to the electric field 
evaluated in the present cycle and Ek refers to the electric field evaluated in the 
previous cycle. 

section. T his results in a more efficient procedure as it allows for greater 

strides in the improvement of the elect ric field per iteration. 
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4.1.3 Laser Pulse Parameters 

Throughout this work, Gaussian shaped pulses have been utilised for the 

initial guess field for each control scheme 

c:(t) = I: Ane-'Yn(l-tn)2 cos(wnt) (4.16) 
n 

where An, ,n, tn and Wn correspond to the amplitude, shape factor, centre 

time, and carrier frequency respectively of the n'th Gaussian pulse in the 

sequence. The shape factor I is proportional to the inverse squared of the 

pulse duration 

(4.17) 

The pulse amplitude is related to the pulse intensity I via [5] 

( 4.18) 

where µ 0 and co are the vacuum permeability and vacuum permittivity re­

spectively. I and A have the units of Watt/cm2 and Volt/cm respectively. 

Very high intensity laser pulses have the undesired effect of multi-photon 

excitation, which leads to the ionisation of molecules rather t han transitions 

between the relevant electronic states. In this work, a limit of 20 TW /cm2 

is assigned to the electric field intensity [6], which translates to a pulse am­

plitude of 1.23 x 108 V /cm - or 0.02388 in a.u .. 

4. 2 Photoisomerisation of Azomethane 

Similar to its larger aromatic relatives, azomethane undergoes interesting 

photochemistry [12]. In the gas phase, azomethane undergoes fragmentation 

following n-1r* excitation, however when in solution azomethane undergoes 

isomerisation following a similar excitation due to the caging effect of the 

solvent molecules [13] . It is the latter phenomenon which is of interest in 

this work. 
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There are striking similarities between the PESs of azomethane [12] and 

azobenzene [14, 15, 16] in the regions where isomerisat ion occurs. In particu­

lar, the most recent high level ab initio calculations tend to favour a rotation 

mechanism of photoisomerisation as opposed to inversion for both species. 

While an energy barrier exists on the S1 state along the inversion coordinate, 

the torsional coordinate is essentially barrierless and also approaches t he S0 

state in energy with a C-N-N-C dihedral angle of 90°, suggesting the existence 

of a relaxation channel at t his geometry which would facilitate isomerisation. 

In this work, DFT calculations were carried out to generate lD poten­

tial energy functions (PEF), along the inversion and torsional coordinates of 

azomethane isomerisation, for their use in wavepacket calculations, and sub­

sequent control of the wavepacket via femtosecond laser pulses. The small 

size of the azomethane molecule (relative to t he size of the azobenzene deriva­

t ive O2N2) allows for a much less computationally expensive investigation 

into the isomerisation mechanisms, and still ( due to apparent similarities be­

tween the mechanisms in t he literature) may have qualitative relevance for 

t he larger molecule. 

4.2.1 Azomethane DFT Calculations Results 

All the electronic structure calculations in this chapter were carried out using 

the B3LYP hybrid functionals combined with the 6-31G* basis set. The first 

set of calculations run were geometry optimisations at minima and transi­

tion states along the isomerisation coordinates on the electronic ground (So) 
state (see Fig. 4.4). The trans and cis (minima) geometries were allowed 

to optimise without geometrical constraints, whereas the rotamer (rotation 

transition state) was constrained with a L'.'.CNNC dihedral angle of 90°, and 

the invertomer (inversion transition state) was constrained with one L'.'.NNC 

angle at 179. 9°, and the L CNN C dihedral angle set at 180°. 

Table 4.1 compares the results of these calculations with results from 

CASSCF calculations [12], and experimental results from electron diffraction 

[18] and microwave spectroscopy [19] found in the literature. DFT compares 

favourably to the more computationally expensive CASSCF method, whereas 
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N=N 

I \ 

Figure 4.4: Schematic diagram of the two likeliest routes of azomethane photoi­
somerisation, inversion (top) and torsion (bottom) around the N=N bond. 

DFT seems to underestimate the N=N bond length, the C-N bond lengths 

are closer to the experimental values than the CASSCF values, as well as the 

cis LCNN bond angle. The TD-DFT excitation energy value of 3.50 eV for 

trans azomethane also compares well with the experimental S0 -+ S1 optical 

absorption value of 3.64 eV [20]. 

While DFT has been shown to produce results seemingly as accurate as 

the more rigorous CASSCF ab initio method, one major disadvantage is in 

t he treatment of molecules in the excited electronic state. Time Dependent­

Density Functional Theory (TD-DFT), Chapter 3. 1.3, allows for the calcu­

lation of single point excitation energies to higher electronic states, however 

the option to optimise the molecule's geometry in these excited states is un­

available, unlike CASSCF. Since the Tannor/Rice control scheme relies on 
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Table 4.1: Comparison of DFT optimised structural parameters with results from 
the literature. CASSCF were taken from ref. (12], Exp(a) are results derived 
from electron diffraction [18], and Exp(b) are results derived from a microwave 
spectrum of cis-azomethane (19]. Bond lengths in A, Bond angles in degrees and 
6.E in kcal/mol. b..E is the difference in energy of the structure compared to trans­
azomethane. *two values for each RcN and L'.NNC due to the lack of symmetry 
in the invertomer species. 

Molecule Geometry 
trans-

ClS-

rotamer 

invertomer 

Method 
DFT 

CASSCF 
Exp(a) 
DFT 

CASSCF 
Exp(b) 
DFT 

CASSCF 
DFT 

1.2439 
1.2552 
1.2537 
1.2430 
1.2568 
1.2541 
1.2727 
1.2970 
1.2279 

CASSCF 1.2462 

RcN 
1.4677 
1.4669 
1.4742 
1.4834 
1.4632 
1.4801 
1.4571 
1.4722 
1.5151 
1.3935* 
1.4801 
1.4108* 

L'.'.NN C L'.'. CNN C 
112.5 
112.4 
111.9 
120.0 
124.3 
119.3 
115.5 
122.9 
115.2 
179.9* 
115.2 
180.0* 

180.0 
180.0 
180.0 
0.0 
0.0 
0.0 
90.0 
90.0 
180.0 

180.0 

0.0 
0.0 

9.6 
11.0 

67.7 
69.7 
51.0 

55.3 

wavepacket propagation on the excited electronic state as much as on the 

ground state, this option would be beneficial since a more accurate mini­

mum energy pathway could be found on the excited state potential energy 

surface. 

To generate the relevant potential energy functions, geometry optimisa­

tion calculations were performed along the coordinates of interest ( using the 

B3LYP hybrid functional combined with 6-31G* basis set). For the torsional 

coordinate, the L'.'.CNNC dihedral angle was held constant for each calculation 

at intervals of 10° between the cis conformation at 0° and trans conforma­

tion at 180°. For the inversion coordinate, one L'.'.CNN bond angle was held 

constant for each 10° interval between trans-72° angle, sweeping through to 

cis-82° angle. To generate the first excited electronic state, S 1 , potential 

energy functions (PEF), a TD-DFT single point excitation was carried out 
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Figure 4.5: Ground So and first excited S1 electronic state potential energy func­
tions along the torsional isomerisation coordinate. Crosses: energy relative to 
So transition state of each individual DFT B3LYP /6-31G* calculation. Full line: 
cubic spline interpolation of the DFT points. 

on each optimised geometry along both isomerisation coordinates. 

Fig. 4.5 illustrates the S0 and S1 potent ials along the torsional isomeri­

sation coordinate4
. T he ground electronic state consists of a periodic asym­

metric double well potential with a torsional barrier height of b.E = 22, 300 

cm-1
, compared to the trans minimum, at go0 L'.CNNC dihedral angle, which 

is typical of a torsional barrier about a double bond [21]. The cis minimum 

is measured at 3,420 cm-1 higher than the trans minimum. T hese DFT 

results are comparable to the CASSCF results of 24, 380 cm- 1 and 3,850 

cm- 1
, for the torsional barrier and cis minimum respectively [12] . The ex­

cited electronic state S1 PEF has no harrier along the torsional isomerisation 

coordinate and reaches a minimum at L'.C::'\NC ~ goo which is 420 cm-1 

above S0 , which resembles an avoided crossing at this geometry and infers 

the possible presence of a conical intersection nearby. The S 1 state PEF, 

4 A cubic spline interpolation algori thm was used to generate 512 interpolation points 
necessary for the subsequent quantum dyuamical calculations. 
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Figure 4.6: Ground So and first excited S, electronic state potential energy func­
tions along the inversion isomerisation coordinate. Crosses: energy relative to 
So transition state of each individual DFT B3LYP /6-31G* calculation. Full line: 
least squares interpolation of the DFT points. 

conversely to the S0 state, increases in energy ·when C- -N-C approaches 

planarity, reaching a local maximum at the trans geometry and an ambigu­

ous discontinuity at the cis geometry. 

Fig. 4.6 illustrates the So and S1 PEFs along the in plane inversion iso­

merisation coordinate. The ground electronic state consists of an asymmet­

ric double well potential with minima at the cis and trans geometries, and a 

maximum located at the semi-linear geometry L'.'.CNN = 180°. The maximum 

is found at an energy of 6.E = 17, 900 cm- 1 above the trans minimum, which 

is approximately 4, 500 cm- 1 less than the ground state torsional energy bar­

rier in agreement with the CASSCF results [12]. The excited electronic state 

along t he inversion coordinate also yields an asymmetric double well poten­

t ial with a barrier to isornerisation of 2, 740 cm- 1 higher in energy than the 

trans S1 geometry. Even though this barrier is considerably lower than the 

ground state barrier, it still presents a significant obstacle for a 10\.v energy 

wavepacket to cross. This fact, together with the unlikely condit ions neces-
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sary to tunnel through an asymmetric barrier being met [22] , suggests that 

a rather more complicated sequence of pulses will be required to isomerise 

azomethane via the inversion coordinate than a simple two pulse pump-dump 

sequence. 

The DFT potential energy functions presented here are in agreement 

with the recent general consensus of the literature that the photoisomerisa­

tion of azo-compounds (azobenzene derivatives, and azomethane in solution) 

occurs predominant ly via torsion about the N=N bond [12, 13, 14, 15, 16], 

as evidenced by the barrierless S1 PEF. In the following sections, wavepacket 

calculations, together wit h optimal control theory, will be utilised to find effi­

cient pulse sequences for photoisomerisation along both torsion and inversion 

isomerisation mechanisms. While it is unlikely that the isomerisation occurs 

via the inversion mechanism, the benefits of implementing wavepacket calcu­

lations along this coordinate lie in the anticipation of the possible hindrance 

of the torsional coordinate of the azobenzene derivative 02N2. Suitable pulse 

sequences derived here may, therefore, have future applications for molecular 

systems containing isomerisation coordinates characterised by asymmetric 

PEFs on both ground and first excited electronic states. 

4.2.2 Control of Azomethane Isomerisation Along Tor-

sional Coordinate 

As depicted in Fig. 4.5 the barrier to isomerisation through rotation on the 

ground electronic state S0 is very large ~ 20, 000 cm-1 . However, isomeri­

sation on the first excited electronic state S1 is essentially barrierless, facili­

tating a possible route from trans to cis-azomethane. For these simulations, 

constant values ofµ = 0.0823 a.u. and M,,_ = 161, 000 a.u. were used for 

the transit ion dipole moment and reduced moment of inertia (reduced mass) 

respectively5
. All calculations were carried out with 512 grid points and a 

time step tlt = 1 a . u .. 

5 µ is taken as the average along the torsional isomerisation coordinate taken from the 
TD-DFT calculations of t his work. For these calculations, the Condon approximation of 
µ =constant is assumed for simplification purposes. The method of evaluating the reduced 
moment of inertia is presented in Appendix B 
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Figure 4.7: Femtosecond pulses, (a), and the corresponding 81 population varia­
tion with time (b). Pulse Para.meters: l. A = 0.236 a.u. , 1 = 1.2 x 10- 4 a.u. 2. 
A = 0.0152 a.u., 1 = 5 x 10- 7 a.u .. 

It was shown in Chapter 3.3.1 that population inversion is achieved through 

the application of 1r-pulses. The areR of a Gaussian pulse envelope 

S(t) = A e-,(t-to )2 (4.19) 

is determined by its maximum amplitude A and its width 1 , hence 1r-pulses 

of different durations may be generated. Fig. 4. 7 illustrates the effect of two 

1r-pulses, of different duration(~ 8 fs for windows 1.(a)/(b), and~ 160 fs for 

windows 2.(a)/(b)) , on the excited st ate population of azomethane. Fig. 4.8 

shows lw(L)l2 at the instant the pul. es in Fig. 4.7 are turned off, it is clearly 

seen that the wavepacket under t he influence of the shorter pulse is far more 

localised, leading to a greater possibility of control. 

On the evidence of Figures 4.7 and 4.8 it would seem that generating 7r­

pulses of infinite imal duration would accomplish the best control. However , 

a compromise must be reached as practical constraints on femtosecond pulse 

generation [5], and the effect of field intensity on the system [6], must be 
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Figure 4.8: Wavepacket Sllapshots 011 the torsional S1 state after population in­
version following the application of an 8 fs 7r-pulse (black) and an 160 fs 7!'-pulse 
(red) 

t aken into consideration. Due to azomet hane 's relatively small S0 - S1 

transition dipole moment (TDM) , taken as 0.209 D, a large area for the pulse 

envelope (j S(t)dt) is required to achieve the conditions of an on-resonant 

1r-pulse Eq. (3.66). Taking the value of 20 TW / cm2 as an upper limit for 

the maximum field intensity limits t he choice of 1r - pulse t o t he example of 

lougcr duration. 

Ut ilising the parameters of the longer (160 fs) pump pulse, the wavepacket 

was then allowed to propagate on the S1 PEF. By direct observation of the 

wavepacket dynamics the timing of the dump pulse, as well as its carrier 

frequency w , can be determined fairly accurately. Fig. 4.9 illustrates four 

wavepacket snapshots at different times during the pump - dump cycle, the 

1st snapshot depict s the wavepacket in its initial trans ground state, the 2nd, 

3rd and 4th snapshots shows the wavcpackct distribution immediately after 

the pump pulse, immediately before the dump pulse and immediately after 

the dump pulse respectively. 
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Figure 4.9: Wavcpackct snapshots at various times duriug the pump dump cycle 
illustrated in Fig. 4.10. 

While the pump pulse successfully transfers a fraction of 0.92 of the 

wavepacket density to the S1 electronic state. the nature of the S1 PEF re­

sults in i-,onic dclo<'alisation and fragmentation of the wavepacket inhibiting 

the possibility of complete control of the isomerisation. Despite the clelo­

calisation, at the time of the application of the clump pulse almost all t he 

wavepacket is located above the cis well, however, the landscape of the S 1 

PEF prevents the wavepacket from occupying the coordinates directly above 

the minimum of the cis well of t he S0 PEF. Consequently, the wavepacket 

must be 'dumped' on to a steep section of the S0 PEF (as illustrated in 

Fig. 4.11) where the difference in energy between S0 and S1 rFtnges between 

approximately 10000 cm-1 and 15000 cm-1
. which in turn depletes the ef­

fectiveness of the clump pulse. The final population of azornethane in the cis 

So state is 0.17. 

It may be envisaged for such a situation (clumping on to a steep section 

of a PEF) that perhaps a pulse with a time dependent carrier frequency 

w(t) may be beneficial. By scanning a range of frequencies, such pulses have 
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Figure 4.11: Wavepacket snapshot at t ime of dump pulse. 'a' and 'b' illustrates 
the range of w required to dump various parts of the wavepacket. 
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been shown to increase the efficiency of population transfer by matching the 

resonance frequency of different sections of the wavepacket, they are typically 

termed frequency chirped pulses [6]. The carrier frequency of quadratically 

chirped pulses varies according to 

( 4.20) 

where aw, f3w and tc are the frequency sweep rate, minimum frequency and 

cent re time of the pulse respectively. The simulation represented by figures 

4.9 and 4.10 was repeated three times wit h varying frequency sweep rate for 

the now quadratically chirped dump pulse. 

The central frequency of each simulation remains resonant with t he energy 

gap between S0 and 51 coincident with the location of the wavepacket 's 

centre while being dumped, 2.449 eV (0.09 a.u.). Contrary to expectations, 

quadratically chirped pulses proved ineffective in increasing the yield of cis­

azomethane. Fig. 4.12 depicts the variation of w with time for t he three 

different dump pulses simulated, where yields of 0.149, 0.127 and 0.044 of 

cis-azomethane were recorded for the pulses with frequency sweep rates of 

aw = 1 x 10- 11 , aw = 1 x 10-10 and aw = 1 x 10-9 respectively. A possible 

explanation for the ineffectiveness of quadratically chirped pulses for this 

example may arise from the small µ01 (effectively diluting the magnitude of 
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the coupling to each frequency value sweeped) , together with the possibility 

that the section of PEF on the S0 state proves to be too steep, negating any 

positive effect the quadratic chirping may have on the result. 

Optimal control 

The Krotov approach of optimal control theory, Section 4.1.2, was imple­

mented on the system to find a pulse shape which could substantially in­

crease the yield produced by the pulse sequence depicted in Fig. 4.10, which 

was used as an initial guess, Ek=0 (t), for the procedure. At each iteration, k, 

the new electric field was calculated from 

(4.21) 

where >. is a scalar quantity utilised as a penalty function on the energy of the 

optimised pulse, which can prevent the generation of optimised fields with 

unrealistically large amplitudes6. In addition to>., a further const raint on the 

nature of the optimised field was imposed to ensure a smooth transition 'on ' 

and 'off ' of the electric field, achieved by the application of a shape function 

[23] 

S(t) = sin
2 

( 1r t:) ( 4.22) 

where t 1 is the final time of the propagation. The target state was taken as 

( 4.23) 

where P projects the wavefunction at final time t1 on to the cis configuration 

of the ground electronic state. The value of>. needs to be chosen with caution, 

too small a penalty quickly leads to nonsensical pulses whereas too large a 

penalty leads to a diminishing yield at each iteration. 

Fig. 4.13 illustrates the results of an optimisation procedure where the 

penalty was taken as >. = 64.5, all attempts with a larger penalty failed to 

60ften, when left to its own devices, t he OCT procedure quickly converges with large 
amplitude fields since t hey are most effective in population transfer 

75 



0.6 

(a) 
0.5 x'x X X X X X X X X X X X X X 

-0 
0 
·;;, 0.4 
0) 
C: k=3 
"' ~ 03 

§ X 
~ 0.2 

-a 
0. 1 

0 
0 10 15 20 

K 
0,03 

(b) 
0.02 

::i 
O.DI 

oi -~ 0 
~ 

w 
-0.01 

-0.02 

-001 
(c) 

.2 0.8 
;:, 
g_ 0.6 
0 
0. 
0) 

·S o.4 

"' ~ 0.2 

0 
0 100 200 300 400 500 

Time / fs 

Figure 4.13: (a) . Plot of cis-azomethane yield against k. (b). The optimised 
field after 3 iterations and (c) the corresponding time dependent populations 
black =trans-So, red=cis-So, blue=trans-S,, green=cis-S,. 

lead to a better yield than the initial guess. T he procedure was allowed to run 

for 20 iterations which converged at a maximum yield of 0.51 cis-a:;:omcthanc 

after k=5, however all optimised fields generated after k=3 had sections with 

intensities above the chosen threshold of 20 TW / cm2
. The optimised field of 

the 3rd iteration increases the yield of the initial guess from 0.17 to 0.485, 

while maintaining the basic pump-dump structure of the init ial guess. 

Comparison of Figures 4.10 (a)/(b) and 4.13 (b)/(c) reveals that the in­

crease of yield is the product of a more efficient pump pulse ( transferring 
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almost all population to the S1 state), together with a wider dump pulse 

which is more gradual than the initial guess. It is apparent that this increase 

in population transfer efficiency is largely a result of pulses with increased 

amplitude, and that merely changes in pulse shape are ineffective in sub­

stant ially increasing the yield , hence it may be interpreted that the biggest 

limit ing factor for control in this particular system is the small transition 

dipole moment between So and S1 . 

4.2.3 Control of Azomethane Isomerisation Along In­

version Coordinate 

The same strategy was utilised to search for a pulse sequence which would 

deliver a significant proportion of the wavepacket to the cis conformer via 

the inversion S0 and S1 PEF's (Fig. 4.6). For these simulations, values of 

µ = 0.0799 a.u. and Mµ = 186,000 a .u. were used for the transition dipole 

moment and reduced moment of inertia respectively. All calculations were 

carried out with 512 grid points and a time step D..t = 1 a.u .. 

Fig. 4.14 depicts wavepacket snapshots on t he S1 PEF after init ial excita­

tion by t he 1r-pulse described in Fig. 4. 15 (a) . After the initial excitation the 

wavepacket propagates away from the Franck-Condon region towards the cis 

well where it encounters an energy barrier corresponding to the C-N-N linear 

geometry. It is apparent from Fig. 4.14 that the wavepacket has insufficient 

energy to overcome this barrier and therefore it is trapped in the trans confor­

mation. The time dependent populations depicted by Fig. 4.15 (b) confirms 

that at no time does the wavepacket reach a cis geometry throughout the 

entire propagation. A simple pump-dump scheme is therefore unsuitable for 

a system with an excited state PEF of this nature. 

By examining Fig. 4.14 in detail, it may be envisaged that a sequence of 

pulses exists which could produce a wavepacket on the S1 inversion surface 

with sufficient energy to overcome the C-N-N linear barrier. The wavepacket 

reaches the first turning point at around 189 fs of the simulation, and is 

dominantly localised above an incline on the S0 surface. A dump pulse at 

this point will produce a vibrationally 'hot' wavepacket (Chapter 2.3) which 
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Figure 4.14: Wa.vepacket snapshots at various times before aud after excitation 
to the S1 state via the pump pulse illustrated in Fig. 4.15. 

has a greater amplit ude of oscillation in the S0 trans well. A subsequent 

pump pulse when the wavepacket reaches the opposite turning point in the 

80 state will produce a vibrationally 'hot' wavepacket on the S1 surface with 

sufficient energy to overcome the linear C-N-I barrier. Fig. 4.16 illustrat es 

this strategy of a four pulse sequeuce. In this figure vertical arrows represent 

transitions as a result of interaction with a laser pulse, and t he horizontal 

arrows represent the 'direction' of the wavepacket motion. 

Fig. 4.17 depicts wavepacket snapshots at various times during a calcu­

lation where the wavepacket is subject to the pulse sequence illustrated in 

Fig. 4.18 (a). Again, as was the case for the torsional isomerisation coordi­

nate, the small µ 01 limits the choice of pulse to the longer variety, making the 

possibility of keeping the wavepacket significantly localised during the entire 

simulation unlikely, as well as compromising the effectiveness of the transfer 

of popula tion density during each pulse application (see Fig. 4.18 (b)). 

Following the initial pump pulse. the ,vavepacket at t = 150 fs ( depicted 

by green in Fig. 4.17 (b)) is seen to be significantly de-localised in comparison 
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Table 4.2: Pulse parameters for the pulse sequence illustrated in Fig. 4.18 (a) 
Pulse n tn Ifs Wn I a .LL "fn / a. u . 

1 (pump) 97 0. 12830 1. 1 X 10- 5 

2 (dump) 189 0.08376 1. 1 X 10- 5 

3 (pump) 249 0.12595 1. 1 X 10- 5 

4 (dump) 363 0. 11838 1.1 X 10- 5 

to its profile at t=0 fs. The init ial pump pulse transfers ~ 0.65 of the 

population to the S1 state, while the second pulse transfers ~ 0.3 of this 

population back down to the S0 state, effectively eliminating 70 % of the 

wavepacket from the control sequence after only two pulses. Denoted by (a) 

in Fig. 4.17 are the portions of the wavepacket which were left unexcited by 

the init ial pulse, (b) denotes the portion of the wavepacket excited by the 

third pulse back to S1 which will have sufficient energy to overcome the energy 

barrier at L::'.C-N-N = linear. Component (c) points towards the portion of 

the wavepacket which remained in the S1 state following t he initial 2 pulses, 
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which remain oscillat ing within t he S1 trans well. The tiny port ion of the 

wavcpacket denoted by ( d) eventually reaches the target cis configuration in 

t he S0 state. 

Fig. 4.18 (b) illustrates the t ime dependent populations of the trans aud 

cis conformers in the S1 and S0 electronic states with respect to c:(t). After 

~ 340 fs, 0.089 of the total population occupies the S1 state in the cis con­

figuration, 0.042 of this is transferred by the final pulse signifying the very 

small yield of cis-azomethane ( depicted in red) produced by this particular 

pulse sequence. 

Optimal control 

Again, t he Krotov approach of optimal control theory was implemented with 

the pulse sequence depicted by Fig. 4.18 ( a) as an init ial guess. Since the 

initial guess field is already at the maximum threshold of field intensity, all 

at tempts to increase the yield of cis-azomethane using OCT proved fut ile 
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without surpassing the set amplitude limit . The small transition dipole mo­

ment µ 01 coupled with a significant energy barrier to overcome on the S1 state 

proved to be insurmountable obstacles for pulse shaping alone to overcome. 

Fig. 4.19 depicts t he results of an OCT procedure implemented on this 

system, however the value µ01 has been increased to a value of 1 a.u. to 

illustrate that the main limiting factor to control is indeed the small dipole 

interaction. As an initial guess for the procedure, the pulse sequence depicted 

by Fig. 4.18 (a) was modified by decreasing the peak amplitude of each pulse 

to 0.00191 a.u. which, coupled with a value of µo1 = 1 a.u., yields the same 

time dependent populations as depicted by Fig. 4.18 (b). 

To preserve the nature of the four pulse sequence (and hence maintain 

a recognisable mechanism7 ) an alternative version of Eq. (4.21) was used to 

calculate t he new field at each iteration whereby the overlap integral acts as 

a refinement on the field of the previous iteration, rather than a replacement 

[24] 

( 4.24) 

A large penalty of >. = 20 was imposed on the refinement at each step and 

the calculation allowed to proceed for 20 iterations. 

Fig. 4.19 (a) reveals that t he procedure is successful in reaching a yield 

of 0.9 of cis-azomethane in only 5 iterat ions, and continues to improve on 

this value at each step reaching 0.98 after 20 iterations, proving that the 

small transition dipole moment was the main limiting factor in previous at­

tempts. Although the optimal pulse seems rather complex, the four pulse 

pump-dump-pump-dump mechanism has been maintained as depicted by 

the time dependent populations in Fig. 4.19 ( c). The first 2 population in­

versions between the S0 and S1 states work to produce a wavepacket in the 

trans configuration (depicted by black and blue) with sufficient momentum 

to overcome the energy barrier on the S1 state to reach the cis configuration 

7 often the Optimal Control procedure will converge with an optimal pulse which yields 
a large percentage of product, however the resulting wavepacket motion may be rather 
complicated. An optimal field with a discernable mechanism has the benefit of further 
possible refinement via manual intuition. 
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(depicted by green and red). 

The pulse sequences calculated in this chapter and Chapter 5 have vary­

ing degrees of success in terms of yield. When the conditions are favourable 

(large transition dipole moment, favourable PEF topology), isomerisation 

yields above 90 % are observed. The applicability of theoretically derived 

pulses on the actual (experimental) system clearly depends on how accurately 
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the model system describes the real system, i.e. t he number and severity of 

the approximations and assumptions made to generate the model ( discussed 

further in Chapter 5.3). However, what the theoretical investigations do 

provide are the main obstacles provided by the system's PES, and strategies 

on how they may be overcome. The results of a theoretical investigation 

therefore provide an invaluable starting point for the experimental investi­

gation [25], where the effectiveness of the control field may be refined by 

techniques such as feedback influenced control and adaptive learning control 

(see chapter 7 of ref. [11] and references therein.). 
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Chapter 5 

Optimal Control of an Ether 

Capped Azobenzene Molecule 

Over t he last 30 years, there has been a vast amount of experimental and 

theoretical study on azobenzene and its derivatives [1, 3, 4, 5, 7, 10]. The 

motivation for these studies is the potential applications in optical data stor­

age and processing, as well as molecular switches in biomolecules and nano­

devices. It is t he characteristic photoisomerisation that these molecules un­

dergo when illuminated with UV /vis radiation which has ident ified them as 

possible candidates for the aforementioned tasks. 

These characteristics were briefly discussed in Chapter 1, where the molecule 

abbreviated as O2N2 was introduced (structure Bin Fig. 5.2). In the present 

chapter, a more detailed background of the possible mechanisms of photoi­

somerisation is presented via review of the literature in Section 5.1. Sec­

tion 5.2.1 presents the results of DFT calculations carried out to generate 

relevant potential energy functions along the possible photoisomerisation co­

ordinates of O2N2. The remainder of the chapter presents wavepacket cal­

culations (Chapter 3) to observe the dynamics of the isomerisations on the 

calculated PEF's. Section 5.2.2 and Section 5.2.3 presents t he results of 

wavepacket propagation calculations on the inversion PEF and torsional PEF 

respectively. These results include pump-dump strategies to increase isomeri­

sation yield , followed by further refinement by the application of OCT. The 
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effect of a coordinate dependent dipole moment 'µ(q)' on the effectiveness of 

OCT is discussed in Section 5.2.5, and finally, a summary and discussion of 

this chapter is presented in Section 5.3 including proposed further work on 

the subject. 

5.1 Background 

The UV visible spectrum of azobenzene, in solution, has two major absorp­

tion bands corresponding to S0 ___, S1 and S0 - S2 electronic transitions. 

The S0 ___, S1 transition has been assigned to a symmetry forbidden n - 1r* 

transition, of maximum intensity at ~ 440nm, whereas the S0 ___, S2 tran­

sition has been assigned to a symmetry allowed 7f - 1r* t ransition at ~ 

320nm [1] . Under both excitation wavelengths, trnns-azobenzene undergoes 

photoisomerisation into its cis conformer. 

The goal of most investigations into the azobenzene molecule ( and its 

derivatives) is to find t he actual mechanism by which the photoisomerisation 

occurs, by searching for either experimental [1, 4, 5, 6, 9, 12, 13, 14] or 

theoretical [3 , 7, 10, 15, 16] evidence. Fig. 5.1 illustrates the two mechanisms 

which have been widely debated in the literature over the years, namely the 

inversion and torsional mechanisms. 

Trans___, cis quantum yields of 0.11 and 0.24 were observed for the So___, 

S2 and So ___, S1 excitat ions respectively [2]. These results implied that a 

different isomerisation mechanism existed for each excitation. Early ab initio 

calculations [3] supported this suggestion, where the inversion mechanism was 

purported to take place on the S1 PEF, and a torsional mechanism on the 

S2 PEF. 
Similar experimental investigations on the so called rotation-restricted (r­

r) azobenzenes (Chapter 1) seemed to provide further support for these find­

ings. For the r-r azobenzenophane molecule [4] (see structure A of Fig. 5.2), 

the quantum yields for S0 ___, S2 and S0 - S1 excitations were found to be the 

same, implying that the same inversion mechanism occurred regardless of the 

excitation wavelength. The same result was observed for azobenzene confined 

inside a cyclo-dextrin cavity [5], where t he 'cramped' environment is believed 
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Figure 5.1: Schematic diagram of the two likeliest routes of azobenzene photoiso­
merisation, inversion of one CNN bond (top), and torsion around the N=N bond 
(bottom). 

to also inhibit the torsional mechanism. The discrepancy in quantum yield 

for unrestricted azobenzene could therefore be explained by deducing that 

the alternative torsional route for isomerisation is accessible when excited to 

t he S2 electronic state, which would concur with the early ab initio results 

of ref. [3]. 

Fujino et al [6] conducted a femtosecond time-resolved fluorescence study 

of trans-azobenzene. Their findings included the lifetimes of trans-azobenzene 

in each excited electronic state, which were found to be ~ llOfs for an S2 

( 1r ---+ 1r*) transition, and ~ 500fs for an S1 ( n ---+ 1r*) transition. It was 

inferred from the fluorescence data that azobenzene in the S2 state relaxes 

to the S1 state first, before subsequent relaxation to the ground state in the 
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Figure 5.2: A: An azobenzenophane molecule [4]. B: Series of azocrownethers, 
0 2N2 when n=l [13] C: Azocrownether of ref. [19] where the torsional photoiso­
merisation pathway was believed to be sterically hindered. 

same t ime scale as for a molecule which was initially excited to S1 . The quan­

tum yield of the initial S2 ---+ S1 relaxation was found to be almost unity, 

and, coupled with t heir observation that the trans--+ cis isomerisation had 

not occurred before this relaxation, it was deduced that the photoisomeri­

sation occurs exclusively on the S1 electronic state, regardless of the initial 

excitation wavelength. 

Since these observations appear to contradict the fact t hat there is a 

difference in isomerisation quantum yield depending on the initial excitation 

wavelength, it was suggested that another S1 ---+ S0 relaxation channel is 

accessible for a 'vibrationally hot' S1 species resulting from a previous S2 ---+ 

S1 relaxation. This newly accessible pathway would relax to the trans form 

of azobenzene, hence accounting for the smaller quantum yield observed for 

an initial excitation to the S2 state. 

The picture presented by ref [6] is consistent with the evidence so far. 

However, recent ab initio results by Persico et al [7] and Ishikawa et al [8] 
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have countered the evidence which suggests that azobenzene photoisomeri­

sation only occurs via inversion. Utilising high level CASSCF calculations, 

details of azobenzene's PES along both isomerisation pathways were revealed. 

Both groups discovered that there is a considerable barrier on the S1 PES 

along its inversion coordinate, whereas the torsional coordinate was found 

to be essentially barrierless. Furthermore, Ishikawa et al discovered a coni­

cal intersection located at ~ 90° along the torsional coordinate, providing a 

possible relaxation channel between S1 and S0 . 

Together with the results of a femtosecond fluorescent anisotropy study 

by Diau et al [9], and subsequent ab initio calculations by the same authors 

[10], t he torsional mechanism for isomerisation has gathered momentum re­

cently. Using a semiclassical surface hopping approach, Ciminelli et al [11] 

demonstrated the possibility that azobenzenophanes (Fig. 5.2 A) may not be 

rotation restricted after all, hence opening up possible different interpreta­

tions of the evidence available so far. 

Along with the postulated torsion and inversion mechanisms, another 

possible route of relaxation from So to S1 has been given some credibil­

ity recently. By scanning the S1 PES using ab initio CASSCF methodology, 

Diau [10] discovered another possible conical intersection (CI) connecting the 

S1 and So surfaces along the concerted inversion coordinate Fig. 5.3. This 

particular CI is higher in energy than the CI associated with the torsional 

pathway, hence it could only be accessed by 'vibrationally hot' molecules, 

such as the molecules originally excited to the S2 state. Since it appears 

that the concerted inversion pathway favours returning to the original trans 

conformer rather than isomerise, this newly discovered channel may be con­

sistent with the quantum yield observations of Zimmerman et al [2] , as well 

as the 'vibrationally hot ' alternative relaxation channel postulated by Fujino 

et al [6]. 
Fig. 5.4 illustrates an excitation/relaxation diagram which summarises 

the conclusions of refs. [6, 10]. Following excitation to the S1 electronic state, 

the molecule's geometry relaxes along the torsional coordinate approaching 

a Si/ So conical intersection (CI) at L'.'.C-N-N-C 90°, which subsequently 'fun-
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Figure 5.3: Schematic diagram of the concerted inversion pathway to photoiso­
merisation of azobenzene [10] 

nels' the molecule back to the S0 state with a quantum yield of 0.24 cis­

azobenzene. Excitation to the S2 state is quickly followed by relaxation to 

the S1 state via a S2 / S1 CI near the Franck-Condon geometry, generating 

a 'vibrationally hot' molecule with sufficient energy to access a Si/ So CI 

along the concerted inversion pathway. This final CI is inaccessible follow­

ing S0 --, S1 excitation of trans-azobenzene, which accounts for the different 

cis / trans product ratio depending on the init ial excitation. 
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Figure 5.4: Qualitative excitation/ relaxation diagram of the possible mechanisms 
of photoisomerisation of azobenzene described in the text. 

5.2 Photoisomerisation of the Azobenzene D eriva­

t ive 02N2 

The motivation behind the choice of the molecule 02N2 (Fig. 5.2 B) for this 

study is its suitability for future applications in the optical data storage indus­

try, in particular, due to the thermal stability of its cis conformer and good 

reversibility of the photoisomerisation compared to other azobenzene deriva­

tives [12, 13]1. In addition, the ether group linking the two benzene rings 

imposes constraints on the possible conformations of the molecules, which 

may obstruct the torsional and/or concerted inversion photoisomerisation 

pathways. If these pathways are indeed restricted, then the dimensionality 

of the isomerisation will be reduced to the inversion coordinate alone, leading 

to the possibility of a more straight forward dynamical investigation. 

1 02N2 is also the smallest azobenzene derivative containing an ether linkage [13], which 
is advantageous when considering computational demands. 
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Table 5.1: Selected bond lengths (A) and angles (degrees) of the DFT/ B3LYP /6-
31G* optimised geometries of the trans and cis conformers of the molecule 02N2. 
*Comparison with X-ray data taken from ref. [18], numbered atoms taken from 
Fig. 5.5. 

Atoms trans-DFT trans-X-ray* cis-DFT cis-X-ray* 
Bond lengths: 

N(2)-N( l ) 1.260 1.234 1.253 1.251 
N(l)-C(3) 1.385 1.397 1.454 1.441 
C(9)-N(2) 1.421 1.431 1.431 1.446 

Angles: 
C(9)-N(2)-N(l) 121.49 118.9 124.32 120.3 
N(2)-N(l)-C(3) 108.38 110.3 118.51 119.9 

Dihedral Angle: 
C(9)-N (2) -N (1 )-C(3) 173.48 174.62 -9.21 -7.7 
C( 4)-C(3)-N(l )-N(2) 163.52 175.4 116.54 116.2 

C(14)-C(9)-N (2)-N (1) 31.69 28.1 -54.11 -67.3 

5.2.1 02N2 DFT Calculations Results 

In this work, the hybrid functional B3LYP (Chapter 3.1.3) was used for 

all the DFT and TD-DFT calculations. To find the optimised geometry of 

trans-O2N2, a series of optimisation calculations were run with increasingly 

more demanding basis sets2 , leading to the structure in Fig. 5.5 with t he 

6-31G* basis set (a clearer 3 dimensional structure is depicted in Fig. 5.6). 

Table 5.1 compares some selected bond lengths and angles of this structural 

optimisation with X-ray data from the literature [18]. 

Table 5.1 reveals that the DFT calculations are in good agreement with 

the experimental values. In particular , structural characteristics unique to 

the 10-membered azocrownether3 have been captured , such as the discrep-

2 An initial optimisation calculation was carried out with the basis set ST0-3G. The 
resulting geometry then used as the initial guess for an optimisation calculation at the 
4-31G level, and the procedure repeated for the 6-31G* basis set. Such an approach is 
often more efficient than a single calculation with the most demanding basis set when the 
initial guess is believed to be far away from the optimal geometry 

3as compared to the family of azocrown ethers differentiated by the size of t he central 
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Figure 5.5: DFT optimised geometry of 02N2 with 6-31G* basis set. 

ancy in the two L'.'.~NC bond angles of the trans isomer arising from the strain 

caused by the relatively small ether linkage. The torsion angles around the 

C(3)-N( l ) and C(9)-N(2) bonds arc 163.52° and 31 .69° respectively, indi­

cating a different degree of 1r-conjugation of t he azo-group with each ben­

~cnc ring. vVhercas the trans isomer is roughly planar in structure, the 10-

membered macro-cycle of the cis isomer adopts a boat structure, see Fig. 5.6, 

again in agreement with the experimental data. The cis isomer of 02N2 is 

stable in comparison with its larger derivatives, and forms the most abun-

oxygen con taining macro-cycle [12, 13, 22, 23]. 
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dant isomer in solution [18], it may be inferred t hat this relative stability 

arises from the large strain imposed on the trans conformer by the short 

ether linkage. 

To generate the relevant potential energy functions, geometry optimisa­

t ion calculations were performed along the coordinates of interest ( using the 

B3LYP hybrid functional combined with 6-31G* basis set ). For the inversion 

isomerisation coordinate, one L'.'.CNN bond angle was held constant for each 

10° interval between trans 81.49° angle, sweeping through to cis 98.51 ° angle. 

The PEF of the 1st excited state (S1 ) was evaluated using TD-DFT single 

point excitation at each optimised geometry along the isomerisation coordi­

nate. The So and S1 PEFs along the rotat ion isomerisation coordinates were 

evaluated in a similar manner, however this time the L'.'.CNNC dihedral angle 

was held constant for each geometry optimisation and varied from the trans 

dihedral angle 180° to the cis dihedral angle 0°. 

Fig. 5.6 illust rates the DFT So and S1 PEFs along the inversion coordi­

nate. The ground state consists of an asymmetric double well with a large 

barrier to inversion of 12,000 cm-1 at L'.'.CNN= 180°, analogous to the inver­

sion potential of azomethane illustrated in Fig. 4.6 and the CASSCF inversion 

potentials of azobenzene[8, 10]. The S1 PEF along the inversion coordinate 

is also an asymmetric double well with an energy barrier at L'.'.CNN= 180° of 

~ 4,000 cm- 1 above the minimum in the S1 trans well. As expected, there 

are many similarities with the inversion PEFs of azomethane, especially in 

the nature of the S1 state where a four pulse control sequence (Chapter 4.2.3) 

may be required to maximise control of the isomerisation along the inversion 

coordinate. 

In light of the recent computational investigations of refs. [11, 19] ( where 

the torsional photoisomerisation pathway of azobenzenophane and a crown 

ether capped azobenzene were found to be feasible), the torsional isomeri­

sation pathway of O2N2 was also investigated by variation of the L'.'.CNNC 

dihedral angle. T he results depicted in Fig. 5.7, which illustrates t he S0 and 

S1 potentials along the torsional isomerisation coordinate of O2N2 together 

with the molecular geometries at relevant points along the S0 PEF, shows 
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Figure 5.6: Ground So and first excited S1 electronic state potential energy func­
t ions along the inversion isomerisation coordinate. Crosses: energy relative to 
So t ransit ion state of each individual DFT B3LYP / 6-31G* calculation. Full line: 
polynomial series line of best fit of the DFT points. Top: optimised ground state 
geometries at the trans and cis minima, together with the invertomer transition 
state. 
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Figure 5. 7: Ground So and first excited S1 electronic state potent ial energy func­
tions along the torsional isomerisation coordinate. Crosses: energy relative to 
So transition state of each individual DFT B3LYP / 6-31G* calculat ion. Full line: 
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and S, (red) states. Top: optimised So geometry of 02N2 with each LN 1C held 
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that this pathway to isomerisation of O2N2 is likely unrestricted by the ether 

linkage. The ground electronic state So consists of a periodic asymmetric 

double well potential with a torsional barrier height of 6..E = 16,078 cm-1 

above the trans minimum, at 90° L'.CNNC dihedral angle, which is typical 

of a torsional barrier about a double bond [20]. The excited electronic state 

S1 PEF is barrierless along the trans-cis torsional isomerisation coordinate 

and reaches a minimum at L'.CNNC ~ 90° which is 1, 060 cm- 1 above S0. 

This feature rather resembles an avoided crossing and infers to the possible 

presence of a conical intersection nearby. The S 1 state PEF increases in en­

ergy when C-N-N-C approaches planarity, reaching a local maximum at the 

trans geometry and an ambiguous discontinuity at the cis geometry which 

is considerably higher in energy than the former. These results are similar 

to those of azomethane (Chapter 4.2.1) and azobenzene [10] where the tor­

sional S1 PEF were also found to be barrierless, and the steeper S1 path for 

the torsion of cis-O2N2 compared to trans-02N2 is also consistent with the 

shorter photoisomerisation time of cis-azobenzene [21]. 

P rompted by the ab initio work of Diau [10] on azobenzene, the con­

certed inversion pathway of O2N2 was also probed with DFT calculations. 

Again, the 6-31G* basis set was utilised and geometry optimisation calcula­

tions run where each L'.NNC was held constant simultaneously, and repeated 

every 10° between 95.49° and 175.49°. Fig. 5.8 illustrates the PEF along 

the concerted inversion coordinate towards linearity of the C-N-N-C group. 

Similar to the corresponding investigations on azobenzene, the S0 and S1 

states approach each other as the concerted L'.NNC increases where the pres­

ence of a nearby conical intersection is a possibility4
. Along the concerted 

minimum energy pathway azobenzene maintains a planar structure, however 

the ether linkage on the benzene rings of O2N2 imposes a constraint on its 

structure. Table 5.2 lists t he variation of the L'.CNNC dihedral angle with 

each optimised structure on the So state along the concerted pathway. As the 

concerted L'.NNC increases, the molecule is distorted further away from the 

planar trans dihedral angle of L'.CNNC=180°. The ether linkage cannot be 

'stretched' any further above L'.NNC=165° leading to an optimised structure 

4 for azobenzene a conical intersection is present at concerted LNNC=157° [10] 
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Table 5.2: Variat ion of C-N-N-C dihedral angle along concerted inversion coordi­
nate of 02N2. 

LNNC LCNNC 
115.49 -163.53 
125.49 -161.96 
135.49 -158.17 
145.49 -154.53 
155.49 -146.59 
165.49 -122.70 
175.49 5.01 

with a cis conformation when L NNC=l 75°. 

Table 5.3 summarises the relative energies of t he relevant conformations 

of O2N2 in kcal/ mol. The relative energy of the concerted LNNC=165° ge­

ometry on the S1 state is considerably higher than for the trans geometry, 

indicating that the concerted pathway is irrelevant upon So -. S1 excitation. 

The transition state (TS) along the torsional coordinate (rotamer) was found 

to be lower in energy than the TS along the inversion coordinate (invertomer) 

on t he S1 electronic state, leading to the conclusion that the photoisomerisa­

t ion of O2N2 occurs predominantly via the torsional coordinate, in agreement 

with t he recent theoretical data supporting the torsional mechanism of t he 

parent azobenzene molecule [8, 10]. In contrast , on t he ground electronic 

state the invertomer TS is lower in energy, leading to the conclusion that t he 

thermal cis -. trans isomerisation occurs via the inversion mechanism, again 

in agreement with the t heoretical studies on the parent azobenzene molecule 

[7]. Furthermore, the difference in energy between the invertomer TS and the 

cis minimum is calculated as 26.4 kcal/ mol, in satisfactory agreement with 

the kinetically derived activation energy of 28.2 kcal/ mol for the thermal 

reaction [12]5. 

The UV / vis spectrum of trans-02N2 [13] consists of two broad bands, 

the first intense peak with a range of~ 280-380 nm has been assigned to the 

S2(1r -. 1r*) transition, and the second (less intense) band has been assigned 

5where a range of 19.0 to 28.5 kcal/ mo! was calculat ed for the activation energies of 
t he ether linked family of azobenzene derivatives 
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Table 5.3: Summary table of the relative energies of the most relevant 02N2 
conformations in kcal/ mol, where the trans minimum serves as an arbitrary zero 
point. *minimum along torsional coordinate with L:CNNC held constant;# L:NNC 
held constant along inversion coordinate. 

Geometry L:'.NNC L:'.CNNC 6.E (So) 6.E (S1) So---+ S1 (nm) 
trans- 121.49 -173.45 0.00 55.38 516 

108.38 
*trans- 122.36 180.00 0.34 54.61 527 

108.45 
ClS- 124.32 -9.21 10.67 73.54 455 

# 118.51 
*cis- 122.30 0.00 7.98 75.05 426 

121.32 
invertomer- # 178.51 -31.86 34.38 57.64 1229 

119.15 
rotamer- 123.46 90.55 46.31 49.34 9436 

122.38 
165concerted 165.49 -122.70 70.39 74.35 7220 

165.49 
175concerted 175.49 5.01 76.44 80.74 6649 

175.49 

to the S1(n---+ 7r*) transition~ 440-540 nm. While the calculated DFT S1 

transition lies within this range, the quality of t his value, and the subsequent 

cis-O2 r2 value, is inconclusive. The UV /vis spectrum of cis-O2N2 have 

bands in the same area, however they are blue shifted compared to the trans 
isomer, and the S2 (7r---+ 7r*) has a much diminished relative intensity, which 

serves as a means of observing the extent of the photoisomerisation reaction 

against time. 

5.2.2 Control of 02N2 Isomerisation Along Inversion 

Coordinate 

An average value ofµ = 0.4759 a.u. was extracted from the DFT calcu­

lat ions for the transition dipole moment between the S0 and S1 electronic 

states, and a value of M~t = 4,805,000 a.u. assigned for the reduced mo-
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Table 5.4: Polynomial coefficients for the ground So and first excited S1 PEFs 
along the inversion coordinate. i.e. y = L n Anxn 

n An So-state An Si-state 
0 -575270.618791580 -750077.525814772 
1 1601183.38929005 1908336.60339661 
2 -1679472.05979195 -1828844.41598225 
3 858242.143171120 874381.357294035 
4 -228791.940138745 -223092.633472967 
5 30519.4424923003 29047.3450827777 
6 -1605.18669616180 -1514.82113570580 

ment of inertia6 . In Chapter 4.2.3 it was shown how a low value for µ can 

severely limit the possibility of control, however the value for this system is 

significantly greater than that for azomethane and hence a greater control 

of the wavepacket dynamics may be expected. All calculations were carried 

out with a time step .6t = 1 a.u. , and the ground vibrational state of the So 

trans well was taken as the initial wavepacket \ll (0). Due to the large size of 

the system a minimum of 2048 grid points were required for the dynamical 

calculations. The interpolation schemes ut ilised in Chapter 4 proved ineffec­

tive in generating such a large amount of points, hence a polynomial trend 

line of the type 

(5.1) 
n 

was used to describe the S0 and S1 PEFs with the coefficients 'An' listed in 

Table 5.4. 

Qualitatively, the S0 and S1 PEFs along the inversion isomerisation co­

ordinate are very similar to those of azomethane, the trans ---t cis pathway is 

still impeded on the S1 PEF by a significant barrier at L'.:NNC = 180°, while 

the reverse process is less obstructed. Perhaps the most significant difference 

is in the location of the trans and cis minima on the excited state, where 

they are shifted further towards the linear L'.:NNC = 180° geometry (compare 

Figures 4.6 and 5.6). A Franck-Condon vertical transition will therefore pro-

6for details see Appendix B 

103 



30000.----.---------r----~-----r----r----.--- -----r----. 

l=65fs 

20000 

"7 
10000 

E 
u ..... 
er t=Ofs 

> 0 

- 10000 

Trans Cis 

-20000 ~--~--~--~--~--~--~--~---
1 3 4 5 

C-N-N Inversion angle/ rad 

Figure 5.9: Wavepacket snapshots at various times before and after excitation to 
the S1 state via the pump pulse illustrated in Fig. 5.11 . 

duce a vibrationally hot wavepacket on the S1 state which may have sufficient 

energy to overcome the barrier to inversion. 

Fig. 5.9 illustrate8 wavepacket snapshots on the S1 state following Fl. ver­

tical excitation from the S0 state by the 1st 1r-pulse in the sequence depicted 

in Fig. 5.11. Despite the displaced minimum of the S1 state, the wavepacket 

still has insufficient energy to overcome the energy barrier in significant pro­

portions, hence a multi-pulse strategy as described in Chapter 4.2.3 must be 

implemented again to maximise the yield of the photoisomerisation. 

Fig. 5.10 depicts wavepacket snapshots during a calculation where t he 

system is subject to t he pulse sequence illustrated in Fig. 5.11 . By direct 

observation of the wavepacket dynamics the appropriate centre time tn, and 

carrier frequency wn, for the final three pulses were choscll to complete the 

pulse sequence. In cont rast to azomethane, shorter pulse durations could be 

u tilised , which helped m aintain the locality of the majority of the wavepaeket 

and consequently more control could be achieved with an eventual yield of 

0.85 cis-O2N2. 
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Table 5.5: Pulse parameters for the pulse sequence illustrated in Fig. 5.11 
Pulse n tn / fs Wn / a.u. 1n / a.u. An/ a.u. 

1 (pump) 48 0.08960 2.056 X 10-5 0.01689 

2 (dump) 313 0.04626 2.056 X 10- 5 0.01689 

3 (pump) 774 0.10842 2.056 X 10- 5 0.01689 

4 (dump) 1422 0.11067 2.056 X 10- 5 0.01689 

Window (b) of Fig. 5.11 is an excellent illustration of the intended result 

of the 4 pulse sequence. The init ial pulse excites 0.94 of the wavepacket to 

the S1 state and the second pulse dumps the majority of this wavepacket 

density at the turning point of the trans well generating a vibrationally hot 

wavepacket on the ground state. A third pulse re-excites the wavepacket at 

the opposite extremity of the S0 trans well generating a wavepacket on the 

S1 surface with sufficient momentum to overcome the inversion barrier at 

L'.NNC = 180°. The final pulse dumps the wavepacket in the cis well with 

a yield of 0.85. Note that the most inefficient pulse in terms of wavepacket 

transfer is the initial pulse, each subsequent electronic state transfer occurs 

at a t urning point of an oscillation where the wavepacket is more localised 

leading to a more successful transfer of probability density. 

Optimal Control 

The Krotov approach of OCT (Chapter 4.1.2) was implemented to increase 

t he yield of the photoisomerisation, where the field depicted in Fig. 5.11 was 

the initial guess E0(t) . To maintain the 4 pulse profile of the initial guess 

throughout the optimisation procedure, the overlap integral was used as a 

refinement on the field of the previous iteration, rather t han a replacement 

where S(t) = sin2 (1rt) is a shape function which ensures the smooth 'on' 

and 'off' t ransition of the electric field, and a large penalty factor >. = 40 

was utilised to ensure small variations at each iteration k. As was the case 
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Figure 5.12: (a): Plot of cis-02N2 yield against k. (b): The opt imised field after 
40 iterations and (c): the corresponding time dependent populations black=trans­
So, red= cis-So, blue=-trans-S1 , green=cis-S1. 

for azomethane, the cis well of the ground stat e was used as the target state 

lxU1 )) = P ['1/;(t t )). 
Fig. 5.12 illustrates the progress of the procedure at each iteration 'k ' . 

After 20 iterations, the electric field generated successfully transfers 0.96 of 

the wavepacket density in the S0 cis well without reaching a plateau, leading 

to possible refinement with further iterations. As expected , the opt imised 

field has maintained the four pulse profile of the initial guess, and the time 

dependent relative populations confirm that the mechanism of isomerisation 
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is largely unchanged from that of the initial guess. It is clear, however, that 

each population inversion is increased in efficiency with addit ional electric 

field amplitude im-between the main 4-pulse framework making a significant 

contribution to the improvement in yield. 

5.2.3 Control of 02N2 Isomerisation Along Torsional 

Coordinate 

Along the L C-N-N-C torsional coordinate (Fig. 5.7) the S1 PEF is barrierless 

similar to the azomethane molecule, hence a similar pulse strategy may be 

utilised. An average value ofµ = 0.4496 a.u. was extracted from the TD­

DFT calculations for the transit ion dipole moment between the electronic 

states of interest, and a value of Mµ = 3,500,000 a.u. assigned for the re­

duced moment of inertia. All calculations were carried out with a time step 

of f::::.t = 1 a.u., and the ground vibrational state of the S0 trans well was 

taken as the initial wavepacket w(O). Due to the large size of the system a 

minimum of 2048 grid points were required for the dynamical calculations. 

The interpolation schemes utilised in Chapter 4 proved ineffective in gener­

ating such a large amount of points, hence a Fourier series trend line of the 

type 

(5.3) 
n 

was used to describe the S0 and S1 PEFs with the coefficients 'An' listed in 

Table 5.6. 

Fig. 5.13 illustrates instantaneous wavepacket snapshots at various times 

during a quantum dynamical calculation where the system is under the influ­

ence of the pulse sequence depicted in Fig. 5.14 (a) . The initial pulse transfers 

nearly all the wavepacket density to the S1 electronic state, which subse­

quently remains localised while propagating away from the Franck-Condon 

region eventually crossing into the cis conformation after ~'1,500 fs (see rela­

tive t ime dependent populations in Fig. 5.14 (b)). The wavepacket is dumped 

into the S0 cis well by t he second laser pulse with an overall yield of 0.26, 

where the main limiting factor may be attributed to t he inefficiency of t he 
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Table 5.6: Fourier series coefficients for the ground S0 and fi rst excited S1 PEFs 
along the torsional coordinate. i.e. y = I:n An cos(nx) 
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-10000 
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n A n So-state An S1 -state 
0 -9236.58004588964 3968.20183867105 
1 1113.59759214316 3771.23399728101 
2 -6653.12835089107 2610.79258167755 
3 332.850907966519 337.124379738442 
4 1535.45361969678 -160.546501868345 
5 -204.549344497146 38.6385740784863 
6 -653.156945321873 108.474161729076 
7 -71.3423317843183 -65.9249615854695 
8 203.760127455666 -81.6161914217347 
9 41.7339919125297 -54.3677495754957 
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Figure 5.13: Wavepacket snapshots at various times before and after excitation 
to the S1 state via the pulse sequence illustrated in Fig. 5.14 (a) . 
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second pulse due to the requirement of dumping onto a steep section of the 

So PEF. 

Optimal Control 

The Krotov approach of OCT was again implemented to increase the yield 

of the photoisomerisation. A two Gaussian pulse seq11enc-e7 similar to the 

one depicted in Fig. 5.14 was used as the initial guess E0 (t) , however the 

pulses were condensed in amplit ude to allow a greater ·leeway' for the optimal 

control algorithm and prevent t he outcome from exceeding the previously 

decided maximum pulse amplitude of 0.0236 a. u., which corresponds to a 

pulse intensity of 20 TW /cm2
. The S0 cis well was used as the target state, 

lx(T)) = P lvi(T)), for the procedure. 

Again, the relation in Eq. (5.2) was used for the new electric field at 

7 0,1-1ch with width -y,, = !).'15 x 10- 6 1-1..11. and maxim11m field amplitude A ,, = 0.01212a .. 11. 
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20 iterations and (c): the corresponding time dependent populations black= trans­
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each iteration, where a large penalty >- = 62.5 was used and the process 

allowed to proceed for 20 iterations. Fig. 5.15 (a) depicts the progress of the 

procedure at each iteration, where the yield of the isomerisation eventually 

reaches a value of 0. 79 when k = 20. The gradient of the progress line at 

k = 20 suggests furt her refinement of the optimised pulse may be achieved 

via additional iterations of the optimal control algorithm. Fig. 5.15 (b) is 

an illustration of the optimised pulse, where it is evident that the two pulse 

pump-dump mechanism has been maintained, and the main contribution to 
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the increase in yield is by the increased effectiveness of the dump pulse. 

Comparing the optimised pump pulse (which is largely unchanged, and has 

a similar profile to the second pulse of the initial guess c0(t)) with the dump 

pulse, it is evident that the dump pulse has increased significantly both in 

width and maximum amplitude, and significant product is produced by the 

low amplitude section of the pulse between 1,600 fs and 2,200 fs. 

Observing the corresponding time dependent populations (Fig. 5.15 (c)) 

reveals which sections of the optimised pulse (which has some amplitude 

throughout) are effective in wavepacket density transfer. While it is apparent 

that the smaller frequency ( w) second pulse of the optimised field begins at 

~ 400 fs , actual transfer from the S1 cis well to the S0 cis well (represented 

by 'green' and 'red' in Fig. 5.15 (c) respectively) does not occur until ~ 

1,200 fs, consequently large parts of the optimised field are redundant. A 

final 'blip' of small amplitude electric field centred at ~ 2,150 fs transfers the 

final 12% of the wavepacket density into the S0 cis well, demonstrating that 

while large portions of the optimised field may have little contribution to the 

reaction, other inconspicuous sections may have a more significant effect. It 

may therefore be envisaged that manual analysis of the optimal control field, 

in conjunction with the relative time dependent populations, may lead to 

the generation of a new control field with a less complex profile, and as such 

more attainable experimentally. 

5.2.4 Control of 02N2 Isomerisation: cis --+ trans 

So far, only the trans ___, cis isomerisat ion has been discussed. Table 5.3 

compares the relative energies of the key structures on the PES of the O2N2 

molecule. The relative energy of the cis structure on the S1 surface is con­

siderably higher than t he transition states along both the inversion and tor­

sional isomerisation coordinates, hence it seems a two pulse sequence will be 

sufficient for control along either coordinate. 
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C-N-N Inversion Coordinate 

Examination of the S0 and S1 PEF's along the inversion coordinate (Fig. 5.6) 

confirms that a wavepacket in the S0 cis well excited verticaUy to the S1 state 

will have an un-obstructed route towards the desired trans conformation. 

The same computational parameters of section 5.2.2 were used for these 

dynamical calc11lations, except the ground vibrational state of the S0 cis 

well was taken as the initial wavepacket w(O) . 
Fig. 5.16 illustrates the t ime evolution of the wavepacket under the influ­

ence of the two pulse sequence depicted by windmv l. (a) of Fig. 5 .17. The 

initial pump pulse transfers 0. 95 of the wavepacket density to the S1 state, 

generating a localised wavepacket on the excited state potential function. 

P ropagating away from the Franck-Condon region, the wavepacket demon­

strates typical oscillatory behaviour within an enclosed well by expanding 

at the centre of the well and contracting at the turning points. The tim­

ing of the dump pulse was therefore aimed to coincide with the wavepacket 
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localised at the turning point above the trans well (798 fs) , and hence 0.94 

of the total population is successfully dumped into the product well of the 

ground state. 

Employing this pulse sequence as an initial guess E0 (t), an optimal control 

procedure was implemented. Again, the relation of Eq. (5.2) was used to pro­

duce the improved field at each iteration, implemented with a penalty factor 

of..\= 62.5, and the S0 trans well used as the target state lx(t1)) = P l'l/J(t1)). 
After 20 iterations the electric field (Fig. 5.17 - 2. (a)) was generated which 

increased the product yield of trans-02N2 to 0.98. It is apparent from the 

corresponding t ime dependent populations (Fig. 5.17 - 2. (b)) that the in­

crease in yield is mainly a consequence of the addit ional field amplitude 

arising immediately after the init ial pump pulse, and the port ion directly 

preceding the main dump pulse. 

C-N -N-C Torsion coordinate 

Examination of the S0 and S1 PEF's along the torsional coordinate (Fig. 5. 7) 

verifies that a wavepacket in the S0 cis well excited vertically to the S1 state 

will have an un-obstructed route towards the desired trans conformation. 

The same computational parameters of section 5.2.3 were used for these 

dynamical calculations, except the ground vibrational state of the S0 cis 

well was taken as the initial wavepacket '11 (0). 

Fig. 5.18 illustrates the time evolution of the wavepacket under the influ­

ence of the two pulse sequence depicted by window 1. (a) of Fig. 5.19. The 

first pulse is succesful in transferring 0.9998 of the wavepacket density to the 

S1 state, generating an initially localised wavepacket at LCNNC = 0 radians. 

Since the wavepacket is higher in energy than the highest point of t he S1 PEF 

it is partially composed of the highly delocalised free-rotor eigenstates. This 

results in the rapid delocalisation of the wavepacket as it propagates away 

from the Franck-Condon region ( t = 677 fs and 1177 fs in Fig. 5.18) limiting 

the amount of control possible via a simple two pulse scheme. The timing 

of t he dump pulse was chosen to coincide with the wavepacket's maximum 

located at LCNNC = 3.14 radians at 1,202 fs. Due to the highly delocalised 
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nature of the wavepacket a low yield of 0.22 trans-O2N2 is observed. 

T his pulse sequence (Fig. 5.19- l. (a)) was uti lized as an initial guess field, 

1:0 (t), for a subsequent optimal control calculation. The relation of Eq. (5.2) 

was used to prod11cc the improved field at each iteratio11, implemented with 

a penalty factor of >- = 62.5, and the S0 trans well used as the target state 

lx(t1 )) = P l'l/J(t1 )). After 40 iterations the electric field (Fig. 5.19 - 2.(a)) 

was generated which increased the product yield of trans-O2N2 to 0.843. It 

is evident that the highly succesful pump pulse remains unchanged by the 

optima.I control procedure, while the dump pulse is elongated to span over 

800 fs due to the delocalised nature of the wavepacket on the S1 P EF. 

5.2 .5 Effect of transit ion dipole moment and orienta­

t ion 

T he interaction of an electromagnetic field with a molecule occurs predomi­

nantly between the electric field component of the radiation with the electric 
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dipole moment of the molecule (Chapter 2.3) 

(5.4) 

The relative intensity of each vibronic transition is proportional to the square 

of the transition dipole moment (TDM) R for that particular transition 

(5.5) 

So far, the electric field/ dipole interaction has been treated in a simple man­

ner, where t he TDM has been treated as a constant along each isomerisation 

coordinate. However since the electric dipole moment8 ji is a vector , in re­

ality such a treatment is inadequate. During a torsional or large amplitude 

inversion motion it is clear, as the relative positions of the atoms change, that 

t he direction and/ or magnitude of the vector quantity ji also varies, hence a 

coordinate dependent dipole moment µ(q) is necessary for a more complete 

treatment. 

:\'ot only is t he field/molecule interaction dependent on the absolute mag­

nitude of ji, but also on its relative orientation with respect to the incoming 

8 the character /J, has been nsed interchangeably so far when describing the electric 
dipole moment and the TDM, in this section it will refer only to the former, and the 
character R for the latter. 
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electric field E(t) . Accordingly, an alternative parameter may be defined, µ eff, 

which quantifies the magnitude of the component of the electric dipole aligned 

with the incoming electric field. Since the magnitude of µef f varies with the 

molecule's translational/rotational motion as well as its internal motion, it 

appears that its calculation is a formidable task. Certainly for a molecule in 

the gas phase not only does the randomness of the initial orientation of the 

molecule pose a difficult problem, the translational/ rotational motion of the 

molecule varies the orientation while the interact ion takes place. Computing 

µef I is greatly simplified when a molecule of fixed orientation is considered 

since its variation is solely dependent on the internal coordinate q, which is 

the case when a solid state system is considered9. 

Fig. 5.20 illustrates the variation of the magnitude of the S0 --+ S1 TDM 

with respect to the N-N-C inversion angle of O2N2 taken from the TD-DFT 

calculations of Section 5.2.1. While this relation for R( q) does not take into 

account the relative orientation of the electric dipole and electric field, the 

purpose of this section is to illustrate the effect of a coordinate dependent 

TDM on the nature of the control pulses, and what potential obstacles may 

arise. 

As an example, the system corresponding to cis --+ trans isomerisation 

along the LNNC inversion coordinate was used, with the parameters de­

scribed in Section 5.2.4. Fig. 5.21 compares the effect of an ident ical two pulse 

sequence on the system where a constant value for the TDM was considered 

for one example, and the coordinate dependent R(q) depicted in Fig. 5.20 

was used for the second example. Pulse parameters ,n = 7.93 x 10- 5 a.u. and 

An = 0.01049 a.u. were chosen to satisfy the 1r-pulse criteria for a constant 

TDM value of R = 0.4759 a .u. 

R 1.t"° A11' = 7i, AnS(t)dt = 1r. 
to 

(5.6) 

Of course, for the coordinate dependent (R(q)) case, the above equation is 

9particularly appropriate in the case of azobenzene derivatives due to their proposed 
uses in optical data storage and nano devices. 
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not satisfied, hence the difference in the time dependent populations yielded 

in each case. The TDM of the molecule in the cis configuration (LNNC ~ 4.2 

rad) is considerably higher than for the trans configuration (LNNC ~ 2.1 

rad), therefore 'A,r' for the pump pulse exceeds 1r and returns some of the 

excited population immediately back down to the S0 state ( depicted in green 

in Fig. 5.21 - 2.(b)). Conversely for the dump pulse A1r < 1r, consequently 

less than half of the excited wavepacket probability density is returned to the 

S0 state. 

While R(q) will often have large variations along q, coupled with a compli­

cated form, a simple relation can be employed to retrieve the yields exhibited 

by the case where R = const 

R(q)An = constant. (5.7) 

By direct observation of the dynamics, the wavepacket's location (q) when 

an ultrafast laser pulse is applied can be determined, and hence An for this 

pulse can be adjusted manually via the relation in Eq. (5.7). Fig. 5.22 -

1. (a)/ (b) illustrates the results of a calculation where the relevant An of 

each pulse have been adjusted in such a manner. A yield of 0.856 trans­

O2N2 is produced, which is comparable to the yield of 0.862 produced by 

the R(q) = const case. Using this manually modified pulse sequence as an 

initial guess, an optimal control procedure was implemented on the R(q) 

system, with >. = 40, and the results for the 20th iteration presented in 

Fig. 5.22 - 2.(a)/(b). Reaching a yield of 0.95 trans-02N2, it is apparent that 

a coordinate dependent TDM provides little restrictions on the effectiveness 

of the optimal control algorithm. 

The results presented by Figures 5.21 and 5.22 show that laser control 

(computationally) of a molecular system when a coordinate dependent TDM 

is considered can yield results comparable to a system when the coordinate 

dependence is ignored. For a control scheme where the wavepacket's locality 

can be maintained, a rather crude relation (Eq. (5.7)) may be implemented 

with satisfactory results. Calculating the actual TDM from µ eff, however, 

presents a tedious task, even for a molecule in a fixed orientation. In par-
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ticular, determining t he best orientation for the system may not be straight 

forward since a compromise must be found along the entire coordinate, i.e. 

for one value of q, µeff may be at a maximum, however for a different q the 

electric dipole moment jJ, may be perpendicular to the incoming electric field, 

rendering µeff = 0. 

5.3 Summary and Discussion of Chapter 

5.3.1 Mechanism of Isomerisation of 02N2 

The precise nature of the photoisomerisation of azobenzene ( and its deriva­

t ives) is an area of ongoing research. A vast amount of experimental and 

theoretical data have been reported [1]-[16][19, 21, 24], and various attempts 

have been made to rationalise these with the observed quantum yields for the 

reaction. For azobenzene, the isomerisation quantum yield is wavelength de­

pendent with values of 0. 24 and 0.11 reported for the visible S1 ( n --+ 7r*) and 

UV S2 (1r--+ 7r*) bands respectively [2]. A femtosecond t ime-resolved fluores­

cence study of tmns-azobenzene (ref. [6]) determined that the isomerisation 

t akes place exclusively on the S1 state regardless of the initial excitation as 

a result of the short lifetime of the S2 species. Recent ab initio [8 , 10] and 

semi-empirical [15] investigations of the azobenzene's S1 PES have revealed 

t hat the torsional mechanism is t he most energetically favourable route for 

isomerisation. The discovery of a conical intersection (CI) along the con­

certed inversion coordinate [10] accounted for the different quantum yields 

observed for each excitation, as this internal conversion pathway to the So 

state is only accessible following S2 excitation. 

Azobenzene derivatives where the phenyl rings are connected by a crownether 

or benzeneophane type structure Fig. 5.2 were long thought to be struc­

turally restricted along the torsional isomerisation coordinate [4, 24]. During 

inversion about one N-N-C angle (Fig. 5.1) , the rings of azobenzene remain 

in plane and hence the carbon atoms of each phenyl ring which were on 

t he same side in the trans conformation, remain on the same side following 

the isomerisation. During the torsional isomerisation process, the phenyl 
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rings rotate with respect to each other and hence carbon atoms which were 

adjacent prior to isomerisation are on opposite sides of the molecule there­

after, hence this mechanism was believed to be restricted in species where 

the phenyl rings were connected. Recent theoretical investigations [11, 19], 

however, have determined that the torsional isomerisation pathway for these 

species are not only feasible, but also energetically favourable in comparison 

with the inversion pathway. 

The DFT calculations of the present work (section 5.2.1) lead to the con­

clusion that the molecule O2N2 may also undergo photoisomerisation along 

the torsional coordinate on the S1 electronic PES. The distance between the 

carbon atoms numbered C(14) and C(4) (see Fig. 5.5) is constrained by the 

ether linkage, and, in turn, t he torsion about each C-N bond must vary dur­

ing the torsional isomerisation to accommodate this. Fig. 5.23 illustrates the 

variation of the corresponding C(14)-C(9)-N(2)-N( l ) and C(4)-C(3)-N(l)­

N(2) dihedral angles with respect to the C-N-N-C torsional coordinate. Dur­

ing the trans --t cis isomerisation, the relative positions of the phenyl rings 

gradually change from slightly off-planar when in the trans conformation, to 

values of L'.'.CCNN~ 90° where the rings face each other in the cis conforma­

tion. 
The concerted inversion pathway is presumed to be available for a vibra­

t ionally hot wavepacket in the S1 state of azobenzene, accounting for t he 

disparity in quantum yield between S1 and S2 excitation10
. For rotation­

restricted azobenzene derivatives, the same quantum yields are observed for 

both S1 and S2 excitation [4, 24], initially explained by the absence of the 

torsional pathway. Recent theoretical investigations of the same molecules 

[11, 19] have revealed the feasibility of the torsional pathway, and the quan­

tum yields are therefore explained by the restriction of t he concerted inversion 

pathway. 
The molecule O2N2 may also logically be classed with the constrained 

azobenzenes, however to the knowledge of the author no quantum yield data 

are currently available in the literature, hence the role of the concerted inver-

10where the quantum yields are determined by t he probability of the wavepacket reaching 
a particular CI 
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Figure 5.23: Variation of C-C-N-N angles with respect to torsional isomerisation 
of 02N2. Atom labels taken from Fig. 5.5. 

sion pathway during photoisomerisation is still very speculative. According 

to the present DFT calculations (Section 5.2.1) , motion along the concerted 

inversion pathway appears unlikely due to the strained conditions. The asym­

metry of the two C-N-N angles enforced by the ether linkage also suggests 

that such a motion is unlikely. 
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5.3.2 Limitations and Further Work 

Electronic structure potent ial energy functions 

The choice of Density Functional Theory as the electronic structure method 

to investigate the PES of 02N2 was governed by a combination of the rel­

atively large size of the molecule and limited available computer resources. 

In comparison to post Hartree-Fock (H-F) methods which also include the 

effects of electron correlation ( e.g. M¢ller P lesset perturbation, CASSCF), 

DFT is computationally less expensive and therefore suitable for application 

of moderate to large organic molecules [25]. DFT, when coupled with the 

B3-LYP hybrid functional , has been widely utilised in the literature in the 

investigation of moderate/large molecules, successfully reproducing ground 

state potential barriers to large amplitude inversions and torsions in com­

parison to post H-F methods [26], and generating optimised structures in 

good agreement with X-ray data. TD-DFT has also been shown to reliably 

reproduce experimental vibrational spectra [28, 29]. 

In the present work, the DFT optimised ground state structures of trans 

and cis 02N2 are in good agreement with the X-ray experimental structures 

[18], and the ground state inversion barrier for the thermal cis -+ trans 

isomerisation is in good agreement with the experimental kinetic data [12]. 

The DFT PEFs along the isomerisation coordinates of 02N2 share similar 

characteristics with those calculated for azobenzene and its derivatives [10, 

11] via different electronic structure methods. However , perhaps the most 

significant limitation of DFT in comparison to CASSCF (Chapter 3.1.2) is 

its inability to optimise electronic structures in the excited electronic states. 

TD-DFT calculates the excitation energy from the optimised ground state 

geometries, and while the main characteristic features of the excited state 

PEF are still observed, it would be preferable to find the minimum energy 

pathways on the excited states considering it is here that the isomerisation 

takes place. 
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Control of 0 2N2 photoisomerisation 

The isomerisation of azobenzene and its derivatives involve large amplitude 

internal motions of the molecule which may be assumed to be sufficient ly 

low in energy to be treated separately from the high energy small amplitude 

modes of the molecule [30]. Even when the large amplitude motions are 

treated in isolation, for systems such as azobenzene computing the dynamics 

is still a formidable task since it contains at least 5 internal coordinates 

which can undergo such motions (the CNNC and CCNN dihedral angles 

and NNC inversion angles) [15]. The primary motivat ion for the choice of 

the molecule O2N2 was therefore to reduce the number of internal large 

amplitude motions through the constraint of the ether linkage, effectively 

reducing the size of the dynamical problem. With the knowledge that the S1 

photoisomerisation of azobenzene occurs through a conical intersection along 

the torsional coordinate, and that this coordinate may be restricted by linking 

the phenyl rings, a secondary motivation was the possibility of conducting 

the dynamical equations without having to incorporate the complicated non­

adiabatic couplings associated with close lying electronic states. In addition, 

the presence of conical intersections limits the amount of control possible as 

they are difficult to avoid and their product branching ratios are difficult to 

manipulate [31]. 

Section 5.2.2 presented the results of lD quantum dynamical simulations 

a long the inversion isomerisat ion coordinate of O2N2, where a near maxi­

mum yield of 0.97 isomerisation was achieved with the application of a 4 

pulse sequence refined with OCT. Even when an energy barrier is present 

on the excited electronic state, significant control is possible as long as there 

is a strong interaction between the external electric field and the molecule's 

dipole moment (compare with azomethane in Chapter 4). Of course, with 

the newly discovered feasibility of the torsional pathway, the pulse sequences 

illustrated in this chapter are unlikely to yield such results in practise. The 

simplicity of the model system also serves to reduce the viability of the cal­

culated pulses in practise, for example only two electronic states were consid­

ered ( the calculated pulses are ultrashort in duration, and hence will exhibit 
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a large bandwidth capable of exciting mult iple electronic states simultane­

ously - diminishing the effectiveness of t he pulses), and the calculat ions were 

assumed for an isolated system ( open systems are considered in the next 

chapter). In comparison to smaller systems such as azomethane, the longer 

timescale for the isomerisation will result in more significant cont ributions 

from Intramolecular Vibrational Energy Re-distribution (IVR) [33], which 

has also been neglected in the present work. 

The PEF along the torsional coordinate of 02N2 has a very small gradient 

between the trans configuration and the rotamer configuration, consequently 

the wavepacket on the S1 state takes ~ 1,500 fs to reach this transition 

state (see Fig. 5.14). Along t he inversion coordinate, the wavepacket takes 

~ 313 fs to reach the first t urning point of the trans well in the S1 state 

(see Fig. 5.11), hence the second pulse along the inversion coordinate occurs 

before a significant progression of the wavepacket along the torsional coor­

dinat e. This suggests that, if the model is extended to a two dimensional 

system construct ed from both coordinates, a 4 pulse sequence may exist for 

the isomerisation which avoids t he unpredictable branching ratio of a conical 

intersection. A natural extension of the work presented in this chapter would 

therefore be an extensive investigation of the 2D PES of the S0 and S1 elec­

tronic states, followed by 2D dynamical calculations to search for appropriate 

pulse sequences. 2D quantum mechanical calculations have been applied to 

the photo-switching of cyclohexadiene [31, 32], where non-adiabatic coupling 

terms were used to characterise the relevant conical intersections of the sys­

tem. In ref. [31] phase sensitive optimal control theory was used to generate 

wavepackets on the excited electronic states with pre defined momenta to 

manipulate which conical intersections are accessed, while ref. [32] used ul­

t rashort quadratically chirped pulses to produce tightly localised wavepack­

ets with favourable momenta which altered the branching ratio of particular 

conical intersections. 

An alternative avenue of investigation would be to search for occurrences 

where either the torsional or inversion isomerisation coordinate of an azoben­

zene containing molecule is blocked. This may be the case when the azo-
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molecule is confined to a small space such as a cyclo-dextrin cavity [5], or 

when present as a switch in a nano device. If such an occurrence exists, the 

sole large amplitude motion may be treated as a single dimension, while the 

rest of the molecular modes and surrounding environment may be treated 

as a dissipative extension acting on this lD system. Regardless of whether 

such a system exists, the fact that the main practical uses of azobenzene and 

its derivatives occur when the molecule is in a condensed phase requires t he 

inclusion of environmental effects. 
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Chapter 6 

Optimal Control of Dissipative 

Quantum Phase Space 

Dynamics 

6.1 Introduction 

In the preceding chapters attention was focused on chemical processes that 

involved a single degree of freedom. Although many processes may justifiably 

be described in isolation from its surroundings, for most processes of chemical 

interest the interaction cannot be ignored. In certain cases the interaction 

wit h the other degrees of freedom (DoF) is so important that the dynamics of 

the other modes must be t reated explicitly in a multi-dimensional calculation. 

However, in many cases the influence of the surrounding (environment) DoF 

is less dramatic and may be treated as a perturbation upon the dynamics 

of the modes of interest. Different DoF of a single molecule are known to 

interact in the form of intramolecular vibrational energy redistribution (IVR) 

[l], and the interactions of the surrounding molecules can only justifiably be 

neglected when the molecule is present in the medium of a low pressure gas. 

Theoretical methods which incorporate the influence of the environment are 

sought after in many fields of research including NMR , solid-state physics, 

quantum optics and condensed phase chemical physics (see refs. [2, 3] and 
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references therein) . 
It is possible to reduce the magnitude of the problem by treating t he 

small relevant sub-system rigorously, while limiting the treatment of the en­

vironment DoF as a thermal bath of oscillators. In this work, the term 

total system will refer to the complete ensemble of DoF under study, the 

term system will refer to the small number of DoF whose dynamics we are 

explicitly interested in, and environment will refer to the remaining DoF 

whose dynamics we are not particularly interested in, only t heir effect on the 

system. 
The theory of systems which are coupled to their environment is referred 

to as the theory of open quantum systems [4]. Interaction with an environ­

ment usually affects the system dynamics in the form of energy relaxation, 

and a loss of quantum interference - a process known as decoherence. The 

Hamiltonian for an open quantum system generally has the form 

(6.1) 

where Hr is the total Hamiltonian, Hs is the Hamiltonian governing the dy­

namics of the system, HE is the Hamiltonian governing the dynamics of the 

environment and Hse is the Hamiltonian which describes t he interaction 

between the two sub-systems. 

Recently, environmental effects have been incorporated in the field of 

laser control. In particular, environmental dissipative effects have been ap­

plied to the area of laser cooling [5 , 6, 7], where the environment consists 

of the vacuum modes of the electromagnetic field, and the source of dissipa­

t ion is spontaneous emission. For laser cooling, the dissipative effects of t he 

environment provides a welcome assistance for the control procedure, rather 

than just a necessary extension for a more complete description of the total 

system. Environmental effects have also been included for the laser control 

of tunnelling in a symmetric double well potential [8]. In addition, environ­

mental effects have been included for the optimal control of time dependent 

wavepackets [9] and exact solutions have been formulated for control in a 

model two state Brownian oscillator system [10]. 
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In this chapter a brief outline of the theory of open quantum systems 

will be presented, beginning with the introduction of the density operator 

and the phase space Wigner distribution function. Particular attention is 

given to the Caldeira-Leggett approach which is applied to the Wigner phase 

space description of the dynamics. A primary aim of the calculations pre­

sented in this chapter is to observe the consequences environmental effects 

( relaxation/ decoherence) have on the potential for laser control of a photoi­

somerisation type system. A novel approach of Optimal Control Theory in 

Wigner phase space is presented, since no derivation of an optimal control 

scheme has been developed or published in the literature, a detailed deriva­

t ion is provided in Section 6.2.2. 

The new optimal control scheme is implemented on the photoisomerisa­

tion dynamics of a model system, characterised by an asymmetric ground 

electronic state potential and a harmonic excited electronic state potential 

and subject to Caldeira-Leggett type dissipation. While the application of 

OCT to dissipative systems has already been established, possible additional 

benefits of its formulation in phase space may lie in the definition of the 

target state. In the Wigner representation, the target state is a positional 

q and momentum p dependent distribution function which has the attrac­

t ion of designing laser pulses which not only generates a product wavepacket 

on a desired location of the multi-dimensional PES, but also with a target 

momentum distribution. 

6.1.1 The D ensity Operator 

So far in this work each quantum system has been described by a state 

vector '11 (or wavefunction), which contains a complete description of the 

quantum system - such a system is known as a pure state. However, when 

a complete description is unavailable, the system must be described by a 

statistical mixture of possible state vectors for the system - the system is 

t hen described as a mixed state. 

Although mixed states can be t reated as a statistical mixture of wave-
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functions, it is more convenient to introduce a density operator [12] 

(6.2) 
a 

and deal with this directly. In Eq. (6.2) Wa are the 'weights' attributed to 

each pure state a, and I:a Wa = l for a normalised set of pure states I \{I) 1 . 

p is an operator and may be used to describe both pure states and mixed 

states. A measure of the 'purity' of the system may be determined by taking 

the trace of the square of the density matrix, where 'I\·(p2) = 1 for pure 

states and 'I\·(p2) < 1 for mixed states [16]. The diagonal matrix elements of 

the density operator represent the probability of finding the quantum system 

in the pure state m, and are often referred to as the populations. The off­

diagonal elements are known as the coherences, and are indicative of the 

synchronicity of the phases of the different states I W). Energy relaxation 

between the system and environment in an open quantum system manifests 

itself in the density operator representation by variation of the populations 

towards an equilibrium distribution, and complete decoherence is observed 

when the coherences decay to zero. 

Quantum Liouville Equation 

The time dependence of the density operator is governed by the time de­

pendence of its component state vectors IW 0), hence an equation of motion 

(EOM) for p may be derived from the Schrodinger equation. For a total 

system described by p, the EOM is the quantum Liouville equation (QLE) 

(derived by von Neumann [4, 12]), 

dp 
dt 

a 

1 w is a pure state wavefunction, but not necessarily an eigenfunction 
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where [, is known as the Liouville operator. T he QLE determines the dy­

namics of a closed system, hence it suffers from the same limitations as the 

Schrodinger equation when a large number of DoF are considered. However, 

if the total system can be partitioned into a relevant system and an environ­

ment part then a reduced description of the system may be derived where 

the influence of the environment is subsumed into the dynamical evolution 

of the system. These will be discussed further in section 6.2. 

6 .1.2 Wigner Phase Space Distribution 

In the previous chapters the dynamics of a quantum system focused on the 

coordinate representation '11 ( x). Instantaneous snapshots of I '11 ( x )12 reveals 

the location distribution of the quantum system at a specific time, and visu­

alising successive snapshots allows the direction of the particle's motion to be 

deduced. Further detail about the particle's motion may be obtained when 

its wavefunction is represented in the momentum representation w(p), which 

may be converted from the coordinate representation via a Fourier transform 

(6.4) 

The variables p and q are conjugate variables in classical mechanics2 , 

and it is possible to observe the dynamics of a system in terms of both 

variables simultaneously when the system is represented in phase space. In 

classical mechanics the state of a system in phase space is characterised by 

a distribution function fc(P, q). It would also seem desirable to represent a 

quantum dynamical system in terms of a quantum phase space distribution, 

JQ(p, q), as a more detailed alternative to the coordinate representation. The 

Heisenberg uncertainty principle imposes a constraint on the correlation of 

t he variables p and q for a quantum system, however it is satisfied for f Q(p, q) 

2where the position variable x has been replaced by q due to its conventional use as 
t he conjugate variable of p 
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as long as the relation 

(6.5) 

holds, and the root-mean-squared half widths of fq(p) and fq(q) are greater 

than ~-
Numerous phase space representations for quantum systems exist. For 

example, due to its smooth coarse-grained structure the positive-definite 

Husimi distribution function is popular for the quantum dynamical study of 

classically chaotic systems [13, 14]; in quantum optics the Glauber-Sudarshan 

distribution function is widely used due to its suitability for evaluating val­

ues of numerically-ordered operators. Wigner [15] was the first to develop 

a distribution function - the Wigner distribution (Eq. (6.6) below) - that 

incorporated quantum effects. He developed the distribution function to 

study quantum corrections for thermodynamic equilibrium and it has since 

proved invaluable for understanding dissipative processes. For pure states 

the Wigner function 

1 100 
i s s W(p, q) = - er.P5 \JJ(q - -) \JJ* (q + -)ds. 

2n-fi _
00 

2 2 
(6.6) 

is generated by taking t he product of the wavefunctions \JI ( q-~) and \JI* ( q + ~) 
followed by a Fourier transform over the difference coordinate 's' [16]. When 

written in Dirac notation, i.e. where \JJ(x) = (xl\JJ), Eq. (6.6) is given by 

W(p, q) = _1 l oo ekPs I q - ~ lw) / \J!lq + ~) ds 
2wh _

00 
\ 2 \ 2 

= _ 1_ 1 00 ekPs I q - ~lplq + ~) ds 
2nh _00 \ 2 2 

(6.7) 

and it becomes apparent that the Wigner function is a convenient represen­

tation for the density operator defined in Eq. (6.2). The Wigner function 

can take on negative as well as positive values, hence it cannot be consid­

ered a true phase space probability distribution, rather a pseudo-probability 

distribution. However, the correct quantum probability distributions in co-
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ordinate space and momentum space may be recovered by integrating over 

t he p and q coordinates respectively 

1-: W(p , q)dp = I\J! (q)l2) 

1: W (p,q)dq = I\J! (p)l2. 

Dynamics of the Wigner Function 

(6.8) 

(6.9) 

The EOM for W (q ,p, t) is obtained by taking the Wigner transform (applying 

prescription Eq. (6.7)) of the quantum Liouville equation, Eq. (6.3). For a 

single electronic state the Wigner-Moyal equation is given by 

a p 8 00 
1 ( in) n-l anv(q) an 

otW(p,q;t) = - m8W (p,q;t)+ L n ! -2 8 n a nW (p, q;t ) 
q n=l ,odd q p 

(6.10) 

where the first term is the kinetic part of the Hamiltonian and t he summation 

accounts for the effect of the potential V ( q). Details of the derivation of the 

Wigner-Moyal equations for a single electronic state system and for a two 

st ate system are provided in Appendix C. 

·when the potential energy function may be expressed in a polynomial of 

the form L~ anqn t he summation in Eq. (6.10) has a finite t ermination. For 

a harmonic oscillator (HO) of the form a2q2 the summation has only a single 

term and the EOM coincides with the classical Liouville equation. 

To develop an intuition of the dynamics of W(q,p, t), Fig. 6.1 illustrates 

the charact eristic elliptical orbit of the t ime evolut ion of W (q,p, t) in a HO 

potential. Using the parameters a2 = 0.0075 a.u. and M,,, = 20,000 a.u. , an 

initial Gaussian of the form 

(6. 11) 

using /3 = 32.0 a.u. and an init ial displacement from equilibrium q0 = 

0.3 a.u. is left to evolve on the potential. For a non-dissipative system, 

the oscillations within a HO potential occurs with a regular period and a 
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consistent displacement from equilibrium at each turning point. 

At t = 0 fs the Wigner function is distributed evenly about the initial 

displacement q = 0.3 a.u. with a net momentum of p = 0.0 a.u.. The 

displacement at q0 = 0.3 induces a restoring force - ~~ which propagates 

W(q,p, t) towards the centre of the HO. The distribution acquires a negative 

net momentum as illustrated in Fig. 6.1 which reaches a maximum negative 

value when the centre of W(q,p , t) crosses q0 . The influence of~~ then re­

duces the magnitude of p until t he centre of W(q,p, t) reaches the turning 

point of q = -0.3 with a net momentum of p = 0 at t=87fs. From here, 

W(q,p, t) acquires positive momentum (t=l16.8fs) as it propagates back to­

wards the equilibrium position of q = 0.0, where the restoring force again 

changes sign, -~~, decelerating W(q,p, t) as it approaches the initial turn­

ing point at q = 0.3. It is valuable to note the the correlated uncertainties 

between q and p throughout the time evolution: as the uncertainty in loca­

tion increases to a maximum as the centre of W coincides with q = 0 the 

uncertainty of momentum is at a minimum, while at the turning points t he 

converse is true. This behaviour is consistent with the Heisenberg uncertainty 

principle, and satisfies the prescription of Eq. (6.5). 
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Figure 6.1: Instantaneous snapshots of a phase-space ·wigner distribut ion repre­
senting a quantum particle oscillating in a harmonic oscillator potential. 
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6.2 Dissipative Dynamics 

It was stated at the beginning of this chapter that a complete and explicit 

quantum dynamical description of a large total system is un-feasible, hence 

the starting point in a treatment of an open quantum system is t he intro­

duction of the reduced density operator, p8 (t) , which governs the dynamics 

of the sub-system of interest by tracing out the environment degrees of 

freedom 
Ps(t) = Tre [p(t)]. (6. 12) 

The dynamics of the reduced system may be expressed in the following form 

(6.13) 

where Ls = [Hs, •] and I(t) is an inhomogeneous term which vanishes for 

factorised init ial conditions p = Ps ® PE· The influence of the environment 

on the system is immersed into the dynamics of the system by integrating 

over the environment DoF where Lo is the operator which characterises the 

influence of the environment on the reduced system. Despite the apparent 

simplicity of Eq. ( 6.13) , the form of the second term is very complicated hence 

certain approximations are necessary for its solution. Two approximations 

that are often made are; (1) t he Born approximation which assumes that 

the system is weakly coupled to t he environment, where the environment 

is considered to contain a macroscopic number of DoF which consequently 

should not be affected by the few DoF of the system, hence the environment 

density operator PE is considered time independent; and (2) the Markov 

approximation which assumes that the system dynamics is much slower than 

the environmental fluctuations. A key feature of the Markov approximation 

is that t he reduced density operator loses all memory of its past, hence Ps( T) 

in Eq. (6.13) becomes Ps(t). 
A fully satisfactory quantum master equation (QME) should adopt the 

following characteristics [2]: (1) Ps(t) should remain posit ive semi-definite for 

all time i.e. no negative eigenvalues are permitted, (2) p8 (t) should approach 

an equilibrium state at long times, and (3) ps(t) should satisfy the principal of 
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translational invariance i.e. the frictional force is required to be independent 

of the displacement coordinate q. Numerous methods have been proposed 

for the treatment of open quantum systems, and extensive reviews of these 

methods are provided in refs. [2, 18] . 

6.2.1 The Caldeira-Leggett Quantum Master Equation 

The Markovian QME employed in this work is the Caldeira-Leggett (C-L) 

equation [19]. The derivation of the C-L QME may be found in the original 

path integral derivation by Caldeira and Leggett [20], or a detailed density 

matrix derivation may be found in Appendix D or in ref. [4]. Only a brief 

outline of the key features are presented here. 

Several assumptions are made in the the derivation of the C-L equation: 

• (1) Factorised initial conditions, i.e. system and environment are un-

correlated at t = 0. 

• (2) Markovian approximation. 

• (3) The Environment is characterised by a bath of harmonic oscillators. 

• ( 4) Weak bilinear coupling between system-bath. 

• (5) High temperature limit k8 T .2:, '/ill, , where k8 , T , and D are the 

Boltzmann constant, temperature of the bath, and cut-off frequency 

for the bath respectively. 

By defining the environment as a bath of harmonic oscillators the C-L Hamil­

tonian for t he total system is given by 

H~ p 2 V ( ) "°""' ( p~ 1 2 2) "°""' 2 "°""' a; 
T = 2M + q + D 2mn + 2 mnwnxn - q D anXn + q D 2mnw~ 

n n n 
(6.14) 

where the first two terms correspond to Hs, and the third and fourth t erms 

correspond to Hs and Hss respectively. p, m, w, and x are the momentum, 

mass, frequency and coordinates respectively of each harmonic environment 

DoF n. The final term in Eq. (6.14) is a counter term, He, which serves to 
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neutralise the renormalisation of the system potential V(q) generated by the 

system bath coupling HsE, this acts to preserve the principle of translational 

invariance. 

Environment Correlation Function and Spectral Density 

A key presumption in the derivat ion of many QMEs is t hat the system­

environment coupling term may be expressed as a product of operators which 

act on the system sub-space and environment sub-space separately 

HsE = K(q)F(x) (6.15) 

where K and F act on the system and environment variables respectively. 

The environment correlation function defined as 

(6.16) 

contains all the information regarding the environment and is a measure of 

the correlation between expectation values of products of physical quantities 

taken at different t imes, i.e. the correlations that exists between interactions 

which occur at different times t and t'. It is the characterisation of this 

object within ·the Markov approximation which provides the cornerstone for 

the derivation of Markovian QMEs. Since the environment is assumed to be 

macroscopic in comparison to t he system, it is rational to consider that the 

effect of the system on the environment will be buffered by its sheer scale. 

The time scale of this buffering is determined by a value, T , which is a measure 

of t he t ime for which some memory of the system-environment interaction 

remains3. Fort - t' = 0 the correlation function Cij(t, t') has its maximum 

value , while at longer times, t - t' > T, Cij(t, t') becomes progressively less 

correlated until it reaches a value of zero for t - t' > > T. Crucially, in the 

derivation of Markovian QMEs, the value T is assumed to be much smaller 

than the time scale of the evolution of the system of interest. 

3T is dependent on the type of environment under consideration, e.g. for a dilute gas 
T may be determined by t he mean time between two collisions [21]. 
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In the C-L model the system's interaction with the environment of har­

monic oscillators is defined by a weak bilinear coupling 

HsE = K(q)F(x) = q I: apj 
j 

(6.17) 

where ai and Xj are the coupling and coordinates associated with the j'th 

DoF of the environment respectively. Specific details about the environment 

and its interaction with the system ( e.g. coupling values) are encased in the 

spectral density of the system-environment coupling defined by 

J(w) =" a; 
2 

n 8(w - wi). 
~ m·W· 

j J J 

(6.18) 

The spectral density can be obtained from computational simulation [22], 

from ultra-fast spectroscopy experiments (e.g. from dynamical Stokes shift 

[23] or from photon echo experiments [24]), or from phenomenological models. 

A simple and widely used phenomenological form for J(w) is an Ohmic form 

which is utilised in the C-L model 

J (w) = 2m'f}nw 
7r 

(6.19) 

where rJ is the damping rate of the environment. The discrete representation 

of J(w) in Eq. (6.18) has been replaced by a continuous function due to the 

assumption that the infinitely large environment will exhibit a continuous 

range of frequencies. A cut-off frequency, n, is introduced to circumvent the 

renormalisation which would be inflicted on the system potential V(q) by the 

high frequency modes of the environment. Using a Lorentz-Drude cut-off the 

Ohmic spectral density may be expressed as 

J(w) = 2mrJn w n
2 

7r n 2 + w2 
(6.20) 

The relation between the real and imaginary parts of the environment 
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correlation function and the spectral density are expressed as 

CR(T) = 2 fo00 

J(w) coth (,Bnw/ 2) cos (wT)dw (6.21) 

C1(T) 2 fo00 

J(w) sin (wT)dw. (6.22) 

C-L equation of motion 

In terms of the real and imaginary correlation functions introduced above, 

the C-L equation is given by 

aps(t) 
at 

where [a, b] = ab- ba and [a, bl+ = ab + ba are commutators and anticommu­

tators respectively. The integrals in Eq. (6.23) are evaluated with the Ohmic 

model of the spectral density to yield the equation of motion for the reduced 

density operator in its final form 

where the environmental effects of dissipation and decoherence on the system 

are contained in the second and third terms, and corresponds to the simplified 

form of ,CD in Eq. (6.13). A detailed derivation of Eq. (6.24) is provided in 

Appendix D. 

C-L equation of motion for 2 electronic states 

To characterise a model photoisomerisation reaction Eq. (6.24) must be ex­

tended to accommodate at least a two elect ronic state system. The total 

Hamiltonian for a two state system is expressed in a similar manner to the 
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time dependent Schrodinger equation in Chapter 3.3 

(6.25) 

whereµ and E(t) are the transition dipole moment and external electric field 

respectively. The density matrix for a two state system partitions as follows 

[ 
Pu P12 ] 

Ps = · 
P21 P22 

(6.26) 

where Pnn are the electronic populations and Pnfm are the electronic coher­

ences. The Liouville-von eumann EOM for an isolated two state system is 

then given by 

a [ Pu P12 ] 
ot P21 P22 

_i{ [ Hg - µc(t) ] [ Pu P12 ] 
li -µc*(t) He P21 P22 

_ [ Pu P12 ] [ H! -µc(t) l }· (6_27) 
P21 P22 -µ€ (t) He 

The equation of motion for each element of the two state density matrix is 

given by 

a 

a 
otP22 

otP12 -

a 
- P21 -at 
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(6.29) 

(6.30) 

(6.31) 



where £ v representing the dissipative terms of the C-L equation have now 

been included. 

C-L equations of motion for the Wigner function 

By taking the Wigner transform of Eq. (6.24) C-L dissipation is incorporated 

in phase space as additional terms to the Wigner-Moyal equation Eq. (6.10), 

and for a single electronic state system is given by 

fJW 

fJt 

1 
= -

11
£wW + £vwW (6.32) 

1 
--£wW n 

£ vwW = 

p fJW [JV al,V 00 1 -n,2 n[J2n+Iv [J2n+lw 

- m fJq + f)q f)p + ~ (2n + 1)! ( 4) fJq2n+l fJp2n+l 

fJpW 82W 
17~ + 17mksT fJp2 . 

The Wigner function for a two state system may also be partitioned 

similarly to the density matrix 

(6.33) 

and taking the Wigner transform of the corresponding equation of motion 

for each component Pnm yields the equation of motion for each component 
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in Wigner phase space 

8W11 p 8W11 8V9 8W11 n2 83Vg 83W11 
= ---- + --- - - -

8p3 8t m oq oq op 24 8q3 

-2*~[EW21] + L'.vwWu (6.34) 

8vV22 p 8W22 8½ 8W22 n2 83Ve 83W22 
8t 

- - --- + --- - ----
m 8q oq op 24 8q3 8p3 

µ 
+2/t~[EW21] + L'.vw W22 (6.35) 

8W21 _E_ 8W21 _ 2-[Ve _ v, ]W21 + ! [8½ + 8Vg] 8W21 
8t 

-
m oq n 9 2 oq oq op 

+ in [8
2
½ _ a2v9 ] a2

w21 _ n2 
[8

3
½ + 8

3¼] o3
W21 

8 8q2 8q2 8p2 48 8q3 8q3 8p3 

- ~µE* (W22 - Wu)+ L'.vwW12 (6.36) 

where W12(q,p) = W21 (q ,p) and the symbol ~ specifies the imaginary part. 

Note that transfer of population between W11 and W22 occurs only when the 

electric field is 'switched on'. Details of the derivation of the above EOM are 

provided in Appendix C. 

6.2.2 Optimal Control Theory for Wigner Phase Space 

Dynamics 

The control scheme for the phase space dissipative system [26, 27] is formu­

lated in an analogous manner to the wavefunction representation presented 

in Chapter 4.1.2. Since no derivation of an optimal control (OC) scheme 

for dissipative phase space system has been developed or published in the 

literature a detailed derivation will be presented here. 

As developed for the wavefunction, the first step in the OC scheme is to 

define the objective functional to be maximised i.e. the overlap between the 

state of the system at time t 1 and a specified target state. For the density 

operator the objective functional is defined in the same form as ref. [28] 

J = Tr [Tp(t1 )] . (6.37) 

149 



Implementing the trace product rule [17] on Eq. (6.37) yields the objective 

functional for the Wigner phase space representation 

where Wr is the target phase space distribution function. Note that the 

above integral has a maximum value for a perfect overlap of (21rn)- 1
. By 

introducing a set of constraints J may be converted to a modified objective 

functional J, whereby the calculation of the maximum of J is permitted. In 

this formulation J is subject to the constraints that the optimised pulse will 

have a maximum energy value of E = ft; IE(t)\2dt and that the Wigner-Moyal 

equation is satisfied. The Lagrange functional is given by 

J = ;~: 1-: Wr(q,p)W(q,p, t1)dqdp 

1t, l oo 
1

00 8 i 1t, 
- Wr3 ( ~ + i;;Lw) W dqdpdt - >. IE\2dt 

0 -oo -oo ut I L 0 

1
00

1
00 10

1
00

1
00 aw 

-00 -oo Wr(q,p)W(q,p, t1)dqdp- lo -oo -oo Wr3 at dqdpdt 

r, 100 100 i t ' - Jo _00 _00 Wr3 ,iLwWdqdpdt - >. Jo \E\
2
dt (6.39) 

where >.4 is a scalar Lagrange multiplier and Wr3 is a phase space function 

Lagrange multiplier, analogous to X of the wavefunction formulation in Chap­

ter 4. 1.2. The t ime derivative component of Eq. (6.39) is integrated by parts 

4 Note that ,X = 21rfiX to counteract the denominator arising from t he trace product 
rule. 
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to yield 

Inserting Eq. (6.40) into Eq. (6.39) and taking the variation with respect to 

W gives 

oJ 
ow 

(6.41) 

The initial Wigner distribution Hl (q,p, to) is not subject to variation hence 

drops out of Eq. (6.41). Setting o] = 0 leads to an equation of motion for 

W 13 

(6.42) 
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with the final condition that 

W,e(q ,p, t1) = WT(q,p). (6.43) 

Variation of W,e in Eq. (6.39) leads to the requirement 

8W i 
-+-£,vW = 0 at n · (6.44) 

that the Wigner-Moya! equation be satisfied. 

Variation of J with respect to the real and imaginary parts of the electric 

field gives 

and 

o! = t1 o~E( 100 100 

-~W,e a£ w Wdqdp- 2>.~E) dt. (6.46) 
O-;sE } 0 _

00 
_

00 
It a~E 

Setting o J = 0 for both real and imaginary parts leads to 

i l oo l oo 8£ w - - W,e--Wdqdp 
h -oo -oo 81RE 
i l oo l oo 8£ w -Ji, W,e 

0
~ W dqdp. -oo -oo E 

(6.47) 

(6.48) 

Combining these 2 equations and multiplying the imaginary part by i gives 

the following relation for t he optimal electric field 

l'O · ("\, i l oo l oo W ( 8£ w . 8£ w) Wd d 
:11.E + !~€ = E = - 2>.h -oo -oo ,e 81RE + 1 O~E q P (6.49) 

with 

£ w H w eiM/ 2 • - • eiM/ 2 H w 
i i 

Hw(l + 2nA + · · ·) • - • (1 + 2nA + · · · )Hw. (6.50) 
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where Hw = 0.5p2/m + V(q) is the classical Hamiltonian and 

-- --8 8 8 8 
A=-- ---

oq op apaq 
(6.51) 

where the arrows indicate the direction of derivative operation. 

For transitions between different electronic states, and assuming the Con­

don approximation5 we have 

(6.52) 

Inserting this dipole operator into the expression for the optimal electric field 

Eq. (6.49) gives 

· Joo Joo 
E = - 2~/i _

00 

-oo W13MWdqdp. (6.53) 

Since µ is independent of both q and p then 

(6.54) 

where the trace product rule has been applied. 

By taking the trace of the density operator representation of the product 

(3M p, followed by a Wigner transform of the result leads to the final form of 

5i.e. the dipole moment µ is taken as independent of the spatial coordinate q, hence 
the terms containing t he spatial derivatives embedded in A in Eq. (6.50) are zero. 
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the optimal electric field 

and the trace is given by 

Finally, the improved pulse at each iteration k + 1 is given by 

(6.57) 

6.3 Optimal Control of a Model Isomerisa­

tion System with Dissipation in Phase 

Space 

The phase space formulation of OCT introduced in the previous section has 

been applied on a model 2 state system to investigate the effects of environ­

mental dissipation on a photoisomerisation type system. The ground elec­

tronic state is characterised by an asymmetric double well potential defined 
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Figure 6.2: Ground (black) aud excited (red) state potentials of the model system 
described in the text 

by a fourth order polynomial of the type 

(6.58) 

where v2 = - 7174 cm- 1 , v3 = 439 cm- 1, and v4 = 6675 cm- 1 . The excited 

electronic state, Ve, is characterised by a HO potent ial wit h a force constant 

of v; = 1097 cm- 1
, and is positioned vb= 15732 cm- 1 higher in energy than 

the ground state. 

A barrier height of 2110 cm- 1 exists between the left hand well (LHW) 

and the right hand well (RH\i\T) of the ground state potent ial (Fig. 6.2), and 

a barrier height of 1763 cm-1 opposes the back reaction. Ylodel values of 

Mµ, = 5090 a.u. and µ = 1 a.u. were assigned for the reduced moment of 

inertia and TDivl of the system respectively. All calculations were carried 

out on a phase space grid with ranges of -45.0 a.u. - +45.0 a.u. in p, and 

-2.0 a.u. - +2.0 a.u. in q - with 32 grid points along q and 64 grid points 

a.long p. 
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6.3.1 Control in Non-dissipative Phase Space 

The Krotov methodology of OCT (Chapter 4. 1.2) is employed to find an op­

t imised pulse shape for the transfer of population from the LHW to the RHW 

of t he ground electronic state potential mediated by the excited electronic 

state. T he Wigner transform of t he ground vibrational eigenstate (which is 

located in the LHW), v0 , of the ground electronic state was chosen as the 

init ial state of the system, 

1 100 

s s j.!E W (q,p, to) = 
2
n-!i _

00 

< q + 2Jv0 >< v0 jq - 2 > e- n. ds (6.59) 

which has maximum amplitude at the LHW minimum qL = - 0.76 a.u .. The 

eigenstate v1, located in t he RHW at qR = 0.71 a .u. , was chosen as a suitable 

target state 

(6.60) 

F ig. 6.3 illustrates the form of the initial guess field , c0, and the cor­

responding time dependent populations of the ground electronic state Wu , 

excited sta te W22 , and electronic coherences R[W21] . Two overlapping Gaus­

sian envelopes 

(6.61) 

were employed for t he initial guess with parameters A1 = 1.0 a.u., A2 = 1.15 

a.u. , t1 = 29.03 fs, t 2 = 48.38 fs, 1 1 = 4.0 x 106 a.u., 12 = 6.0 x 106 a.u., 

w1 = 0.08254 hartree, and w2 = 0.07953 hartree. The carrier frequencies, 

w1; 2 , were chosen slightly off resonant with the energy separation, ½ - Vg, 
at qL and qR respectively. No manual refinement of the initial guess field 

was undertaken, as the aim of these calculations is to test the potency of the 

control scheme in Wigner phase space. 

The first pulse excites a fraction of 0.84 of the ground state population, 

and 0.11 of this is subsequent ly returned to the ground state by the sec­

ond pulse with a product yield of I~oo Wr(q,p)W(q,p, t1) = 0.025. During 
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Figure 6.3: (a) Initial guess fi eld . (b) Correspond ing time dependent populations 
of Wu (black), W22 (red), and ~ [W21] (green) for the isolated (non-dissipative) 
system 
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Figure 6.4: (a) Optimised field following 20 iterations of OCT, (b) Corresponding 
time dependent populations of W11 (black) , W22 (red), and ~[W21] (green) for the 
isolated system 
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the application of the external electric field the magnitude of t he electronic 

coherence ~ [W21] increases from zero, reaching a maximum value approxi­

mately at t1 , before exhibiting oscillatory behaviour when the external field 

is 'turned off'. 

A shape function S(t) = sin2 (-7rt) was imposed on the field at each 

iteration 'k' of the control scheme, for which a final time of T = 121 fs 

was chosen. Fig. 6.4 depicts the optimised electric field at k = 20, together 

with the corresponding time dependent populations. The optimised field is 

continuous throughout the propagation, however a clear pump-dump cycle is 

observed for the relative ground/excited state populations, while S(t) ensures 

the smooth transit ion of the electric field 'on' and 'off' . The time dependency 

of the electronic coherences in this instance seems to suggest a correlation 

between the relative populations and ~[W21], where the latter appears to 

oscillate at the greatest magnitude when Wu= W22. 
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Figs. 6.5-6.6 illustrates the time evolution of the model system under the 

influence of the optimised field depicted by Fig. 6.4 through the perspec­

tive of instantaneous snapshots of TtV11 (q,p, t) and W22(q,p, t). At t = 0 

the system is in the v0 stationary state in the LHW of the ground state. 

A vertical transition is initiated by the external field generating population 

amplitude on ½(q) displaced from the HO minimum by q£. At t = 24 fs the 

population is split evenly between the 2 states, and the excited state ampli­

tude, displaced from equilibrium initially by qL , acquires positive momentum 

under the restoring force ~~. Clockwise phase space motion, analogous to 

Fig. 6.1, propagates the Wigner function towards the opposite turning point 

acquiring a max:imum net momentum at q = 0 when t ~ 50 fs. A grad­

ual re-population of the ground state (Fig. 6.4) occurs from here onwards 

as different sections of vV22 ( q, p, t) reaches the target destination centred at 

qR = 0.71. At t = T = 121 fs a yield of 0.92 is observed. 

6.3.2 Effect of C-L Dissipation on Control 

In this section Caldeira-Leggett dissipation is included in the dynamical cal­

culations. The addit ional dissipative terms, £v, in Eqs. (6.34-6.36) are ac­

tivated by assigning a non-zero value for the system-environment friction 

coefficient 17. A temperature of 600 K is assigned for the bath of harmonic 

oscillators which compose the environment. All other parameters such as the 

initial guess field remain the same as the previous section. 

Fig. 6. 7 illustrates the time dependent populations of the components 

W ij under the influence of the init ial guess field. For the friction coefficients 

utilised in these calculations the populations W i=i remain largely unchanged 

in comparison to the isolated system, however the off-diagonal elements un­

dergo decoherence which occurs at a rate proportional to the magnitude of 

1]. 

Fig. 6.8 (a) depicts the progress of t he OCT procedure at each iteration 

k for both the dissipative (77 = 5 x 10- 5) and isolated systems. A yield of 

0.046 is observed for the dissipative system under the influence of the initial 

guess field , which is higher than for the isolated system (Fig. 6.3). How-
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(green) ; (a) dissipative system with T= 600 K and 7J = 5 x 10- 4 a.u.; (b) dissipative 
system with T= 600 K and 7J = 5 x 10- 5 a.u. 

ever , it is apparent that environmental dissipat ion has an adverse effect on 

the amount of control possible for this particular system, acquiring a yield 

of 0. 78 after 20 iterations. The profile of the OCT progress plots are sim­

ilar , a sharp increase in yield is observed for the first few iterations before 

reaching a plateau where little improvement is observed , wit h the dissipative 

progress corn,istently lagging behind the isolated system. Fig. 6.8 (b) illus­

trates t he optimised pulse for the dissipative system after 20 iterations. It 

is very similar in form to the corresponding optimised pulse for the isolated 

system (Fig. 6.4) , consequently a similar elongated pump-dump mechanism 

is observed. 

6.3.3 Momentum Specific Target States 

Optimal control in Wigner phase space naturally leads to the generation 

of product states with a pre-determined momentum distribut ion. In the 

previous sections the eigenstate 111 was utilised as t he target state, which has 
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F igure 6.9: Top row: Moderate momentum target state (target A) ; Bottom row: 
Final distribution of W (q, p; ti) with the optimised electric field after 20 iterations 

a momentum distribution around p = 0. Despite the specific nature of this 

target state, the optimal product yield compares favourably with the yields 

observed for the more general target st ates employed in previous chapters , 

albeit for a simple model system. In this section the ability of t he control 

scheme to generate target states with significant net momenta is investigated. 

All other aspects of t he system and control scheme are unchanged. 

Fig. 6.9 illustrates a target state located in the RHW of the ground state 
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Figure 6.10: Progress of the optimal control procedure for the moderate mo­
mentum target state (target A) depicted in Fig. 6.9 for the isolated (black) and 
dissipative (17 = 5 x 10- 5 ) (red) systems. 

potential with a momentum profile distributed around p = 4.8 a.u. (target 

A) , and the product distribution yielded after 20 iterations of OCT. The 

progress of the optimal control procedure for this target state is illustrated 

in Fig. 6.10 where a yield of 0.77 is observed after 20 iterations. Fig. 6.11 

illustrates an alternative target state with a narrower momentum distribut ion 

centred at p = 13.0 a.u. (target B). The yield after 20 iterations for this target 

state is even less at 0.33 (Fig. 6.12). These observations suggests that the 

possibility of finding a satisfactory optimised pulse diminishes when the net 

moment um of t he target st ate is increased. 

These results appear to be rational in the sense that a Wigner function 

with a large velocity would occupy a specific coordinate 'q' distribut ion for 

only a small time frame, increasing the required precision of the optimised 

pulse. As a consequence, optimising the yield of a high velocity product 

would require a 'better ' initial guess - the choice of final time t.r in particular 

is far more crucial than when a stationary target st ate is considered. 

Upon closer inspection of Fig. 6.12 it becomes apparent that the initial 

guess field (which is ident ical to all previous examples) is less relevant for 

target state B. The progress in this instance is more lethargic, and more sig­

nificant improvements are still observed for later iterations in comparison to 

the target states with smaller momentum. In addition, a large momentum 

target state would be composed of a superposition of high energy eigenstates, 
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Fina l distribution of W (q, p; t f) wit h the opt imised electric field after 20 iterations 

the generation of such ' vibrationally hot ' products were achieved in Chap­

ters 4-5 by dumping the st ate function on to a steep section of the ground 

state potential. The pulse ::,cqucuce to achieve this will have characteristics 

very different to the init ial guess employed here, including different carrier 

frequencies w to initiate electronic transitions at coordinates q where V9 (q) 

is large. 
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Figure 6.12: Progress of the optimal control proceclm c for the large momentum 
target state (target B) depicted in Fig. G.11 for the isolated (black) and dissipative 
(77 = 5 x 10- 5) (red) systems. 

Target states wit h rigid characteristics have the benefit of generating more 

rational product states than more loosely defined target states. Targets in 

the manner of those utilised in Chapters 4-5 arc iu<liscriminatc, and may 

allow products with arbitrarily high energy which in reality would continue 

to evolve to a different entity than the desired product. Of course, rigid target 

states may also be employed in the Sduo<linger representation of OCT , for 

example a specific eigenstate vn may be used. While information about p in 

the wavefunction representation is implicit ly contained within Ill via its ·width 

and phase, the Wigner function provides an explicit representation of both 

p and q, hence momentum specific target states may be more conveniently 

defined in the \i\Tigner representation. 

6.4 Further Work 

The focus of this chapter was the effect of the environment on a control 

scheme. A key assumption of the model was the Markov approximation which 

implies that the dynamics, or fluct uations, of the environment is much faster 

than the system dynamics. This approximation is valid for many physical 

phenomena, however the control schemes discussed in this thesis span the 

fomto-picosccond timescale, and in such cases the Markov approximation is 

not always valid, and the more challenging non-Markovian approach should 
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be used. 
Further work into the development of a control scheme for dissipative 

systems would focus on a non-Markovian approach. A promising approach 

based on the original work of Garg et al [29] involves coupling the system to 

an effective mode. The effective mode then Ohmically couples to the envi­

ronment in the same manner discussed in the present chapter i.e. Markovian 

Caldeira-Leggett approach. 

The system then experiences delayed (non-Markovian) dissipative dy­

namics. It was shown by Garg et al that a transformation from the system 

- effective mode - environment representation to a system directly coupled 

to a bath resulted in the transformation of J(w) from Ohmic to a Lorentzian 

type J'(w). 
In an extension of the Garg approach we have developed an approach 

where the system is coupled to a chain of effective modes and the resulting 

transformed system-environment spectral density develops a more compli­

cated multi-peaked form that could be related to the experimental J(w) of 

large molecules obtained from e.g. 3-pulse photon echo experiments [24]. 
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Appendix A 

Split-Operator Numerical 

Method on Two electronic 

states 

In this section, the convention of Rice and Zhao1 is used to expand the Split­

Operator method into 2 electronic states. 

The wavepacket is to be represented on two electronic states 

(A.1) 

where the subscript g refers to the ground electronic state, and the subscript 

e refers to an excited electronic state. As for the single state situation, the 

Hamiltonian iI within the evolution operator A is separated into its kinetic 

and potential components, with an additional component which describes 

the coupling between the two states resulting - in this case the external 

electromagnetic field. The 2 x 2 Hamiltonian can be partitioned to yield 

(A.2) 

1S. A. Rice, M. Zhao, Optimal Control of Molecular Dynamics, Wiley, (2000). 
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where T and V contain the diagonal components 

H=(T 0) 0 
0 T 

(A.3) 

v- ( ~ ~) (A.4) 

where Ve is the excited electronic state potential and Vg is the potential for 

the ground state. The operator W contains the off-diagonal terms 

(A.5) 

where µ(x) is the transition dipole moment and E(t) is the time dependent 

electromagnetic field. 

The split-operator approximation is applied to the short time propagator 

e-(i/li}iI /:,.t = e-(i/21i)iI01:,.t e - (i/21i}~V /:,.t e-(i/li}V /:,.te-(i/21i}W l:,.t e-(i/21i}iI01:,.t + O( .6.t )3. 

(A.6) 
The implementation of the matrix operators Ho and V are straightforward 

when the wavepacket is represented in momentum space and coordinate space 

respectively. However, the matrix operator W needs to be diagonalised before 

it can be implemented on the wavepacket in coordinate space. The unitary 

transform matrix, U, and its inverse, u-1 , have the form 

U = J2 ( 1 -1) 
2 1 1 

(A.7) 

u-i = J2 ( 1 1) 
2 - 1 1 

(A.8) 

Applying the unitary transformation to the electromagnetic field part of 

172 



the short time propagator yields 

(A.9) 

For consistency, t he same unitary transformation matrices needs to be ap­

plied to the potential part of the propagator as it is also implemented in 

coordinate space 

where 
Pe = e-i(VeD.t/li) 

p
9 

= e-i(VgD.t/n) 

Inserting equations A.9 and A.10 into equation A.6 yields 

(A.10) 

(A.11) 

(A.12) 

(A.13) 

Mult iplying the matrices in equation A.13 followed by the application of 

the Euler formula, eix = cos x + i sin x, eventually yields 

where 

A
= µE(t)6.t 

li . (A.15) 

A similar algorithm to the 1 electronic state split-operator may now be 

implemented on the 2 state system, where equation A.3 is applied to the 

wavepacket when it is represented in momentum space, 'l'(k) , and equation 
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A. 14 is applied to the wavepacket when its represented in coordinate space, 

'll(x ). 
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Appendix B 

Determination of Reduced 

Moment of Inertia 

The reduced moment of inertia (or reduced mass) along a coordinate I is 

given by 

(B.1) 

where mi is the mass of the i'th atom and r i is its position vector in the 

centre of mass ( CoM) axis frame1 . Fig. B.1 illustrates the CoM ( x' ,y' ,z') axis 

frame and an arbitrary (x,y,z) axis frame for azomethane, including a vector 

a which points from the CoM towards the origin of the arbitrary (x,y,z) axis 

frame. 
The CoM position vectors ri are related to their arbitrary axis frame 

counterparts di via the relation 

(B.2) 

where 
:Z::::i midi ( ) a=~- B.3 

M 

where Mis the total mass of t he system. It therefore follows that t he reduced 

moment of inertia may be determined from an arbitrary axis frame by the 

1 not necessarily the principle axis frame 
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F igure B. l : The inversion isomerisation coordinate of azomethane. Labelled are 
both the arbitrary (x,y,z) and centre of mass (x' ,y' ,z') axis frames. Here a is a 
vector pointing from the centre of mass to the the origin of the arbit rary (x,y,z) 
frame. 

relat ion 
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Appendix C 

Derivation of the 

Wigner-Moya! equation 

C .1 One Electronic State 

Before proceeding we define the positional coordinates x and x' as the dif­

ference coordinates which are related to the diagonal coordinate q and the 

off-diagonal part of the coordinate r by x = q + r/2 and x' = q - r /2. Con­

sequently, q = 0.5(x + x') and r = x - x'. With these definit ions the Wigner 

function W (q,p) is related to the density matrix by 

W(q ,p) 1 J oo . !1!. = 
2 

1. < xlplx' > e-1 
Ii dr 

1f1i -oo 
- - < q + -lplq - - > e-' n dr 1 J oo r r ·!J!. 

21rlt -oo 2 2 
(C.1) 

and 

< xlplx' >= p(x, x' ) = 1-: W(q ,p)eiTtdr. (C.2) 

For a single electronic state system the quantum Liouville equation for t he 

density matrix is given by 

8 i { 1t
2 

( 8
2 

8
2 

) } 8l(x,x') = - ""ii - 2m 8x2 - 8x'2 + V (x) - V (x') p(x,x'). (C.3) 
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The equation of motion for W(q ,p) is obtained by taking the Wigner trans­

form of Eq. (C.3). Taking t he Wigner transform of t he LHS of Eq. (C.3) 

yields 

1 l oo a •!£ a l l oo •!£ a 
21rri -ooal(x, x')e-111 dr= at21rri -oop(x,x')e-

1
11dr= at W (q,p).(C.4) 

Wigner transform of the kinetic energy part of the QLE 

For the kinetic energy part in the RHS of Eq. (C.3) the following relations 

between the derivatives are used 

8 dq a dr a l a a 
(C.5) 

ax 
--+--=--+-
dx aq dx ar 2 aq ar 

a2 a ( dq a dr a ) 
ax2 - ax dx aq + dx ar 

ca a)Ca a ) 2 aq + ar 2 8q + ar 
1 a2 a2 a2 

(C.6) --+--+ -
4 8q2 8r8q 8r2 

a dq 8 dr 8 1 a 8 
(C.7) 

ox' 
- --+ - -=-- --

dx' aq dx' or 2 aq ar 
a2 8 ( dq 8 dr a) 

ax'2 ox' dx' 8q + dx' or 

ca 8 )C 8 8) 
2 oq ar 2 aq ar 

1 a2 a2 a2 
(C.8) -----+-

4 aq2 8r8q 8r2 

Consequently 

a2 a2 a2 
(C.9) - - - = 2--

8x2 8x'2 8r8q · 

Substituting this expression for t he derivatives into the kinetic part of Eq. (??) 
yields 

. fi 82 r r 
1--- < q + -lplq - - > . 
m8r8q 2 2 

(C.10) 
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Taking the Wigner transform of Eq. (C.10) gives 

1 100 n B
2 

( r r ) j.!:I! - i - -- < q + - lplq - - > e- r. dr 
21rn _00 m BrBq 2 2 

= --- - < q + -lplq- - > e r. dr in B 100 a r r -i!:E 

m21r n Bq _00 Br 2 2 
(C.11) 

Integrating by parts gives 

in B [ r r -i!:E]oo --- < q + -lpJq - - > e 11 
m21r Ii Bq 2 2 - oo 

---- < q+-lpJq- - > -e- r. dr in B 100 
r r B j!:E 

m21rn Bq _00 2 2 Br 

iii B 100 
r r - i - i!:E = 0- - -- < q + -lplq- - > - _ pe r. dr 

m21r Ii Bq _00 2 2 Ii 

p B 1 100 
r r . !:E - - ----. < q + -Jplq - - > e- 1 

r. dr 
m Bq 21rn _00 2 2 

= _E. BB liV(q,p). 
m q 

(C.12) 

In the first line of the above expression the term in square brackets is zero 

because of the boundary condit ions that the density matrix tends to zero as 

r - ±oo. 
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Wigner transform of the potential part of the QLE 

For the potential energy part of the QLE it is assumed that V can be ex­

panded in a Taylor series about q, 

V(x) = 

(C.13) 

V(x') 

(C.14) 

Taking V(x) - V(x') removes the even powered terms1 . To 3rd order 

(C.15) 

Substituting this representation of V into the Liouville equation and taking 

the Wigner transform gives 

-~-
1-100 

{v(x) - V(x1)}p(x, x')e-i1tdr n 21rn _
00 

i 1 100 

{ 8V r
3 

8
3
V} r r ·!.2 '.:::::--- r-+-- <q+ -lplq-- >e-1 r.dr n 2n1t - oo 8q 24 8q3 2 2 

(C.16) 

for the potential part. Inserting the relation 

(C.17) 

1 For the off-diagonal terms of a multi-state system the even powered terms do not 
cancel. 
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into Eq. (C.16) gives 

- - - r - +-- <q+-lpJq - - >e-1 ndr i 1 100 
{ 8V r

3 83V} r r ·.!:E 

n 21r n _
00 

oq 24 oq3 2 2 

=--- ---+---- <q+ - lplq -- >e ridr i 1 100 { 8V -fi 8 1 83V -fi3 83 
} r r -i.!:E 

n 21rn _
00 

oq i op 24 oq3 - i op3 2 2 

= --- - < q + - lplq - - > e r. dr av a 1 100 
r r -i!:l! 

oq op 21rn _00 2 2 

n,2 83V 83 1 100 
r r -i.!:E --- -- <q+ -Jplq- - >e 1i dr 

24 8q3 8p3 27f ri - 00 2 2 

av a 1i2 a3v 83 

= oq op W(q,p) - 24 8q3 8p3 W(q,p). (C.lS) 

Finally, the EOM for W(q,p) for a single state system is given by 

C. 2 Two Electronic State 

The QLE for the density operator of a two state system is given by 

a [ Pu P12 ] 

8t P21 P22 = 
- ~ { [ H9 -µs( t ) l [ Pn P12 ] 

ri -µE:*(t) He P21 P22 

_ [ Pn P12 ] [ H! -µs(t) l } (C.20) 
P21 P22 -µs (t) He 

whereµ is the transition dipole moment , s(t) is the t ime dependent electric 

field and 

(C.21) 

where g / e represents the ground or excited state respectively. 
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The equations of motion for each element of the density matrix are 

8 
al22 

8 
otP12 

8 
otP21 

-i{H9 pn - µcp21 - PnH9 + P12µc*} 

-i{[H9 , P11] - µ(cP21 - P12c*)} 

-i { -µr:;* P12 + HeP22 + P21µc - P22He} 

- -i{[He, P22] + µ(cP21 - r:;* P12)} 

= 
l 

- h{HgP12 - µcP22 + Puµc - P12He} 

-
i 

-h{H9 P12 - P12He - µc(P22 - Pu)} 

-i{-µr:;* P11 + HeP21 - P21H9 + P22µc*} 

- i {HeP21 - P21Hg + µr:;*(p22 - P11)} 

= i{p21Hg - HeP21 - µr:;*(P22 - P11)} 

*{H9 p12 - P12He - µc(p22 - P11)}* 

8 * 
al12· 

(C.22) 

(C.23) 

(C.24) 

(C.25) 

Note that the Hamiltonian to the left of the density matrix operates on the 

ket, 

(C.26) 

and the Hamiltonian to the right of the density matrix operates on the bra, 

(C.27) 

and that the operators are Hermitian. Consequently, 

(C.28) 
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Operating in the position basis <xi • Ix' > gives 

(C.29) 

(C.30) 

Also, the Hermitian property of the operators gives 

< xlPiiHg;elx' > - < x l\Jii >< '1iilH9;elx' >= ( < x'IH9;e'1ij >< \Jiilx > )* 

( < x'IH9;ePjdx > )* (C.31) 
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Applying this to Eqs. (C.22)-(C.25) gives 

gtPu(x, x
1
) 

i n2 EJ2 
- -n{ ( - 2m8x2 + Vg(x))Pu(x,xl) 

n,2 32 
-( - 2m8x12 + Vg(x1))Pu(x,x1) - µ(EP21(x,x')-c*p12(x,x

1
))} 

-
i { n2 82 82 

- h - 2m ( 0x2 - ax12) + Vg(x) -Vg(x') }Pu(x,x') 

+ i* [cp21(x, x1) - c* P12(x, x')] (C.32) 

8 ( I 
atP22 X, X) = 

i ( n,2 [j2 
- f1 { - 2m ax2 + Ve ( X) ) P22 ( X, x') 

( n2 82 
- -

2
m ox'2 + Ve(x1) )P22 (x, x') + µ(EP21(x, x

1
) - c* p12(x, x

1
)) } 

= 
i { n2 EJ2 82 -n - 2m C,x2 - 8x'2) + Ve(x) - Ve(x') }P22(x, x

1
) 

-i* [cP21 (x , x') - c* P12(x, x')] (C.33) 

0 ( I 8tP12 x, X) 
i { ( n,2 32 

-h - 2m8x2 + Vg(x))P12(x,x') 
n2 82 

- ( -
2
m

8
x'2 + Ve(x1)) P12(x,x') - µE(P22(x,x')- p11(x,x'))} 

i n,2 [j2 [j2 
- - ,i{ - 2m ( 0x2 - ox'2) + Vg(x) - Ve(x') }P12(x,x') 

+*µc[p22(x , x1) - Pu(x, x1)] (C.34) 

gtP21(x, x' ) -
i { ( n,2 [j2 -n - 2m 8x2 + Ve ( X) ) P21 ( X, xi) 

n,2 [j2 
- ( - 2m 8x12 + Vg(x') ) P21(x, x') + µc*(p22(x, x') - p11 (x, x

1
))} 

i n,2 [j2 [j2 
- -~{ - 2m ( 8x2 - 8x'2) + Ve(x) - Vg(x1) }P21(x,x1) 

-*µc*[P22(x, x') - Pu(x, x')] (C.35) 

- i { n2 ( EJ2 02 n - 2m 8xl2 - 8x2 ) + Vg(x
1
) - Ve(x) } P21(x, x

1
) 

-*µc*[P22(x, x') - Pu(x, x')] 

( i{ fi2 32 [j2 
- ~ h - 2m (ax2 - ax'2 ) + Vg(x) - Ve(x') }P12(x', x) 

l [ I I r +hµE P22(x , x) - Pu(x, x)] 

0 * ( I ) 
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Defining Wu(q,p), W12(q,p), W21 (q ,p), W22(q,p) as the Wigner transforms 

of the corresponding density matrix elements Pij(x, x' ) - t he equations of mo­

tion for Wij(q,p) are obtained by taking the Wigner transforms of Eqs. (C.32)­

(C.35), in the same manner as the single state EOM was obtained. Taking 

the Wigner transform of Eq. (C.32) gives 

8W11 p 8Wu 8Vg 81.i\fu li
2 

8
3
Vg 8

3
W n . µ [ u r ( ) *W ( )] -- = ---- +--- - - ----- + 1- c vv 21 q P -€ 12 q P 

8t m 8q 8q 8p 24 8q3 8p3 li ' ' 
(C.36) 

An analogous equation may be written for W22(q,p) 

(C.38) 

For t he off-diagonal terms W12 and W21 the kinetic energy components 

are the same for those of the diagonal terms. However, due to contributions 

from the ground and excited potential energy functions, the potential energy 

component of the equation of motion for the off-diagonal part of the Wigner 

function is different i.e. since Eq.(C.34) contains V9 (x) - ½(x') the even 

order different ials of the Taylor series remain in the final expression for W12. 
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We proceed by expanding Vg(x) and Ve(x') in a Taylor series 

½(x') 

(C.40) 

To 2nd order 

Inserting the relation 

(C.42) 
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into the potential part of Eq. (C.34) gives 

i 1 l oo , r r i!.:l? --- _ [V9 (x) - Ve(x )] < q + - IP12lq - - > e- n dr 
li2rrli _00 2 2 

= _i_l l oo {[V ( ) - V: ( )] !:_ [oVg(q) o½(q)] 
It 2rrli - oo 9 q e q + 2 oq + oq 

r2 [o2Vg(q) o2Ve(q) ]} r r -i!.:l? +- -=----- - -- < q+ - lpdq - - > e n dr 
8 oq2 oq2 2 2 

= _i_l 100 {[V ( ) _ V: ( )] - It [oVg(q) o½(q) ] ~ 
Ii 2rrli -oo 9 q e q 2i oq + oq op 

fi,2 [o2Vg(q) o2½(q)] 02 } r r -i!.:l? 
-- ----'"-'---'- - -- - < q + - IP12lq- - > e n dr 

8 oq2 oq2 op2 2 2 
1 r - i!.:l? . 1 100 

= - h[Vg(q) - ½(q)] 2rrli - oo < q + r2lpdq - 2 > e r. dr 

1 [oV9 (q) o½(q)] o 1 100 r r -i!E +- ~-+-- - -- <q +-lpdq -- >e r.dr 
2 oq oq op 2rrli -oo 2 2 

iii [o2Vg(q) o2Ve(q)] o2 
1 100 

- i !.:l? +8 oq2 - f)q2 E)p22rrli - oo <q+r/2lpdq-r/2>e ndr 

i 1 [ oVg ( q) oVe ( q) ] o 
= -n[Vg(q) - Ve(q)]W12(q,p) + 2 oq + oq op W12(q,p) 

iii [o2Vg( q) o2Ve( q)] 02 W ( ) 
+8 aq2 - aq2 ap2 12 q, P (C.43) 

The equation of motion for W12 is t hen 

(C.44) 

For W21 ( q, p) we use the same approach but for a potential difference 

( ) ( ') [V ( ) _ V: ( )] !:_ [oVe(q) 8Vg(q)] Ve x - Vg x c:: e q 9 q + 2 oq + oq 

+r2 [82½(q) - o2Vg(q)] (C.45) 
8 oq2 8q2 
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to obtain the equation of motion 

(C.46) 
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Appendix D 

Derivation of the 

Caldeira-Leggett equation 

The Caldeira-Leggett model describes the Brownian motion of a particle in 

a potential V(x). The assumptions of this model are 

• Factorised initial conditions. 

• Markovian dynamics 

• Environment - bath of harmonic oscillators. 

• Weak bilinear coupling. 

• Applies to the high temperature limit, kBT 2: hD where n is the cut-off 

frequency for the spectral density. 

The Hamiltonian for the environment HE is then given by 

(D.l) 

where t he mn and Wn are the masses and frequencies of the environment 

harmonic oscillators. The weak bilinear coupling part , H1 is expressed as 

H1 = - x LanXn = -xB 
n 
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The system-bath coupling also acts as potential term and leads to a re­

normalisation of the system potential V(x). To counterbalance this renor­

malisation of V ( x) a counter term He of the form 

(D.3) 

is included in the total Hamiltonian Starting from the second order Born­

Markov approximation of the master equation 

8ps(t) 
8t 
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Substituting the explicit form of H1 defined in Eq. (D.2) and expanding the 

Lie bracket gives 

fJps(t) 
fJt 

1 rX) 
= - n? Jo TrE{[xB, [x(-T)B(-T)p8(t) 0 PE]]}dT 

1 roo 
- - n2 }

0 
( TrE{xBx(-T)B(-T)Ps(t) ® PE } 

- TrE{xBps(t) 0 PEX(-T)B (-T)} 

- TrE{x(-T)B(-T)Ps(t) ® PEXB} 

+TrE{Ps(t) 0 PEX(-T)B(-T)xB} )dT 

1 roo 
= - n2 }

0 
( TrE{BB (-T)PE}xx(-T)Ps(t) 

-TrE{BpEB (-T)}xps(t)x(-T) 

- TtE {B(-T)PEB}x(-T)Ps(t)x 

+TrE{PEB(-T)B}ps(t)x(-T)x ) dT 

1 roo 
= - n2 }

0 
( TrE{BB(-T)PE}xx(-T)p8(t) 

-TrE{B(-T)BpE}xps(t)x(-T) 

-TrE{BB(-T)pE}x(-T)Ps(t)x 

+TrE{ B(-T)B pE }Ps(t)x(- T)x )<lT 

1 100 

- - h,2 
0 

( TrE{B B(-T)PE}[xx(-T)ps(t) - x(-T)ps(t)x] 

+TrE{B(-T)Bpe}[Ps(t)x(- T)x - xps(t)x(-T)]) dT 

1 roo - - n2 }
0 

( < BB(- T) > [xx(-T)ps(t) - x(-T)p8(t)x] 

+ < B(-T)B > [Ps(t)x(-T)x - xps(t)x(-T)] ) dT 

1 roo 
- - !i2 }

0 
( C(-T)[xx(-T)Ps(t) - x(-T)ps(t)x] 

+ct(-T)[p8(t)x (-T)x - xp8(t)x(-T)] )dT (D.5) 
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Introducing the real and imaginary correlation functions 

Cn(T) = C(-T) + ct(-7) =< [B, B(-T)J+ > (D.6) 

C1(T) = i[C(- T) - ct(-T)J = i < [B, B(-T)J > (D.7) 

and noting that 

and 

[x, [x(-T) , Ps(t)J+l + [x, [x(- T), Ps(t)]] 

= xx(-T)Ps(t) + xps(t)x(-T) - x(-T)Ps(t)x - Ps(t)x(-T)x 

+ xx(-T)Ps(t) - xps(t)x(-T) - x(- T)Ps(t)x + Ps(t)x(-T)x 

= 2[xx(-T)Ps(t) - x(-T)ps(t)x] (D.8) 

[x, [x(-T), Ps(t)J+l - [x, [x(-T), Ps(t)]] 

= xx(-T)ps(t) + xps(t)x(-T) - x(-T)Ps(t )x - Ps(t)x(-T)x 

-xx(-T)Ps(t) + xps(t)x(-T) + x(-T)Ps(t)x - Ps(t)x(-T)x 

= -2[ps(t)x(-T)x - xps(t)x(-T)j (D.9) 

we can re-express Eq. (D.5) as 

8ps(t) 
at 

Proof 

1 (''° . 
- n2 }

0 
( ~Cr(T)[x, [x(-T), Ps(t)J+l 

-tCn(T)[x, [x(- T),ps(t)JJ) dT (D.10) 

1 t '° = 
2

n,2 Jo ( [Ct( T) - C( T)j[x, [x(-T), Ps(t)J+l 

-[C(T) + ct(T)j[x, [x(-T), Ps(t)JJ)dT 

l ( oo 
- - n

2 
}

0 

( C(T)[xx(- T)Ps(t) - x( - T)Ps(t)x] 

+ct(T)[Ps(t)x(-T)x - xps(t)x(- T)J) dT 
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Defining the spectral density as 

the correlation functions can be expressed as 

CR(T) - 2 fo00 

J(w) coth (,Bnw/2) cos (wt)dw 

C1(T) = 2 fo00 

J(w) sin (wt)dw 

(D.11) 

(D.12) 

(D.13) 

Since the bath is assumed to be infinitely large it will have such a large range 

of frequencies that the discrete representation of J(w) may be replaced by a 

smooth continuous version. In the Caldeira-Leggett model an Ohmic spectral 

density is used where the spectral density is proportional to the frequency 

and 

J(w) = 2mrJ!i w 
7f 

(D.14) 

depends on the frequency independent damping of rate rJ. However, ex­

pressed in this form the high frequency modes of the environment leads to 

a renormalisation of the system potential V(x), and to circumvent this, a 

cut-off frequency O is introduced into J(w) 

J(w) = 2
mrJli wf(w/0) 

7f 
(D.15) 

Typical choices of f(w/0) include an exponential exp(- w/0) and the exam­

ple we shall use here - the Lorentz-Drude cut-off function - which leads to a 

spectral density given by 

J(w) = 2mrJli w 0
2 

7f 02 + w2 
(D.16) 
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When this form of J(w) is then inserted into the correlation functions of 

Eq. (D.12)and (D.13) we get 

4mr(!i 2100 
w --S1 

0 2 2 
coth ((3/iw/2) cos (wt)dw 

7f o +w 
4mryri 2100 

w . ( ) --S1 
02 2 

sm wt dw 
7f O + w 

These integrals are evaluated in Appendix D.1 to give 

(D.17) 

(D.18) 

(D.19) 

(D.20) 

The cut-off frequency S1 and the Matsubara frequencies Vn contained in the 

bath correlat ion functions give rise to correlation times of n - 1 and v;;:1 for 

n =I 0. The largest correlation time is therefore the largest of the 2 terms 

Ts = Max{n-1 , !i/(21rk8T)} . For the Born-Markov approximation to hold 

the following condition must hold nry « Min{!iS1, 21rk8T} , which implies that 

the bath correlation time Ts is much smaller than the relaxat ion time Ts « 
TR. If we denote w0 = T81 as the typical frequency of the system evolution we 

also require that liwo « Min{!iS1, 21rksT}. Because w0 is assumed to be so 

small then for e-¼Hsr-, e-¾wor we can approximate x(-T) = exp(.CsT)X by 

a low order truncation of an expansion of the exponential (see Appendix D.3) 

~ X - 2- [Hs, x]T = X + (iii !_)T = X - ]!_T 
Ii m ox m 

(D.21) 
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Substitution into Eq. (D.10) gives 

8ps(t) 
at 

To solve some of the 4 integrals on the right-hand side of the above equation 

we make use of the following relation 

lim e- e:r+iwr dT lim --- = lim --100 . e-e:r+iwr ] 00 1 

g-,Q O e:-,o -E: + iw o e:-+O E: - iw 

1. i . p '( ) - un-. -- = 1- +1ru w 
e;-,Q 1€ + W W 

(D.23) 

The last line is the integral kernel of Plemelj 's identity (see Appendix D.2). 

Taking the real and imaginary parts of Plemelj 's identity and the integral of 

the exponential gives 

m5(w) 

p 

w 

(D.24) 

(D.25) 

Coming back to Eq. (D.22): for the first term on the right hand side of 

this equation, the only time dependency ( T dependency) is in the correlation 

function C1(T) . Hence, applying t he relation Eq. (D.25) to Eq. (D.13) gives1 

(D.26) 

1 Note that fa°° f(x)8(x - a)dx = f(a) if O <a< oo. If a= 0 then the integral gives 
f(a)/2 because the delta function is located at x = 0. i.e. half of 8 function lies to the 
left of x = 0 and half to the right of x = O. (even t hough the 8 function is meant to be 
infinitely narrow) 
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Making use of the discrete representation of J(w) as defined in Eq. (D.11) 

gives 

2 ( oo J(w) dw 
lo w 

Substitution into the first integral of Eq. (D.22) gives 

(D.27) 

This is the term compensated for in the counter Hamiltonian part He defined 

earlier in Eq. (D.3). The effect of the bath induced term of Eq. (D.28) that 

affects Hs is then cancelled by He of Eq. (D.3). 
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For the second term on the right hand side of Eq. (D.22) the only time 

( T) dependency in the integral is 

2100100 

J(w)Tsin(wT)dTdw 

( 00 O roo 
2 Jo J(w) ow Jo cos(wT)dTdw 

roo 0 
-2 }

0 
J (w) owo(w)1rdw 

roo 0 
27f lo o(w) ow J(w) dw 

21r f
00 

o(w)!_ 2mrJnJ.JJ dw 
lo ow 7f 

4fimrJ 100 

o(w) dw 

2fimrJ 

Here, use has been made of the following relation for the o function 

(D.29) 

(D.30) 

where on(x) is the nth derivative of the delta function. Also note that the 

lower bound of the integral cuts through the o function at x = 0 giving a 

value of 1/2 for the integral (see the footnote associated with Eq. (D.26)) 

Inserting the result of Eq. (D.29) into the second term of Eq. (D.22) gives 

i 
- 2m'fi2 [x, [p, Ps(t)l+J2'fimrJ 

lrJ ) = -n[x, [p, Ps(t)l+l (D.31 
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For the time-dependency part of the third term on the right hand side of 

Eq. (D.22) we have 

100 

CR(T)dT - 21
00 100 

J(w) coth (,Bliw/2) cos(wT)dT dw 

= 21r 100 

J (w) coth (,Bliw/ 2)8(w) dw (D.32) 

Using the following series expansion of the coth term 

1 X X2 

coth x = ;; + 3 - 45 
+ ... (D.33) 

and the Ohmic form of J (w), and then taking the limit w - 0 gives 

1
00 2mrJri 

21r --wcoth (,B!iw/ 2)8(w) dw = 
0 7r 

roo - 2 ,Bliw (,Bliw )2 
4 Jo mrJnw ( ,Bliw + - 6- - 180 + ... )8(w) dw = 

roo 2 ,Bliw2 w(,Bliw )2 
4 lo mrJn( ,Bli + -6- - 180 + ... )8(w) dw = 

2 1 ffi'TJ 
4mrJli ,Bli 2 = 4/3 
= 4mrJkBT (D.34) 

The third term on the right-hand side of Eq. (D.22) is then given by 

1 (')O 2mrJk8 T 
-

2
li2 Jo CR( T) [x, [x, Ps(t)]]dT = - n,2 [x, [x, Ps(t )]] (D.35) 
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For the 4th term on the right hand side of Eq. (D.22) we use the spectral 

density with the Drude cut-off frequency as expressed in Eq. (D.17) 

1 f 00 1 { 00 4mT1li 2 

2mn2 l
0 

CR(T)[x, [p,ps(t)]]TdT = 2mn2 l
0 

-1r-n 

100 

02
: w2 coth ((31iw/2) cos (wt)dw[x, [p, Ps(t)]]TdT 

2
T1~

2 

!
00 

!
00 

n2 w 2 coth ((31iw/2) cos (wt)dwTdT[X, [p, Ps(t)]] 
7rn lo lo + w 

(D.36) 

Inserting the expansion the hyperbolic cotangent function as defined in Eq. (D.33) 

into Eq. (D.36) 

2 02100100 

w ~ 
02 2 

coth ((31iw/2) cos (wt)dwTdT[x, [p, p5 (t)]] 
7r1i O O + W 

2T/D
2 

[
00 

[
00 

w [2k8 T 1 1iw 1 ( 1iw ) 3 ] 

----:;,;: lo lo D2 + w2 ~ + 3 2ksT - 45 2ksT + · · · 
cos (wt)dwTdT[x, [p, Ps(t)]] 
2r,D2 

[
00 

(
00 1 [2k8 T 1 Jtw2 w nw 3 ] 

----:;,;: lo lo D2 + w2 -Ii-+ 3 2ksT - 45 ( 2ksT) + .. · 
cos (wt)dwTdT[x, [p, Ps(t)]] 

(D.37) 
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and taking the high temperature limit such that /in~ k8 T gives 

27]02 ( xi ( 00 
1 [2k8 T 1 fiJ.JJ

2 
w ( nw ) 3 ] 

----;-;;;: lo lo n2 + w2 -n- + 3 2ksT - 45 2ksT + ... 
cos (wt)dwTdT[x, [p, Ps(t)]] 

2 0 2 100 
(

00 
1 2ksT '.:::'. ;n 

O 
lo 02 + w2-n- cos (wt)dwTdT[x, [p, Ps(t)]] 

47JksTn2100 1 1 00 = n,2 02 2 cos (wt)TdTdw[x, [p, Ps(t)l] 
7f o +w o 

4rJk T0.2100 1 l oo [) = 8n2 02 2 ~ sin (wt)dTdw[x, [p, Ps(t)]] 
7f o +w O uw 

47JksT021·00 
1 8 P = n,2 0 2 2 ~ - dw[x , [p, Ps(t)]] 

7f O +wuww 

47Jk8 T02 1
00 

1 -1 
= 7rn,2 [x, [p, Ps(t)]] o 0,2 + w2 w2 dw 

4rJksT02 
(

00 dw 
= - 7rfi2 [x, [p, Ps(t)]] lo (0,2 + w2)w2 (D.38) 

where P is Cauchy's principal value. Contour integration can be used to 

calculate the integral as follows. Extend w - z the complex plane2 

[

00 

dw 1100 

dw 1 i dz 
lo (0,2 + w2)w2 = 2 -oo (0,2 + w2)w2 - 2 c (0,2 + z2)z2 

where 

Res(iD) = Ii~ (z - iD) 
z-.1n z2(z - iO)(z + iD) 

1 

Substituting Eq. (D.39) back into Eq. (D.38) gives 

1 
2iD3 

i1r Res(iO) 

(D.40) 

(D.41) 

2and noting that since the integrand is an even function the integral from O -+ oo is 
half the integral between ±oo. 
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To realise the relative importance of this term, Eq. (D.41), when compared 

to Eq. (D.35) we approximate the momentum term by 

(D.42) 

where w0 is a typical frequency of the system. If we replace the momentum 

term of Eq. (D.41) by -mxw0 it is observed that the equation differs from 

Eq. (D.35) only by the factor w0 /D.. Since n is the large cut-off frequency, 

the term w0 /D. is very small and consequently this fourth term, Eq. (D.41), 

can be neglected from the Master equation. 

Since the first term, Eq. (D.28), is cancelled by the counter Hamilto­

nian, only the second and third integrals of Eq. (D.22) survive. Finally, the 

Caldeira-Leggett equation is given by 

8p8 (t) i ir, 2mr,k8 T at = -r,, [Hs, Ps(t)] - n[x, [p, Ps(t)l+l - li,2 [x, [x, Ps(t)]] (D.43) 
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D .1 Contour integration of CR and C 1 

These integrals may be solved by the theorem of residues of contour integra­

tion. For C1(T) we proceed as follows. We extend the integral to t he complex 

plane and take the imaginary part of the final answer 

100 i w . z ~ rr 2 sm(wt)dw-+ 02 2e dz 
o - +w c +z 

(D.44) 

where C is a closed semi-circle in the upper half of the complex plane. The 

integrand has a residue at 

R (iD) = lirp. (z - iD) 
Z-tlll (z - iD)(z + iD) 
ine-llT e-llT 

i2D 2 
(D.45) 

where R(iD) is the residue at the singular point iD. From the theorem of 

residues, which is 

i J(z)dz = 21ri * sum of the residues of J(z)at the singular points inside (11.46) 

the value of the contour integral of Eq. (D.45) is 

(D.47) 

Next, we express z in polar form z = rew. With dz = irei8d0 we get 

1 __ z_ eiZT dz = Jr __ w_ eiwT dw + r-,r __ z _ eiZT dz 
le n2 + z2 -r n2 + w2 lo n 2 + z2 

(D.48) 

Here the integral has been partitioned to the line from -r -+ r along the real 

axis and another part associated with the semicircle in the upper half where 

z = rei8. The integral along the semicircle -+ 0 as r -+ oo. This is always 
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the case if we have an integral along the semi-circle of the form 

J P(z) imzd 
Q(z) e z (D.49) 

where m > 0, P(z) and Q(z) are polynomials where Q(z) has no real zeros 

and is of at least 1 degree greater than P(z). For the exponential part we 

can see that leizrl ::; 1 as r - oo: 

(D.50) 

On the right hand side we recognise that the periodic function leiwr I can never 

exceed 1. Since we are considering the upper plane ( E is t he vertical axis) 

E 2: 0 and T 2: 0 then leizrl ::; 1. For the rational term - because Q(z) - oo 

more rapidly than P(z) - oo as r - oo the rational term tends to zero. For 

proofs see books on complex analysis. 

Anyway, back to Eq. (D.48). As r - oo 

r - oo J __ z_eizr dz = l oo _w __ eiwr dw = i1re- nr 
Jc n 2 + z2 -oo n2 + w2 

Taking the imaginary part of the integrand gives 

i1
00 

n
2 

w 
2 

sin (wT)dw = i1re-nr 
-oo +w 

and so 

1
00 

W rv 
2 

sin (wT)dw = 1re- nr 
- oo +w 

(D.51) 

(D.52) 

(D.53) 

Since the integrand is an even function the integral from O - oo is half the 

integral from - oo - oo. Hence 

1
00 

W . 7f -Or 

0 
n2 + w2 sm (wT)dw = 2e (D.54) 
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Inserting this into Eq. (D.18) gives 

(D.55) 

For the real part of the correlation function CR( T) the theorem of residues is 

also used. To proceed, we start by expanding the hyperbolic cotangent term 

in the following series, 

') n=oo 

coth ((3l'iw / 2) = (3~ia L 2 w 2 
n w +vn 

n=-oo 

(D.56) 

where 11n = 21rn/((3n) are known as the Matsubara frequencies. Sub­

stituting Eq. (D.56) into CR in Eq. (D.17) gives the following integral to 

solve 

1
00 

w coth ((3l'iw /2) 100 
w 2 ~ w 

02 2 cos(wT)dw = 02 2 (Jla L 2 2 cos(wT)dw 
0 + W O + W 1& w + vn n=-oo 

2 ~ 100 
w

2 cos(wT) = - L _ __ ..;__-'---4L:> 57) 
(3n n=-oo O (02 + w2)(v~ + w2) . 

Since the summation index n only affects the constant Vn there is only one 

integral that needs to be solved. Continuing in the same manner as the 

previous section for C1 we express the integral in the complex plane 

----'--~-dw --t -------dz 1
00 w2 cos( WT) i z 2

eizr 

0 (02 + w2)(v~ + w2) c (02 + z2)(v~ + z2) 
(D.58) 
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where again C is a closed semi-circle in the upper half of the complex plane. 

The integrand has a residues at 

R(iD) = lim (z - iD) 
Z->ln 

-n2e-nr -ne-nr ne-nr 
=----

i2D(v~ - D2) i2(v~ - D2) i2(D2 - v~) 

and another one at 

lim (z - ilvn l) 
z->i JvnJ 

-V2e-Jv,ijT 
n 

(z2 + D2)(z - ilvnl)(z + ilvnl) 
-/vnle-lvnJT 

i2(D2 - v~) 

(To emphasise that Vn are positive and real we use lvnl-) Therefore 

i z2eizr 
-------dz - 21ri * sum of the residue of f(z) 

c (D2 + z2 )(v~ + z2) -
at the singular points inside C 

21ri[R(iD) + R(ilvnl)] 

. ( ne- nr -lvn 1e-lvnlT) 
21r1 ---------

i2(D2 - v~) i2(D2 - v~) 

(D.59) 

(D.60) 

ne-nr - /vnle-lvnlT 
1r-----'-----'---- (D. 61) 

(D2 - v~) 

where T and lvnl are positive real numbers. As in the previous section for C1 , 

if we express z in polar form, partition the integral into a component along 

the purely real axis ±r and another component associated with the semi­

circle, and extend r - oo; we find that the integral along the semi-circle is 

zero for the same reasons given previously. Consequently, 

(D.62) 
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Taking the real part gives 

(D.63) 

Since the integrand is an even funct ion the integral from O - oo is half the 

integral from -oo - oo. Hence 

(D.64) 

Inserting this into Eq. (D.17) gives 

(D.65) 

D.2 Plemelj Identity 

This is an identity for breaking up of the integral of an analytical function 

around a closed semi-circle. i.e. 

f f(z) dz+ 1 00 f(w) dw 
} Soo Z - U u+r W - U 

lu-rf(w)d 1 of(u+rei<I>) . i</>d,1-. + --w+ . ~ ~ _00 w - u 1r u + re1
<I> - u 

P 1-: !~~ dw + i1rf(u) (D.66) 
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D.3 Hamilton commutator 

[Hs , x] [T + V, x] = [T, x] 

With p = -in8/8x 

n,2 [}2 n,2 8• 
---x • +x--

2m8x2 2m8x2 
n2 8 8x n2 8 8• n2 8• 

= - --- . ----x + x--2m 8x 8x 2m 8x 8x 2m 8x2 

n2 8• n2 82. n2 8• n2 8• 
= - 2m 8x - x 2m 8x2 - 2m ox + x 2m 8x2 

n,2 8• 
m8x 

i in 8 P 
--[Hs, x] = -- = --n m8x m 

207 

(D.67) 

(D.68) 




