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Abstract 

A fundamental aspect of second language vocabulary acquisition is the learning 
of the spoken and written form of words. This thesis examined two aspects of the 
acquisition of second language word form. First, Experiments 1 to 4 investigated factors 
the that affect the development of automaticity of both native and second language word 
recognition. This question was examined using a repetition priming paradigm which 
entailed a visual or auditory search for words hidden among distracters. The modality in 
which words were presented and their frequency within the language were manipulated. 
Within-modality repetition priming effects were found for both native language and 
second language words; that is, a single presentation of a word lead to a reduction in its 
recognition latency when subsequently re-presented in the same modality. A change in 
modality across repeated presentations (i.e., cross-modal priming) lead to an attenuation 
of repetition priming effects for native language words and an elimination of priming 
effects for second language words. Priming effects were greater for low frequency words 
as opposed to high frequency words. These findings suggest that the development of 
automaticity of second language word recognition is a modality specific process; and in 
addition, it is a function of frequency of exposure 

Second, Experiments 5 and 6 investigated the nature of the individual differences 
that affect the ability to learn second language word forms. Studies reviewed indicate that 
the capacity of the phonological short-term memory system constrains second language 
vocabulary development (e.g., Service, 1992). Further, phonological sequence learning 
ability (i.e., the ability to learn the phonological regularities of a language) also 
contributes to three facets of lexical development: short term retention of a novel word 
form; speech segmentation; and automaticity of word recognition. In Experiments 5 and 
6, the phonological short-term memory competence of participants was measured using a 
nonword repetition task. Likewise, phonological sequence learning skill was measured 
using a test of sensitivity to patterns of phoneme/syllable co-occurrence. Experiment 5 
ascertained that phonological short term memory competence and phonological sequence 
learning skill are both independently related to the ability to learn novel foreign language 
vocabulary within the context of an experimental learning task. Experiment 6 established 
that both of these variables are related to the amount of second language vocabulary 
learnt by students taking a novice level Spanish course. Further, phonological sequence 
learning aptitude is particularly implicated in second language auditory perceptual skill; 
whereas, phonological short-term memory competence is most involved in productive 
skill. Moreover, the combined influence of these two psycholinguistic variables acts as a 
powerful constraint to vocabulary development. These findings carry implications for 
both the student and the teacher of second languages, and the researcher of bilingual 
representation. 
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The first time I heard 

Transubstantiation 

My head fell off. 

The Big Words 

'Explain it,' the teacher said. 

I looked around the classroom 

Searching for my severed head 

And found it near a mouse hole 

Where we used to drop 

Crumbs of bread 

Turning to turds 

Twice as transcendental 

As holy words. 

'Explain it to me,' 

I said to my father. 

From behind the great spread pages of The Irish Independent 

'It's a miracle,' he said, 

'I'm reading John D. Hickey on the semi final 

But come back later and we'll see 

What's happening to Gussie Goose and Curly Wee.' 

I found out what Transubstantiation meant. 

I trotted out my answer 

But the trot turned into a gallop 

And I found myself witnessing a race 

Between all the big words 

Used by all the small men. 

I use them myself, of course, 

Especially when I have nothing to say, 

When I cannot raise dust or hackles , go to town, or make hay 
viii 



With the little bit of life in my head 

Suggesting I should drink the best wine, 

Eat the best bread 

And thus, with a deft flick of my mind, 

Transfigure the blackest hours 

On this most holy ground 

Where some would make their god 

Hide behind big words, 

Shields to stop him showing the colour of his blood 

And be safe as the bland masters of jargon 

Whose blindness is an appetite 

For whacking great vocabularies 

That cough resoundingly 

In some bottomless pit 

Of self importance. 

Some night soon, I'm going to have a party 

For all the big words. 

By the light of a semantic moon 

I'll turn the race into a dance, 

And with my little words 

Both hosts and servants 

Catering beyond their best 

For even the teeniest need 

Of every resonant guest, 

Big and small will all be thrilled to see 

Exactly what has happened 

To Gussie Goose and Curly Wee 

Brendan Kennelly 

!X 



Chapter 1: Preamble 

Chapter 1 

Preamble 

The first time I heard 

Transubstantiation 

My head fell off. 

Brendan Kenelly (Excerpt from the Poem Big Words) 

Brendan Kenelly is right to exclaim dismay when faced with the difficult task 

that is the learning of a word such as transubstantiation. Not only does the word 

convey a complex meaning, it is both phonologically and orthographically complex. 

However, leaving aside the difficulties invoked by transubstantiation, the learning of 

any word -- even the most "simple" -- is a formidable task: learning a novel word is a 

more multifaceted process that it may seem at first glance. 

This thesis is concerned with the learning of second language words. In doing 

this, it examines some of the processes that contribute to learning to recognise and 

produce second language words. Therefore I begin by briefly describing the types of 

knowledge that contribute to knowing a word. 

What is it to Learn a Word? 

1 

It is generally agreed that to know a word is to know its form, its morphological 

structure, its syntactic role, its meaning, its lexical relations; and its common 

collocations. In the following sect!on I describe these various types of knowledge in 

greater detail; I also consider how this task of learning a word is different for the second 

language learner as opposed to the native language learner. I shall begin at the end, 

with word meaning and the associated issues of lexical relations and common 

collocations. 

In order to fully know the meaning of a particular word, it is necessary to know 

its meaning, its metaphorical uses, the connotations it carries, and its appropriateness. 

Further, knowledge of word meaning is much bound up with knowledge of its lexical 

associations (e.g., those words with which it is synonymous, autonomous, or 
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2 
hyponomous). Similarly, knowledge of word meaning is connected to knowledge of 

common collocations: that is, knowing the meaning of a word requires an awareness of 

the other words with which it commonly occurs. 

The adult second language learner comes to the task of learning the meaning of 

second language words with a fully developed conceptual system. Nonetheless, the 

meaning of a second language word is not always identical to the meaning of its native 

language translation equivalent. Stick (1980) argues that the second language learner 

initially relies heavily on the native language semantic system. He or she classifies the 

meaning of each novel second language word in terms of a native language translation 

equivalent. However, as the learner progresses, second language words begin to 

acquire referential, affective, and pragmatic meanings of their own. 

In order to fully "know" a word it is also necessary to know its syntactic role: 

this involves learning its part of speech and its entailments 

Further, in order to fully know a word, it is necessary to have some 

understanding of its morphology. Specifically, the ability to identify the basic free 

morpheme (or bound root morpheme), knowledge of the common derivations of the 

words, and knowledge of its inflections, are all part of word knowledge. For example, 

in order to understand the words kindly, and kindness, it is necessary to understand 

that kind is the basic free morpheme and that its derivations are kindly and kindness. 

Lastly, in order to know a word, it is necessary to know the word form. 

Further, the the second language student must learn to map the semantic and conceptual 

properties of a word to the word form. With the exception of onomatopoeic words, the 

relationship between a word form and its meaning is arbitrary. (Hence abbreviation is a 

long word!) 

This thesis is particularly concerned with the learning of word form. Therefore 

I shall describe in greater detail the processes involved in the learning of the following 

aspects of word form. 

What is it to Learn Word Form? 

Leaming a word form, at the most basic level, is to recognise and enter it into 

our mental lexicon. Many authors have used the term lexicon to refer to a cognitive 
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3 
store of information pertaining to words, be it conceptual, semantic, syntactic, or word 

form. However, for the purposes of this thesis, the term, lexicon, is used to refer to 

the sum total of word form representations. Further, the term lexical competence is 

used to refer to the ability to learn word form information. 

Word form can be both written and spoken. Further, word form knowledge 

can be both receptive and productive. The lexicon can be viewed as several lexicons 

specialised in terms of both modality and function. In other words, the lexicon can be 

viewed as a collection of word representations specialised for the separate purposes of 

reading, listening, writing, and speaking. These four lexicons will be known, 

respectively, as the visual input lexicon, the auditory input lexicon, the written output 

lexicon, and the speech output lexicon. We shall consider what is needed to learn these 

four different aspects of lexical knowledge. 

The Visual Modality 

The visual input lexicon. 

An English word can be identified either directly, on the basis of the 

orthographic information, or via the grapheme-phoneme translation route. In native 

language readers, both the visual representation of a word and its phonology are 

activated in the course of visual word identification (Van Orden, Pennington and Stone, 

1990). This suggests that a second language learner must learn to both recognise the 

orthographic patterns that make up the written word and learn grapheme-phoneme 

correspondences, the latter being in order that the word can be identified through the 

use of phonology. 

The written output lexicon. 

The second language learner must learn to write a novel L2 (second language) 

word. This, as is the case with reading, can be done in two ways: either the 

orthographic sequence of letters that make up a written word must be learnt, or the 

spelling of a word may be accessed using phonology. This suggests that the second 
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language learner must both learn to new orthographic sequences and learn to exploit 

phoneme-grapheme correspondences. It should be noted that phoneme-grapheme 

correspondences are not merely the reverse of grapheme-phoneme correspondences 

(Brent, Reggia and Michum, 1987). 

Reading and writing in a second language. 

4 

A second language learner will need to learn which sequences of letters 

commonly co-occur in the second language. In accordance with this, Ellis and Beaton 

(1993b) found that learning to read in a second language is easier if the orthographic 

patterns of the second language are similar to those of the native language. Further, 

writing systems differ across languages, and, as a consequence, a second language 

learner may face the additional difficulty of learning a new script (Green and Meara, 

87). Even if the first and second languages use the same script, the grapheme-phoneme 

and phoneme-grapheme correspondences may be very different in a second language to 

the first. This is evidenced by the mess most tourists make of attempting to pronounce 

the name of the North Welsh village Beddelgert. In some languages, the patterns of 

grapheme-phoneme correspondence are extremely regular (e.g. Spanish); whereas in 

other language the patterns of correspondences are only partially regular (e.g. English 

- see Venetsky, 1970); further still, some scripts (e.g. Kanji) are logographic and 

therefore provide no intrinsic cues to phonology. 

There is some evidence that expectations established for native language reading 

are transferred to reading in a second language. Koda (1988) examined the reading 

skills of Japanese, Arabic, and Spanish students of English. She found that Japanese 

perform more like native English language speakers than do Arabic or Spanish; from 

this, she argued that familiarity with the whole-word direct visual access route to 

reading required for logographic reading of Kanji gives Japanese students an advantage 

in reading English. By contrast, Suarez and Meara (1989) established that Spanish 

students generally rely on the grapheme-phoneme translation route which is 

inappropriate for English. 

In short, in order to read and spell a novel second language word, the student 

must learn to recognise and produce a novel orthographic sequence or learn the 
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grapheme-phoneme and phoneme-grapheme correspondences. Further, a second 

language learner may need to cope with learning a novel set of orthographic regularities, 

a novel script, a novel set of both ~2 grapheme-phoneme and L2 phoneme-grapheme 

correspondences. In addition, a second language leaner may need to override 

expectations (established for the native language) as to the best route to word 

identification. 

The Auditory Modality 

The auditory input lexicon. 

In order to identify a novel auditory word, the second language learner must 

first learn to recognise a novel sequence of phonemes/syllables. The learner may also 

need to identify the word as part of continuous string of speech. Further, this word 

must be identified across varieties of speakers and dialects. However, it is possible to 

identify a word given only partial input. Native language speakers can recognise an 

item if one phoneme is inaudible and has been replaced by a cough. (Morton and 

Marshall, 1979, has dubbed this phenomena phonemic restoration.) 

The speech output lexicon. 

To speak a novel second language word, the second language learner must form 

a new motor programme for the pronunciation of the novel word. In order to do this, 

the learner must be aware of the exact sequence in which a set of sounds occur. 

Moreover, they must be aware of the patterns of metrical stress and the peculiarities of 

the metrical system. 

Understanding and speaking a second language. 

Leaming to understand a second language involves overriding the expectations 

established for the native language. Werker (1993) reviews research that indicates that 

the perceptual system of an infant homes in on native language phonological contrasts. 
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As a consequence, adults experience difficulty perceiving a contrast that is not relevant 

(phonemic) to their native language (Werker, Gilbert, Humphrey, and Tees, 1988; 

Werker and Tees ,1984a, cited in Werker, 1993). 

Learning to speak a second language may involve producing phonemes that do 

not have functional phonemic status in a native language. Hence the difficulty most 

6 

Chinese students have with producing the words containing the phoneme /J./ as in /rice/ 

Different sub-processes are involved in the learning of form information for 

reading, writing, understanding, and speaking. Different, though related, sub

processes underpin the development of the visual input lexicon and the written output 

lexicon. Similarly., different, though related, skills are required for the development of 

the auditory input lexicon and the speech output lexicon. This suggests that 

considerations of both modality and process (input vs output) are important in learning 

word form. 

This thesis focuses on two questions. The first question concerns modality and 

the relationship between the visual input lexicon and the auditory input lexicon; 

specifically, this thesis explores whether the learning of word form is a modality 

specific process. The second question explores what are the sources of individual in 

ability to learn word form. 

Chapters 1 to 8: Word Form and Modality 

Every time we read or hear a word, learning takes place such that next time we 

encounter the word it is recognised a little faster. This phenomenon is known as 

repetition priming. The body of research regarding the repetition priming effect 

provides a valuable source of information concerning the processes that underpin visual 

and auditory word form recognition skills. Experiments 1 to 4 employ the repetition 

priming paradigm in order to explore the how word form is learned. These experiments 

particularly focus on the issue of modality and on how changes in modality across 

repeated presentations of words may affect the learning of that word form. Chapter 2 

reviews this literature on repetition priming and the effects of modality. There then 

follows a set of four related experiments: Experiment 1 (Chapter 3), which investigates 
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whether reading a native language word facilitates subsequent auditory recognition of 

that word; Experiments 2 (Chapter 4), which investigate whether hearing a native 

language word facilitates subsequent visual recognition of that word; Experiment 3 
. . 

7 

(Chapter 5), which investigates these questions with regard to second language 

vocabulary; and Experiment 4 (Chapter 6), which continues the investigation into 

second language learning. Chapter 7 is a combined analysis of the results of 

Experiments 1 to 4. Chapter 8 considers the combined implications of Experiments 1 to 

4 and discusses the results of these experiments in the light of the literature reviewed in 

Chapter 2. 

Chapter 9 to 12: Individual Difference in ability to learn word form 

A set of two experiments focus on the individual differences in ability to learn 

word form. First, these experiments attempt to examine how auditory word form is 

learnt. Specifically, these experiments examine the role of two psycholinguistic factors 

in the learning of auditory word form; these are: (a) phonological short term memory 

capacity (the amount of speech input that can be retained in the short term store for 

about two seconds); and (b) the ability to learn phonological regularities (the ability to 

learn which phonemes/syllables commonly co-occur within a language). Second, this 

chapter examines whether these two psycholinguistic variables differentially contribute 

to receptive and productive second language vocabulary development. In other words, 

these chapters examine the relative contribution of these two factors to the development 

of the auditory input lexicon and the speech output lexicon. Chapter 9 is a review of the 

relevant literature: first it describes research concerned with the role of phonological 

short term memory in vocabulary acquisition; second, it describes the literature relating 

to the learning of phonological regularities. Experiment 5 (Chapter 10) investigates the 

contribution of phonological short term memory and the ability to learn phonological 

regularities to the ability to learn novel foreign language vocabulary. Experiment 6 

(Chapter 11) investigates whether these two variables contribute to the development of 

second vocabulary knowledge within the context of a longitudinal study of students' 

acquisition of Spanish as a second language. Chapter 12 considers the combined 

implications of Experiments 5 and 6 and discusses the results within the light of 
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research reviewed in Chapter 9. 

Chapter 13 discusses the results of all experiments and draws conclusions based 

on all findings. 

In short, the thesis is divided into two halves. There are two literature reviews, 

two sets of related experiments, and two major discussion sections. Lastly, Chapter 13 

attempts to draw all these threads together. 
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Chapter 2 

Introduction to Experiments 1 to 4: Repetition Priming and the 

Development of Automaticity of Word Recognition 

Overview 

Every time we read or hear a word a certain amount of learning talces place so 

that next time we encounter the word it is recognised a little faster. This phenomenon is 

known as repetition priming. Experiments 1 to 4 investigate repetition priming effects 

with native and second language vocabulary. These experiments particularly focus on 

the issue of modality and how changes in modality across repeated presentations of a 

stimulus may affect the operation of repetition priming. Repetition priming is thought 

to function on an implicit level; repetition priming is thought to be independent of any 

conscious recollection of the learning event. 

In this chapter, I begin by reviewing the evidence for a dissociation between 

implicit and explicit memory function and describe various theoretical models designed 

to account for this dissociation. I then explore the repetition priming literature and 

present a number of theoretical accounts of the phenomenon. 

It is possible that the processes that underpin repetition priming play an 

important role in the learning of second language vocabulary -- specifically in learning 

word form information. In this connection, I review evidence that repetition priming is 

implicated in the learning of a novel word form and in the development of automaticity 

of word recognition. From this I make the point that, if repetition priming has an 

important role in second language vocabulary acquisition, we need to consider the 

modality effects. Do, for example, I learn as much about a written word from both 

hearing and seeing the word, or are the benefits of priming modality specific? 

Finally in this chapter I focus upon the modality issue. What are the effects, for 

instance, of changes in modality across repeated presentations of a word? The typical 

finding is that, if a word is first heard and then subsequently seen, repetition priming is 

less apparent than if the word is either seen or heard on both occasions. In other 

words, it appears that repetition priming is attenuated but not eliminated by a change in 
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modality from first to second presentation of the stimulus. I review the literature 

relating to modality effects in repetition priming and then consider various possible 

ways to account for evidence of cross modal priming. 

The Dissociation Between Implicit and Explicit Memory 

10 

Explicit memory can be defined as the willed conscious recollection of past 

experiences. It is operative when performance on a task requires conscious recall of 

previous events or stored knowledge (Schacter, 1987). Measures of explicit memory 

require that participants recall autobiographical events. Examples of such measures are 

free recall, recognition, cued recall, and paired associate learning. 

In contrast, implicit memory can be defined as the process whereby previous 

experiences affect performance on a task without conscious recollection of the prior 

learning event (Schacter, 1987). Implicit memory is implicated in such commonplace 

phenomena as skill learning, habit formation, and classical conditioning. More 

important for our purposes, however, it is also implicated in the following experimental 

paradigms: control of complex systems, artificial grammar learning, sequence learning, 

semantic priming, and repetition priming; for in each of them participants are typically 

required to learn something about stimulus or target variables without it being necessary 

for them to articulate what has been learnt or to recall the learning episode. 

It should be noted that the terms episodic and semantic memory (Tulving, 1983) 

and the terms direct and indirect memory (Johnson and Hasher, 1987) are roughly 

equivalent to the terms explicit memory and implicit memory (Schacter, 1987). 

Repetition Primine as a Function of Implicit Memory 

Every time a word is read or heard a certain amount of learning takes place; the 

effect of this is that the next time the word is read or heard it is recognised a little faster. 

This phenomenon is known as repetition priming. Repetition priming can be measured 

by a reduced latency in identifying a stimulus (e.g., a word or a picture) following a 

recent exposure to that stimulus (this identification does not require conscious 

recollection of the prior encounter with the word). The priming paradigm often consists 
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of two phases: the study phase and the test phase. 

In the study phase, participants are usually exposed to a set of words. The test 

phase measures latency to recognise both these recently studied words (i.e., words that 

featured in the study phase) and control words (i.e. , words that did not feature in the 

study phase). Repetition priming is said to have taken place if studied words take less 

time to recognise than control words in the test phase. During the test phase no 

instructions are given to consciously recollect previously studied items. 

There are several types of task which may be used in the test phase. One of the 

most common is lexical decision, the task here being to assess whether stimuli are 

words or non-words (Forbach, Stanners, and Hochaus, 1974). Alternatively, a word 

naming task is sometimes employed, the task here being to read aloud a stimulus as 

quickly as possible (Jacoby and Dallas, 1981). In both lexical decision and word 

naming tasks, repetition priming is revealed by a decreased latency in responding to 

previously studied items relative to non-studied items. In word identification tasks 

(sometimes called perceptual identification tasks), the dependent variable is exposure 

duration or clarity of exposure required for correct recognition of a word. In a typical 

task a word is presented for only a few milliseconds. The exposure duration gradually 

increases until the participant is able to recognise the word. Similarly a word may be 

buried in gradually decreasing levels of noise. Priming is revealed by a reduced 

recognition threshold for previously studied items relative to non-studied items 

(Feustel, Shiffrin, and Salasoo, 1983). 

Repetition priming is usually measured by a reduced latency in identifying a 

stimulus (e.g., a word or a picture) following a recent exposure to that stimulus. 

However, repetition priming can be indexed in other ways. Every time a word is seen 

or heard a certain amount of learning takes place, such that the next time a circumstance 

arises in which the recently encountered word can be used, the learner is more likely to 

use that word than an equally appropriate alternative word. In order to measure 

whether a frequently studied word is more likely to be selected for use than an 

alternative non-studied word, word stem and word fragment completion tasks are used. 

Degraded stimuli are presented; participants are required to complete a word stem (e.g., 

mem_) or a word fragment (e.g. , m_m_y) with the first word that comes to mind. 

Priming is revealed by the extent that the participants complete the stems or fragments 
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with previously studied items relative to alternative non-studied words (Roediger, 

Weldon, Stadler, and Riegler, 1992). 

Key Variables Dissociating Implicit and Explicit Memory Function 

12 

Implicit and explicit measures of memory are functionally independent: explicit 

measures of memory are affected by depth of processing manipulations (Craik and 

Lockhart, 1972), performance on implicit tasks are not. For example, Jacoby and 

Dallas (1981) manipulated the extent of elaborative processing at study. During the 

study phase, participants answered questions. These questions concerned either the 

meaning of the stimulus (elaborative processing), or the perceptual form (non

elaborative processing). Results indicated that explicit recognition performance is 

enhanced by elaborative processing whereas implicit repetition priming performance is 

not. (However, as will be discussed later, some measures of repetition priming are 

more susceptible than others to depth of processing manipulations.) 

Measures of explicit memory are usually subject to pro and retroactive 

interference (Underwood, 1957; Slamecka, 1960), measures of implicit memory are 

not (Graf and Schacter, 1987). Explicit memory traces decay rapidly (Ebbinghaus, 

1913) whereas the effects of repetition priming sometimes endure for up to two months 

(Tulving, Hayman and MacDonald, 1991). Amnesiacs are severely impaired relative to 

control participants on measures of explicit memory. Implicit memory is preserved 

even in the severe cases of retrograde amnesia: amnesiacs perform to the same levels as 

control participants on tests of word fragment and word stem completion. (Warrington 

and Weiskrantz, 1968; 1970; 1974). 

Repetition priming is particularly implicated in the perceptual aspects of lexical 

processing. Repetition priming effects are reduced where there are changes in the 

perceptual form of stimuli from study to test. A reduction on repetition priming is 

observed in cases where there is a change in language (Durgunoglu and Roediger, 

1987); a change in typography (Jacoby, and Hayman, 1987); and a change in voice 

(Jackson and Morton, 1984 ). Changes in perceptual form do not affect measures of 

explicit recall or recognition. The vital dissociation for this analysis is that repetition 

priming is facilitated by preservation of modality from study to test. A shift from 
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auditory study to visual test and visa versa results in a reduction in the magnitude of the 

priming effect (more will be said about this later). The evidence in favour of a 

dissociation between implicit and explicit memory function can be summarised thus: 

depth of processing manipulations, recency, and the onset of amnesia are known to 

affect explicit memory function but not implicit memory function; by contrast, changes 

in perceptual form from study to test are known to affect implicit memory function but 

not explicit memory function. A number of studies have demonstrated stochastic 

independence between performance on measures of implicit repetition priming task and 

performance on tasks of explicit recall/recognition (Tulving et al., 1982; Graf and 

Schacter, 1985). 

Theoretical Explanations for the Disparity Between Implicit and Explicit 

Measures of Memory 

There is continuing controversy as to whether the functional dissociation 

between implicit and explicit memory reflects the operation of two separate memory 

systems or two different kinds of processing mechanism. Tulving (1983) argued that 

the implicit/ explicit measures of memory reflect the operation of distinct semantic and 

episodic memory systems. The explicit system, which Tulving termed the episodic 

system, encodes temporal and spatial information; the implicit system, which he termed 

the semantic system, represents perceptual information. A semantic memory trace 

encodes information specific to the learning event (e.g., case). It is distinct from an 

episodic trace in that it contains no episodic tags which encode such information as the 

time or place of the encoding event. Semantic traces are thus inaccessible in normal 

tests of episodic memory. In the later reformulations of the model (Schacter, 1990; 

Schacter, 1992; Tulving and Schacter, 1990; Schacter, 1994), Tulving and Schacter 

argue that perceptual information is encoded in a domain specific fashion: priming for 

pictures or objects relies upon the structural-description system; priming for visually 

presented words relies upon the visual word-form memory system; and priming for 

auditorily presented words relies upon the auditory word-form memory system. 

Similarly, Squire (1992) argues that dissociations between implicit and explicit memory 

systems are essentially due to the operation of two separate memory systems. 
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The transfer appropriate processing approach (Bransford, Franks, Morris and 

Stein, 1979) claims that the implicit /explicit dissociation is the result of the operation of 

two separable retrieval operations rather than two separate memory systems. The 

transfer appropriate processing approach makes four assumptions. They are: 

1. Memory test performance benefits to the extent that operations required at 

test recapitulate operations required at study. 

2. Implicit and explicit tests typically require different retrieval operations; they 

therefore benefit from different types of processing during learning. 

3. Implicit tests depend on the encoding of perceptual features and therefore, on 

the whole, require data driven processing. 

4. Explicit tests require the encoding of the meaning of concepts and are 

therefore conceptually driven. 

Data driven and conceptually driven processes are not viewed as dichotomous 

but rather as two end points on a continuum. The processing of any word may involve 

both data driven and conceptually driven processes. Repetition priming tasks usually 

require data-driven processes and benefit from attention to the perceptual aspects of 

stimuli on the encoding event. Measures of explicit memory (e.g., free recall and 

recognition) require conceptually driven process; they therefore benefit from attention to 

the meaning of the stimulus at the encoding event. 

There will be no attempt to resolve the differences between multiple memory 

systems and transfer appropriate processing approaches here. (See Basilli, Smith, and 

MacLeod, 1989; Blaxton, 1989; Brown, Neblett, Jones, and Mitchell, 1991 for 

empirical attempts at resolution of the debate.) 

What is Repetition Priming? 

Repetition priming refers to the finding that speed and accuracy of identifying a 

word or completing a word stem or word fragment is enhanced by a single prior 

presentation of that word. This phenomena has been attributed to the operation of 

implicit memory processes. There is continuing contention about the nature of the 

processes that underpin the facilitation observed in repetition priming manipulations. 

These differences in models of priming are much rooted in the debate concerning the 
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nature of the lexicon. 

The earliest attempts to explain the priming phenomena assumed that priming 

reflected the activation of a preexisting lexical representation of a word. Upon 

identification of a word, it is theorised that the lexical representation becomes active and 

remains in a state of activation. This state of activation means that less input is needed 

for subsequent reactivation of a word. As a consequence, when the word is presented 

for a second time, recognition is facilitated. For the sake of simplicity, this will be 

known as the lexical activation hypothesis. Clarke and Morton (1983) and Jackson and 

Morton (1984) are both proponents of the lexical activation hypothesis. Their 

arguments are framed in terms of the logogen model (Morton, 1964, 1969, 1970, 

1979a, 1979b). Within the logogen model prototypical representations of the lemma 

form of lexical items are represented as logogens. There are both auditory input 

logogens, and visual input logogens which are connected to semantic representations 

stored within "the cognitive system". There is, however, very limited cross-talk 

between the visual and auditory input logogens. Each time a logogen is activated, its 

threshold is temporarily lowered such that on subsequent presentations there is more 

rapid reactivation. 

This view was first challenged by both Jacoby and Schacter, who noted that the 

repetition effect lasted much longer than one would expect lexical activation to persist. 

Furthermore, the strength of the effect depended, at least in part, on circumstances of 

the original encounter: Carroll and Kirsner (1982) demonstrated that the repetition 

effect for words presented in the context of another word was greater if the original 

context was reinstated at test. Jacoby (1983) established that list context can affect 

repetition priming performance. The evidence of context dependent memory effects is 

not consistent with a lexical activation hypothesis. Jacoby suggested that the repetition 

priming effect derives from memory for specific temporal- contextual episodes. Word 

identification is based on retrieval of episodic memory traces involving the target word. 

The greater the contextual overlap between study and test, the greater the facilitatory 

effect. Thus preservation of modality, topography, and other perceptual features from 

study to test promotes facilitation of recognition of the stimulus word at test. For the 

sake of simplicity, this will be known as the episodic memory hypothesis. Jacoby 

(1983) claimed that there is no fundamental difference between implicit and explicit 
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processes (or between episodic and semantic memory systems); both processes rely on 

the formation of an episodic trace: 

Perceptual and recognition memory tasks depend on different aspects of 

memory for whole episodes. A perceptual task provides retrieval cues that 

make closest contact with the perceptual processing aspects of the prior 

event (Jacoby, 1983 p. 21). 

Priming is simply the result of the formation of the episodic memory traces at 

the time of study. The differences between implicit and explicit measures of memory 

are merely the result the differing tests demands. (Similar views are expressed by 

proponents of the Transfer Appropriate Processing approach.) This view accords with 

multiple trace models of the lexicon (Hintzman, 1986, 1988, Jacoby and Brooks, 1984, 

Norofsky, 1988) which proposes that lexical representation is actually the aggregate 

activation of multiple traces acting in concert. On encountering a word, the new input is 

broadcast simultaneously to all long term episodic traces. The traces with the greatest 

overlap to the new input will be most activated. The response of long term episodic 

traces has been described as an "echo" (Hintzman, 1986), and all activated 

representations contribute to it. The multiple trace models of the lexicon obviate the 

need to postulate the existence of a prototypical representation of each lexical item. In 

lieu of this, activation of several representations in common serves as a prototypical 

lexical representation. Furthermore, each new trace modifies the way the item is 

represented. 

There are thus two contrasting views of mechanisms underpinning the repetition 

priming effect. The lexical activation hypothesis suggests that repetition priming is the 

result of prior activation of a prototypical lexical representation (a logogen) which 

leaves the lexical representation in a state of activation and lowers the threshold for 

subsequent reactivation. This view of repetition priming assumes that the lexicon is 

composed of a set of prototypical lexical representation stored in separate auditory and 

visual input lexicons. The alternative episodic memory hypothesis assumes that 

priming is the result of the formation of an episodic memory trace at study. When a 

word is presented for a second time, activation of the episodic memory trace formed 
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during the study episode facilitates recognition. The amount of facilitation is dependent 

on the degree to which test conditions resemble those of the study episode. Such a 

view of repetition priming fits in well with a multiple memory trace view of the lexicon. 
' ' 

This model of the lexicon proposes that a lexical representation is made of multiple 

traces of encounters with a word. Activation of a lexical representation is the parallel 

activation of all of these traces in concert. 

There are also hybrid explanations of the repetition priming effect. Feustal, 

Shiffrin, and Salasoo (1983) suggest that an encounter with a word not only allows the 

formation of an episodic memory trace, it also activates permanent lexical or sublexical 

representations that are part of the semantic memory system. Repetition priming is thus 

the result of activation of an episodic memory trace and activation of permanent lexical 

or sublexical representations. Similarly, Schacter (1990) postulates that repetition 

priming is due to the construction of a special perceptual trace in the "word-form" 

system (which is part of the semantic memory system). Further, Forster, Booker, 

Schacter, and Davis (1990) suggest that repetition priming is not only the result of the 

formation of a trace within the "word-form" system but also the result of the formation 

of an episodic memory trace. 

Although there is clearly little consensus as concerns the source of the 

facilitation observed in the repetition priming paradigm, the resolution of these 

competing explanations is not the central concern of this chapter; rather we wish to 

determine the role of repetition priming in vocabulary acquisition. 

Summary 

There is a dissociation between implicit and explicit measures of memory. 

Repetition priming taps implicit processes and is indexed by a reduced latency to 

recognise a word following a recent exposure to that word; this does not require 

conscious recollection of the learning episode. In the typical repetition priming 

paradigm, there are two phases: a study phase, in which a set of words are presented; 

and a test phase, in which the effect of exposure to previously studied stimuli is 

assessed. In lexical decision, word identification and threshold recognition priming is 

indexed by a reduced latency to recognise previously studied words relative to non-
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studied words. In word stem and word fragment completion, priming is indexed by a 

tendency to complete the degraded stimuli with previously studied items relative to non

studied items. In contrast, tests of explicit memory, free recall, yes/no recognition, and 

paired associate learning require willed conscious recollection of the learning episode. 

Measures of repetition priming are typically unaffected by depth of processing or order 

of study manipulations; however, they show large effects of changes in perceptual form 

of stimuli from study to test. The reverse is true of measures of explicit memory 

performance. 

There is continuing debate as to whether the implicit/explicit dissociation 

reflects the operation of two separate memory systems or to two different types of 

processing. Furthermore, there is also an ongoing debate as to whether the repetition 

priming effect is to the activation of stored lexical representations or whether it is a 

function of an episodic memory trace formed at study. 

The forgoing summary of repetition priming literature begs the question: What 

is the purpose of repetition priming? Surely it is serves as more than a mechanism for 

allowing cognitive psychologists to hypothesise about the structure of memory. Do the 

processes that underpin the repetition priming effect serve as a language learning 

device? Further, if so, what is the role of repetition priming? 

The Role of Repetition Priming in Vocabulary Acquisition 

Does priming occur in a second language? 

No study has directly focused on repetition priming of second language 

vocabulary in second language learners. There are a number of studies that have 

focused on the issue of cross language repetition priming in bilinguals. These studies 

typically touch on the question of repetition priming of vocabulary of the non dominant 

language. 

Kirsner, Smith, Lockhart, King, and Jain (1984) used a visual lexical decision 

paradigm to investigate repetition priming in English-French bilinguals. Participants 

were postgraduate students whose dominant language was English but who were also 

fluent in French. This study revealed evidence of considerable repetition priming for 
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Scarborough, Gerard, and Cortese (1984) conducted a similar experiment -

again using a visual lexical decision paradigm. Participants were Spanish-English 
. . 

19 

bilinguals, most of whom described Spanish as their first language. Again there was 

clear evidence of repetition priming for English language words. Kirsner, Brown, 

Abrol, Chadha, and Sherma (1980) examined repetition priming effects in Hindi

English bilinguals. Again, there was clear evidence of a repetition effect in both 

languages, but it is unclear which of these languages participants considered their 

dominant language. Kerkman (1984) and Kerman and DeBot (1989) (cited in 

Woutersen, 1996) also established that there was clear evidence of a repetition priming 

effect for second language vocabulary (English). Participants were Dutch University 

students who were studying English as a second language. These studies suggest that 

repetition priming effects occur where stimuli are second language words or words of a 

non dominant language in advanced second language learners or bilinguals. These 

results are of limited generalisability: all of the aforementioned studies used a visual 

lexical decision task which is low in ecological validity. All of these studied tested 

bilinguals who were extremely proficient in both languages. All these studies tested 

priming within the visual modality. There is no evidence that repetition priming 

operates within the auditory modality for second language vocabulary. Similarly, there 

is no evidence that it occurs in less than fluent bilinguals or advanced level second 

language learners. 

Is repetition priming implicated in the learning of word form or 

word meaning? 

The learning of a word involves not only the learning of a novel concept, it also 

involves linking that concept to a novel perceptual form. Repetition priming (or the 

process that underpins the repetition priming effect) is implicated in the learning of 

perceptual form information; however, it is implicated neither in the learning of word 

meaning nor in the linking of perceptual word form to existing conceptual 

representations. 

The literature concerning repetition priming effects with second language 
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vocabulary is limited. Therefore in considering whether repetition priming is implicated 

in the learning of word form or word meaning it is necessary to call on studies of 

priming effects which use native language vocabulary. 

In the above regard, the study of amnesia allows us to examine what can be 

learnt on the basis of implicit memory function in the absence of explicit memory 

function. The temporo-mesial and diencephalic structures implicated in explicit memory 

function are lesioned in amnesiac patients, but the neural substrate of the perceptual 

representation system implicated in implicit memory function is undamaged in amnesiac 

patients (Tulving and Schacter, 1990). On measures of implicit repetition priming, 

amnesiacs are typically able to perform to the same level as non-amnesias controls, at 

least in the case where stimuli are familiar native language words (Cermak, Talbot, 

Chandler, and Wolbarst, 1985; Graf and Mandler, 1984; Shimaura, 1986). The fact 

that repetition priming effects are preserved in amnesiacs indicates that amnesiacs are 

able to learn about the perceptual aspects of words. So the learning of word form 

information about familiar native language words is within the remit of implicit memory 

function. Nonetheless, evidence is a little more opaque as to whether preserved implicit 

memory function in amnesiacs can support the learning of novel word forms. We shall 

return to this point later. 

The formation of new associations between existing concepts is required for the 

learning of word meaning. Can amnesiacs learn novel word meanings? The question 

can be rephrased: can amnesiacs learn new associations? Semantic priming (e.g., a 

prior occurrence of 'doctor' primes the recognition of 'nurse') is preserved in amnesia 

but only in cases where priming relies upon an association between items that existed 

prior to the onset of amnesia (Graf, Shimamura and Squire, 1985). Where the semantic 

priming task requires the learning of a new association, amnesiacs do not perform to the 

same levels as control participants (Cermak, et al., 1985; Schacter and Graf, 1986; 

Shimamura and Squire, 1989). Moreover, amnesiacs are typically unable to perform 

paired associate learning tasks which require the learning of a new association between 

known words (Winocur and Weisenkrantz, 1976; Shimamura and Squire, 1984). The 

ability to learn new associations between existing lexical items is thus absent in 

amnesiacs and is therefore the remit of explicit memory. The learning of novel word 

meaning is a function of explicit memory. 
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Further support for the notion that the learning of novel word meaning is a 

function of explicit memory comes from studies of word learning in amnesiacs. H.M., 

the much studied patient suffering from dense amnesia, was unable to learn the meaning 

of 10 new vocabulary items (Gabrielli, Cohen and Corkin, 1988). Glinski, Schacter, 

and Tulving (1986) were able to teach a group of amnesiacs 15 new terms for computer 

commands by method of vanishing cues; however, the words they were tested on were 

already part of the amnesiac's prior linguistic repertoire (e.g. SA VE and RUN), and 

the process resembled habit formation more than normal vocabulary acquisition. Thus 

the evidence suggests that, although amnesiacs can learn something about word forms 

and establish new pattern recognition networks, the role of linking a new word forms to 

a concept is the remit of explicit memory. 

The role of repetition priming in the learning of new lexical units 

or forms. 

We have established that the role of repetition priming is in the learning of word 

form not word meaning. Each time a word is encountered we learn something about 

the word form such that, on subsequent encounters with that lexical form, recognition 

is facilitated. Does repetition priming, however, play a role in the learning of novel 

lexical units or word forms? Non-words are novel word forms. So the question can be 

rephrased: is there evidence of repetition priming of non-words? 

The evidence for non-word priming is mixed. In some studies there is evidence 

of non-word priming (Norris, 1984; Besner and Swan, 1982; Mimura, Verfaellie, and 

Milberg, 1997; Sereno, 1991; Rueckl, 1990; Bowers, 1994; Feustal, Shiffrin, and 

Salasoo, 1983; Fowler, Napps, and Feldman, 1985), while in others, there is no 

evidence of a significant non-word priming effect (Bentin and Muscovitch, 1988; 

Ratcliff, Hockley, and McKoon, 1985; Forbach et al., 1974; Rajaram and Neeley, 

1992; Forster and Davis, 1984 Exp. 1; Bodner and Masson, 1997 Exp. 1). The 

following paragraphs attempt to identify variables that distinguish between those studies 

which have found a significant non-word priming effect and those that have not. Three 

variables were considered: the type of test used; the delay between first and second 

presentation of target words; and the type of non-words used. We consider first the 
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type of test. 

Bowers (1994) suggested that the presence or absence of a non-word priming 

effect may be due to the kind test of repetition priming used. A number of those studies 

that failed to find evidence of significant non-word priming measured priming using a 

lexical decision task (Bentin and Muscovitch, 1988; Ratcliff et al., 1985; Forbach et al., 

1974; Rajaram and Neely, 1992; Forster and Davis, 1984; Bodner and Masson, 1997 

Exp. 1). Repetition priming results in a sense of familiarity with target letter strings 

(Dewhurst and Hitch, 1997). It is conceivable that this sense of familiarity interferes 

with correct "this item is a non-word" responses to non-words; this is because the 

processing fluency may be misconstrued as evidence in favour of classifying a non

word as a word (Feustal et al., 1983). Where familiarity with an item interferes with a 

correct "non-word" response, there will be an increase in reaction time. This may 

obscure any evidence of priming (evidenced by a decrease in reaction time). Bodner 

and Masson (1997) demonstrated that, where the familiarity confound is controlled, 

there is a significant repetition priming for non-words using a lexical decision task. 

The use of the lexical decision task is problematic. Where a perceptual 

identification task rather than a lexical decision task is used, there are robust priming 

effects for non-word stimuli (Ruecki, 1990; Bowers, 1994; Feustal et al., 1983). It 

should be noted that a couple of studies have, nonetheless, found evidence of a 

repetition priming effect for non-words using a lexical decision task (Norris, 1984, 

Mimura, et al. 1997). 

A point worth noting is that not all of the aforementioned experiments used the 

traditional priming paradigm outlined earlier; in this, recall, there is a study phase and a 

test phase. A number of experiments used a continuous lexical decision paradigm 

(Norris, 1984; Besner and Swan, 1982; Mimura et al. 1997; Bentin and Muscovitch, 

1988; Ratcliff et al., 1985; Bodner and Masson, 1987). On every trial, participants are 

asked to make a lexical decision; as a consequence, a lexical decision is made on both 

first and second presentations of a target item. First and second presentations of stimuli 

may be separated by a number of intervening trials known as lags. Where there are no 

intervening items between first and second presentation of target items, this is known as 

lag O; where there are eight intervening test items, this is known as lag 8, and so on. 

Is non-word priming a function of delay between first and second presentations 
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of target items? Using this continuous lexical decision paradigm, McKone (1995, Exp. 

1) and Kersteen-Tucker (1991) found priming for non-words only at lag 0 and no 

priming at intermediate lags (lags 1 - 8). They also found that facilitation for real words 

was greatest at immediate lags (0 - 2 ); thereafter, reaction times drop to a stable long 

term value. McKone suggested that there is a short term repetition effect that is distinct 

from the longer term priming effects; priming for non-words at lag O reflects the 

operation this short term effect. McKone argues that this short term effect can be 

interpreted as arising from activation of sublexical and lexical representations. 

McKone's results suggest that there is an immediate priming effect for non-words but 

not a longer term one. Mimura et al., (1997) also found a similar pattern of data: a 

large priming effect for both words and non-words at immediate lags (0 and 1) which 

thereafter dropped to a stable baseline level. However, unlike the results of McKone 

(1995) and Kersteen-Tucker (1991), priming though reduced in magnitude, was found 

to be significant at intermediate stages (3 - 8). Similarly, Feustal, Shiffrin, and Salsoo 

(1983) found a robust non-word priming effect at short lags (0 - 5) and a reduced but 

nonetheless significant effect at longer lags (25 - 30). A number of studies have also 

found evidence of non-word priming at intermediate lags (Norris, 1984; Besner and 

Swan, 1982; Fowler et al., 1985). Further, Rueclci (1990) found evidence of non

word priming at a study to test delay of five minutes. Bowers (1994, Exp. 1) 

demonstrated that there is a priming effect at delays of both 15 minutes and 95 minutes. 

It should be noted at this point that, where the first presentation of a target non

word is displayed for a very short time and rapidly followed by a mask, this removes 

the repetition priming effect. This procedure is known as a masked repetition priming 

paradigm: there are no intervening items between first and second presentations of the 

target non-words (the prime and the target). The first presentation of a target item is 

displayed for less than 100 ms and then masked so that it can barely be perceived. This 

is then followed immediately by presentation of the target item, at which point the 

participant is asked to make a lexical decision. Masking the prime is assumed to 

preclude the formation of an episodic trace. Where such a paradigm is used, a number 

of studies have failed to find evidence of non-word priming (Rajaram and Neely, 1992; 

Forster and Davis, 1984, Exp. 1; Bodner and Masson, 1997, Exp. 1). However, other 

studies using this paradigm have observed a non-words priming effect (Sereno, 1991; 
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Masson and Isaak, 1991, cited in Bodner and Masson, 1997). 

Neither task nor lag reliably distinguishes between studies that have found 

evidence of non-word priming and those that have not. It is conceivable that the non

words themselves may have some effect on the presence or absence of a non-word 

priming effect. Milberg, Blumstein, and Dworetzky, (1988) established that words can 

be primed by orthographically similar non-words (e.g., gat primes cat). This would 

suggest that a non-word can activate a representation of an orthographically similar 

item. Non-words may not act as genuinely novel lexical items in those studies that use 

non-words that differ from real lexical items by only one or two letters. Priming in 

these studies may rely on activation of orthographically similar lexical entries rather than 

the formation of a genuinely novel representation. All studies that have used very 

wordlike stimuli have found evidence of non-word priming (Norris, 1984; Besner and 

Swan, 1982; Mimura et al., 1997; Feustal et al., 1983). In some studies, non-words 

are composed of legal strings of letters and are not derived from words. Many of these 

studies have failed to find evidence of a non-word priming effect (Bentin and 

Muscovitch, 1988; McKone, 1995; Kersteen-Tucker, 1991; Ratcliffe et al. , 1995). 

This would suggest that non-word priming is a function of the extent to which non

words resemble real lexical items. However, this explanation is not strongly upheld: 

robust priming effects have been demonstrated using both legal strings of letters not 

derived from words (Ruecki, 1990; Bowers, 1994) and illegal non-words, which are 

non-words that violate orthographic regularities of English (Fowler, Napps, and 

Feldman, 1985; Bowers, 1994). 

In sum, evidence of non-word priming is mixed. Findings appear to depend, at 

least in part, on the type of task used to measure the repetition effect, the delay between 

first and second presentations of target items, and the type of non-words used. 

Thus experimental evidence suggests that normal participants show evidence of 

repetition priming for non-words under certain circumstances. It is nonetheless 

possible that non-word priming is not a function of implicit memory; rather, it may be 

due to explicit memory function. Studies of non-word priming in amnesiacs allow us 

to address this question. Diamond and Rozin's (1984) study is usually cited as 

evidence that amnesiacs do not show priming for non-words. This study is nonetheless 

flawed: the measure of implicit memory used in it was cued stem completion; this is 
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inappropriate for use with non-word stimuli. Thus the conclusions of this study should 

be treated with skepticism. Moreover, both S.S., a densely amnesic post encephalitic 

patient, and a group of Korsakoff patients showed priming for non-words in a 

perceptual identification task. Gordon (1988) found that a group of patients with global 

amnesia showed very modest repetition priming effects for non-word stimuli. Also, 

Smith and Oscar-Berman (1990) found that amnesic patients tended to misclassify 

repeated non-words as words in a lexical decision task; this indicates that familiarity 

with non-words, as a result of priming, interfered with the correct "this is a non-word" 

response. 

These findings indicate that amnesiacs are able to learn something about novel 

word forms. Thus the weight of evidence suggests that repetition priming can be 

observed for non-words, although it may be dependent on the type of test used, the 

delay between first and second presentation of stimuli, and the lexicality of stimuli. 

These variables need to be manipulated within a single experiment before firm 

conclusions can be drawn. Nonetheless, since there is some evidence that priming for 

non-words can be observed within samples of amnesiacs, this suggests that the 

repetition effect is due to implicit processing. 

These findings have implications for second language vocabulary acquisition 

research. The processes that underpin the repetition priming effect may play a role in 

the learning of novel L2 vocabulary word form information. 

Does repetition priming play a role in the development of 

automaticity. 

The non-word priming literature suggests that the processes that underpin the 

repetition priming effect play a role in the learning of novel L2 word forms. But what 

about known words? Processes that underpin repetition priming not only play a role in 

novel word learning: they are also involved in the gradual reduction in the amount of 

time needed to identify a known word once it is established within the L2 lexicon. 

In a series of word identification experiments, Salasoo, Shiffrin, and Feustal 

(1983) found both that repetition priming is cumulative and that the time taken to 

identify each stimulus decreases continuously over 30 presentations. Logan (1988) 
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suggested that automaticity is a memory phenomenon and that priming underpins the 

development of automaticity of word recognition. Grant and Logan (1993) used a 

continuous lexical decision paradigm in which stimuli were presented up to 16 times to 

investigate whether the effect of repeated presentations is cumulative. Priming for both 

words and non-words was tested. Reaction time for both words and non-words 

decreased with an increased number of presentations; however, savings in reaction time 

relative to control items did not decrease in a linear fashion. Rather, savings decreased 

as a power function of number of presentations. Savings in RT decreased on each 

successive presentation such that on initial presentations there were large savings -

though thereafter the amount of facilitation decreased on each presentation of the 

stimulus. The authors used the term "negative acceleration" to describe this pattern of 

results. It is also interesting to note that savings were larger for words than non-words. 

However, non-words were created by changing a single letter within a real word such 

that it was not clear whether these functioned as genuinely novel items. 

The authors suggest that Logan's (1988) instance theory of automaticity may 

provide an explanation the above effects. According to this theory, the solution to a 

particular problem may be stored as an episodic memory trace and that this trace is 

retrievable each time the same problem presents itself. Initially the lexical decision is 

made by a search through the lexicon; thereafter, lexical decision is performed by 

recalling each previous solution for each item in the test. Thus, on each trial, an 

episodic memory trace is formed; and the greater the number of trials for a particular 

item, the more episodic memory traces there are available from which to provide a 

solution to the lexical decision task. However, Kirsner and Speelman (1996) and 

Kirsner (1994) argued that Grant and Logan (1993) ignored the possibility that 

performance on the lexical decision task itself may be subject to a power function speed 

up. 

To this effect, Kirsner and Speelman (1996) measured priming for words 

presented on successive days within one week. They demonstrated that there are three 

components of the processes required to produce a response on a continuous lexical 

decision task: pattern recognition, pre-motor planning, and decision. The amount of 

improvement on each of these processes, they found, decreases as a function of 

increasing practice or frequency of presentation. Each of these components individually 
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conform to a power law. Latency to identify a word depends on the number of 

previous encounters with that particular word. If the task is a naming task, any pre

motor planning processes required to utter the word are subject to power function 

speed-up. Similarly, the speed of a lexical decision depends on the number of times a 

lexical decision has been made on an item. In other words, all components of a task are 

subject to improvement that conforms to a power law of practice. 

This research has two important implications in terms of L2 vocabulary 

acquisition. They are these: (a) word recognition is subject to a power function speed 

up -- the more times a L2 word has been encountered, the the faster the recognition of 

that item will be; (b) initially, savings in recognition time will be substantial, but 

eventually they will decrease to a baseline level (this, as the learner approaches 

fluency). Further, this research has implications beyond those of word recognition: 

pre-motor planning processes involved in L2 word production may also be subject to a 

power function, for example. 

Kirsner and Speelman's (1996) findings complement those of other empirical 

studies. Over a lifetime, low frequency items in a language will be encountered on less 

occasions than high frequency items. A native speaker thus will have relatively little 

practice recognising low frequency items; thus he or she will be at a point where there is 

room for substantial gains when encountering them. On the other hand, high frequency 

items are encountered frequently; thus a native speaker will have had much practice 

recognising a high frequency word; thus he or she will have little room for 

improvement. Therefore a greater amount of priming should occur for low frequency 

items relative to high frequency items. 

A large number of studies corroborate this last point. They have shown that 

there is greater priming for low rather than high frequency items, and they have shown 

this by using a variety of test paradigms -- word fragment completion (MacLeod, 1989; 

Roediger, Weldon, Stadler, and Riegler, 1992), word identification (Jacoby and Dallas, 

1981), and lexical decision (Scarborough, Cortese, and Scarborough, 1977). Thus 

predominant pattern ofresults supports Kirsner and Speelman's (1996) contention that 

priming is subject to a power law of learning; this suggests that the processes that 

underpin the repetition priming effect contribute to the development of automaticity of 

word recognition. 
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These findings translate into practical implications for the learner of a second 

language. Adult native speakers of a language are exposed to 25,000 words per day 

and their entire vocabulary once every 40 days or 9 times per year. 

There is a large imbalance, in terms of frequency of exposure to vocabulary, 

between a native speaker of a language and an adult learning that language as a second 

or even third language (Kirsner, 1994). 

This leads to the question of why the development of automaticity is so 

important to the second language learner. Two answers have been proposed. 

First, a number of studies have demonstrated that it is automaticity that 

distinguishes between even the most fluent of bilinguals and the native language 

speaker. Meara (1996) demonstrated that a group of students studying English as a 

second language took far longer than native language speakers to identify an English 

word buried in a string of random letters. Thus word identification processes were less 

automatic for second language vocabulary than first language vocabulary. Segalowitz, 

Watson and Segalowitz (1995) demonstrated that a student for whom English was a 

second language, was less automatic in recognising English words than three students 

for whom English was their mother tongue. Further, Segalowitz et al. established that 

with increased exposure to target second language vocabulary, word recognition 

processes became more automatic. 

Magiste (1979) compared the performance of a group of native Swedish 

speakers with a group who were not native Swedish speakers but were nonetheless 

very fluent in Swedish (their native language was German, but they had all been 

resident in Sweden for over 20 years). Despite their proficiency in Swedish, and their 

high level of performance in tests of Swedish production and comprehension, these 

participants for whom Swedish was a second language performed poorly on tests of 

word recognition relative to native Swedish speakers. From this, Segalowitz (1991) 

argued that the lack of a second language word superiority effect is due to deficits in 

lower level processes; these include letter feature identification, letter identification, 

generation of grapheme-phoneme translation, and semantic access. Thus a lack of 

automaticity of word recognition appears to be one of things that distinguished a native 

language speaker from advanced bilinguals. 

Second, and more importantly, the development of automaticity is so important 
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to the second language learner because the faster the word recognition process, the 

more attentional resources can be allocated to analysis of word meaning. The more 

automatic the word recognition process, the more time and attention can be allocated to 

such processes as discerning the meaning of a novel word. (See Segalowitz, et al., 

1995 for a similar argument.) This fits well with Stanovich's (1980) observation: 

highly skilled readers are better able to exploit context in order to enhance their 

comprehension of a text than less skilled readers. Paradoxically, the highly skilled 

reader makes less use of context than the less skilled reader (Stanovich, 1980, 1982; 

Stanovich and West, 1979). In other words, recognition processes are slower in less 

skilled readers, and less skilled readers are less able to exploit context in order to bolster 

semantic processing; paradoxically, it is these less skilled readers who tend to most 

need the support of context in order to decipher the meaning of a word. 

Favreau and Segalowitz (1983) provided support for the above view. Two 

groups of bilinguals with fluent listening and speaking skills, both in Ll and L2, were 

compared; these were: (a) a group whose reading was slower in the second language 

than in their native language; and (b) a group who were equally fast at reading Ll and 

L2 material. The task was lexical decision. Half of the target items were preceded by a 

semantically related word and half by a semantically unrelated word. This is known as 

a semantic priming paradigm (Meyer and Schvaneveldt, 1971 ); the typical finding of it 

is that reaction time to a target item is faster when preceded by a semantically related 

item as opposed to a semantically unrelated item. Favreau and Segalowitz revealed that 

the second group, that is, bilinguals whose reading was equally proficient in both native 

and second language, conformed to the typical pattern of results (facilitation when a 

target item is preceded by a semantically related item). By contrast, the first group, that 

is, bilinguals whose reading was slower in the second language than the native 

language, conformed to the typical pattern of results when tested in their native 

language but not in their second language. This suggests that where processing of a 

second language target item is effortful and non-automatic, there are less attentional 

resources available to make use of the semantic context information. 

In sum, the processes that underpin the repetition priming effect are implicated 

in the learning of word form information. Non-word priming literature provides some 

support for the notion that the priming processes may play a role in the learning of 
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novel word form information. The work of Kirsner and Speelman (1996) and Grant 

and Logan (1993) indicates that the processes that underpin the repetition effect may be 

the same as those responsible for the development of automaticity of word recognition. 

The development of automaticity is not only important because it distinguishes between 

the native and second language speakers but also because it permits the reallocation 

attentional resources away from word form recognition to semantic analysis. 

The Modality Issue 

It has been established that the processes that underpin the repetition priming 

effect are implicated both in the learning of novel L2 word form and the development of 

automaticity of word recognition. An important question arises from considerations of 

modality, namely: do the advantages of priming transfer across modalities? To put this 

in empirical terms, does reading a L2 word facilitate subsequent recognition of that 

word in the spoken form? does listening to a L2 radio station promote automaticity of 

both spoken language recognition and recognition of the written language? and does 

reading L2 newspaper promote automaticity of spoken language recognition? 

Experiments 1 to 4 focus on this question. There is no literature which directly 

addresses the effects of modality in repetition priming of second language words; 

however, there is a considerable body of evidence concerning cross modal priming in 

adult speakers of their native language. 

Repetition priming can be described as a reduced latency to identify a stimulus 

following a recent exposure to that stimulus. The studies reviewed so far have held the 

modality constant across the first and second presentations of the stimulus; that is, 

either both first and second presentation of the stimulus were visual or both the first and 

second presentations were auditory. From this one asks: what happens if the first 

presentation of the stimulus is auditory and the second presentation is visual? 

It has been consistently found that a change in presentation modality from first 

to second presentation of a stimulus (i.e., from study to test or from prime to target) 

results in a reduction, but not complete elimination, of priming. In other words, there 

is most facilitation in cases when both the first and second presentation of the stimulus 

are in the same modality, but there is still some facilitation when the first presentation of 
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the stimulus is visual and the second is auditory. This finding has emerged using a 

variety of these paradigms: word fragment completion (Blaxton, 1989; Challis and 

Sidhu, 1993; Craik, Muscovitch, and McDowd, 1993; Donnelly, 1988; Roediger and 

Blaxton, 1987; Srinvas and Roediger, 1990; Weldon, 1991); word stem completion 

(Bassilli et al., 1989; Craik et al., 1993; Graf, Shimamura, and Squire, 1985; 

McClelland and Pring, 1991); partial word identification (Hashtroudi, Ferguson, 

Rappapold, and Chrosniak, 1988); lexical decision (Scarborough, Gerard, and Cortese, 

1979; Kirsner et al., 1983, Exps 2 and 3; Kirsner and Smith, 1974); perceptual 

identification (Jacoby and Witherspoon, 1982; Kirsner et al., 1983, Exps 1, and 4 to 

8). 

In the majority of these experiments, study was both visual and auditory, and 

test was visual. However, in order to claim that performance is enhanced on account of 

a match between the modality of the first and second presentations of stimuli, it is 

necessary to use both auditory and visual tests -- otherwise it could be claimed that 

performance is enhanced merely because the visual modality is superior. 

A number of studies have presented stimuli both auditorily and visually and 

used an auditory test. Jackson and Morton (1984) used an auditory threshold 

recognition test in which stimuli were presented in gradually decreasing amounts of 

white noise. Graf and Schacter (1985) used an auditory version of stem completion 

task. And K.irsner and Smith (1974) used an auditory lexical decision task. The results 

of those studies which used auditory testing procedures were essentially the same as 

those which use visual test procedures: a modality shift results in an attenuation, but 

not elimination, of priming. 

All the studies mentioned above also obtained a significant cross modal 

repetition priming effect; however, a few related studies failed to obtain significant 

cross modal priming. Clarke and Morton (1983 Exp. 2) and Jacoby and Dallas (1981), 

for example, found no cross modal priming -- a perceptual identification test was used 

in both of these. Ellis (1982) found no evidence of cross modal transfer, using an 

auditory perceptual identification task. And both Bowers (1994, Exp. 2) and Kirsner 

and Smith (1974) found no evidence of cross modal transfer -- in both experiments, 

stimuli were legal non-words. 

At this juncture it is useful to address the question of whether there are any 
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differential effects arising from the type of repetition priming test used. Two studies are 

relevant here. Roediger, Weldon, Stadler, and Riegler (1992) compared word stem and 

word fragment completion; results suggested that there are no differences between these 
. . 

two tests, at least as regards the level of priming or retention interval. The authors 

proposed that any difference found between tests may be a function of the frequency of 

stimuli typically used -- word fragment completion tests typically use low frequency 

words as stimuli whereas word stem completion studies tend to use high frequency 

words. Rajaram and Roediger (1993) compared modality effects on word fragment, 

stem completion, anagram solution, and perceptual identification tests. All of these 

tests except anagram solution showed equivalent modality effects. These results 

suggest that the similarities between tests may be more important than their differences. 

The amount of cross modal priming can be expressed as a percentage of the 

amount of within modality priming. Raw data of this kind is not available for the 

majority of cross modal priming experiments. However, on examination of a small 

sample of the studies for which raw data is available, I would tentatively suggest that 

greater amounts of cross modal priming occur in studies where the repetition priming 

effect is measured using word stem or word fragment completion tasks. The following 

studies all used stem or fragment completion tasks and obtained the following amount 

of cross modal priming (expressed as a percentage) relative to within modality priming: 

Blaxton (1989, Exp. 2 - 55%); Graf, Shimamura, and Squire (1985 - 59%); Roediger 

and Blaxton (1987a, Exp. 1 - 57%); Bassilli, Smith, and MacLeod (1989 Exp. 1 -

63%); Hunt and Toth (1990 - 60%). 

Cross modal priming effects of lesser magnitude appears to occur in studies 

when lexical decision or word identification tasks are used. The following studies all 

used stem or fragment completion tasks and obtained the following amount of cross 

modal priming relative to within modality priming (again, expressed in percentages): 

Jacoby and Dallas (1981 - 15%); Clarke and Morton (1983, Exp. 1 - 37%); Kirsner, 

Milech, and Standen (1983 - 39%); Kirsner and Smith (1974 - 44%). The mean 

amount of cross modal priming obtained with word stem and word fragment 

completion procedures is 58.8 percent, and the mean amount of cross modal priming 

using word identification or lexical decision procedures is 33.75 percent. One may thus 

cautiously conclude, as I indicated, that the type of test used has a substantial effect on 
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sample of studies, but it may provide a clue to origin of cross modal priming effects. 

We will return to this point later. 
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Thus priming is greatest where modality is the same on the first and second 

presentations of the stimulus. Neuropsychological evidence supports the notion that 

priming for auditory and visual words rely on separate neural mechanisms: a patient 

with left posterior cortical damage who could not access word form showed no priming 

on tests of visual word identification. However, he showed normal priming on 

auditory tests. Thus a functioning visual word form perceptual system is essential for 

the operation of visual priming (Carlesimo et al., 1994). However, numerous studies 

have demonstrated that cross modal priming takes place, albeit at attenuated levels 

relative to within modality priming. The challenge is therefore to find out what is 

responsible for cross modal priming. However, before we consider this problem, it is 

useful to examine whether the changes in all types of perceptual form affect the 

magnitude of the repetition priming effect. 

Effects of changes in perceptual form. 

A variety of studies have shown that any change in perceptual form, from first 

presentation of target stimuli to second presentation, results in a reduction or complete 

elimination of priming. We shall review (a) the effects of a change in language and (b) 

the effects of a change in case, script, type font typography, and voice. 

Cross language priming. 

Kirsner and Dunn (1989) reviewed six studies examining cross language 

priming in bilingual participants. They concluded that there is no evidence that the 

presentation of a stimulus in one language will prime its translation equivalent in a 

second language, except where participants are instructed to actively translate items 

during the study phase (Basden, Bonilla-Meeks, and Basden, 1994). However, De 

Bot, Cox, Ralston, Schaufeli, and Weltens (1995), using an auditory perceptual 

identification paradigm, revealed that a group of fluent Dutch-English bilinguals 
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demonstrate some evidence of cross language priming. Woutersen (1995) replicated 

this result using both an auditory and visual lexical decision tasks. She suggested that 

the key variable in these experiments was the proficiency level of the participants. With 

increasing language proficiency, connections between lexical items in the two languages 

change. Only fluent bilinguals show any evidence of cross language priming: at a 

novice to intermediate stage of proficiency, connections between lexical items function 

on the level of word form. For extremely proficient (near native) bilinguals, the two 

lexicons are separate, apart from semantic links. However, for the fluent bilingual, 

lexical items are connected at both the level of word form and word meaning. Only 

where items are linked both on the level of word form and word meaning is there any 

cross language transfer. Ll word form does not automatically activate the L2 

translation equivalent unless there is a well established semantic and word from 

association between the items. Priming is most effective where perceptual form is 

preserved from first presentation to second presentation of target items. 

Effects of case, script, type font typography, and voice. 

Effects of a change in case, script, type font, et cetera. are usually very small 

and often non-significant. A change from upper to lower case from study to test is 

associated with a small reduction in the repetition effect (Feustal et al., 1983, Exps 1 

and 3), as is a change in script (from handwritten to typewritten or vice versa) (Clarke 

and Morton, 1983, Exp. 1). Similarly, Jackson and Morton (1984) demonstrated a 

small effect of change in voice in an auditory perceptual identification test. However, 

several studies have obtained a significant effect of a change in typography from study 

to test (Jacoby and Hayman, 1987; Roediger and Blaxton, 1987; Madigan, McDowd, 

and Murphy, 1991). These results are broadly consistent with the notion that repetition 

priming relies on preservation of perceptual form from first to second presentation of 

the target stimuli. 

What is Responsible for Cross Modal Priming? 

It is clear that a change in modality from first to second presentation of a target 
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stimulus leads to an attenuation but not complete elimination of repetition priming. It is 

also clear that priming is sensitive to any changes in perceptual form. I described a 

number of theoretical models of repetition priming. The question thus arises: how do 

these models account for modality effects? 

Models of repetition priming and modality effects. 

The lexical activation hypothesis assumes that the lexicon is composed of 

prototypical representations of lexical items. There is a visual input lexicon and an 

auditory input lexicon. There is no cross communication between these systems except 

via the cognitive system. Modality effects are the result of the separation between 

visual and auditory input lexicons. 

The episodic memory hypothesis assumes that lexical activation is the result of 

parallel activation of multiple episodic memory traces. Modality specificity of repetition 

effects is the result of context dependent memory effects. Memory test scores benefit to 

the extent that operations required at test recapitulate operations required at study. In 

other words, the greater the contextual overlap between first and second presentations 

of a target stimuli, the greater the priming effect. 

Both of these models account for the modality specificity of repetition effects. 

However, there is clear evidence of cross modal priming effects, albeit at an attenuated 

level relative to within modality priming; neither of these models account for this. 

There are, nonetheless, various possible routes of cross modal transfer. It is 

conceivable that automatic grapheme to phoneme translation occurs upon encountering a 

stimulus, thus activating auditory lexical representations in response to visual stimuli. 

It is possible that auditory and visual representations are linked directly such that the 

presentation of an auditory stimulus will excite the corresponding visual presentation of 

that word. Likewise, it is possible that the link between auditory and visual 

representations of a word is mediated by a semantic representation; thus when a word is 

presented in one modality, excitation will spread to the semantic representation of the 

item and thereby to the representation in the other modality. Lastly, it is conceivable 

that explicit memory strategies could be responsible for cross modal priming effects. 

These possibilities will be considered in tum. 
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The grapheme-phoneme translation route. 

It is conceivable that written material is automatically converted into 

phonological code during the reading process and that this provides a route for cross 

modal priming. Indeed, Jacoby and Witherspoon (1982) found that, when participants 

were required to spell visually presented words, there was substantial cross modal 

priming. 

Further, the body of reading literature suggests that there are two possible 

routes to word identification: (a) direct visual access, and (b) phonological access. A 

word may be identified simply on the basis of visual information, this is the direct 

visual access route. Alternatively each grapheme may be converted into a phoneme thus 

creating a phonological representation of the word. This is the phonological access 

route. 

There is a considerable body of evidence that indicates that both routes are used 

in the word identification process. All words are both processed phonologically and 

visually (Van Orden, Pennington, and Stone, 1990). There is, however, some debate 

over the nature of the interaction between the direct visual access route and the 

grapheme phoneme translation route. The central point is that, when reading, both a 

visual and an auditory representation activated. The phonological loop has been 

identified as the system responsible for the conversion of written words into and 

auditory code (see Gathercole and Baddeley, 1993, for review). 

It is thus conceivable that it is where the first presentation is visual, both a 

visual trace and an auditory trace are established at the study phase (the representation 

of the word in the visual and auditory input lexicon is activated), and it is this dual 

activation at the study phase that may be responsible for the cross modal priming effect. 

Alternatively, one may postulate that, where the first presentation of the stimulus is 

auditory and the second visual, it is the dual activation at the test phase that is 

responsible for the cross modal priming effect. 

However, there are various reasons why explanations in terms of grapheme

phoneme translation cannot be held wholly responsible for all cross modal priming 

effects. First, McClelland and Pring (1991) ascertained that significant, though 

reduced, cross modal priming occurred when participants were required to perform 
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articulatory suppression at the study phase. In other words, participants were required 

to engage in irrelevant articulation during the study phase. This prevents the formation 

of an auditory code during the study phase and therefore should eliminate the cross 

modal priming effect. Second, the grapheme-phoneme translation route is more likely 

to be used for non-words or unfamiliar low frequency words (Van Orden et al., 1990). 

This implies that there should be more cross modal priming for non-words than for real 

words. Contrary to this, Bowers (1994, Exp. 2) and Kirsner and Smith (1974) were 

unable to find any evidence of a cross modal repetition priming effect for non-words. 

Lastly, if grapheme to phoneme translation were to be held responsible for cross modal 

transfer, the locus of the repetition priming effect would be at the study phase when 

cross modal priming is from visual study to auditory test; however, the locus of the 

cross modal priming effect would be at the test phase when cross modal priming is 

from auditory study to visual test. It would therefore be reasonable to expect differing 

patterns of effects in these two different situations. However, the literature indicates 

that the effects of auditory to visual priming mirror those of visual to auditory priming. 

A direct link between visual and auditory input lexicons. 

The logogen model assumes that there are no connections between visual and 

auditory input lexicons. Neuropsychological evidence supports the claim that visual 

and auditory priming for words are independent processes relying on distinct memory 

representations (Carlesimo, 1994). It is conceivable that there are direct links between 

the auditory and visual representations; these may be responsible for the cross modal 

priming effect. In other words, when a word is visually presented, this may 

automatically activate its associated auditory form, and, likewise, when it is presented 

aurally, the associated visual representation may be activated. 

There is very little empirical evidence to either support or refute this possibility; 

however, Komatsu and Naito ( 1989) exploited some of the idiosyncrasies of the 

Japanese language to investigate whether direct links of this kind could account for 

cross script priming. Specifically, they investigated whether an imaging strategy could 

account for cross script priming. Japanese uses two different scripts: Japanese native 

words are written exclusively in Hiragana whereas foreign loan words are written in 
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Katakana. It is nonetheless possible to write and understand words written in the 

wrong script. Komatsu and Naito employed a cross script paradigm in which first and 

second presentations of words were presented in different scripts. This arrangement 

paralleled the cross modal situation. It is unlikely that words would be imaged in a 

script that was orthographically unfamiliar and unacceptable, yet the experiment's 

results nonetheless indicated a substantial amount of cross script priming. Thus it 

seems unlikely that a whole word imaging strategy is responsible for cross script 

priming; hence it seems unlikely whole word imaging can be implicated in cross script 

priming. In addition to this, one could argue, constant cross modal activation of whole 

word representations would be contrary to the interests of cognitive economy. 

Semantic mediation. 

The logogen models assumes that the only link between auditory and visual 

input lexicons is the cognitive system. The store for visual word form information and 

the the store for auditory word form information are both linked to a single semantic 

store contained within the cognitive system. It is possible that activation of semantic 

representations may mediate cross modal priming effects. There are various sources of 

support for this view. Bowers (1994, Exp. 2) and Kirsner and Smith(1974) were 

unable to find evidence of a cross modal repetition priming effect for non-words. This 

suggests that, when a word form is not associated with a semantic representation, there 

is no cross modal priming; and, when there is no possibility of semantic mediation, 

there is no cross modal priming effect. 

Bassili, Smith, and MacLeod (1989) examined whether semantic activation of 

an item is sufficient to support priming. Two types of sentences were presented: those 

which contained the target noun (e.g., the ladder was used to climb the roof); and those 

in which the target noun was merely inferred (e.g., the support was used to climb the 

roof). If priming relies on consistency of perceptual form between the study phase and 

the test phase there should be no priming for inferred nouns. In fact, there were equal 

amounts of priming for inferred nouns in both cross and within modality conditions. 

Thus semantic activation alone in the absence of the presentation of either auditory or 

visual word form is sufficient to produce a priming effect. 
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To summarise. In the absence of a semantic representation for a word form (a 

non-word), there is no evidence of cross modal priming. Further, activation of the 

semantic representation in the absence of activation of the actual word form is sufficient 
. . 
to product a priming effect. 

Explicit memory strategies. 

It is conceivable that performance on a test of repetition priming may be 

enhanced by explicitly recalling the actual study episode. For example, if struggling to 

complete a particular stem or fragment, it may be helpful to recall explicitly which items 

featured in the study list and to try all of those items as possible completions. 

However, it is not obvious how such explicit recall strategies could facilitate 

performance on lexical decision, perceptual identification, or naming tasks. 

It is important to note that performance on explicit memory tasks is not modality 

specific. The use of explicit memory strategies may be responsible for the cross modal 

priming effect. The tentative suggestion was made earlier that experiments that used 

word fragment completion and word stem completion tended to produce larger amounts 

of cross modal priming. At an intuitive level, it seems that stem and fragment 

completion tests would permit greater use of explicit memory strategies. Indeed, it is 

possible to tum these tests into tests of explicit memory merely by changing the 

instructions (Graf, Shimamura, and Squire, 1985). Where there is more possibility for 

use of explicit strategies, there seems to be greater amounts of cross modal priming. 

Performance on explicit memory tasks is sensitive to depth of processing (Craik 

and Lockhart, 1972). If performance on a test of repetition priming is sensitive to depth 

of processing manipulations, then performance to some extent can be attributed to 

explicit memory strategies. A number of studies have manipulated depth of processing 

during the study phase by introducing either: (a) a perceptual (shallow processing) 

orientation task, such as counting the number of vowels in a target word; or (b) a 

semantic ( deep processing) orienting task, such as a pleasantness rating task. If 

performance is enhanced by semantic orientation as opposed to perceptual orientation, it 

can be inferred that depth of processing influenced performance. Challis and 

Broadbeck ( 1992) reviewed the literature relating to the effects of depth of processing 
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manipulations on word fragment completion tasks. They concluded that depth of 

processing consistently affects performance. Further, Challis and Broadbeck (1992) 

replicated this finding; however, they also found that an increase in the number of 

distracter items at study and test reduced the effects of depth of processing. This data is 

consistent with the view that the use of explicit strategies may influence performance in 

word fragment completion. Srinvas and Roediger (1990) and Carlesimo et al. (1994) 

have also found that depth of processing influence word fragment completion. 

Thus focusing on the meaning of an item during the study phase facilitates 

subsequent performance in word fragment completion task. Word fragment completion 

benefits from semantic elaboration. Further, greater amounts of cross modal priming 

tend to occur using word fragment completion tasks rather than word identification or 

threshold recognition tasks. This suggests that cross modal priming is at least in part 

due to the use of explicit memory strategies. However, an alternative explanation is 

possible: the phenomenon may indicate that cross modal priming benefits from the 

activation of the semantic representation of a word as well as the word form 

representation. In other words, the depth of processing manipulation may serve to 

ensure that the semantic representation of an item is activated. This semantic 

representation may serve to link auditory and visual word form representations. Thus 

this evidence could also be used in support of both the semantic mediation hypothesis 

and the explicit memory hypothesis. 

One of the most compelling arguments against the notion that explicit strategies 

are responsible for cross modal priming is that there is evidence for cross modal 

transfer in amnesiacs (Graf, Shimamura, and Squire, 1985). However, inspection of 

the data reveals that it is possible that residual explicit memory capacity is responsible 

for this result. Fifty-nine percent of the items for which there was evidence of cross 

modal facilitation were also explicitly recalled in a free recall test. Thus the evidence is 

ambiguous. 

Summary 

Explicit memory can be defined as the willed conscious recollection of past 

experiences and implicit memory can be defined as the phenomenon whereby previous 
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experiences affect performance on a task without conscious recollection of the learning 

event (Schacter, 1987). 

Repetition priming is a function of implicit memory; it can be indexed by a 

reduced latency to identify a word following a recent exposure to that word, and this 

can be done without the requirement of conscious recollection of the actual episode in 

which the word was encountered. Repetition priming is measured by presenting a set 

of stimuli twice. The first presentation of a stimulus is called the study or prime phase, 

the second presentation is called the test or target phase. On the second presentation of 

a stimulus the effect of having previously encountered the stimulus is measured, either 

in terms of reduced latency to recognise a word or in terms of an increased probability 

of selecting the item for use. The tasks commonly used include: (a) lexical decision, (b) 

naming, (c) threshold recognition, (d) stem completion, and (e) fragment completion. 

Unlike measures of explicit memory, repetition priming is only marginally affected by 

depth of processing manipulations (Jacoby and Dallas, 1981), demonstrates no pro or 

retroactive interference (Graf and Schacter, 1987), no rapid decay of effects (Tulving et 

al., 1991), is preserved in amnesia (Warring ton and Weiskrantz, 1968), and is affected 

by changes in perceptual form (Jacoby and Hayman, 1987; Jackson and Morton, 

1984). 

There is some debate about whether the dissociation between implicit and 

explicit measures of memory reflect the operation of two separate memory systems 

(Tulving and Schacter, 1990) or two different types of processing (Bransford, Franks, 

Morris, and Stein, 1979). Similarly, there is little consensus as regards the nature of 

the priming phenomena itself. The lexical activation hypothesis assumes that the 

lexicon is composed of a set of prototypical representations of lexical items (logogens) 

stored in separate visual or auditory input lexicons. Activation of a lexical 

representation lowers the threshold of subsequent reactivation (Clarke and Morton, 

1983; Jackson and Morton, 1984). The episodic memory hypothesis assumes that a 

lexical representation is composed of multiple memory traces of episodes on which a 

particular lexical item has been encountered. The parallel activation of these traces 

functions as a prototypical representation of a word (Hintzman, 1986). According to 

proponents of this view, an episodic memory trace is formed during the study phase. 

Reactivation of that memory trace at test is responsible for the priming effect. The 
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extent of the priming effect is determined by the extent to which processing operations 

at test recapitulate those of the study episode (Jacoby, 1983). There are also a number 

of hybrid explanations that combine elements of both of these models (e.g., Feustal et 

al., 1983). 

The processes that underpin the repetition priming effect may play an important 

role in second language vocabulary acquisition; they are nonetheless implicated only in 

the learning of word form not word meaning: studies of amnesia reveal that implicit 

learning mechanisms are sufficient to support repetition priming but not the learning of 

new concepts or the linking of previously unassociated concepts (Schacter and Graf, 

1986; Shimamura and Squire, 1989). The evidence for non-word repetition priming 

was examined in order to cast some light on the question of the role of repetition 

priming in the learning of novel word forms. The evidence of repetition priming for 

non-words is mixed: non-word priming seems to depend on the type of test used, the 

lag between first and second presentations of target items, and the lexicality of non

words. However, none of these variables reliably distinguishes between those studies 

that have found evidence of non-word priming and those that have not. The weight of 

evidence suggests that non-word priming does occur, at least under some 

circumstances, even in amnesic patients (Cermak et al., 1988, Gordon, 1988). 

The work of Grant and Logan (1993) and Kirsner and Speelman (1996) 

suggests that the processes that underpin repetition priming are implicated in the 

development of automaticity of word recognition. These studies demonstrate that the 

recognition time for a word gradually decreases over successive presentations of words 

according to a power function: the amount of additional facilitation decreases with each 

successive presentation. Automaticity of word recognition is a function of number of 

exposures to a particular word over a lifetime. This is consistent with the finding that, 

in tests of repetition priming, there is greater facilitation for low frequency as opposed 

to high frequency items (McLeod, 1989; Roediger et al., 1992, Jacoby and Dallas, 

1981, Scarborough et al., 1977). This is also consistent with experimental findings 

that lack of automaticity distinguishes very fluent second language speakers and native 

language speakers (Magiste, 1979). The development of automaticity of word 

recognition is important because it frees up attentional resources for the analysis of 

word meaning (Stanovich, 1980, 1982; Favreau and Segalowitz, 1983) 
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If the processes that underpin repetition priming are an integral part of both the 

learning of a novel L2 word form and the development of automaticity of L2 word 

recognition, it is important to establish effects of modality. Can we learn about the 

written language from exposure to the spoken language and vice versa? The question 

can be rephrased: "Is there evidence of cross modal priming?" The typical finding that 

has emerged from studies of native language priming is that a change in modality from 

first to second presentation of a target stimulus leads to an attenuation of, but not 

complete elimination of, priming: a number of studies have found evidence of 

significant cross modal priming (Blaxton, 1989; Challis and Sidhu, 1993; Craik, 

Muscovitch and McDowd, 1993; Donnelly, 1988; Roediger and Blaxton 1987; Srinvas 

and Roediger, 1990; Weldon, 1991; Bassilli et al., 1989; McClelland and Pring, 1991; 

Hashtroudi et al., 1988; Scarborough et al., 1979; Kirsner et al., 1983: Jacoby and 

Witherspoon, 1982; but see Jacoby and Dallas, 1981; Ellis, 1982). Further, any 

change in perceptual form leads to a reduction in the repetition priming effect (Feustal et 

al., 1983; Jackson and Morton, 1984; Jacoby and Hayman, 1987; Roediger and 

Blaxton, 1987). Both the lexical activation hypothesis and the episodic memory 

hypothesis assume that repetition priming is modality specific; neither allows for cross 

modal transfer 

There are, nonetheless, various possible routes of cross modal transfer. Direct 

grapheme-phoneme translation may occur as a result of the use of the phonological 

access route to word identification in reading (Van Orden et al., 1990). However, 

evidence of significant cross modal priming under conditions of articulatory 

suppression (McClelland and Pring, 1991) argues against this as the primary route of 

cross modal transfer; and the lack of an enhanced cross modal priming effect for those 

items more likely to use the phonological access route argues likewise (Bowers, 1994). 

There is very little evidence to either confirm or refute the notion that there are direct 

connections between visual and auditory lexical representations. Spreading of 

activation from visual to auditory word form representations may account for cross 

modal priming effects. However, Komatsu and Naito (1989) demonstrated that a 

whole word imaging strategy cannot account for cross modal priming effects. It is 

possible that the link between visual and auditory lexical representations is mediated by 

a semantic representation. There are two sources of support for this view: (a) there is 
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no evidence of cross modal priming for non-word items that lack an associated semantic 

representation (Bowers, 1994; Kirsner and Smith, 1974); and (b) semantic activation in 

the absence of the actual word form is sufficient to support a priming effect (Bassilli, 

Smith, and McLeod, 1989). Lastly, it is conceivable that explicit memory strategies 

(explicitly recalling items on the study list) could account for the cross modal priming 

effect. There are two reasons to suspect that this is the case. Word stem and word 

fragment completion benefit more than other test tasks from the use of explicit memory 

strategies, and studies that have used word stem or word fragment completion have 

tended to produce the strongest cross modal priming effects. Similarly, word stem and 

word fragment completion tasks tend to benefit from semantic elaboration during the 

study phase (Challis and Broadbeck, 1992). 

Research Questions 

Experiments 1 to 4 were designed to examine some specific questions. It is 

clear that fluent adult speakers show a reduced latency to identify a native language 

word following a recent exposure to that word without requiring conscious recollection 

of the learning episode. In other words, repetition priming effects are generally evident 

in adult native language speakers with native language vocabulary. But what about 

second language learners? Do second language learners show a reduced latency to 

identify a second language word following a recent exposure to that word? The key 

issue can be phrased thus: Are repetition priming effects operative in the second 

language learner with second language vocabulary? 

It is clear that a change in modality from the study phase to the test phase leads 

to attenuation of, but not complete elimination of, priming in adult fluent native 

language speakers -- in paradigms that use native language vocabulary at least. Thus 

the question arises: are the modality effects the same for learners operating in their 

second language? 

It is clear that priming is a function of number of exposures to a stimulus. It is 

also clear that priming is greater for low frequency as opposed to high frequency 

vocabulary in native language speakers. If the magnitude of the priming effect is a 

function of number of exposures to a particular word, the priming effect should be of a 
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greater magnitude when stimuli are low frequency words as opposed to high frequency 

words. Similarly, second language learners will have had less exposure to stimuli than 

native language speakers; as a consequence, the priming effect should be of a greater 

magnitude when stimuli are second language words as opposed to native language 

words 

What of proficiency? Will priming be greater for less proficient learners of a 

second language? Will modality effects be a function of proficiency? Will cross modal 

priming be evident only in more proficient bilinguals? These are the questions that this 

part of the thesis addresses. 
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The goal of this series of four experiments was to investigate repetition priming 

effects in second language learners. The immediate difficulty was to find a repetition 

priming task suitable for use with second language learners. The most frequently used 

tasks in experiments of this sort are lexical decision, word stem completion, and word 

fragment completion. Lexical decision is not appropriate for use as a repetition priming 

task with a sample of second language learners: if used as a test of repetition priming it 

is implicit in the task that participants will be able to accurately differentiate between a 

second language word and a non-word; and there is no way of guaranteeing that all 

second language learners are aware that all target word items are real English words. 

Neither word stem and word fragment completion tasks are appropriate for use 

with second language learners: both of these tasks are affected by lexical set size (i.e., 

the number of possible completions for a word stem or a word fragment). The fewer 

possible completions, the greater the probability of completing the stem or fragment 

with a previously studied word (Nelson, Canas, Bajo, and Keelean, 1987). The 

participants for whom stimuli are second language words may only know one possible 

completion for a stem or a fragment; if this one possible completion happened to be a 

target item, it could be argued that any effects were not due to priming but to a limited 

lexicon. Further, all of these tasks lack ecological validity. 

With the above in mind, a series of pilot studies were conducted in which both a 

threshold recognition task and a word naming task were used to measure repetition 

priming effects. These pilots were an attempt to develop a repetition priming appropriate 

for use with a sample of second language students for whom stimuli were second 

language words. However these pilot studies failed to achieve this. 

The naming task consisted of two phases: study phase and a test phase. In the 

study phase participants heard and read some words. In the test phase, participants 

were required to read aloud a visually presented word. It was predicted that words that 

had been studied prior to the test phase would be read faster than those that had not. 

However, individual differences in the the ability to use grapheme to phoneme 
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translation rules acted as a confounding variable; further, the ability to articulate certain 

phonemes varied not only between individuals but also between nationalities. These 

confounds swamped any priming effects. 

The threshold recognition task again consisted of two phases: study phase and a 

test phase. In the study phase participant saw and heard target words. In the test phase 

participants were required to read a word presented for very short exposure durations in 

order to establish a threshold at which participants were able to recognise words 

presented. Words were initially presented for 20 ms, then the exposure duration was 

increased by increments of 20 ms until the participant was able to correctly recognise 

the item (i.e. if the participant was unable to recognise the word at 20 ms exposure 

duration was increased to 40 ms; if the participant was still unable to recognise the item 

exposure duration was increased to 60 ms and so forth). Following each trial 

participants were asked to respond by typing the word identified into a dialogue box in 

screen. However, there are two methodological flaws in this procedure: First, this 

procedure did not permit both increases and decreases in exposure duration which 

would have provided a more sensitive measure of threshold recognition. Second, 

participants frequently misspelled or mistyped target items, on such trials it was 

impossible to ascertain whether the item had been accurately identified. 

All the usual repetition priming tasks were seemingly unsuitable for use with a 

sample of second language learners of limited lexical competence. Meara (1996) 

demonstrated that second language learners were slower than native language speakers 

in performing a visual search task in which a word was buried in a sequence of random 

letters. From this he concluded that native language speakers are more automatic in 

their word recognition than are second language learners. This result intimated that a 

visual search task may act as a good measure of automaticity of word recognition. Any 

test of automaticity of word recognition is suitable for use as a test task within a 

repetition priming paradigm. Meara's (1996) research also suggested that the visual 

search task may be suitable for use with a sample of second language learners. This 

task neither suffers from the confounds associated with the conversion of graphemes to 

phonemes, nor from those associated with articulation. It is more ecologically valid 

than lexical decision, word stem completion, and word fragment completion tasks. 

Experiment 1 examined repetition priming effects using a visual search task as a 
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test task. A visual search task has not previously been used as a test task within the 

context of a repetition priming paradigm. It is necessary to examine its effects in native 

language speakers before using it with a sample of second language learners. This 

experiment did exactly that. 

The experiment was divided into two phases: a study phase and a test phase. In 

the study phase a set of target words was presented visually and a different set of target 

words was presented auditorily. In the test phase participants were asked to identify a 

target word buried in a jumble of random letters. One third of target items had 

previously been studied visually and one third had been studied auditorily; the 

remaining third acted as non-studied control items. Frequency of the stimuli was also 

manipulated: half of the stimuli were high frequency items and half were low 

frequency. 

A number of studies have demonstrated that priming is attenuated but not 

eliminated by a change in modality from the study phase to the test phase (Blaxton, 

1989; Challis and Sidhu, 1993; Craik, Muscovitch, and McDowd, 1993; Donnelly, 

1988; Roediger and Blaxton, 1987; Srinvas and Roediger, 1990; Weldon, 1991; 

Bassilli, Smith, and MacLeod, 1989; McClelland and Pring, 1991; Hashtroudi, 

Ferguson, and Rappapold, 1988; Kirsner, Milech, and Standen, 1983; Jacoby and 

Witherspoon, 1982). Priming is greatest when target items are both studied and tested 

within the same modality. But priming is nonetheless significant when items are 

studied auditorily and tested visually. In Experiment 1, the test phase was visual, 

therefore a larger priming effect was expected for visually as opposed to auditorily 

studied items. Despite the fact that this experiment used a novel test procedure, it was 

predicted that this experiment would replicate the finding that priming is attenuated but 

not eliminated when target words are presented auditorily in the study phase and 

presented visually in the test phase. In other words, it was predicted that there would 

be significant within modality priming for visually studied items and significant cross 

modal priming for auditorily studied items. Further, it was predicted that the cross 

modal priming effect would be attenuated relative to the within modality priming effect. 

Further, as a consequence of the priming effect, it was predicted that there would also 

be less failures to identify visually studied items than control item, and less failures to 

identify auditorily studied items than control items. Further, it was predicted that 
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facilitation, in terms of number of errors, would be greatest for visually studied items as 

opposed to auditorily studied items. 

Kirsner and Speelman (1996) and Grant and Logan (1993) have suggested that 

priming is a function of number of exposures to a target item; this relationship is 

characterised by a power function such that the amount of facilitation decreases on each 

successive exposure to a stimulus. In accordance with this, a number of studies have 

demonstrated that the priming effect is most pronounced for low frequency items as 

opposed to high frequency items (MacLeod, 1989; Roediger, Weldon, Stadler, and 

Riegler, 1992; Jacoby and Dallas, 1981; Scarborough, Gerard, and Scarborough, 

1977). Apropos Experiment 1, it was predicted that there would be an effect of 

frequency: it was expected that response latency would be faster for high frequency as 

opposed for low frequency items, but that priming effects would be most pronounced 

when the stimuli were low frequency words. 

Specific Predictions 

To summarise, Experiment 1 tested a number of specific predictions from the 

above reviewed literature, namely: 

1. There will be significant within modality priming: response latencies to 

visually studied items will be significantly faster than response latencies to unstudied 

control items. 

2. There will be significant cross modal priming: response latencies to 

auditorily studied items will be significantly faster than to unstudied control items. 

3. The cross modal priming effect will be attenuated relative to the within 

modality priming effect: there will be greater facilitation for the items studied and tested 

within the same modality, less facilitation for the items studied and tested in different 

modalities. 

Priming effects will also manifest themselves in terms of fewer errors for 

studied as opposed to control items. In other words, there will be fewer failures to 

accurately identify those items encountered in the study phase as opposed to control 

items. The effects of study modality and frequency on the number of errors will 

parallel the predicted effects of these variables on response latency. Thus, the above 
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three predictions are mirrored in the next three. 

4. There will be fewer errors for visually studied items than for control items. 

5 . There will also be fewer errors for auditorily studied items than for control 

items. 

6. Facilitation (fewer errors) will be greatest for visually studied items as 

opposed to auditorily studied items: the fewest errors will be made to visually studied 

items, the most will be made to control items, and intermediate quantity of errors will be 

made to auditorily studied items. 

7 . There will be an effect of frequency: response latencies will be faster to high 

frequency than to low frequency items. 

8. The effect of study modality will be dependent on frequency: there will be a 

greater priming effect for low frequency as opposed to high frequency items. 

9. There will be a greater number of errors made to low frequency items as 

opposed to high frequency items. 

10. The effects of study modality on the number of errors will be most 

pronounced for low frequency as opposed to high frequency items. 
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Method 

Participants 

Participants were 27 undergraduates reading for a degree in psychology at the 

University of Wales, Bangor. Nine were male and eighteen female. All were members 

of the student participant panel and participated in this experiment as a course 

requirement. They were aged between the ages of 18 and approximately 50 (the upper 

limit is not known; this is because of the reluctance of some participants to reveal their 

age). All participants were first language English speakers. 

Design 

A 2 x 3 repeated measures design was used. There were two within subjects 

variables -- frequency and study modality. The frequency variable had two levels: high 

and low. The variable of study modality had three levels: visual, auditory, and control. 

A counterbalancing procedure was used to control for any effects of particular 

stimuli. Stimuli were divided into three blocks (block one, block two, and block three). 

A balanced Latin Square Design was used to determine which blocks of stimuli would 

be used in each level of study modality (visual, auditory, or control). Participants were 

allocated to one of three levels of the stimulus sample type variable (stimulus sample 

type one, stimulus sample type two, and stimulus sample type three). There was an 

equal number of participants in each stimulus sample type group; the allocation of 

participants to each group was quasi random and based on the participants' choice of 

appointment time. For one third of the participants (stimulus sample type one 

participants), block one stimuli were studied auditorily, block two stimuli were 

controls, and block three stimuli were studied visually. For one third of participants 

(stimulus sample type two participants), block one stimuli were studied visually, block 

two were studied auditory, and block three stimuli were controls. For the final third of 

participants (stimulus sample type three participants), block one stimuli were controls, 

block two were studied visually, and block three were studied auditorily. There were 

nine participants of each stimulus sample type. 
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The study phase of the experiment consisted of two parts: auditory study and 

visual study. In order to control for any order effects, half of the participants of each 

stimulus sample type group performed the visual study phase before the auditory phase; 

the remaining half of each stimulus sample type group performed these tasks in the 

reverse order. (See Appendix lA for further explanation of the counterbalancing 

system.) 

Apparatus 

All testing was done individually using an Apple Macintosh computer. The 

tasks were generated using HyperCard. Participants were seated approximately one 

foot away from the 15 inch monitor. The HyperCard card on which the experiment 

took place filled the screen and was 1152 by 870 pixels in size. In order to record 

response latency, the HyperCard timing system was used; this relies on the Macintosh 

internal timer. Response latency in this system is recorded in ticks and is accurate to 

16.67 ms. A Phillips cassette recorder was used to present auditory stimuli. 

Participants were seated no more than three feet away from the tape recorder. 

Stimuli 

Ninety bisyllabic nouns were used. All words contained between six and eight 

letters. Certain criteria were used in selecting target items. The first was that no target 

item should contain a sequence of letters that was in itself a lexical item. For example, 

"handbag" would not be selected as a target item because both "hand" and "bag" are 

lexical items in their own right. However, there were three stimuli that did not satisfy 

this condition: "belfry", which contains the word "fry"; "sampler", which contains the 

word "sample"; and "curfew", which contains the word "few". Their inclusion was 

accidental. 

Half of the words were low frequency and half were high frequency. High 

frequency items had a mean Kucera - Francis value of 111, and the low frequency items 

had a mean Kucera - Francis value of 2.5 (Kucera and Francis, 1969). Kucera and 

Francis' frequency values represent the number of occurrences per million of a 
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particular token. High frequency items had a Thorndike-Lorge mean frequency value 

of 669, and low frequency items had a Thorndike-Lorge mean frequency value of 9.2 

(Thorndike and Lorge, 1945). The frequency values of high frequency items ranged 

from 37 to 847 (Kucera-Francis frequency values) or 83 to 3574 (Thorndike-Lorge 

frequency values). 

There were a number of criteria used in selecting stimuli. Satisfying all these 

criteria proved difficult; therefore it was necessary to include five stimuli in the high 

frequency condition that had Kucera-Francis values of below 50. However, all of these 

items had relatively high Thorndike-Lorge frequency values. Kucera-Francis frequency 

values of the low frequency stimulus set ranged from 0 to 10, and Thorndike-Lorge 

from Oto 30. 

It is conceivable that imagability and concreteness could act as confounding 

variables if not controlled; this is because high frequency items tend to have high 

imagability and concreteness values whereas low frequency items tend to be associated 

with low imagability and concreteness rating. Irnagability and concreteness were 

controlled by ensuring that the imagability and concreteness values of items selected fell 

within a limited range of values. Frequency values for all items fell between 257 and 

608. Imagability and concreteness norms were derived from the Oxford 

Psycholinguistic database (Quinlan, 1992), which uses values derived from an 

amalgamation of the Toglia and Battig (1978) and Gilhooly-Logie (1980) norms. The 

mean imagability value for high frequency stimuli was 510 and for low frequency 

stimuli 495. The mean concreteness value for high frequency stimuli was 489 and for 

low frequency stimuli 532. The range of imagability and concreteness values was 

larger for low frequency items than for high frequency items, but the mean imagability 

and concreteness values were similar for high and low frequency items. 

Some authors (e.g., Connine, Mullennix, Shernoff, and Yelen, 1992) have 

suggested that familiarity is a more important psycholinguistic variable in auditory word 

recognition than frequency . This experiment was concerned with visual word 

recognition; nonetheless, an attempt was made to ensure that high and low frequency 

groups differed also in familiarity. Familiarity norms were derived from the Oxford 

Psycholinguistic database (Quinlan, 1992), which arrived at the values used by 

blending together three sets of familiarity norms -- Gilhooly and Logie (1980), Paivio 
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(unpublished), and Toglia and Battig (1978). The mean familiarity value for high 

frequency items was 559 and for low frequency items 414. (See Appendix 1B for all 

normative data.) 

Table 1.1 

Normative Data of Target items 

High Frequency 

Mean 

M SD Range B11 B12 B13 

No of letters 6.3 .56 2 6 6 6 

K-F Frequency 111.13 121.82 810 139 98 97 

T-L Frequency 668.96 654.17 3491 720 685 601 

Familiarity 558.9 46.12 245 541 561 575 

Concreteness 489.24 75.85 236 452 516 500 

imagability 509.8 78.36 282 480 519 530 

Low Frequency 

Mean 

M SD Range B11 B12 B13 

No of letters 7 1 2 7 7 7 

K-F Frequency 3 4 20 2 2 4 

T-L Frequency 9 13 69 5 10 12 

Familiarity 414 78 320 390 404 447 

Concreteness 532 79 388 544 546 504 

imagability 495 87 336 495 594 495 

Note. Bl 1 = Block one, Bl2 = Block two, Bl3 = Block three, No of letters= number of letters, K-F 

frequency = Kucera-Francis frequency, T-L = Thorndike-Lorge frequency, n = 90 

54 
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High and Low frequency stimuli were divided into three blocks. Blocks were 

matched according to frequency in order that the mean frequency values of each block 

were comparable (see Table 1.1 ). The mean Kucera-Francis value for block one is 

somewhat higher than that for blocks two and three. This is due to one item ("people", 

which has a frequency value of 847). Familiarity, concreteness, and imagability values 

of each block of stimuli did not differ greatly from one another (see Table 1.1 ). 

Test string 

Target words were buried in a string of random letters such that test strings 

contained 50 letters including those letters that made up the target item. Strings of 

letters were generated on the basis of random selection of letters. There were no breaks 

in the string and the target item featured only once in the string. After letters had been 

randomly generated, strings were edited to ensure that no lexical items apart from the 

target item appeared in the string. For example, the test item in the following string is 

"soccer". 

nsmpiufzusijjngxttnkeolorsojmgudnjjgzkzsoccerrtnuwz 

(See Appendix IC for test strings). All of the 90 test strings were different from one 

another. 

Procedure 

Auditory study. 

Participants were instructed as follows: 

You are about to hear a tape recording of a number of words. Your task is 

simply to listen carefully to each word as it is spoken. The experimenter 

will tell you when to begin. 
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Participants were presented with a tape recording of 30 words which were either 

block one, block two, or block three words depending on which stimulus sample type 

group to which the participant had been allocated. Stimuli were spoken by a monotone 

female voice at a rate of approximately one word every three seconds. There was 

approximately half a second interval between each word. Stimuli were presented in a 

random order (10 separate recordings of the stimuli were made. In each recording, 

stimuli were spoken in a different random order). 

Visual study. 

Participants were presented with the following instructions: 

We are about to show you 30 words, one at a time. Your task is simple: 

just read each word silently to yourself whilst it is shown. Click the mouse 

button when you are ready. 

Thirty words were presented individually. Block one, block two, or block three 

words were presented depending on the stimulus sample type group to which the 

participant had been allocated. Each word was displayed in the centre of the HyperCard 

card. Words were presented in "Times" 24 point. Each word was presented for three 

seconds. Immediately following the presentation of each word, and 30 ms before the 

presentation of the next item, the computer gave a short beep. There was a 30 ms 

interval between the presentation of each word. 

Test. 

There was a two minute interval between the end of the study phase and the start 

of the test phase. During this time participants were instructed to "take a break". At the 

end of this rest break the computer emitted a beep. 

Participants were instructed as follows: 

Welcome! In this experiment your job is to find hidden words as 
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quickly as possible. You will be shown a line of letters with a word 

hidden in it. Like this: 

wvwlyi kxkwcysknstwoqlth u kabvjjgxreykrraruvpcpbsyd 

You should search until you see a word you know - "two" in this 

example: 

wvwlyikxkwcysknstwoqlthukabvjjgxreykrraruvpcpbsyd 

*** 

As soon as you see the word, click on the mouse button. The screen 

will then clear and you will be asked to type in the word you saw. Then 

you will move on to the next trial. Some words will be very common, 

some less familiar. We will begin with five trials for practice. Ask the 

experimenter if you have any difficulties throughout this practice 

session. Afterwards there will be 90 trials for real. Click the mouse 

button when you are ready to continue. 
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On each trial, participants were presented with a test string containing a target 

stimulus. The target items were made up of the 30 words that had previously been 

presented in the auditory study phase, 30 words that had been previously presented in 

the visual study phase, and 30 control words that had been presented neither in the 

visual nor the auditory study phases. There were 90 test trials. On each target trial, a 

different target item, buried within a string of random letters, was presented. The task 

participants were asked to perform was to find a word from amongst the random letters. 

Trials were presented in a random order. 

Before the presentation of each test string, a message appeared on the screen for 

two seconds instructing participants: "Now put your hand on the mouse". The 

presentation of each test string was accompanied by a short boop sound from the 

computer. The test strings were displayed in the centre of the HyperCard card in 

"Monaco" 14 point. Participants had been instructed to click the mouse as soon as the 

target word had been identified. The test string remained on the screen until the mouse 
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click. The latency from the presentation of the stimulus string to the mouse click was 

recorded. Following the mouse click, a dialogue box appeared in the centre of the 

screen. Participants were prompted to type the target word into the dialogue box. The 

words "What was it" were at the top of the dialogue box, and this there was a 

rectangular box in which the participant could type responses. Participants were 

instructed to click the OK button (at the comer of the dialogue box) once they had 

completed typing in the response. If the response was correct (the participant had 

picked the target item out of the random letters), the word "Yes!" appeared in the centre 

of the card for one second, and the computer emitted a high pitch bing sound. If the 

response was incorrect (the participant had failed to find the target item), the computer 

emitted a low pitch boop. The test string was then presented again, but the target word 

was not only presented as part of the original test string but also a second time 

immediately the original target item, thus alerting the participant to the location of the 

target item. It remained on the screen for three seconds. 

Test trials were presented in random order. There were five practice trials. In 

these practice trials target items were "one", "two", "three", "four", and "five" 
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Results 

A mean response latency was calculated for all correct responses within each 

condition. A response was scored as correct when the participant had selected the target 

item. Occasionally, the participants response was incorrectly spelled. Where this 

happened, but the response represented a phonetically feasible spelling of the target 

item, the response was scored as correct. For example, if the target item was "casket" 

and the response was "cascket", the response this was scored as correct. If the 

response was phonetically similar to the target item, but was a lexical item in its own 

right, the item was not considered correct. For example, if "sampler" was the target 

item and "sample" was given as a response, this was scored incorrect. 
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Figure 1.1 Mean response latency ( +SE) at each level of study modality and frequency 

Note. n = 27 (the number of observations per bar) 

Inspection of Figure I. I reveals that response latency is shorter for high 

frequency items than for low frequency items. Low frequency data conforms to the 

predicted pattern of results: response latency is shortest for visual items, followed by 

auditory items, followed by control items. With high frequency items, the data 
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diverges from this pattern. Although response latency is shortest for visually studied 

items, response latency is marginally longer for auditory than control items. 

Set 1 Analyses: Analyses Using Mean Response Latency by each 

Participant as the Dependent Variable 
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A 2 x 3 x 3 (Frequency x Study Modality x Stimulus Sample Type) repeated 

measures ANOV A was performed. This revealed a significant main effect of frequency 

E (1, 24) = 84.7312 = .0001, a significant main effect of study modality E (2, 48) = 5.8 

l! = .005, and a significant interaction between frequency and study modality E (2, 48) 

= 3.41 n = .041.(see Appendix ID for Summary Table). 

A priori planned means comparisons were performed to further investigate the 

main effect of study modality. These revealed a significant difference between the 

visual and control conditions E (1, 48) = 11.4512 = .001, but no significant difference 

between auditory and control conditions. There was also a significant difference 

between visual and auditory conditions E (I, 48) = 4.086 l! = .048. A priori planned 

means comparisons were used to investigate the interaction between study modality and 

frequency. These revealed significant differences between low frequency visual and 

control conditions E (I, 48) = 19.05 l! = .001 and between low frequency auditory and 

control conditions E (1, 48) = 5.8 and l! = .019, but no significant difference between 

low frequency visual and auditory conditions. Analysis of high frequency data revealed 

no significant differences between visual, auditory, and control conditions (see 

Appendix ID for Summary Tables of means comparison procedures). This suggests 

that the significant main effect of study modality was due mainly to the low frequency 

items. 

The variable of stimulus sample type was included in the analysis in order to 

examine whether the counterbalancing system described in the design section impacted 

on the data. There ANOV A indicated that there was no main effect of stimulus sample 

type. Further, neither the interactions between stimulus sample type and frequency nor 

the interaction between stimulus sample type and study modality, are significant. This 

indicates (a) there are no differences between stimulus sample type groups (b) effects of 

frequency and study modality do not depend on particular blocks of stimuli being 
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assigned to a particular level of study modality. 

Set 2 Analyses: An Alternative Way of Analysin2 the Data Usin2 Mean 

Response Latency to Each Stimulus 

The mean response latency to each stimulus at each level of study modality was 

calculated; this was used as a dependent variable in a further series of confirmatory 

analyses. This analysis will be known as set 2 analysis This analysis revealed an 

identical pattern of results to Set 1 analysis 

A 2 x 3 x 3 mixed samples ANOV A was conducted (Frequency x Study 

Modality x Block). In this analysis, frequency was treated as between subjects 

variables and study modality as a within subject variable. The Greenhouse Gieser 

Epsilon value for the repeated measures variable of study modality was .739, which is a 

departure from 1. Therefore, for any effects involving study modality, the Greenhouse 

Gieser adjusted n-values was used. The ANOV A revealed a significant main effect of 

frequency E (1, 84) = 20.88 n >.001, a significant main effect of study modality E (2, 

168) = 7.52 n = .003, and significant interactions both between frequency and study 

modality E (2, 168) = 6.04, 12 =.007(See Appendix lE for Summary Table). 

A priori planned means comparisons were conducted in order to further 

investigate the effect of study modality. These revealed a significant difference between 

control and visual conditions E (1, 168) = 15.018 n = .0002. The comparison between 

auditory and control conditions just missed significance E (1, 168) = 4.25 n =.052. 

There is no significant difference between auditory and visual conditions. Tukey's post 

hoc pairwise comparisons were performed in order to investigate whether there were 

significant effects of study modality at both levels of frequency. These suggest that 

there are significant differences between low frequency visual and control conditions~ 

= 7.19, n <.001 and between low frequency auditory and visual conditions Q, = 4.62, n 

<.01 but no effects of study modality for high frequency items. (See Appendix lE for 

the results of all pairwise comparisons performed.) These analyses corroborate those 

of the first set of analysis, which, recall, suggest there is a significant difference 

between visual and control items and also a less pronounced, but significant, difference 

between auditory and control conditions -- but only for low frequency items. These 



Chapter 3: Experiment l; Visual Priming for Native Language Words 

62 
differences are not evident with high frequency stimuli. 

The calculation of a mean response latency to each stimulus permitted the 

evaluation of whether there were significant differences between blocks of stimuli. 

Response latency was fastest for block three stimuli (M = 300.814, SD= 192.79), 

followed by block two (M = 327.91, SD= 143.561); the slowest response latencies 

were to block one stimuli (M = 347.896 SD= 301.21) There was, however, no 

significant main effect of block, this suggests that these differences are not significant. 

(See Appendix lE) 

Error Analysis 

If was predicted that, not only should primed items be identified faster than 

unprimed items, but also that there would be fewer errors and misidentifications to 

primed target items relative to unprimed target items. The following analyses examined 

this prediction. 

For each stimulus, the mean number of errors made at each level of study 

modality was calculated. A 2 x 3 mixed samples ANOV A was performed (Frequency x 

Study Modality). For the purposes of this analysis, frequency was treated as between 

subjects variable and study modality was a within subjects variable. The number of 

errors made was the dependent variable. 

Table 1.2 

Mean Number of Errors at Each Level of Study Modality 

Study Modality 

Visual 

Auditory 

Control 

M 

.44 

.52 

.79 

SD 

.84 

.9 

1.3 
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The least number of errors were made when stimuli were studied and tested in 

the same modality (the visual condition), the most errors were made when stimuli were 

not studied (the control condition), and an intermediate quantity of errors were made 

when stimuli were studied and tested in a different modality (the auditory condition). 

See Table 1.2 . 

The ANOV A revealed a significant main effect of study modality E (2, 84) = 

3.1, n = .047 and a significant main effect of study modality E (1, 168) =17.319, n = 

.001. The interaction between frequency and study modality was not significant. 

A priori planned means comparisons were performed to investigate the main 

effect of study modality further. These revealed a significant difference between visual 

and control conditions E (1, 168) = 5.65 n = .019. The difference between auditory 

and control conditions just misses significance E (1, 168) = 3.37 n = .068. There is no 

significant difference between visual and auditory conditions. (See Appendix IF for 

summary tables.) 

Figure 1.2 shows the pattern of data at each level of frequency and study 

modality. The pattern of effects is the same at both levels of frequency, but the effects 

of study modality are more pronounced with low frequency stimuli. 
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Figure 1.2 Mean number of errors ( +SE) at each level of frequency and study modality 
Note. n =15 (the number of observations per bar) 
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Summary 

Those items that were studied and tested visually were both recognised 

significantly faster and identified more accurately than control items. Those words that 

were studied auditorily and tested visually were recognised significantly faster and 

identified more accurately than control items. However, there was greater facilitation for 

visually studied as opposed to auditorily studied items. These effects were only 

apparent for low frequency items. The overall pattern of data is clear: there is most 

facilitation for items studied and tested within the same modality, and there is less, but 

still significant, facilitation for items studied and tested in different modalities. 

Process Dissociation Measure 

Process Dissociation is based on the logic that some variables are known to 

affect explicit memory process but do not affect implicit memory processes; if such a 

variable influences performance on a task, it can be inferred that explicit memory 

processes as well as implicit memory processes have affected performance on that task. 

imagability is such a variable (it is known to affect explicit memory processes but not 

implicit memory processes). 

A series of bivariate and partial correlations were carried out to assess whether 

imagability is related to the magnitude of the priming effect 

Three measures of within and cross modal priming were used: 

The crudest measure of within modality priming was calculated by subtracting 

visual response latency from control response latency. However, some items are 

inherently more easily identified than others across all study modality conditions. 

Therefore two measures were used; these attempted to remove the effect of individual 

differences in stimuli. The first was a simple ratio of control response latency to visual 

response latency. The second is more complicated; its formula is listed (as 3) . 

(1) Mean Control R.T. - Mean Visual R.T. 

(2) Mean Control R.T./Mean Visual R.T. 



Chapter 3: Experiment 1; Visual Priming for Native Language Words 

(3) 2(Mean Control R.T. - Mean Visual R.T.) 

(Mean Control R.T. + Mean Visual R.T.) 

Similar measures of cross modal priming were calculated by replacing Mean Visual 

R.T. with Mean Auditory R.T. 
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There were no significant correlations between imagability and any measure of 

either within or cross modal priming (see Table 1.3). This indicates that imagability 

played no role in the priming effect 

Table 1.3 

Intercorrelations Between Measures of Automaticity. Priming. Imagability. Familiarity. 

and Frequency 

1. Overall R.T. 

2 . Visual R.T. 

3. Auditory R.T. 

4. Control R.T. 

5. C-V 

6. C-A 

7. lmagability 

8. Frequency 

9. Familiarity 

2 

.8** 

3 4 5 6 7 8 9 

n = 90 items 

.85** .90** .61 ** .48** -.36** -.23** -.5** 

.68** .55** .07 .17 -.32** -.2 -.32** 

.59** .31** -.01 -.35** -.1 -.41 ** 

.87** .8** -.29** -.21 * -.5** 

.85**-.16 .14 -.41** 

-.1 -.12 -.31** 

.11 .43** 

.48** 

Note. Overall R.T = Overall mean response latency, Visual R.T = mean response latency of visually 

studied stimuli, Auditory R.T = mean response latency of auditorily studied stimuli, Control R.T = 

mean response latency of control stimuli, K-F frequency= Kucera-Francis frequency value, T-L 

frequency= Thorndike-Lorge frequency value C - A= control R.T. - auditory R.T., C - V = control 

R.T. - visual R.T. 

* 12 <.05, ** 12 <.01 



Chapter 3: Experiment l; Visual Priming for Native Language Words 

66 
A further set of correiational analyses were conducted in order to examine 

whether frequency and familiarity are related to (a) automaticity of recognition and (b) 

the magnitude of the within or cross modal priming effect. Frequency is related to mean 

control RT but is not related to any measure of within or cross modal priming. There 

are significant negative correlations between familiarity and all measures of automaticity 

of recognition (Mean RT to control, visual and auditory stimuli). Familiarity also 

correlates significantly with the crude measures of cross modal priming (mean control 

R.T. - mean auditory R.T.) and within modality priming (mean control R.T. - mean 

visual R.T.). Further, the correlations between familiarity and the various measures of 

automaticity and the crude measures of priming remain significant when frequency is 

partialled out. 

Individual Differences in the Maenitude of the Primine Effect 

The equations provided above also permitted the calculation of individual 

differences between participants in the magnitude of the priming effect. Individual 

differences in the magnitude of the priming effect were extremely large. Consider, for 

example, the within modality priming effect for low frequency items. The mean 

quantity of priming is 104.57 ticks (SD= 196.13) when calculated using equation (1). 

The minimum amount of priming is -215.49 ticks and the maximum 679.21 ticks. The 

range is thus 894.7. In other words, some individuals show no repetition priming 

effects while others show very large facilitatory effects. Even where equation (3) is 

used [2(Mean Control R.T. - Mean Visual R.T.)/(Mean Control R.T. + Mean Visual 

R.T.)], which adjusts for individual differences in reading speed, there is evidence of 

large individual differences in the magnitude of the priming effect (M = .055, SD = 
.294, Min = -.393, Max = .595). 
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Discussion 

The aim of this experiment was to establish whether the standard effects of 

study modality and frequency can be replicated using a visual search task. The typical 

finding is that a change in modality results in an attenuation, but not complete 

elimination of, priming. Further, the literature suggests that priming effects will be 

more pronounced for low frequency as opposed to high frequency items. 

Analyses in which the dependent variable is mean response latency by each 

participant will be referred to as Set 1 analyses. Analyses in which the dependent 

variable is mean response latency to each stimulus will be referred to as Set 2 analyses. 

In this section, specific predictions will be evaluated. 

Effects of Study Modality 

A number of studies have demonstrated that priming is greatest where target 

items are both studied and tested within the same modality. But priming is nonetheless 

significant when items are studied auditorily and tested visually (Blaxton, 1989; Challis 

and Sidhu, 1993; Craik, Muscovitch, and McDowd, 1993; Donnelly, 1988; Roediger, 

and Blaxton, 1987; Srinvas and Roediger, 1990; Weldon, 1991; Bassilli, Smith, and 

MacLeod, 1989; McClelland and Pring, 1991; Hashtroudi, Ferguson, and Rappapold, 

1988; Kirsner, Milech, and Standen, 1983: Jacoby and Witherspoon, 1982). On the 

basis of these studies, it was predicted that there would be significant within modality 

priming for visually studied items and significant cross modal priming for auditorily 

studied items. Further, it was predicted that the cross modal priming effect would be 

attenuated relative to the within modality priming effect. These predictions will be 

evaluated in turn. 

Within modality priming. 

It was predicted that there would be a significant within modality priming effect. 

Reduced response latencies to visually studied items relative to unstudied control items 

is indicative of such an effect. Set 1 and Set 2 analyses reveal that response latencies to 
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visually studied items were indeed significantly faster than to unstudied control items. 

This effect was evident only when stimuli were low frequency words. This suggests 

that there was a within modality priming effect for low frequency words. As a 

corollary of the cross modal priming effect, it was predicted that fewer errors would be 

made in response to visually studied items than to control items (an error is a failure to 

identify the target item). Analysis of error data confirms that there were fewer errors to 

visually studied items than to control items. 

Cross modal priming. 

It was predicted that there will be a significant cross modal priming effect. 

Reduced response latencies to auditorily studied items relative to unstudied control 

items is indicative of a cross modal priming effect. Analysis of Set 1 and Set 2 data 

reveal that response latencies to auditorily studied items were indeed significantly faster 

than to unstudied control items, but only when stimuli were low frequency words. 

This suggests that there was a significant cross modal priming effect, but only when 

stimuli were low frequency words. As a corollary of the within modality priming 

effect, it was also predicted there will be fewer errors to auditorily studied items than to 

control items. An error is a failure to identify the correct target item. Analysis of error 

data confirms that fewer errors were made in response to auditorily studied items as 

opposed to control items, although this contrast narrowly misses significance. 

Comparison of within modality and cross modal priming effects. 

It was predicted that the cross modal priming effect would be attenuated relative 

to the within modality priming effect: greater facilitation for items studied and tested 

within the same modality, and less facilitation for items studied and tested in different 

modalities, is indicative of such an effect. Figure 1.1 clearly shows that there is greater 

facilitation for the low frequency visually studied items (studied and tested within the 

same modality) than for low frequency auditorily studied items (studied and tested in 

different modalities). This suggests that cross modal priming effects are indeed 

attenuated relative to control items. 
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It was predicted that the effect of cross modal priming would be attenuated 

relative to within modality priming with regard to the number of errors. The pattern of 

data exemplified in Table 1.2, whereby the least errors are to visually studied items, 
. . 

most errors to control items, and an intermediate quantity of errors to auditorily studied 

items, is indicative of such an effect. 

In sum, typical effects study of modality have emerged from this experiment 

using the novel visual search task procedure. There is a significant within modality 

priming effect and a significant cross modal priming effect. Further, the cross modal 

priming effect is attenuated relative to the within modality priming effect. 

Effects of Frequency 

Kirsner and Speelman (1996) and Grant and Logan (1993) have suggested that 

priming is a function of the number of exposures to a target item over a lifetime. In 

accordance with this, a number of studies have demonstrated that the priming effect is 

most pronounced for low frequency items as opposed to high frequency items 

(McLeod, 1989; Roediger, Weldon, Stadler, and Riegler, 1992; Jacoby and Dallas, 

1981; Scarborough, Gerard, and Scarborough, 1977). On the basis of these studies, it 

was predicted that response latency would be faster for high frequency as opposed to 

low frequency items, but that priming effects would be most pronounced when the 

stimuli were low frequency words. These predictions will be evaluated in tum. 

Set 1 and Set 2 analyses revealed that response latencies were indeed faster 

where stimuli were high frequency as opposed to low frequency words. As a corollary 

of this, it was predicted that more errors would be made to low frequency rather than 

high frequency items. Analysis of error data showed that this was the case. Frequency 

was negatively related to response latency to control stimuli; this provides additional 

support for the claim that automaticity of word recognition is a function of the number 

of exposures to a word over a lifetime. Familiarity is also related to all measures of 

automaticity (mean response latency to visual, auditory, and control stimuli). 

Familiarity is more closely related to automaticity of recognition than frequency. 

It was predicted that effects of study modality would be most pronounced when 

the stimuli are low frequency words. Set 1 and Set 2 analyses reveal that facilitation for 
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visually studied and auditorily studied items occurred only when stimuli were low 

frequency words. There was no effect of study modality for high frequency words. 

Thus, the frequency effects documented in the literature have been partially replicated: 

priming effects are indeed most pronounced for low frequency items as opposed to high 

frequency items. It was expected that there would still be a priming effect for high 

frequency items. Contrary to predictions, effects of study modality were completely 

absent for high frequency items. 

Further, familiarity is significantly correlated with the crudest measures of 

priming. It would appear that familiarity is therefore causally related to the magnitude 

of the priming effect. However, familiarity correlates significantly with the elements 

used to calculate these crude measures of priming. Therefore the relationship between 

familiarity and these crude measures of priming may simply be a function of the 

relationship between familiarity and response latency to visual, auditory, and control 

items. 

In sum, the typical findings that high frequency items are identified with greater 

speed than low frequency items has been replicated as regards both response latency 

and quantity of errors. The typical finding, that priming effects are most pronounced 

when the stimuli are low frequency words as opposed to high frequency words, has 

been replicated: effects of study modality are most pronounced for low frequency 

items; however, effects of study modality are absent for high frequency items. 

Process Dissociation 

If a variable known to influence explicit memory performance affects the 

magnitude of the priming effect, it can be inferred that explicit memory influenced 

performance on the priming task. This is the logic of the process dissociation measure. 

imagability was found to be unrelated to measures of within modality or cross modal 

priming. There is, therefore, no evidence that explicit memory strategies played a role 

in the priming effect. Nonetheless, imagability varied only within restricted range of 

values. In order to adequately test whether imagability affected performance, stimuli 

would need to represent the full range of imagability values (and yet be carefully 

matched across conditions). 
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Individual Differences 

It was noted that there are large individual differences in the magnitude of the 

priming effect. Some individuals show very large effects of repetition priming while 

others show no facilitatory effects at all. This is an unexpected result. 

Summary 

• There is evidence of within modality priming but only for low frequency 

items. 
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• There is evidence of cross modal priming but only for low frequency items. 

• Cross modal priming effects are attenuated relative to within modality 

priming effects. 

• Low frequency items take longer to identify than high frequency items. 

• Prior visual study leads to fewer errors relative to non-studied control 

stimuli. Prior auditory study also leads to fewer errors. However, the 

magnitude of the facilitatory effect was smaller for auditorily studied items 

than for visually studied items. 

• imagability is not related to magnitude of priming. This indicates that 

explicit strategies play no part in priming effects. 

• There are large individual differences in the magnitude of the priming effect 

both between stimuli and individuals. Some blocks of stimuli are inherently 

more easily identified than others, and there are greater priming effects for 

some blocks of stimuli than for others. Similarly, some individuals show 

large priming effects while others show virtually no priming effects. 
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Chapter 4 

Experiment 2: Priming of Auditory Recognition of Native Language 

Words 
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Experiment 1 revealed that the magnitude of the repetition priming effect was 

largest when words were both studied and tested visually. A smaller repetition priming 

effect was observed when words were studied auditorily and tested visually. These 

indicate that a change in modality from the study phase to the test phase leads to a 

reduction in the repetition priming effect such that repetition priming is attenuated but 

not eliminated by a change in modality from the study phase to the test phase. 

However, there is an alternative way of interpreting this data. It is conceivable that 

there is facilitation for visually studied items over auditory studied items because a word 

presented visually may be more easily primed than the same word presented auditorily: 

it is possible that items studied visually in the study phase are identified faster in the test 

phase because visually studied items create a more durable memory trace. In other 

words, the facilitation for visually studied items may have nothing to do with the 

consistency of modality from the study phase to the test phase -- the effect may simply 

be due to an advantage for visually studied items. In order to claim that it is a change in 

modality that leads to a reduction in priming, it is necessary to test repetition priming 

effects from visual study to auditory test as well as from auditory study to visual test. 

Experiment 2 investigates the effects of study modality and frequency within the 

repetition priming paradigm using an auditory test. 

The ultimate goal of this series of four experiments is to investigate repetition 

priming effects in second language learners. Any procedure used must be suitable for 

research with second language learners and be at least vaguely analogous to the 

procedure used in Experiment 1. Thus this experiment used an auditory search task. 

This procedure is not directly analogous to the visual search procedure used in 

Experiment 1. However, like Experiment 1, the procedure is based on the prediction 

that a primed item will be more easily detected buried in noise. 

Experiment 2 was divided into a study phase and a test phase, as in Experiment 

1. During the study phase, target stimuli were presented visually or auditorily. The test 



Chapter 4: Experiment 2; Auditory Priming for Native Language Words 

73 
task was an auditory search task in which participants were asked to identify target 

stimuli which were buried in a jumble of random phones. The task was to identify a 

target word buried in jumble of phones. One third of target items had previously been 

studied auditorily and one third had been studied visually; the remaining third acted as 

non-studied control items. Frequency of the stimuli was also manipulated: half of the 

stimuli were high frequency items and half were low frequency. 

In the test phase, target words were presented in a sequence of random phones. 

However, natural speech could not be used for the test phase because of the possibility 

of co-articulatory confounds. In natural speech, at the end of each phoneme an 

adjustment is made in readiness to speak the next phoneme; this is known as co

articulation. The co-articulation of natural speech would act as a confounding variable. 

For example, imagine that a set of phones were recorded and then randomised such that 

they formed a continuous stream of sound, and that within the resultant jumble of 

sounds a spoken word was buried; the spoken word would be the only sequence of 

sounds for which there would be co-articulatory effects. This would create an obvious 

confound. As a consequence, natural speech could not be used. The next best option 

was synthesised speech. Thus, in the test phase a synthesised target word was buried 

in a set of synthesised random phones. 

The use of synthesised speech made the task more difficult. Indeed, a number 

of studies have demonstrated comprehending synthetic speech requires greater attention 

(see Delogu, Conte, and Sementina, 1998, for review). Nonetheless, people generally 

adapt quickly to the peculiarities of synthetic speech: comprehension difficulties 

rapidly decrease with exposure to synthetic speech (Delogu, Conte, and Sementina, 

1998). 

A number of studies have demonstrated that repetition priming is attenuated but 

not eliminated by a change in modality from study to test. However, most of these 

studies have examined cross modal priming from auditory study to visual test. The few 

studies that have examined cross modal priming from visual study to auditory test have 

obtained mixed results. Some studies have obtained a significant cross modal priming 

effect from visual study to auditory test (Jackson and Morton, 1984; Graf and Schacter, 

1984; Kirsner and Smith, 1974). Others have failed to show significant priming in this 

regard (Ellis 1982). 
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In this experiment the test phase was auditory. This experiment used an 

auditory search test task which had not previously been used as a test task within the 

context of a repetition priming experiment. It was nonetheless predicted that this 

experiment would replicate the findings of Jackson and Morton (1984), Graf and 

Schacter (1984), and Kirsner and Smith (1974). It was predicted that there would be 

(a) significant within modality priming for auditorily studied items and (b) significant 

cross modal priming for visually studied items. Further, it was predicted that the cross 

modal priming effect would be attenuated relative to the within modality priming effect. 

As a consequence of the priming effect, it was predicted that there would also be fewer 

failures to identify auditory studied items than control items and fewer failures to 

identify visually studied items than control items. Further, it was predicted that 

facilitation, in terms of number of errors, would be greatest for visually studied items as 

opposed to auditorily studied items. 

Kirsner and Speelman (1996) and Grant and Logan (1993) have suggested that 

priming is a function of number of exposures to target items. This relationship is 

characterised by a power function. Facilitation decreases on each successive exposure 

to a stimulus. In accordance with this, a number of studies have demonstrated that the 

priming effect is most in evidence when low frequency stimuli are used (MacLeod, 

1989; Roediger et al., 1992; Jacoby and Dallas, 1981; Kirsner et al., 1986; 

Scarborough et al., 1977). Experiment 2 examines whether frequency effects are 

observed using the novel auditory search test task. Apropos Experiment 2, it was 

predicted that there would be an effect of frequency: it was expected that response 

latency would be faster for high frequency as opposed for low frequency items, but that 

priming effects would be most pronounced when the stimuli were low frequency 

words. 

Specific Predictions 

To summarise, Experiment 2 tested a number of specific predictions from the 

above reviewed literature, namely: 

1. There will be significant within modality priming: response latencies to 

auditorily studied items will be significantly faster than to unstudied control items. 
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2. There will be significant cross modal priming: response latencies to visually 

studied items will be significantly faster than to unstudied control items. 

3. The cross modal priming effect will be attenuated relative to the within 

modality priming effect: there will be greater facilitation for items studied and tested 

within the same modality and less facilitation for items studied and tested in different 

modalities. 

Priming effects will also manifest themselves in terms of fewer errors for 

studied as opposed to control items. In other words, there will be fewer failures to 

accurately identify those items encountered in the study phase as opposed to control 

items. The effects of study modality and frequency on the number of errors will 

parallel the predicted effects of these variables on response latency. Thus the above 

three predictions are mirrored in the next three. 

4. There will be a smaller number of errors for auditorily studied items than for 

control items. 

5. There will be a smaller number of errors for visually studied items than to 

control items. 

6. The effect of cross modal priming will be attenuated relative to within 

modality priming with regard to number of errors: least errors will be made to 

auditorily studied items, most errors will be made to control items, and an intermediate 

quantity of errors will be made to visually studied items. 

7. There will be an effect of frequency. It is expected that response latency will 

be faster to high frequency as opposed to low frequency items. 

8. The effect of study modality will be dependent on frequency: there will be a 

greater priming effect for low frequency as opposed to high frequency items. In other 

words, facilitation for both auditorily studied and visually studied items will be more 

pronounced when the stimuli are low frequency words as opposed to high frequency 

words. 

9. It is predicted that there will be a greater number of errors made to low 

frequency items as opposed to high frequency items. Further, it is predicted that the 

effect of study modality will depend on frequency with regard to errors. 
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Experiment 2 

Method 

Participants 

There were 24 participants, of which 5 were male and 19 female. They were 

aged between 18 and 45. All were undergraduate psychology students at the University 

of Wales, Bangor. They participated in this experiment as a course requirement. All 

were first language English and had normal hearing. None were dyslexic. 

Design 

A 2 x 3 repeated measures design was used. There were two within subjects 

variables, of frequency and of study modality. The frequency variable had two levels: 

high and low. The variable of study modality had three levels: visual, auditory, and 

control. A counterbalancing procedure was used that was identical to that used in 

Experiment 1 such that stimuli were divided into three blocks each of which was used at 

each level of study modality. The study phase of the experiment consisted of two parts: 

auditory study and visual study. The order in which these auditory and visual study 

phases were presented was counterbalanced. (see Appendix 2A). 

Materials and Apparatus 

Apparatus. 

All testing was done individually using an Apple Macintosh computer. The 

tasks were generated using HyperCard. Participants were seated approximately one 

foot away from the 16 inch monitor. The HyperCard card on which the experiment 

took place filled the monitor and was 1152 by 870 pixels in size. In some parts of the 

experiment, a SpeechText speech synthesiser was used. The voice "Junior" was used 

to speak stimuli. In order to record response latency, the HyperCard timing system 
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was used; this relies on the Macintosh internal timer. Response latency is recorded in 

ticks and is accurate to 16.67 ms. 

Stimuli. 
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There were 90 target items. All were bisyllabic and contained between five and 

eight letters. Forty-five of the stimuli were low frequency items, and 45 were high 

frequency. The mean Kucera-Francis frequency value of the low frequency items was 

2 (SD = 3), and values ranged from O to 10. The mean Kucera-Francis frequency 

value of high frequency items was 122 (SD = 97), and values ranged from 23 to 272. 

(There were six items with Kucera-Francis values of less than 50; all of these also had 

relatively high Thorndike-Lorge frequency values.) The mean familiarity value of high 

frequency items was 560 (SD = 45), and values ranged from 470 to 632. Only three of 

these items had familiarity values of less than 500. The mean familiarity rating of low 

frequency items was 433 (SD = 65), and values ranged from 264 to 562. Four of these 

had familiarity ratings above 500. 

It was also important to ensure that high and low frequency groups of stimuli 

did not also differ in terms of concreteness and imagability. The mean imagability value 

for high frequency stimuli was 517 (SD= 85); for low frequency stimuli it was 540 

(SD = 362). The imagability values of high frequency items ranged from 324 to 646, 

and the imagability values of low frequency items ranged from 394 to 641. The mean 

concreteness values of the high and low frequency groups were 485 (SD= 81) and 555 

(SD= 54) respectively. The range of high frequency values was 318 to 613, and the 

range of low frequency items was 430 to 636. 

Initially, there were 65 potential low frequency target items and 62 potential 

high frequency items. All these target items were phonetically transcribed as though 

they had been spoken by someone with received pronunciation. These phonetic 

transcriptions were converted into the code used by the Macintosh SpeechText system. 

The voice selected to speak the stimuli was "Junior", which is imitates the voice of a 

young American male. Prosodic elements were introduced into the stimuli; codes for 

primary and secondary stress were used; and the length of the vowel was increased on 

strong syllables and reduced on weak syllables. 
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A second experimenter assessed the resemblance of potential target items to 

spoken representations1
• Any that failed to adequately resemble the spoken 

representation of a target i_tems were altered or removed from the stimulus set. In order 

to assess whether these target items were adequate representations of target words, five 

participants who did not take part in the main experiment were asked to listen to each of 

the potential target stimulus. Potential target items were presented individually and the 

participant was instructed to say aloud which word they thought the computer had 

produced. On the basis of this test, items were selected for the final stimulus set. Only 

those items which had been accurately recognised by four out of five participants were 

selected to be part of the final stimulus set. 

However, a pilot study revealed that there were large differences between 

stimuli: some stimuli were more easily recognised than others irrespective of whether 

they were primed and irrespective of their frequency value. Such differences tended to 

mask any repetition priming effect. Therefore a second pilot study was conducted in 

which 10 participants were merely asked to identify stimuli buried in noise. In other 

words, this pilot study used the test phase procedure of the current experiment. A mean 

recognition latency was calculated for each stimulus. 

Stimuli in both high and low frequency groups were divided into three blocks. 

They were matched on the basis of both Kucera-Francis frequency and the baseline 

recognition times derived from the second pilot study. Mean baseline recognition times 

of block one, two, and three high frequency items were 378.91 ms, 398.41 ms, and 

397 .9 ms respectively. Mean baseline recognition times of block one, two, and three 

low frequency items were 354.84 ms, 376.89 ms, and 404.23 ms respectively. 

Although items were matched according to the baseline recognition time, an attempt was 

made to ensure that the three blocks did not differ in frequency. (See Appendix 2B for 

normative data.) 

Mean Kucera-Francis and mean Thorndike-Lorge frequency values were similar 

across all blocks of high and low frequency stimuli. See Table 2.1. Similarly, it was 

important that blocks did not differ in terms of familiarity. Table 2.1 shows that the 

familiarity, imagability, and concreteness of each block of stimuli were comparable 

1 Thanks to Dr Rory Depaolis 
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Table 2 .1 

Normative Data for Target Stimuli 

High Frequency 

Mean 

M SD Range Bil Bl2 Bl3 

No of letters 6 1 2 7 6 6 

K-F Frequency 122 97 447 129 124 114 

T-L Frequency 806 748 3849 900 665 852 

Familiarity 560 45 162 563 565 550 

Concreteness 482 81 295 504 470 481 

Imagability 517 85 322 532 509 509 

Baseline Rec.(ms) 392 99 396 379 398 397 

Low Frequency 

Mean 

M SD Range Bil Bl2 Bl3 

No of letters 6 1 3 6 6 7 

K-F Frequency 2 3 10 3 2 2 

T-L Frequency 12 14 69 9 11 16 

F arniliari ty 433 65 298 427 418 461 

Concreteness 555 54 206 550 509 599 

Imagability 540 62 247 538 506 587 

Baseline Rec.(ms) 372 103 365 355 377 404 

Note. Values are rounded up to the nearest integer. No of letters= Bil= block one, Bl2 = block two, 

Bl3 = block three, No of letters= number of letters, K-F frequency = Kucera-Francis frequency, T-L = 

Thorndike-Lorge frequency, Baseline Rec.= Baseline Response Latency 
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Test materials. 

At test each target word was presented four times in a single test string. 

However, the four presentations of each target item were surrounded by strings of 

random nonsense syllables. Below is an example of a test string (it has been 

transcribed in IP A.) In this example, the target item is "mother". 

mcBIJOVa1g£mn:e~rznn~oycBr~li:mnmn:e~rtf Epa1s~IJE8£ 

d~oy~y1 (pause) mn:e~rw~ofcBs~faod1IJ~O (long pause) 

mn:e~rvom£1£Yh£Yru: 
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The random syllables in which target words were embedded were composed of 

CV syllables. The consonants were selected randomly from 26 possible consonants 

and the vowels were selected randomly from 16 possible vowels. All consonants and 

vowels used were English language phonemes. In cases when this random generation 

of phonemes accidentally produced a real English language word, either a consonant or 

vowel within the word was altered such that the item became a non-word. As can be 

seen in the example above, a short pause was inserted before the third occurrence of the 

target item and a longer pause was inserted before the fourth occurrence of the target 

item. Thus it became progressively easier to identify the target item. Between each 

occurrence of the target item there were between five and nine syllables. The number of 

syllables between each successive occurrence of the items was random and varied 

across test stings. This ensured that it would not be possible to identify a target item 

merely by learning at which point in the string each occurrence of the target item was 

likely to occur. (See Appendix 2C for a list of test strings.) 

Procedure 

The experiment was divided into two phases: these were the study phase and 

the test phase. The study phase consisted of two phases: visual study and auditory 

study. 
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The Study Phase 

The order in which participants performed the visual and the auditory study 

tasks was determined by the counterbalancing system described above. (See Appendix 

2A). 

Visual study. 

The participant was prompted to read the following set of instructions: 

We are about to show you 30 words, one at a time. Your task is 

simple. Just read each word silently to yourself whilst it is shown. 

Click on the mouse when you are ready. 

Thirty words (15 high frequency and 15 low frequency) were presented 

individually on the computer monitor in the centre of the HyperCard card. Stimuli were 

displayed in Times Roman font, 18pt. Each word remained on the monitor for three 

seconds. There was a 500 ms interval between the presentation of each word. 

Immediately before the presentation of each word the computer emitted a boop sound. 

Auditory study. 

Participants were instructed to put on some headphones. The following 

instructions then appeared on the screen: 

You are about to hear the computer speak a number of words. Your 

task is simply to listen carefully to each word as it is spoken. Click the 

mouse when you are ready. 

Thirty words (15 high frequency and 15 low frequency) were spoken individually by a 

computer synthesised voice. It took approximately 3000 ms for the computer to both 

produce each stimulus and to prepare to present the next. The intervals between stimuli 
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were variable. 

The Test Phase 

Participants were instructed to put on the headphones and were presented with 

the following written instructions: 

In this task you will hear the computer speak a jumble of sounds that 

lasts about ten seconds or so. Within this jumble of sounds an English 

word is hidden. It will be repeated four times. Your task is to try to 

identify the word as soon as you can. You may spot it on the first time 

it is spoken, or on a later repetition, or not at all. As soon as you spot it, 

press the mouse button. After a mouse click, or otherwise after the 

sound jumble has been presented, you will be asked to type in what the 

word was. Type in the word, or your best guess, or, if you really don't 

know, just press 'return'. We'll begin with five practice trials to get you 

used to it. Ask the experimenter now if you have any questions, 

otherwise click the mouse button when you are ready. 

There were 90 trials. On each test trial the instruction, "Get your hand ready on 

the mouse", appeared on screen for 2000 ms. Then the speech synthesised voice 

"spoke" the number of the trial. The speech synthesised test string was then presented 

to participants through the headphones. Participants heard the target item spoken four 

times buried in nonsense syllables. When the mouse was clicked, the presentation of 

the test string was halted. A mouse click indicated that the participant had identified the 

target syllable. Participants heard only as much of the test string as would allow them 

to identify the target syllable. The whole test string was presented if the mouse was not 

clicked. Response latency from initiation of the test string until the mouse click 

response was recorded by the computer. 

Regardless of whether the mouse had been clicked or whether the whole test 

string was presented, the participant was prompted to produce the target word. A 

dialogue box appeared in the centre of the HyperCard card prompting participants to 
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type the word they heard. If the response was correct the word "Yes!" appeared in the 

centre of the HyperCard card. If the item was incorrect "NO that was x" appeared in 

the centre of the card (where x would be the correct target word). The feedback 

message remained on the screen for 3000 ms. The next trial followed immediately 

(i.e., participants were instructed to put their hand on the mouse, the test string was 

presented and feedback given). 

Thirty of the target items had previously been studied visually, 30 had 

previously been studied auditorily, and 30 were control items that had not been 

presented prior to the test phase. Half of the visually studied, auditorily studied, and 

control items were low frequency and half were high frequency. Trials were presented 

in random order. There were five practice trials before the test trials began. The target 

items in these test trials were bisyllabic high frequency words (hello, water, problem, 

children, and table). Before the test trial began, participants were asked whether they 

fully understood the nature of the task. If it was clear that participants were waiting to 

the end of the test string before making a response, they were reminded that, rather than 

wait to the end of the string, they should press the mouse as soon as the target item was 

identified. Between the practice trials and the test trials, participants were instructed to 

take a two minute break. 
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Results 

Items were scored as correct if the participant responded with the target item or a 

phonologically viable misspelling of the target item. Responses were scored incorrect if 

the response was not the target item or a different lexical item. Mean response latencies 

were calculated, for each participant, for high frequency, visually studied items; for 

high frequency, auditorily studied items; for high frequency control items; for low 

frequency, visually studied items; for low frequency, auditorily studied items; and for 

low frequency control items. 
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Figure 2.1 Mean response latency ( +SE) for high and low frequency visual, auditory 

and control items 

Note. n. = 24 

Figure 2.1 shows that response latencies were shortest for auditory items, 

followed by visual items, and longest for control items. This pattern is the same for 

both high and low frequency items, although overall response latencies were shorter for 

high rather than low frequency items. 
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Set 1 Analyses: Using Mean Response Latency by Each Participant as 

the Dependent Variable 

A 2 x 3 x 3 (Frequency x Study Modality x Stimulus Sample Type) mixed 

samples ANOV A was performed. This revealed a significant main effect of frequency 

E (1, 21) = 48.7 12 = .000, a significant main effect of study modality E (2, 21) = 28.2 

12 = .000. (See Appendix 2D for summary table.) 

The main effect of frequency was explored further. Inspection of the means 

reveals that response latency was shorter for high frequency items (M =366.0, SD= 

57.46) than for low frequency items ( M = 409.3, SD= 409.28). Similarly, the main 

effect of study modality was examined further. The mean response latency for auditory 

items (M = 363.0, SD = 57 .96) was far shorter than that for visually studied items (M 

= 388.16, SD= 57.466), and these, in tum, were shorter than for control items (M 

=411.754, SD= 64.64). 

A priori means comparisons were conducted in order to assess whether the 

differences in mean response latencies between the visual, auditory, and control 

conditions are significant. These indicate significant differences between auditory and 

control conditions E (1, 21) = 56.4, 12 = .0001, visual and control conditions E (1, 21) 

= 13.205, 12 = .0008, and visual and auditory conditions E (1 and 21) = 15.01, 12 = 

.000. (See Appendix 2D for summary tables.) 

A priori planned means comparisons were conducted to assess whether there 

was any evidence of priming at each level of frequency. These revealed significant 

differences between auditory and control conditions for both high frequency items E (1, 

42) = 15.11, 12 < .001 and low frequency items E (1 , 42) = 27.88, 12 < .001). 

Although there was no significant difference between high frequency visual and control 

conditions, there was a significant difference between low frequency visual and control 

conditions E = (1, 24) = 12.109, p_ = .001. (See Appendix 2D for summary tables.) 

(See Figure 2.1.) 

The ANOV A suggested that there was no significant main effect of stimulus 

sample type but that the interaction between stimulus sample type and study modality is 

significant E (4, 42) = 5.946, 12 = .001. This suggests that to some extent effects of 

study modality vary according to the allocation of blocks to levels of study modality. 
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Set 2 Analyses: An Alternative Analysis Using Mean Response Latency 

to Each Stimulus as the Dependent Variable 

A 2 x 3 x 3 mixed samples ANOV A was conducted (Frequency x Study 

Modality x Block). In this analysis, frequency and block are between subjects variables 

and study modality a within subjects variable. The dependent variable is response 

latency to each stimulus in each level of study modality. 

The results of the mixed samples ANOV A revealed a significant main effect of 

study modality E (2, 83) = 17.46, I!< .001, but the main effect of frequency just 

misses significance E (1, 83) = 3.86, I!= .052. There are significant interactions 

between study modality and frequency E (2, 166) = 3.5, I!= .03. (See Appendix 2E 

for summary table.) 

A priori planned means comparisons were performed to assess whether there 

was any evidence of priming at each level of frequency. These reveal significant 

differences between auditory and control conditions E (1, 83) = 34.528, I!< .001, 

between visual and control conditions E (1, 83) = 12.07, I!= .001, and between 

auditory and control conditions E (1, 83) = 5.77, I!= .02. To examine whether these 

differences hold at each level of frequency, Tukey HSD post hoc pairwise comparisons 

were performed. These reveal significant differences between low frequency auditory 

and control conditions .Q (166) = 6.65, I! <.001, between low frequency visual and 

control conditions .Q (166) = 6.1, I!= .022, but no difference between auditory and 

visual conditions. For high frequency items, there were significant differences between 

auditory and control conditions .Q = 5.12, I! <.01, but not between visual and control 

conditions. These results match those of the Set 1: there are significant differences 

between auditory and control conditions, between visual and control conditions for low 

frequency items, and between auditory and control conditions for high frequency items. 

Set 1 analysis did not, however, reveal a significant interaction between 

frequency and study modality; the disparity between these two sets of analyses is a little 

anomalous. This may be due to the elimination of one data point from the analysis 

(there were no correct responses to that item one in the control condition). 

There is no significant main effect of block. However there is a significant 

interaction between study modality and block E (2, 166) = 3.5, I!= .009. This 
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suggests that the effect of study modality may have been different for each block of 

stimuli. 

Nonparametric Analyses 
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It could be argued that this is nonparamentric data. The stimulus occurred at 

four fixed points within the string; a response could only occur after these four fixed 

points within the string. It could be argued that response latency does not represent a 

number of at least interval standard. In other words, some stimuli may have been 

associated with longer response latencies, not because of the manipulation, but simply 

because the target words within them happened to occur later in the string. In order to 

ensure that conclusions reached using parametric statistics would be the same as those 

reached using nonparamentric statistics, a series of nonparamentric analyses were 

performed. 

The dependent variable in the first set of analyses was mean response latency by 

each participant to stimuli at each level of frequency and study modality. There is no 

nonparamentric equivalent of a 2 x 3 x 3 repeated measures ANOV A, so the complexity 

of the analysis was reduced: the variable of stimulus sample type was removed and the 

low and high frequency data analysed separately. A Friedman ANOVA was performed 

on the low frequency data; this indicated that there was a significant effect of study 

modality CI:r (2) = 19.7512 = .0001). (See Appendix 2F for summary table.) However, 

the question of most interest is whether there were significant differences between 

auditory and control conditions and between visual and control conditions. In order to 

answer this question, two separate Wilcoxon tests were performed 

These Wilcoxon tests revealed that there is a significant difference between low 

frequency auditory and control conditions I= -4.03, I2 <.0001 and a significant 

difference between low frequency visual and control conditions I= -2.8, I2 = .005. 

(See Appendix 2F for summary table.) 

Similarly, a Friedman ANOVA was performed on the high frequency data. 

This indicated that there was a significant effect of study modality (Er(2) = 17 .58, 12 = 
.0002). These revealed a significant difference between auditory and control conditions 

T = -3.97, 12 <.0001 , but no significant difference between visual and control 
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conditions. (See Appendix 2F for summary tables.) In sum, these analyses suggest 

significant within and cross modal priming for low frequency items and within modality 

priming for high frequency items. 

The second set of parametric analyses used mean response latency to each 

stimulus at each level of study modality. This data was re-analysed using 

nonparamentric procedures. This analysis used mean response latency to each stimulus 

as a dependent variable. A Friedman ANOV A was performed on low frequency data. 

This revealed a significant effect of study modality Er (2) = 15.13, p_ = .0005. Post hoc 

Wilcoxon tests were performed. These indicted a significant difference between 

auditory and control conditions I = -3.66, p_ = .0002 and a significant difference 

between visual and control conditions T = -3.40, p_ = .0007. A Friedman ANOVA was 

also performed on high frequency data. This revealed a significant effect of study 

modality Er (2) = 17.73, p_ = .0001. Post hoc Wilcoxon tests were performed. These 

indicted a significant difference between auditory and control conditions I= -4.16, p_ = 

.0001 but no significant difference between visual and control conditions. (See 

Appendix 20 for summary tables.) Therefore these two sets of nonparamentric 

analyses converge on the same conclusions as the earlier parametric analyses: both sets 

of analyses suggest significant facilitation for low frequency visual items relative to 

control items, significant facilitation for low frequency auditory items relative to control 

items, and significant facilitation for high frequency visual items relative to control 

items. 

In sum, the data was analysed using the mean response latency of each 

participant and the mean response latency to each stimulus as dependent variables. The 

data has also been analysed using nonparamentric procedures. All analyses converge 

on the same conclusion: there is evidence of facilitation for both auditory and visual 

items relative to control items in the low frequency condition and facilitation for 

auditory items in the high frequency condition. The effects of study modality are more 

pronounced in low frequency items. 

Error Analysis 

Analysis of response latencies have revealed that response latencies are shortest 
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to primed items. By the same logic there should be fewer errors to primed items as 

opposed to control items. An error is a failure to correctly identify the target item. The 

numbers of errors made to each stimulus were calculated. A 2 x 3 x 3 (frequency x 

study modality x block) Mixed Samples ANOV A was conducted and the dependent 

variable was the number of errors made to stimuli at each level of study modality. This 

revealed a significant main effect of study modality E (2, 164) = 4.93 n = .008 and a 

main effect of frequency E (1, 82) = 5.35 n = .023. There were significant interactions 

between study modality and frequency E (2, 164) = 4.37, n = .014 and between study 

modality and block E (4, 164) = 5.897, n = .0002. (See Appendix 2H for summary 

table.) 

Inspection of the means revealed that most errors were made to control items (M 

= 1.92, SD = 1.8). There were a similar quantity of errors made to both visual (M = 

1.47, SD= 1.57) and auditory items (M = 1.51, SD= 1.8). Furthermore, a larger 

quantity of errors were made to low frequency items (M = 1.99, SD= 1.85) than to 

high frequency items (M = 1.28, SD = 1.5). 

In order to explore the main effect of study modality further, a priori planned 

means comparisons were performed. These suggest that the numbers of errors 

following the auditory study were significantly different from the number of errors 

made in the control condition E (1, 164) = 6.88, n = .01. Similarly, there is a 

significant difference in the number of errors made in the visual and control conditions 

E (1, 164) = 7.88, n = .006. There is, however, no significant difference between 

visual and auditory items. (See Appendix 2H for summary tables.) These results 

suggest that the priming of any kind of prior study (visual or auditory) leads to a 

reduction in the number of errors in identification of stimuli. 

There is a significant interaction between study modality and frequency which 

indicates that the effect of study modality is different at each level of frequency. Figure 

2.2 clearly illustrates this. For high frequency data, there were very few errors made to 

auditory items and slightly more errors made to both visual and control items. Low 

frequency error data does not follow the predicted pattern of results. There were more 

errors to low frequency auditory items than to low frequency visual items but, as 

predicted, most errors were to low frequency control items. These differences were not 

explored further using multiple comparison procedures -- there was not sufficient 
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variance in the data. 
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Figure 2.2 Mean number of errors ( +SE) at each level of frequency and study 

modality 

Note. n = 24 (n = the number of observations per bar) 

Process Dissociation Measure 
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In Experiment 2 the logic of the process dissociations measure was discussed. 

To recap, some variables are known to affect explicit memory function but not implicit 

memory function: imagability is such a variable. The influence of explicit memory 

strategies can be estimated by assessing the contribution of imagability to performance 

on the priming task. The following analyses examined whether the imagability value of 

each item correlates with the amount of priming. 

Measures of the magnitude of within and cross modal priming were derived 

using equations detailed in Experiment 1 

Neither imagability nor concreteness correlate significantly with any measure of 

priming. This suggests that explicit memory processes do not play a role in priming and 

that imagability and concreteness do not play a role in automaticity of response. 

The literature suggests that frequency is an important variable in automaticity of 

recognition: the more frequent an item the faster the response latency. In accordance 
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with this control R.T. correlates significantly with frequency (r = -22, 12 <.05). 

Familiarity, also, correlates significantly with mean R.T. (r = -.3012 <.05), auditory 

R.T. (r = -.24, 12 <.05), and control R.T. (r = -.42, 12 <.01). (See Appendix 21) 

Individual Differences in the Ma2nitude of the Primin2 Effect 
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The equations provided above also permitted the calculation of individual 

differences between participants in the magnitude of the priming effect. Individual 

differences in the magnitude of the priming effect were extremely large. For example, 

the minimum and maximum scores for the low frequency within modality priming 

effect, using the rather crude measure of priming detailed in equation (1), range from -

24.16 ms to 117.62 ticks In other words, some individuals show no repetition priming 

effects while others show very large facilitatory effects. Some of these differences 

between individuals will simply be due to differences in auditory processing rather than 

priming. However, even when equation (3) is used [2(Mean Control R.T. - Mean 

Visual R.T.)/(Mean Control R.T. + Mean Visual R.T.)], which adjusts for individual 

differences in reading speed, there is evidence of large individual differences in the 

magnitude of the priming effect (M = .133, SD= .096, Min= -.057, Max= .274). 
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Discussion 

The aim of this experiment was to investigate effects of modality and frequency 

in repetition priming using an auditory search test task. The finding that one gets from 

the literature is that a change in modality from study to test results in an attenuation, but 

not complete elimination, of priming. Further, the literature suggests that priming 

effects are more pronounced for low frequency as opposed to high frequency items. 

Analyses in which the dependent variable is the mean response latency by each 

participant will be referred to as Set 1 analyses. Analyses in which the dependent 

variable is the mean response latency to each stimulus will be referred to as Set 2 

analyses. In this section specific predictions will be evaluated. 

Effects of Study Modality 

A number of studies have obtained a significant cross modal priming effect 

when stimuli are studied in the visual modality and tested in the auditory modality 

(Jackson and Morton, 1984; Graf and Schacter, 1984; K.irsner and Smith, 1974). 

These studies have ascertained that cross modal priming effects are attenuated relative to 

within modality priming effects. On the basis of these studies, it was predicted that 

there will be a significant within modality priming effect for auditorily studied items, 

and a significant cross modal priming effect for visually studied items. Further, it was 

predicted that the cross modal priming effect will be attenuated relative to the within 

modality priming effect. These predictions will be evaluated in tum. 

Within modality priming. 

It was predicted that there will be significant within modality priming. Reduced 

response latencies to auditorily studied items relative to non-studied control items is 

indicative of such an effect. Both Set 1 and Set 2 analyses reveal that response latencies 

to auditorily studied items were indeed significantly faster than to control items. This 

effect was evident when stimuli were both high and low frequency items. 

Nonparametric analyses confirm these findings. This suggests that there was a 
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significant within modality priming effect for both high and low frequency items. As a 

corollary of the within modality priming effect, it was also predicted that there would be 

fewer errors to auditorily studied items than to control items. An error is a failure to 

identify the correct target item. Analysis of error data confirms that significantly fewer 

errors were made to auditorily studied items as opposed to control items. 

Cross modal primine. 

It is predicted that there will be a significant cross modal priming effect. 

Reduced response latencies to visually studied items relative to non-studied control 

items is indicative of a cross modal priming effect. Both Set 1 and Set 2 analysis reveal 

that response latencies to visually studied items were indeed significantly faster than to 

unstudied control items, but only when stimuli were low frequency words. This 

suggests that there was a significant cross modal priming effect, but only in response to 

low frequency words. Nonparametric analyses confirm these findings. As a corollary 

of the cross modal priming effect, it was predicted that fewer errors will be made in 

response to visually studied items than to control items. Analysis of error data confirms 

that this is indeed the case. 

Comparison of within modality and cross modal primine effects. 

It was predicted that the cross modal priming effect will be attenuated relative to 

the within modality priming effect. A pattern of data, whereby mean response latencies 

are shortest to auditorily studied items, longest to control items, and of intermediate 

length for visually studied items, is indicative of such an effect. Inspection of Figure 

2.1 reveals that the data does indeed conform to this pattern. Both Set 1 and Set 2 

analyses reveals that the difference between auditorily studied items and control items is 

significant at both levels of frequency. However, the difference between visually 

studied items and control items is only significant for low frequency words. Within 

modality priming effects are apparent for both high and low frequency items; weaker 

cross modal priming effects are apparent only for low frequency items. Nonparametric 

analyses confirm these findings. Thus cross modal priming effects are indeed 
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attenuated relative to within modality priming effects. 

It was predicted that the effect of cross modal priming will be attenuated relative 

to within modality priming with regard to the number of errors. A pattern of data 

whereby there are least errors to auditorily studied items, and most errors control items, 

and an intermediate quantity of errors to visually studied items, is indicative of such an 

effect. Analysis of error data reveals that the reverse is in fact true: there are a larger 

number of errors to auditorily studied items as opposed to visually studied items. In 

line with predictions, however, the largest number of errors were made in response to 

control items. It appears that any prior exposure to the stimulus leads to a reduction in 

number of errors regardless of whether prior presentations were in the same modality as 

the test or a different modality. 

In sum, this experiment has replicated the modality effects obtained by Jackson 

and Morton (1984), Graf and Schacter (1984), and Kirsner and Smith, (1974) using 

the novel auditory search task procedure. With regard to response latency data, there is 

a significant within modality priming effect, and a significant cross modal priming 

effect. Further, the cross modal priming effect is attenuated relative to the within 

modality priming effect. With regard to quantity of errors, there is evidence of a 

significant within modality priming effect and a significant cross modal priming effect; 

but also that the cross modal priming effect is not attenuated relative to within modality 

priming effect. 

Effects of Frequency 

Kirsner and Speelman (1996) and Grant and Logan (1993) have suggested that 

priming is a function of the number of exposures to a target item over a lifetime. In 

accordance with this, a number of studies have demonstrated that the priming effect is 

most pronounced for low frequency items as opposed to high frequency items 

(McLeod, 1989; Roediger, Weldon, Stadler, and Riegler, 1992; Jacoby and Dallas, 

1981; Scarborough, Gerard, and Scarborough, 1977). On the basis of these studies, it 

was predicted that high frequency items will be identified with greater speed that low 

frequency items. Further, priming effects will be most pronounced when the stimuli 

are low frequency words as opposed to high frequency words. These predictions will 
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be evaluated in tum. 

It was also predicted that high frequency will be identified with greater speed 

that low frequency items. Both Set 1 and Set 2 analyses revealed that high frequency 

items were indeed identified with greater speed than low frequency items. As a 

corollary of this, it was predicted that a greater quantity of errors will be made in 

response to low frequency items as opposed to high frequency items. Analysis of error 

data confirms that this is indeed the case. 

There is a negative relationship between frequency of a word and the speed with 

which it is identified. This finding provides additional support for the finding that high 

frequency will be identified with greater speed than low frequency items. Familiarity 

is, however, more strongly related to measures of automaticity of word recognition then 

frequency. 

It was predicted that the effect of study modality will be dependent on 

frequency. A greater priming effect for low frequency as opposed to for high 

frequency items is indicative of such an effect. Set 1, Set 2, and non-parametric 

analyses reveal that within modality priming effects are significant for both high and 

low frequency items. Cross modal priming effects are, however, significant for low 

frequency items, but not for high frequency items. This suggests that cross modal 

priming effects are dependent on the frequency of target words (See Figure 2.1 ). 

Further, it was predicted that the effect of study modality will be dependent on 

frequency as concerns errors. There was insufficient variance in the data to investigate 

this statistically. However, inspection of Figure 2.2 confirms that effects of prior study 

are more marked for low frequency as opposed to high frequency items. This pattern 

of data suggests that the effects of study modality, with regard to errors, do indeed 

depend on the frequency of target items. 

Kirsner and Speelman (1996) demonstrated that the magnitude of the priming 

effect is a function of the number times a word has been encountered. They suggest 

that for low frequency items, each additional presentation will result in substantial 

facilitation. In contrast, for high frequency items there will be little room for additional 

facilitation; therefore each additional presentation will not result in a substantial 

facilitatory effect. In accordance with this, there is a negative relationship between 

frequency and the magnitude of the cross modal effect. Moreover, there is a significant 
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negative correlation between familiarity and the magnitude of both the within modality 

priming effect and the cross modal priming effect. Assuming that familiarity also 

measures exposure to target words, these findings suggest that the magnitude of the 
. . 

priming effect is indeed a function of the number of times a word has been encountered. 

In sum, the typical findings that, (a) high frequency items are identified with 

greater speed that low frequency items, and (b) priming effects are most pronounced 

when the stimuli are low frequency words as opposed to high frequency words, have 

been replicated. Further, these findings are replicated as regards both response latency 

and quantity of errors. 

Process Dissociation 

The process dissociation measure revealed that imagability is not related to any 

measure of priming; therefore it can be inferred that explicit processes do not play a role 

in the within or the cross modal priming effect. However, the point made earlier (in 

Experiment 1 discussion) is also relevant here: imagability only varied within restricted 

parameters. In order to evaluate whether imagability influenced performance, it is 

necessary to use items that span the full range of imagability values. 

Individual Differences 

Lastly, there are large individual differences in the magnitude of the priming 

effect. Some individuals show large repetition priming effects while others show 

virtually no priming effects. This is an unexpected result and is something that has not 

been commented upon within the literature. 

Summary 

• There is evidence of within modality priming for both high and low 

frequency items. 

• There is evidence of cross modal priming for low frequency items. 
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• Cross modal priming effects are attenuated relative to within modality 

priming effects. 

• Low frequency items take longer to identify than high frequency items. 

• Cross modal priming effects are more pronounced for low as opposed to 

high frequency items. This is confirmed by the negative relationship 

between frequency and magnitude of cross modal priming. 

• Prior visual or auditory study leads to fewer errors relative to non studied 

control stimuli. 

• Imagability is not related to magnitude of priming. This indicates that 

explicit strategies play no part priming effects. 
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• There are large individual differences in the magnitude of the priming effect 

both between stimuli and individuals. Some blocks of stimuli are inherently 

more easily identified than others, and there are greater priming effects for 

some blocks of stimuli than others. Similarly, some individuals show large 

priming effects while others show virtually no priming effects. 



Chapter 5: Experiment 3; Visual Priming for Second Language Words 

Chapter 5 

Experiment 3: Priming of Visual Recognition of Second Language 

Words 
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Experiment 1 demonstrates that both reading and hearing a native language 

word facilitates the subsequent recognition of that word in the written form. Experiment 

3 investigates whether these effects are apparent for second language words. Does 

hearing a second language word facilitate subsequent recognition of that word in the 

written form? Does listening to second language talk radio promote automaticity of 

visual word recognition. In short this experiment aims to investigate whether the 

benefits of the repetition priming for second language vocabulary transfer across 

modalities. 

As was Experiment 1, Experiment 3 was divided into two phases: a study 

phase and a test phase. In the study phase one third of the target stimuli were presented 

auditorily, one third visually, and the remaining third acted as control items (these were 

not presented in the study phase). Further, half of these target items were high 

frequency words and half were low frequency words. In the test phase, participants 

were required to pick a visually presented target words out of the jumble of letters. 

Repetition priming effects are found for visually presented second language 

words (Kirsner, Smith, Lockhart, King, and Jain, 1984; Scarborough, Gerard, and 

Cortese, 1984; Kerkman, 1984; Kerkman and DeBot, 1989; Kirsner, Brown, Abrol, 

Chadha, and Sherma, 1980). The participants in all of these studies were fluent or 

advanced bilinguals -- no study has investigated repetition priming effects in bilinguals 

of intermediate proficiency. This study examines repetition priming effects in bilinguals 

who vary from intermediate proficiency in their second language to advanced 

proficiency. There is no reason to suspect that repetition priming effects in intermediate 

bilinguals will differ from those in advanced bilinguals. Thus it is predicted that there 

will be a significant effect of within modality priming: the response latencies to visually 

studied items will significantly faster than to unstudied control items. As a further 

consequence of the priming effect, it is predicted that there will also be less failures to 

identify visually studied items. 
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A number of studies have demonstrated that repetition priming for native 

language vocabulary is attenuated but not eliminated by a modality change from 

auditory study to visual test (Blaxton, 1989; Challis and Sidhu 1993; Craik, 

Muscovitch, and McDowd 1993; Donnelly, 1988, Roediger and Blaxton, 1987; 

Srinvas and Roediger 1990; Weldon, 1991; Bassilli, Smith, and MacLeod, 1989; 

McClelland and Pring 1991; Hashtroudi, Ferguson, Rappold, and Chrosniak, 1988; 

Scarborough, Gerard and Scarborough, 1979; Jacoby and Witherspoon, 1982). The 

magnitude of the priming is greatest where target items are both studied and tested 

within the same modality. But priming is nonetheless significant where items are 

studied auditorily and tested visually. Experiment 1 investigated effects of study 

modality where study was auditory, the test was visual, and stimuli were native 

language words. A significant cross priming effect was obtained. 

99 

However, no study has yet isolated the process that is responsible for the cross 

modal priming effect. Existing models of priming suggest that there should be 

absolutely no cross cross modal transfer. No modal of repetition priming is able to 

provide an explanation of why priming is attenuated, not eliminated, when there is a 

change in modality from study to test. Since we do not know why cross modal priming 

effects occur, no specific predictions can be made regarding cross modal priming 

effects in second language learners. Further, there are no specific predictions 

concerning the number of errors to auditorily studied items. 

Kirsner and Speelman (1996) and Grant and Logan (1993) have suggested that 

priming is a function of the number of exposures to target items. This relationship is 

characterised by a power function such that the magnitude of facilitation decreases on 

each successive exposure to a word. Further, a number of studies have demonstrated 

that the priming effect is most pronounced when low frequency stimuli are used 

(McLeod, 1989; Roediger, 1992; Jacoby and Dallas, 1981; Scarborough, Gerard, and 

Scarborough, 1977). Experiment 1 investigated the effects of frequency using the 

visual search task procedure. The results of this experiment confirmed that priming is 

most in evidence when low frequency stimuli were used. Indeed, priming effects were 

significant only for low frequency items. 

Moreover, no study has investigated frequency effects when participants are 

second language learners and when stimuli are second language words. Kirsner and 
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Speelman (1996) argue that the magnitude of the repetition priming effect is a function 

of the number of times an individual has encountered a target word. There is no reason 

to expect that effects of frequency for second language learners in this experiment will 

be different from the native language speakers in Experiment 1: over the course their 

English studies, the second language learners will have encountered low frequency 

stimuli relatively infrequently, if at all; conversely, high frequency stimuli will have 

been encountered relatively frequently. It was therefore predicted that frequency effects 

would be evident in second language learners such that response latencies would be 

faster to high frequency as opposed to low frequency items, and that there would be a 

greater priming effect for low frequency as opposed to high frequency items. 

Similarly, it was predicted that priming effects as regards the quantity of errors (failures 

to identify target words) would be greatest for low frequency items as opposed to high 

frequency items. 

Specific Predictions 

To summarise, Experiment 3 tested a number of specific predictions from the 

above reviewed literature, namely: 

1. There will be significant effect of within modality priming for second 

language words: response latencies to visually studied items will significantly faster 

than to unstudied control items. 

2. There will be an effect of frequency for second language words: response 

latencies will be faster for high frequency as opposed to low frequency items. 

3. The effect of study modality will be dependent on frequency: there will be a 

greater priming effect for low frequency as opposed to high frequency items. 

4. There will be fewer errors to visually studied second language words than to 

control items. 

5. The effect of study modality on the number of errors will be most 

pronounced for low frequency as opposed to high frequency second language words. 
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Method 

The method was virtually identical to that used in Experiment 1. Only those 

aspects of the method that differed from Experiment 1 will be described. 

Participants 
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There were 24 participants. All were students of English as a second language 

and were attending a course run by the ELCOS unit (English Language Courses for 

Overseas Students) at the University of Wales Bangor. They were of various 

nationalities: Japanese, Czech, Spanish, German, Italian, and French, and thus spoke a 

variety of native languages. Seven were first language Japanese, eight were first 

language Serbo-Croatian, three were first language Spanish, two were first language 

German, two were first language Italian, one was first language French, and one was 

first language Catalan. Some participants spoke several second languages to varying 

degrees of proficiency (see Appendix 3A), but the mean number of languages spoken, 

including their native language was 2 (SD = .859). The participants were not 

homogeneous in terms of proficiency in English. Some had been learning English for 

as little as one year while others had been learning, or using, English for over 20 years. 

All of the Czech participants were teachers of English in secondary schools in the Czech 

Republic. Three of the participants had spent at least a year in an English speaking 

country. There were four males participants and 20 female. The age range was 19 to 

56. (See Appendix 3A for full details.) 

Procedure 

The Procedure was identical to that used in Experiment 1 except that there were 

two additional tasks which featured as the final tasks of the experiment. 
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The Lan2ua2e Backeround Questionnaire. 

This task asked participants to describe (a) native language, (b) second 

languages acquired, and (c) the number of their years of formal English instruction (see 

Appendix 3B). 

The Enelish Vocabulary Knowledi:e Task 

This task was based on the LLEX 1.4 Lingua Vocabulary Test (Meara, 1994) 

and the lOK English Vocabulary Test (Meara, 1986). Both of these use the YIN 

technique for measuring English vocabulary knowledge. Both of these measures test 

whether the participant can distinguish between real lexical items and non-words. The 

final score represents an assessment of how much vocabulary is known (it adjusts for 

guessing). The LLEX 1.4 test measures knowledge of Threshold Level vocabulary 

(Council of Europe, 1990). The Threshold Level vocabulary list is put together by 

teachers and is composed of 2500 vocabulary items that the learner may need in 

everyday situations. The lOK English Vocabulary Knowledge Task assesses 

vocabulary knowledge from the 6K to the lOK range and is a paper and pen task 

designed for the students of Cambridge level proficiency. Since participants were 

drawn from a wide proficiency band, neither of these tests would have been suitable 

alone. The LLEX 1,4 would not tax the highly proficient student while the lOK 

English Vocabulary Test would be too difficult for the less proficient students. There 

was not time to administer both tests, so parts of each test were blended into a single 

paper and pen test. 

Stimuli. 

There were 180 items; 120 of these were English words and 60 were non

words. Two thirds of the items (both words and non-words) were taken from the 

LLEX vl.4 test (Meara, 1994) and the remaining third were taken from the lOK 

vocabulary test (Meara, 1996). This test was presented in the same format as the lOK 

Vocabulary test. There were 60 items presented on three separate sheets of paper. The 
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first two sheets of paper contained items from the LLEX 1.4 test presented in random 

order. The last sheet of paper contained items from the lOK vocabulary test presented 

in the same order as in the lOK vocabulary test, that is random order. Items were 

presented in a numbered list, and to the right of each item there was a response box. 

(see Appendix 3C for all stimuli.) 

Procedure. 

Participants were presented with the following written instruction at the head of each 

test sheet: 

Read each word in the list below. If you know what the word means, 

then put a mark in the box beside the word. If you don' t know the word 

or if you aren't sure what it means, leave the box blank. 

Participants were given as much time as required to complete the task. 
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Results 

As in Experiment 1, a mean response latency at each level of study modality and 

frequency was calculated for correct responses. A response was considered correct if 

either the target item or a phonologically viable misspelling of the item was produced. 

Response latencies were shortest for visually studied items, followed by 

auditorily studied items, and longest for control items. This pattern of data emerged 

from both high and low frequency items, but overall response latencies were shorter for 

high frequency items (M = 445.09, SD = 164.84) as opposed to low frequency items 

(M = 739.98, SD = 22.75). See Figure 3.1 
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Figure 3.1 Mean response latency (+SE) of high and low frequency items and each 

level of study modality 

Note. n = 24 (n = the number of observations in each bar) 

Set 1 Analyses: Using Mean Response Latency by Each Participant as 

the Dependent Variable 

A 2 x 3 x 3 (Frequency x Study Modality x Stimulus Sample Type) mixed 

samples ANOV A was performed. This revealed a significant main effect of frequency 

:E (1, 21) = 163.12, 12 < .001, and a significant main effect of study modality :E (2, 42) 
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= 6.28, n = .004. The interaction between frequency and study modality narrowly 

failed to reach significance E (2, 48) = 2.86, 12 = .07. (See Appendix 3D for Summary 

table.) 

A priori planned means comparisons were performed in order to investigate the 

main effect of study modality further. These reveal a significant difference between the 

visual and control conditions E (1, 42) = 10.85, 12 = .002, a significant difference 

between the auditory and the visual conditions E (1, 42) = 7.74, n = .008, but no 

difference between the auditory and the control conditions. A priori planned means 

comparisons were used to investigate the interaction between study modality and 

frequency. These revealed significant differences for low frequency items between 

visual and control conditions E (1, 42) = 16.78, 12 < .001, between auditory and visual 

conditions E (1, 48) = 12.43, n = .001, but not between auditory and control 

conditions. Analysis of high frequency data revealed no significant differences between 

visual auditory and control conditions. (See Appendix 3D for Summary tables of 

means comparison procedures.) This suggests that the significant main effect of study 

modality was due mainly to effects of low frequency items. These analyses suggest 

that there is a significant difference between visually studied items and control items at 

both levels of frequency. There is no evidence of a significant difference between 

auditorily studied items and control items at either level of frequency. 

There is no significant main effect of stimulus sample type. However, the 

interaction between study modality and stimulus sample type approaches significance. 

This suggests that effects of study modality depend to some extent on which blocks of 

stimuli served as visual, auditory or control items. 

Set 2 Analyses: An Alternative Analysis Using Mean Response Latency 

to Each Stimulus 

By way of confirmatory analyses, the mean response latency of each stimulus at 

each level of study modality was calculated; this was used as a dependent variable in a 

further series of analyses. 

A 2 x 3 x 3 (Frequency x Study Modality x Block) mixed samples ANOV A was 

conducted. In this analysis, frequency and block were treated as a between subjects 
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variables and study modality a within subjects variable. The ANOV A revealed a 

significant main effect of frequency E (1, 82) = 43.709, n < .001, a significant main 

effect of study modality E (2, 164) = 13.89, n = .000, and significant interactions 

between frequency and study modality E (2, 164) = 6.29, n = .002. A priori planned 

means comparisons were conducted to investigate the interaction between study 

modality and frequency further. These revealed a significant difference between control 

and visual conditions, E (1, 164) = 27.45, n = .0002, a significant difference between 

auditory and control conditions E (1, 164) = 9.703, n = .002, and a significant 

difference between auditory and visual conditions E (1, 164) = 4.51, n = .035. 

Tukey's post hoc pairwise comparisons were performed in order to investigate whether 

there was a significant effects of study modality at both levels of frequency. These 

suggest that there are significant differences between low frequency visual and control 

conditions g = 8.5, n <.001, between low frequency auditory and visual conditions g = 
5.28, n <.001, but not between auditory and control conditions. (See Appendix 3E for 

the results of all pairwise comparisons.) These results may seem anomalous in that Set 

1 means comparisons suggest that there is no overall difference between the auditory 

and control conditions, yet Set 2 analyses suggest that this contrast is significant. The 

inconsistency between these results may be due to the fact that no data was removed 

from the initial Set 1 analysis but two data sets were removed from Set 2 analysis. 

There were no correct identifications of two of the stimuli in the control condition (thus 

both of these data sets were removed from Set 2 analysis). 

There are no significant main effects of block or any significant interactions 

involving the effect of block. This suggests that effects of study modality and frequency 

do not depend on the nature of the stimuli used. 

Error Analysis 

The following analyses examined whether participants were more accurate in 

identifying primed as opposed to unprimed stimuli. Furthermore, it examined whether 

fewer errors occurred to primed items when there was no modality shift from study to 

test. 

For each stimulus, the mean number of errors made at each level of study 
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modality was calculated. A 2 x 3 x 3 mixed samples ANOVA was performed 

(Frequency x Study Modality x Block). For the purposes of this analysis, frequency 

and block were treated as between subjects variables and study modality was a within 

subjects variable. The number of errors made was the dependent variable. This 

analysis revealed a significant main effect of frequency E (1, 84) = 29.67, 12 < .001 and 

a significant three way interaction between frequency, study modality and block E ( 4, 

168) = 2.73, 12 = .03. (See Appendix 3F for summary table.) 

The least number of errors were made when stimuli were studied and tested in 

the same modality (the visual condition), the most errors were made when stimuli were 

not studied (the control condition), and an intermediate quantity of errors were made 

when stimuli were studied and tested in a different modality (the auditory condition). 

See Table 3.1 . A priori planned means comparisons revealed that differences between 

visual, auditory, and control conditions were not, however, significant. (See Appendix 

3F.) 

Table 3.1 

Mean Number of Errors at Each Level of Study Modality 

Study Modality 

Visual 

Auditory 

Control 

M 

n=90 

1.178 

1.278 

1.367 

SD 

1.680 

1.716 

1.777 

Figure 3.2, shows the pattern of data at each level of frequency and study 

modality. Figure 3.2 shows that the low frequency data conforms to the predicted 

pattern of effects: most errors were made to control rather than to primed stimuli; and 

the least number of errors were made to items studied and tested in the same modality. 

There are no effects of study modality, however, for high frequency items. 
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Figure 3.2 Mean number of errors (+SE) at each level of frequency and study modality 

Note. n = 30 (n = the number of observations in each bar) 

The interaction between frequency, study modality, and block suggests that this 

pattern of effects does not hold for all blocks at each level of frequency. This effect 

was not investigated because there was insufficient variance in the data. 

Summary 

Analysis of participants' mean response latency at each level of study modality 

(Set 1 analyses) revealed that there was a significant difference between the mean 

response latency to visually studied items and the mean response latency to control 

items. This difference is only evident when items are low frequency. Furthermore, 

there is scant evidence for a significant difference between auditory and control 

conditions. Similarly, the analysis of mean response latency to each stimulus (Set 2 

analyses) confirmed these findings: these analyses provided evidence of significant 

facilitation for low frequency, visually studied items relative to low frequency control 

items but only scant evidence of facilitation for auditorily studied items relative to 

control items. These findings are also echoed in the error data: there were fewer errors 
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made to visually studied items relative to control items; this difference was not, 

however, significant. 

Process Dissociation Measure 
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As explained when discussing Experiment 1, the idea of process dissociation is 

based on the fact that some variables ( e .g., imagability and concreteness) are known to 

affect explicit memory but not implicit memory processes. Now, if a variable 

influences the performance of a task, it can be inferred that, in addition to implicit 

memory, explicit memory processes played a role in the performance. Imagability is 

such a variable (it is known to affect explicit memory processes but not implicit 

memory). A series of bivariate and partial correlations were carried out to assess 

whether imagability influenced performance on the task (repetition priming) in this 

experiment. This set of correlational analyses was also aimed at investigating which 

variables are related to automaticity of response.The measures of the magnitude of the 

priming effect used were those described in Experiment 1. There were no significant 

correlations between imagability and any measure of either within or cross modal 

priming (see Appendix 3G). 

As predicted, there are significant negative correlations between Kucera-Francis 

frequency mean R.T.(r = -.33, n <.01). Familiarity also negatively correlates with all 

mean RT (r = -.54, 12 <.01). Further, the relationship between familiarity and 

automaticity of recognition is stronger than the relationship between frequency and 

automaticity of recognition (see Appendix 3G) 

Is Priming Related to Proficiency? 

The English proficiency test was intended to measure vocabulary knowledge 

across a broad range of vocabulary proficiency levels. The test was divided into three 

parts; it thus produced three separate sub scores, one for each part of the test: sheets 

one and two tested knowledge of threshold level vocabulary, and sheet three tested 

knowledge vocabulary between the 6K and l0K range. However, participants were of 

higher proficiency than expected. Performance on the first two sheets tended to be at 
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ceiling as regards hits (correctly identifying real English words). Participants did, 

however, differ from one another in terms of false alarm responses (falsely identifying 

a non-word as a word). (See Appendix 3H.) Since the scores of sheets one and two 

tended to reflect only false alarms, sheet three was considered the most reliable test of 

vocabulary knowledge. Measures of the number of years of English study and the 

number of languages known (both derived from the Language Knowledge 

Questionnaire) were also included in the analysis. 

It is possible that these individual differences are related to proficiency. For 

each participant measures of within modality priming, cross modal priming and 

automaticity of word recognition were derived. The measures of priming were 

calculated using equation three (described in Experiment 1). Measures of priming for 

high and low frequency items were also calculated. A series of bivariate Pearson 

correlations was performed. 

None of the correlations between measures of priming and proficiency are 

significant. (See Appendix 31 for all correlations). However, correlations between 

sheet three of the vocabulary test and priming tend to be negative. The correlation 

between overall within modality priming and overall performance in the English 

Vocabulary Test is negative (r =-.34 ,12 = n/s), the correlation between overall cross 

modal priming and performance on sheet three of the English Vocabulary Test is 

negative (r = -.17,12 = n/s). Furthermore, the correlations between performance on 

sheet three of the English Vocabulary Test and within modality priming for high 

frequency items (r = -.28, 12 = n/s), and between sheet three and cross modal priming 

for high frequency items (r = -.35, 12 = n/s), are both negative. Thus there is a tendency 

for the relationship between vocabulary competence and priming to be negative. In 

other words, the proficient participants are benefiting less from either auditory and 

visual presentation of test item prior to test. 

This conclusion must be tempered by the knowledge that none of these 

relationships are significant and are based on the results only 24 participants. The 

power of the analysis was extremely low, and the analysis itself was posthoc. Further, 

not all of the relationships between sheet three of the English Vocabulary Test or mean 

English Vocabulary Score and measures of priming are negative. 



Chapter 5: Experiment 3; Visual Priming for Second Language Words 

111 
Individual Differences in the Magnitude of the Priming Effect 

In the course of these analyses, it was noted that individual differences in the 

magnitude of the priming effect were extremely large. The above correlational analyses 

used equation three in order to generate a measure of within modality priming. This 

equation removed the effect of individual differences in reading speed and simply 

calculated differences in priming. Using this measure of priming, the mean amount of 

within modality priming for low frequency is calculated to be 1.29 ticks (SD= .416). 

But some individuals showed no priming at all (the minimum amount of priming using 

this measure is -.464), whereas other individuals showed large amounts of priming (the 

maximum score using this measure is .671). 
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Discussion 

This experiment aimed to investigate repetition priming effects in a group of 

students studying English as a second language for whom the stimuli were second 

language words. 
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Analyses in which the dependent variable was mean response latency b)' each 

participant will be referred to as Set 1 analyses. Analyses in which the dependent 

variable was mean response latency to each stimulus will be referred to as Set 2 

analyses. Specific predictions will be evaluated in the following section. 

Effects of Study Modality 

Within modality primini:. 

Repetition priming effects of visually presented words are evident in bilinguals 

when words are presented in the non-dominant language (Kirsner, Smith, Lockhart, 

King, and Jain, 1984; Scarborough, Gerard and Cortese, 1984; Kerkman, 1984; 

Kerkman and DeBot, 1989; Kirsner, Brown, Abrol, Chadha, and Sherma, 1980). 

However, repetition priming effects in novice to intermediate level bilinguals had not 

been previously investigated. 

It was predicted that there would be a significant effect of within modality 

priming. Both Set 1 and Set 2 analyses demonstrate that response latencies to visuall)' 

studied items are indeed faster than those to control items, but only for items of low 

frequency. Thus there is evidence of significant within modality priming for low 

frequency words. 

As a corollary of the within modality priming effect, it was predicted that there 

would be a fewer errors for visually studied items relative to control items. Analysis of 

error data reveals that there are fewer errors to visually studied items relative to control 

items; this difference is not, however, significant. 

This experiment revealed that repetition priming effects are evident in a group of 

intermediate level to advanced bilinguals for whom stimuli were second language 

words. 
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Cross modal priming. 

Studies of priming in native language speakers have shown that priming is 

greatest when target items are both studied and tested within the same modality. 

Priming is nonetheless significant when items are studied auditorily and tested visually. 

(Blaxton, 1989; Challis and Sidhu, 1993; Craik, Muscovitch, and McDowd 1993; 

Donnelly, 1988; Roediger and Blaxton, 1987; Srinvas and Roediger, 1990; Weldon, 

1991; Bassilli, Smith, and MacLeod, 1989; McClelland and Pring, 1991; Hashtroudi, 

Ferguson, Rappapold, and Chrosniak, 1988; Kirsner, Milech, and Standen, 1983; 

Jacoby and Witherspoon, 1982). However, cross modal priming effects have not been 

investigated in participants for whom the stimuli were second language words. 

There were thus no specific predictions regarding the cross modal priming 

effect. Set 1 analyses revealed that auditorily studied items were not identified faster 

than control items. Set 2 analyses suggested that there is a significant difference 

between low frequency auditorily studied items and low frequency control items. The 

disparity between these analyses is probably due to the fact that it was necessary to 

remove some data from the Set 2 analysis, but not from Set 1. An important question 

arises on account of this disparity, namely: which of these analyses should carry the 

most weight? Data was eliminated from Set 2 because there were no correct responses 

to two of the stimuli when they were used in the control condition. All the data for 

those two items (mean response latencies for the visual and auditory conditions) was 

removed because the variable of study modality is within subjects variable. However, 

responses for those items in the visual and auditory conditions were by no means 

outlying scores. As a consequence of this, there was no apriori reason for their 

removal. Their removal was simply a statistical necessity. There was no need to 

remove all the data for these two items in Set 1 analyses; as a consequence, Set 1 

analysis includes more relevant data than Set 2 analyses. Therefore Set 1 analyses 

should carry more weight than Set 2. It can thus be concluded that there is scant 

evidence of a cross modal priming effect. 

No specific predictions were made concerning the number of errors to auditorily 

studied items. Fewer errors were made to auditorily studied items than to control, but 

this difference is not significant. 
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Comparison of within modality and cross modal priming effects. 

The literature suggests that cross modal priming effects with native language 

stimuli are generally significant, albeit attenuated relative to within modality priming 

effects. This experiment suggests that there is little evidence of a cross modal priming 

effect in second language learners for whom stimuli are second language words. 

Effects of Frequency 

It was also predicted that there would be an effect of frequency: it is expected 

that response latencies would be faster to high frequency as opposed to low frequency 

items. Both Set 1 and Set 2 analyses reveal that high frequency items are indeed 

identified faster than low frequency items. It was also predicted that there would be a 

greater number of errors made to low frequency items as opposed to high frequency 

items. Analysis of error data revealed that indeed a greater number of errors were made 

to low frequency as opposed to high frequency items. 

Kirsner and Speelman's (1996) research indicates that priming is a function of 

the number times a word has been encountered. The more frequently a word is 

encountered, the faster it is recognised. (The results of Experiment 3 have corroborated 

this). However, the faster an item is recognised, the less room there is for additional 

facilitation. There is little room for a decrease in recognition time when the item is a 

high frequency item. Conversely, there is much room for a decrease in the time it takes 

to identify a low frequency word. As a consequence, the more frequent the word, the 

smaller the priming effects. In accordance with this, a number of studies have 

demonstrated that the priming effect is most pronounced for low frequency items as 

opposed to high frequency items when stimuli are native language words (MacLeod, 

1989; Roediger, Weldon, Stadler, and Riegler, 1992; Jacoby and Dallas, 1981; 

Scarborough, Gerard, and Scarborough, 1977). 

On the basis of these studies it was predicted that the effect of study modality 

would be dependent on frequency and that there would be a greater priming effect for 

low frequency as opposed to high frequency items. Both Set 1 and 2 analyses reveal 

that within modality priming is significant only for low frequency items. As regards 
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within modality priming, documented effects of frequency are replicated: within 

modality priming effects are more pronounced for low frequency items. 

Kirsner and Speelman' s (1996) research suggests that there should be a 
. . 
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negative relationship between frequency and automaticity of recognition and a negative 

relationship between the magnitude of the priming effect for a word and its frequency 

within the language. In accordance with these predictions, Experiment 3 revealed that 

frequency is negatively related to automaticity of word recognition. Familiarity is, 

however, more strongly related to measures of automaticity than frequency. 

Further, familiarity is significantly negatively correlated with measures of 

within modality priming: the higher the familiarity value the smaller the priming effect. 

Frequency also correlated with measures of automaticity and one measure of within 

modality priming. 

Assuming that familiarity acts as a measure of exposure, these results lend 

further support to the contention that there is a greater priming effect for unfamiliar 

items and a smaller priming effect highly familiar items; even when participants are 

second language learners for whom the stimuli are second language words. 

The negative correlations between measures of priming and performance in the 

vocabulary test lend further support to the notion that the magnitude of the priming 

effect is dependent on frequency of exposure. It is reasonable to assume that 

individuals who score highly in the vocabulary test have had more exposure to English 

vocabulary than individuals who do not score highly in the test. The negative 

correlations between measures of priming and sheet three of the vocabulary test indicate 

that those who know less vocabulary benefit more from priming. In other words, those 

who have had less exposure to English vocabulary benefit less from priming. 

Nonetheless, this argument should be taken with a touch of skepticism: none of the 

negative correlations between performance in sheet three of the vocabulary test and the 

magnitude of the priming effect are significant; further, performance in sheet three of 

the vocabulary test was not intended to stand alone as a measure of vocabulary. The 

original lOK vocab test (Meara, 1996) contains many more test items. 

In sum, the typical findings that high frequency items are identified with greater 

speed that low frequency items has been replicated as regards both response latency and 

quantity of errors. The typical finding, that the priming effects are most pronounced 
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when the stimuli are low frequency words as opposed to high frequency words, has 

been replicated as regards within modality priming effects. 

Process Dissociation 

If a variable known to influence explicit memory performance (in this case, 

imagability) affects the magnitude of the priming effect, it can be inferred that explicit 

memory influenced performance on the priming task. This is the logic of the process 

dissociation measure. Imagability was found to be unrelated to measures of within 

modality or cross modal priming. There is therefore no evidence that explicit memory 

strategies played a role in the priming effect. Nonetheless, imagability varied only 

within restricted range of values. In order to adequately test whether imagability 

affected performance, stimuli would need to represent the full range of imagability 

values. 

Individual Differences 

There are large individual differences in the magnitude of priming: for some 

participants the effect of prior study was sizable; this effect was virtually nonexistent in 

other participants; further, there were greater priming effects for some blocks stimuli 

than others. 

Summary 

• There is evidence of within modality priming (i.e., from visual study to 

visual test) for second language words. However, this effect is only for 

low frequency items. 

• Set 1 analyses suggests there is no evidence of a cross modal priming effect 

(i.e., from auditory study to visual test) for second language words. Set 2 

analyses, however, suggests that there is evidence of cross modal priming. 

Since the disparity arises from the deletion of some data from Set 2 
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analyses, Set 1 analyses carry greater weight. There is thus scant evidence 

of a cross modal priming effect. 

• Low frequency second language words take longer to identify than high 

frequency second language words. 

• Within modality priming effects are more pronounced for low as opposed 

to high frequency second language words. 

• The negative relationship between frequency and within modality priming 

provides additional support for the finding that the magnitude of the priming 

effect is a function of frequency of exposure to target stimuli. Familiarity is 

more strongly related to priming than frequency; this may indicate that 

familiarity rather than frequency is a better measure of expose to words. 

• There are no significant within or cross modal priming effects on the 

number of errors. However, there is a non-significant trend in the data 

which suggests that prior visual or auditory study leads to fewer errors 

relative to non-studied control stimuli. 

• Imagability is not related to the magnitude of priming. This indicates that 

explicit strategies play no part in priming effects. 

• There are large individual differences in the magnitude of the priming effect, 

both between stimuli and individuals. Some blocks of stimuli are inherently 

more easily identified than others, and there are greater priming effects for 

some blocks of stimuli than for others. Similarly, some individuals show 

large priming effects while others show virtually no priming effects. 
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Chapter 6 

Experiment 4: Priming of Auditory Recognition of Second Language 

Words 

Experiment 2 established that both hearing and reading a native language word 

facilitates subsequent recognition of that word in the spoken form. Experiment 4 

investigates whether this finding holds for second language words. Does reading a 

second language word facilitate subsequent recognition of that word in the spoken 

form? Does reading a second language newspaper promote automaticity of both spoken 

and written word recognition? This experiment aims to investigate whether the benefits 

of the repetition priming for second language vocabulary transfer across modalities. 

As in Experiment 2, this experiment is divided into two phases: a study phase 

and a test phase. In the study phase, one third of the target stimuli were presented 

auditorily, one third visually, and the remaining third acted as control items (these were 

not presented in the study phase). Further, half of these target items were high 

frequency words and half were low frequency words. In the test phase, participants 

were required to pick auditorily presented target words out of the jumble of phones. 

Repetition priming effects have been found for visually presented second 

language words in fluent bilinguals (Kirsner, Smith, Lockhart, and Jain, 1984; 

Scarborough, Gerard, and Cortese, 1984; Kerkman, 1984; Kerkman and DeBot, 1989; 

Kirsner, Brown, Abrol, Chadha, and Shenna, 1980). Repetition priming effects for 

auditorily presented second language words have not been investigated in bilinguals of 

intermediate proficiency. This study does both of these things . There is no reason to 

suspect that repetition priming effects in intermediate bilinguals would differ from those 

in advanced bilinguals. Similarly, there is no reason to suspect that auditory priming 

effects (from auditory study to auditory test) would differ from visual priming effects 

(from visual study to visual test). Thus, in accordance with studies of visual repetition 

priming in advanced bilinguals, it was predicted that there would be a significant effect 

of within modality priming: response latencies to auditory studied items would be 

significantly faster than to unstudied control items. It was also predicted that there 

would be fewer failures to identify auditory studied items. 
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A number of studies have demonstrated that repetition priming is attenuated, but 

not eliminated, by a change in modality from auditory study to visual test. The few 

studies that have examined cross modal priming from visual study to auditory test have 

obtained mixed results. Some studies have obtained a significant cross modal priming 

effect when the study is visual and the test is auditory (Jackson and Morton, 1984; Graf 

and Schacter, 1984; Kirsner and Smith, 1974). Others have failed to show significant 

cross modal priming using auditory testing procedures (Monsell and Banich, 1995; 

Ellis 1982). Experiment 2 investigated the effects of study modality when the study 

was visual, the test was auditory, and the stimuli were native language words. A 

significant cross priming effect was obtained. 

However, none of the studies of cross modal priming reviewed in the 

introduction have been able to identify a set of processes responsible for cross modal 

transfer. It is unclear why there is an attenuation but not complete elimination of 

priming when there is a change in modality from study to test. None of the studies 

reviewed in the the introduction were able to isolate a mechanism responsible for cross 

modal transfer. Since it is not known why cross modal priming effects occur, no 

specific predictions can be made concerning cross modal priming effects in second 

language learners. Further, there are no specific predictions concerning the number of 

errors to visually studied items. It is conceivable that, as a consequence of a cross 

modal priming effect, there are also fewer failures to identify visually studied items. It 

is also conceivable that there would be no cross modal priming effect and no attendant 

reduction in the number of errors to visually studied items. 

Kirsner and Speelman (1996) and Grant and Logan (1993) have suggested that 

priming is a function of the number of exposures to target items, but that this 

relationship is characterised by a power function: the magnitude of faciHtation 

decreases on each successive exposure to a word. Further, a number of studies have 

demonstrated that the priming effect is most in evidence when low frequency stimuli are 

used (McLeod 1989; Roediger et al., 1992; Jacoby and Dallas, 1981; Kirsner et al., 

1986; Scarborough et al., 1977). None of the published literature has investigated 

frequency effects when the test in in the auditory modality. Experiment 2, which used 

an auditory test procedure, revealed that priming effects are more pronounced in low 

frequency words relative to high frequency words. Thus Experiment 2 replicated the 
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finding that priming is most in evidence when low frequency stimuli are used as 

opposed to high frequency stimuli. 

Moreover, no study has investigated frequency effects when participants are 

second language learners and when stimuli are second language words. The frequency 

effect is a function of the number of exposures to target words (Kirsner and Speelman, 

1996). The second language learners in this experiment would have had less exposure 

to each of the target words over the course of their lifetime than would native language 

speakers. They may have seen low frequency words only once or twice, if at all, in the 

course of their English studies. High frequency words would have been encountered 

relatively frequently. It is therefore predicted that second language learners will show a 

frequency effect: response latencies will be faster to high frequency as opposed to low 

frequency items. Further, priming effects will be more pronounced for low frequency 

as opposed to high frequency items. Similarly, it was predicted any priming effects on 

the number of errors (failures to identify target words) will be greater for low frequency 

items as opposed to high frequency items. 

Specific Predictions 

To summarise, Experiment 4 tested a number of specific predictions from the 

above reviewed literature, namely: 

1. There will be significant effect of within modality priming for second 

language words: response latencies to auditory studied items will be significantly faster 

than to unstudied control items. 

2. There will be an effect of frequency for second language words: response 

latencies will be faster to high frequency as opposed to low frequency second language 

words. 

3. The effect of study modality will be dependent on frequency: there will be a 

greater priming effect for low frequency as opposed to high frequency second language 

words. 

4. There will be fewer errors to auditorily studied items than to control items. 

5. The effects of study modality on the number of errors will be most 

pronounced for low frequency as opposed to high frequency second language words. 
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Method 

Participants 

The 21 participants were all students of English as a second language at the 

ELCOS unit at the University of Wales Bangor. They were of various nationalities: 
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Japanese, Czech, German, Italian, and Arabic. Thus they spoke a variety of native 

languages. Ten were first language Czech, five were first language German, two were 

first language Japanese, one was first language Italian, one was first language Arabic, 

and one was first language Greek. Some participants spoke several second languages 

to varying degrees of proficiency (see Appendix 4A). The mean number of languages 

spoken, including a native language, was 3.3 (SD= .8). The participants were not 

homogeneous in terms of proficiency in English. Some participants had been learning 

English for as little as one and a half year; others had been learning/using English for 14 

years (M = 8.5 years SD= 3.1 years). All of the Czech participants were teachers of 

English in secondary schools in the Czech Republic. One participant had spent two 

years in English speaking countries; three had spent the previous year in Wales. Eleven 

participants were female and 10 were male. The age range was 19 to approximately 34 

(although the upper age limit is not known because several of the participants were 

reluctant to reveal their age). 

Essentially the design is identical to that described in Experiment 2. A 2 x 3 

repeated measures design was used. There were two within subjects factors, namely 

frequency and study modality. The frequency variable had two levels: high and low. 

The variable of study modality had three levels: visual, auditory, and control. Stimuli 

were divided into three blocks and assigned to visual, auditory, or control conditions 

according to a balanced Latin square design. the system of rotating blocks of stimuli 

across all three levels of study modality is identical to that described in Experiment 1. 

The order of visual and auditory study phases was counterbalanced. 
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Materials and Apparatus 

Stimuli. 

A pilot study was conducted in which 11 intermediate level bilinguals were 

tested using those stimuli used in Experiment 2. Performance was at floor levels in 

many cases floor level performance was due to the fact that some participants adopted a 

strategy of waiting to the end of each stimulus string before responding. Other 

participants, however, were simply unable to identify low frequency stimuli. Post 

experimental interviews revealed that participants felt they were unable to identify 

stimuli that they were not familiar with prior to the testing session. Even among those 

participants who adopted a strategy of waiting to the end of each stimulus string before 

making a response, performance was at floor level. This suggests that the use of 

stimuli that are not familiar to participants is inappropriate. Therefore extremely low 

frequency stimuli were not used in this experiment. These were replaced by stimuli of 

intermediate frequency that were neither low or high frequency items. 

There were 90 target items. All were bisyllabic and contained between five and 

eight letters. Thirty-nine of the stimuli were low frequency items and 39 were high 

frequency. The mean Kucera-Francis frequency value of low frequency items was 27 

(SD= 5.6), and values ranged from 20 to 40. The high frequency items were 

composed of a subset of those used in Experiment 2. The mean Kucera-Francis 

frequency value of high frequency items was 134 (SD = 98) and values ranged from 42 

to 272. 

Ideally, familiarity values of low frequency items should differ from those of 

high frequency items. Unfortunately, the familiarity values of high and low frequency 

values fell within the same range of values. (See table 4.1). The imagability and 

concreteness values of the high and low frequency sets of stimuli were comparable. 

(See table 4.1) 

Stimuli in both high and low frequency groups were divided into three blocks. 

The three groups of high frequency stimuli were matched according to the baseline 

recognition times derived from the Experiment 2 Pilot Study 2 and on Kucera-Francis 

frequency. Since data of this kind was not available for low frequency items, the three 
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low frequency groups were matched according to Kucera-Francis frequency values. 

Table 4.1 

Normative Data of Target Items 

Low Frequency 

Mean 

M SD Range Bil Bl2 Bl3 

No of Letters 6 1 3 6 6 7 

K-F Frequency 27 6 20 27 27 28 

T-L Frequency 142 91 334 150 138 139 

Familiarity 516 50 197 509 527 513 

Concreteness 539 91 335 568 501 549 

Imagability 548 66 235 567 534 542 

High Frequency 

Mean 

M SD Range Bil Bl2 Bl3 

No of Letters 6 .6 2 7 6 6 

K-F Frequency 135 98 430 143 137 123 

T-L Frequency 806 782 3849 831 684 905 

Familiarity 559 47 162 562 565 552 

Concreteness 475 81 295 493 463 470 

Imagability 505 85 322 519 497 498 

Baseline Rec.(ms) 380 100 396 371 390 377 

Note. Values are rounded up to the nearest integer. 
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No of letters = Bl 1 = block one, Bl2 = block two, Bl3 = block three, No of letters = number of letters, 

K-F frequency= Kucera Francis frequency, T-L = Thorndike-Lorge frequency, Baseline Rec. = Baseline 

response latency 
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The mean Kucera-Francis and Thorndike-Lorge frequency did not differ across 

the three groups of high and low frequency stimuli (see Table 4.1). Similarly, the 

imagability, concreteness, and familiarity values of the three groups of stimuli were 
. . 

comparable (see Table 4.1). The frequency, familiarity, imagability, and concreteness 

normative values were derived from the Oxford Psycholinguistic Database (Quinlan, 

1992). 

Procedure 

The procedure is essentially identical to that of Experiment 2 in all respects apart 

from: 

1. There were slight modifications to the test instructions: participants were 

verbally instructed: 

Click the mouse as soon as you hear a word you recognise. Don't wait 

to the end of each string of nonsense to respond. Go with your 

instincts. The word you recognise may not be a word you know the 

meaning of, but if it sounds familiar, go ahead and click the mouse. 

2. There were two additional tasks which featured, respectively, as the 

penultimate and final task of the experiment: The English Vocabulary Know ledge Task 

and The Language Background Questionnaire. These were described in Experiment 3. 
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Results 

As in Experiment 2, a mean response latency at each level of study modality and 

frequency was calculated to correct responses. A response was considered correct if 

either the target item or a phonologically viable misspelling of the item was produced. 

One participant failed to correctly respond to a majority of the stimuli. In fact, this 

participant (R.A.) responded correctly on only 26 of the 78 trails -- this is a mere 33 

percent of trials. All other participants responded correctly to at least 50 percent of the 

trails. Therefore the data from participant R.A. were removed from the analyses. 
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Figure 4 .1 Mean response latency ( +SE) of high and low visually studied auditorily 

studied and control items 

~- n = 21 (n = the number of observations per bar) 

Response latencies were shortest to visually studied items, this was followed by 

auditorily studied items, and this, in tum, was followed by control items. This pattern 

of results emerged from both high and low frequency items (see Figure 4.1), but 

overall response latencies were shorter to high frequency items (M = 431.58, SD= 

82.25) than to low frequency items (M = 456.44, SD= 104.65). (See Figure 4.1) 
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Set 1 Analyses: Analyses Using Mean Response Latency by Each 

Participant as the Dependent Variable 
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A 2 x 3 x 3 (Frequency x Study Modality x Stimulus Sample Type) mixed 

samples ANOV A was conducted. This revealed a significant main effect of frequency 

E (1, 17) = 12.85, 12 = .002 and a significant main effect of study modality E (2, 34) = 
5.31, 12 = .01, but the interaction between frequency and study modality was not 

significant. (See Appendix 4B for summary table.) 

A priori planned means comparisons were performed to investigate the main 

effect of study modality further. These revealed a significant difference between the 

auditory and control conditions E (1, 34) = 10.63, 12 = .003, but no significant 

difference between the visual and control conditions or between the visual and auditory 

conditions. A priori planned means comparisons were also used to investigate modality 

effects at each level of frequency. For low frequency items there was a significant 

difference between auditory and control conditions E (1, 34) = 4.49, 12 = .04, but no 

significant difference between visual and control conditions or between auditory and 

visual conditions. Analysis of the data from high frequency items revealed a significant 

difference between auditory and control conditions E (1, 34) = 8.55, 12 = .01, between 

visual and auditory conditions. E (1, 34) = 4.74, 12 = .03, but no significant difference 

between visual and control conditions. (See Appendix 4B for summary tables of means 

comparison.) These analyses suggest that there was a difference between both the high 

and low frequency auditory and control conditions but no difference between the visual 

and control items at either level of frequency. 

There is a significant three way interaction between study modality, frequency, 

and stimulus sample type E (4, 34) = 3.9, 12 = .01. This indicates that effects of study 

modality not only depended on frequency but also depended, to some extent, on which 

blocks of stimuli serve as visual, auditory, or control stimuli. 

Set 2 Analyses: An Alternative Analysis Using Mean Response Latency 

to Each Stimulus 

The mean response latency to each stimulus at each level of study modality was 
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calculated. This was used as a dependent variable in a further series of analyses. This 

permitted investigation of differences between particular blocks of stimuli; it also acted 

as a confirmatory analysis. Two of the low frequency items and three of the high 

frequency items were not correctly recognised by any of the participants in at least one 

of the study modality conditions. The data from these items was removed from the 

analysis. 

A 2 x 3 x 3 (Frequency x Study Modality x Block) mixed samples ANOV A was 

conducted. In this analysis, frequency and block were treated as a between subjects 

variables and study modality was treated as a within subjects variable. There was no 

significant main effect of frequency and the main effect of study modality approached 

significance E (2, 134) = 2.76, 12 = .06. There were no significant interactions (see 

Appendix 4C for summary table). 

A priori planned means comparisons were conducted in order to investigate the 

main effect of study modality further. These revealed a significant difference between 

control and auditory conditions E (1, 134) = 5.4, 12 = .02, but no significant difference 

both between visual and control conditions and between auditory and visual conditions 

(see Appendix 4C for summary tables). Tukey's post hoc pairwise comparisons were 

performed to investigate effects of study modality at both levels of frequency. These 

revealed that there were no significant differences between study modality conditions 

for either high or low frequency items (see Appendix 4C for the results of all pairwise 

comparisons performed). 

These results differ from the analysis which used mean response latency by 

each participant as a dependent variable. Earlier (Set 1) analysis revealed a significant 

differences between high frequency auditory and control conditions and also between 

low frequency auditory and control conditions, The current (Set 2) analysis suggests 

these comparisons are non-significant. The disparity in results may be due to the fact 

that some items were removed from the current analysis because they proved 

problematic to recognise at test. No data were removed from the earlier analyses, in 

which the dependent variable was mean response latency by each participant. Further, 

this may also be due to lack of power in the Tukey HSD pairwise comparisons 

procedure (Tukey HSD pairwise comparisons are more conservative than the planned 

means comparison procedure used above). 
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There are no significant effects of block or any significant interactions between 

block and any other variable. This suggests that effects of study modality and frequency 

do not depend on blocks of stimuli used. 

In sum both analyses indicate that there is a significant difference between 

auditory and control conditions. The initial (Set 1) analysis, in which the dependent 

variable was response latency by each participant, revealed that there was a significant 

difference between both high and low frequency auditory and control stimuli. The 

second set of analysis (Set 2), in which the dependent variable was response latency to 

each stimulus, revealed an overall significant difference between auditory and control 

conditions; however, component analysis, which examined this difference at both 

levels of frequency, failed to achieve significance. The disparity between the results of 

these analyses may be due to the removal of some data sets in the second set of 

analyses. Similarly, the initial analyses revealed a significant difference between high 

and low frequency items, but in the second analysis frequency differences failed to 

achieve significance. 

Nonparametric Analyses 

It could be argued that this is nonparamentric data. The stimulus occurs at four 

fixed points within the string; a response could only occur after these four fixed points 

within the string. (This issue was discussed in Experiment 2 under the subheading 

Nonparametric Analyses.) In order to ensure that conclusions reached using parametric 

statistics would be the same as those reached using nonparamentric statistics, a series of 

nonparamentric analyses was performed. 

The dependent variable in the first set of analyses was mean response latency by 

each participant to stimuli at each level of frequency and study modality. There is no 

nonparamentric equivalent of a 2 x 3 x 3 repeated measures ANOVA, so the complexity 

of the analysis was reduced: the variable of stimulus sample type was removed and the 

low and high frequency data analysed separately. A Friedman ANOV A was performed 

on the low frequency data. This indicated that there was a no significant effect of study 

modality CFr (2) = 2.8, p = .n/s) (see Appendix 4D for summary table). Two separate 

Wilcoxon tests were performed to examine whether differences between the auditory 
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and control conditions and between the visual and control conditions are significant. 

These Wilcoxon tests revealed that there is no significant difference between 

low frequency auditory and control conditions or between low frequency visual and 

control conditions (see Appendix 4D for summary table). 

Similarly, a Friedman ANOVA was performed on the high frequency data. 

This indicated that there was no effect of study modality. Again, post hoc Wilcoxon 

tests were performed using an alpha level of .025. These revealed a significant 

difference between auditory and control conditions T = -2.57, I!= .01, but no 

significant difference between visual and control conditions (see Appendix 4D for 

summary tables). 

The second set of parametric analyses used mean response latency to each 

stimulus at each level of study modality (Set 2 data). This data was reanalysed using 

nonparamentric procedures. This analysis used mean response latency to each stimulus 

as a dependent variable. A Friedman ANOV A was performed on low frequency data. 

This revealed no effect of study modality. Post hoc Wilcoxon tests were performed 

using an alpha level of .025. These indicted no significant differences between auditory 

and control conditions or between visual and control conditions. A Friedman ANOV A 

was also performed on high frequency data. This revealed a significant effect of study 

modality Er (2) = 10.5, I!= .005. Post hoc Wilcoxon tests were performed using an 

alpha level of .025. These indicted a significant difference between auditory and 

control conditions T = -2.76, I!= .005, but no significant difference between visual and 

control conditions. (See Appendix 4E for summary tables.) They converge on the 

conclusion that there is a significant difference between high frequency auditory and 

control conditions. The difference between high frequency visual and conditions is not 

significant. There are no significant effects of study modality for low frequency items. 

Error Analysis 

The following analyses examined whether participants were more accurate in 

identifying primed as opposed to unprimed stimuli and whether fewer errors occurred 

to primed items when there was no modality shift from study to test. 
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The number of errors made by each participant to stimuli in each condition was 

calculated; this was used as a dependent variable in a 2 x 3 repeated measures ANOV A 

in which study modality and frequency were within subjects variables. This revealed 

that there were no significant main effects of study modality or frequency. 

Figure 4.2 shows that most errors were made to control items. Planned means 

comparisons reveal that the differences between study modality conditions are not 

significant. However, both the comparisons between auditory and control conditions E 

(1, 34) = 3.22, 12 = .08 and between visual and control conditions E (1, 34) = 3.6612 = 
.06 approach significance. The results of planned means comparisons indicate that 

there are no significant effects of study modality with either high or low frequency 

items. (See Appendix 4F for summary tables.) 
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Figure 4.2 The number of errors made(+ SE) to high and low frequency auditory, 

visual and control items 

Note. n = 79 (n = the number of observations per bar) 

Process Dissociation Measure 

As explained in Experiment 1, process dissociation is based on the logic that, if 

a variable known to effect explicit memory function influences performance on a test, it 
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can be inferred that explicit memory processes played a role in the task. A series of 

bivariate and partial correlations was earned out to assess whether imagability (a 

variable known to affect explicit memory function) influenced performance in the 

repetition priming task. This set of correlational analyses was also used to investigate 

whether frequency and familiarity are related to automaticity of response. 

Measures of priming were derived using equations described in Experiment 1. 

None of the measures of within or cross modal priming correlated with measures of 

imagability. (See Appendix 4G for the full correlation matrix.). Furthermore, no 

measure of automaticity correlated with measures familiarity and frequency. 

The Relationship Between Proficiency and Priming 

A set of Pearson correlation analyses was conducted in order to investigate the 

relationship between proficiency and priming. It was predicted that there will be a 

negative relationship between within modality priming and proficiency. The English 

vocabulary test provided a measure and proficiency. Various measures of within and 

cross modal priming were calculated. These are described in Experiment 1. There was 

no evidence of a significant relationship between performance in the English vocabulary 

test and any of the measures of within or cross modal priming. (See Appendix 4H for 

results of all correlational analyses performed.) Performance in the English vocabulary 

test correlated significantly with response latency to low frequency control items (r = 

.48, 12 <.05) and with overall response latency to control items (r = .47, 12 <.05). The 

correlation between performance in the English vocabulary test and response latency to 

high frequency control items approached significance (r = .38, 12 = .11). Furthermore, 

the correlations between the number of years of study and overall within modality 

priming (r = .51, 12 <.05) is significant. It should be noted that these correlational 

analyses are extremely low in power. 

Individual Differences in the Magnitude of the Priming Effect 

In the course of these analyses it was noted that individual differences in the 

magnitude of the priming effect were extremely large. The above correlational analyses 
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used equation three to generate a measure of within modality priming. This equation 

removed the effect of individual differences in auditory recognition and simply 

calculated differences in priming. Using this measures of priming, the mean amount of 

within modality priming for low frequency items is calculated to be 1.13 (SD = .29). 

But some individuals showed no priming at all (the minimum amount of priming using 

this measure is -.708), whereas other individual showed large amounts of priming (the 

maximum score using this measure is 1.795) 
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Discussion 

Effects of Study Modality 

Within modality priming. 

Repetition priming effects are found for visually presented second language 

words in fluent bilinguals (Kirsner, Smith, Lockhart, and Jain, 1984; Scarborough, 

Gerard, and Cortese, 1984; Kerkman, 1984; Kerkman and DeBot, 1989; Kirsner, 

Brown, Abrol, Chadha, and Sherma, 1980). No study had investigated repetition 

priming effects for auditorily presented second language words. Nor had any study 

previously investigated repetition priming effects in bilinguals of varying levels of 

proficiency. 
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It was predicted that there will be significant effect of within modality priming. 

Both Set 1 and Set 2 analyses indicate response latencies to auditory studied items were 

significantly faster than to unstudied control items. This indicates that within modality 

priming has occurred. Thus this experiment reveals that repetition priming effects are 

evident in a group of intermediate level to advanced bilinguals for whom stimuli were 

second language words. Further, this study demonstrates that priming in bilinguals is 

not restricted to situations in which the study phase and the test phase are visual, as in 

Experiment 3; it thus demonstrates that within modality priming in bilinguals can occur 

when both study phases and test phases are auditory. 

It was also predicted there will be a smaller number of errors for auditorily 

studied items relative to control items. Although inspection of Figure 4.2 reveals that 

there were fewer errors to studied stimuli than to control stimuli, this difference is not 

significant. 

Cross modal priming. 

A number of studies have demonstrated that repetition priming is attenuated, but 

not always eliminated, by a change in modality from auditory study to visual test. 

(Jackson and Morton, 1984; Graf and Schacter, 1984; Kirsner and Smith, 1974). 
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However, none of the of studies of cross modal priming have been able to isolate a 

mechanism responsible for cross modal transfer. 

Thus there were no specific predictions concerning the cross modal priming 

effect. Set 1 and Set 2 analyses revealed no evidence of a significant difference 

between response latencies to auditory and control items. This indicates that there is no 

evidence of a cross modal priming effect. 

Inspection of Figure 4.2 reveals that there were fewer errors to visually studied 

items than to control items. However, this difference is not significant. 

Comparison of within modality and cross modal priming effects. 

The literature suggests that cross modal priming effects with native language 

stimuli are generally significant, albeit attenuated, relative to within modality priming 

effects. This experiment suggests that there is no evidence of a cross modal priming 

effect in second language learners for whom stimuli are second language words. 

Effects of Frequency 

A number of studies have demonstrated that the priming effect is most in 

evidence when low frequency stimuli are used (MacLeod 1989; Roediger, Weldon, 

Stadler, and Riegler, 1992; Jacoby and Dallas, 1981; Scarborough, Gerard, and 

Scarborough, 1977). 

It was also predicted that there will be an effect of frequency. Set 1 and Set 2 

analyses, however, provide contradictory results as concerns frequency. Set 1 analyses 

suggest that high frequency items are identified significantly faster than low frequency 

items. Set 2 analyses suggest there is no significant difference between high and low 

frequency items. The discrepancy between results may be due to the fact that some sets 

of data had to be removed from Set 2 analyses; this was done because, for three of the 

stimuli, there were no correct responses in one of the three study modality conditions. 

There was no need to remove any data from Set 1 analyses. Thus there is only tentative 

evidence of a frequency effect. The lack of a clear frequency effect may also be due to 

the fact that there was not a vast difference between the frequency values of high and 
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low frequency items. Low frequency items were, in fact, of intermediate frequency. 

It is predicted that the effect of study modality will be dependent on frequency: 

there will be a greater priming effect for low frequency as opposed to high frequency 

items. Set 1 and Set 2 analyses again provide contradictory findings. Set 1 analyses 

suggest that there is evidence of within modality priming for both high and low 

frequency items; this was established using means comparisons procedures (these are, 

mathematically equivalent to a priori linear contrast analyses). Set 2 analysis 

established that there is an overall within modality priming effect using means 

comparisons procedures. However, analyses using Tukey's HSD post hoc pairwise 

comparison suggest that there is no effect of within modality priming at either level of 

frequency. The disparity between results may be due to the analyses selected: means 

comparisons are a powerful a priori procedure which do not control for familywise 

error. Tukey's HSD is a more conservative post hoc procedure which attempts to 

control for familywise error. The failure in Set 2 analyses to find evidence of a cross 

modal priming effect at either level of frequency may be due to the conservatism of the 

type of multiple comparison procedure selected. Thus Set 1 analyses suggests that 

there is evidence of within modality priming for both high and low frequency items, Set 

2 analyses suggest there is an overall within modality priming effect, but no effect when 

high and low frequency data is analysed separately. Nonparametric analysis reveals 

that there is a within modality priming effect only for high frequency items -- not for 

low frequency items. 

In sum, it would seem that there is a strong case for a within modality priming 

effect for high frequency items; the evidence for a within modality priming effect for 

low frequency items is weak. 

It was predicted that there will be a greater number of errors made to low 

frequency items as opposed to high frequency items. In line with predictions, fewer 

errors were made to high frequency than low frequency items but the difference failed 

to reach significance. 

Kirsner and Speelman (1996) suggest that there is a negative relationship 

between frequency and both automaticity of word recognition and the magnitude of th 

priming effect. The results of Experiment 4 indicate that frequency is nether related to 

automaticity of recognition nor to the magnitude of the priming effect for each item. As 
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suggested earlier, this may be due to a lack of variance in the frequency values: low 

frequency items were, in fact, of intermediate rather than low frequency. Further, 

correlational analyses revealed that performance on the vocabulary test was not related 

to the magnitude of the priming effect. Moreover, the trend observed in Experiment 3, 

whereby measures of priming were non-significantly negatively related to proficiency, 

is not evident in Experiment 4. 

Curiously, there is a significant positive correlation between the performance in 

the English vocabulary test and the response latency to low frequency control items; this 

suggests that the higher the proficiency level of the participant, the longer it takes him or 

her to identify low frequency items. This seems a little counter-intuitive since 

participants of advanced level proficiency should take less time to identify low 

frequency words, not more. Inspection of the raw data, however, reveals that only 

those participants of more advanced vocabulary knowledge were able to identify all of 

the low frequency items. Other less proficient participants were often unable to identify 

low frequency stimuli (incorrect trials were eliminated from the analysis). Thus the 

positive relationship between performance in the vocabulary test and response latency to 

control i terns appears to be an artifact of the limited lexical competence of some of the 

participants. This may also explain the positive relationship between number of years 

of English study and within modality priming. 

Process Dissociation 

The relationships between imagability and measures of priming are non

significant According to the logic of the process dissociation measure, this indicates 

that explicit memory processes did not play a role in priming. However, as has been 

pointed out before, imagability values range only within a set of limited values, so the 

contribution of imagability to priming cannot be adequately assessed. 

Summary 

• There is evidence of within modality priming (i.e., from auditory study to 

auditory test) for second language words. 
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• There is no evidence of a cross modal priming effect (i.e., from visual study 

to auditory test) for second language words. 

• Low frequency items take longer to identify than high frequency items. 

• Within modal priming effects are more pronounced for high as opposed to 

low frequency items. This is contrary to predictions. 

• Similarly, contrary to predictions there is a positive relationship between 

response latency to and proficiency. This effect could possibly be explained 

by the fact that only the more proficient participants were able to identify 

low frequency items. 

• There are no significant within or cross modal priming effects in terms of 

number of errors. However, there is a non-significant trend in the data 

which suggests that there are fewer errors made to visually and auditorily 

studied items. 

• Imagability is not related to magnitude of priming. This indicates that 

explicit strategies play no part priming effects. 

• There are large individual differences in the magnitude of the priming effect, 

both between stimuli and individuals. Some blocks of stimuli are inherently 

more easily identified than others, and there are greater priming effects for 

some blocks of stimuli than for others. Similarly, for some individuals 

priming effects are sizable, while for others there is a total absence of a 

priming effect. 
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Chapter 7 

Experiments 1 to 4: Combined Analysis 

The foregoing analyses have been unable to address a key question concerning 

the differences between native language speakers and second language learners. In 

Experiments 1 and 2 participants were native language speakers whereas in Experiment 

3 and 4 participants were second language learners for whom stimuli were second 

language words. The foregoing analyses have not directly analysed whether the effects 

of study modality are different for native speakers than for second language learners. 

These questions would be best answered by comparing (a) Visual priming 

Experiments 1 and 3 and (b) Auditory priming Experiments 2 and 4. However data 

from separate experiments should only be incorporated into a single analysis where all 

stimuli procedures are identical. This is the case for Experiments 1 to 3 but not for 

Experiment 2 and 4. The data from Experiments 2 and 4 (the two auditory priming 

experiments) use different stimuli: Experiments 2 used genuinely low frequency stimuli 

whereas the low frequency stimuli in Experiment 4 were actually of intermediate 

frequency rather than very low frequency. Therefore only the data from the two visual 

priming experiments are incorporated into a single analysis 

A 3 way ANOVA was performed (Frequency x Study Modality x Language). 

Frequency was a within subject variable with two levels (high frequency and low 

frequency). Study Modality was a within subjects variable with three levels; the three 

levels of the study modality variable were visual, auditory, and control. The variable of 

language was a between subjects variable and had two levels: native and second. 

Those participants for whom stimuli were native language stimuli were the native 

language condition (data from Experiment 1). Those participants for whom stimuli 

were second language words were the second language condition (data from 

Experiments 3). 

Effects of language. 

There was a significant main effect of language E (1, 49) = 54.6, 11 = .0001. 

Overall the native language participants (M = 321.61, SD= 164.58) responded faster 
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than the second language participants (M = 592.24, SD = 244.98). There is no 

significant interaction between study modality and language. There is also a significant 

interaction between frequency and language :E (1, 49) = 54.6, I2 = .0001 (more will be 

said about this later). Further, there is no 3 way interaction between language, study 

modality and frequency. (See Appendix 41 for summary table) 

Effects of study modality. 

There is a significant main effect of study modality :E (2, 98) = 10.83, I2 = 

.0001. Overall the visual stimuli (M = 405.32, SD= 204) were identified faster than 

the auditory stimuli (M = 461.05, SD= 256.01). which in turn were identified faster 

than control stimuli M = 480.97, SD= 270.73). The Jack of a significant interaction 

between study modality and language indicates that the effects of study modality do not 

depend on language. However, Figure 1-4.1 shows that for native language stimuli 

there is a greater difference between auditory and control stimuli than there is for second 

language stimuli. 
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A priori planned means comparisons confirmed this. They reveal that, for 

native language stimuli, there is a significant difference between the following: visual 

and control conditions (E (1, 98) = 39.42, n = .0001); auditory and control conditions 

CE (1, 98) = 9.23, n = .004); and visual and auditory conditions CE (1, 98) = 10.5, n = 

.002). In other words, all differences between study modality conditions for native 

language participants are significant. However, for second language participants only 

the difference between visual and control conditions are significant (E (1, 98) = 10.41, 

n = .002); neither the difference between auditory and control conditions nor the 

difference between visual and auditory conditions are significant.(See Appendix 41) 

Effects of frequency. 

There is a significant main effect of frequency CE (1, 49) = 226.16, n = .0001). 

Overall participants respond faster to high frequency stimuli (M = 339.89, SD= 

167.01) than to low frequency stimuli (M = 558.31, SD= 264.69). Further, there is a 

significant interaction between language and frequency. Figure 1-4.2 reveals that the 

difference between low and high frequency stimuli is more pronounced for second 

language participants than for native language participants 
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Chapter 8 

Discussion of Experiments 1 to 4 

Experiments 1 to 4 set out to explore some specific questions. The first of these 

concerns within modality priming effects 

Effects of Study Modality 

Within modality primin2. 

A large number of studies have demonstrated that the speed and accuracy of 

identifying a native language word is enhanced by a single prior presentation of that 

word (see Richardson-Klevehn and Bjork, 1988, for review). This phenomenon is 

known as repetition priming. Repetition priming is not only operative when stimuli are 

native language words but also when they are second language words (Kirsner, Smith, 

Lockhart, King, and Jain 1984; Scarborough, Gerard, and Cortese, 1984; Kerkman, 

1984; Kerkman, and DeBot, 1989; Kirsner, Brown, Abrol, Chadha, and Sherma, 

1980). However, these experiments have only looked at repetition priming effects in 

very proficient bilingual speakers and where stimuli are exclusively presented in the 

visual modality. Furthermore, all the experiments used a lexical decision test task; this 

lacks ecological validity. 

Experiment 1 demonstrated that the quantity of time required to identify visually 

presented native language stimulus word buried in random letters is reduced by a single 

prior visual presentation of that word. In other words, there is evidence of repetition 

priming effects where stimuli are presented visually and they are native language 

words. Repetition priming effects are, however, evident only for low frequency 

words. These results were replicated in Experiment 3, in which the stimuli were 

second language words. Moreover, this experiment ascertained that repetition priming 

is not merely a phenomenon that is evidenced only by fluent or advanced bilinguals; 

participants in this experiment had a range of abilities. As in Experiment 1, repetition 

priming effects were significant only for low frequency items. 
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Experiment 2 demonstrated that the speed of identifying an auditorily presented 

native language stimulus buried in random phones is enhanced by a single prior 

auditory presentation of that word. In other words, there was evidence of repetition 
. . 

priming effects where stimuli were native language auditory words. These results were 

replicated in Experiment 4. In this experiment, stimuli were second language rather 

than native language words. This experiment ascertained that repetition priming is 

operative in bilinguals of varying proficiency and when stimuli are presented in the 

auditory modality. As in Experiment 2, repetition priming effects were significant for 

both high and low frequency items. Further, there is no difference between the pattern 

of priming effects tested in the visual modality to those tested in the auditory modality. 

In sum, within modality repetition priming effects were evident when stimuli 

were both native language words and second language words, and when participants 

were of varying levels of lexical competence. 

Errors and within modality priming. 

The repetition priming literature suggests that identification of a word is not only 

speedier but also more accurate following a prior presentation of the word. As a 

corollary of the within modality repetition priming effect, it was expected that 

identification of those items studied prior to the test phase would be more accurate. 

Experiments 1 and 2 demonstrate that prior study leads to significantly fewer errors 

relative to non-studied control stimuli when (a) items are studied and tested within the 

same modality, and (b) stimuli are native language words. However, Experiments 3 

and 4 demonstrate that, when stimuli are second language words, there is no evidence 

that prior study leads to significantly fewer errors relative to control items. In both of 

these studies, there was a non-significant trend such that items studied and tested within 

the same modality were identified with greater accuracy. 

An important question arises from these results, namely: why is the effect of 

priming on accuracy significant when stimuli are native language words but not when 

stimuli are second language words? The ratio of errors to correct responses is higher 

where participants are second language learners as opposed to native language 

participants. Post experimental interviews revealed that second language participants 
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claimed they were unable to correctly identify the some target items because target 

words were not part of their lexicon. Most of the second language participants asserted 

that they were unfamiliar with at least some of the target items and did not know their 

meaning. It is possible that the effect of limited lexical competence swamped any 

priming effects. 

Cross modal priming. 

A number of studies have demonstrated that the priming effect is reduced when 

there is a change in modality from the study phase to the test phase. The priming effect 

is greatest where target items are both studied and tested within the same modality. But 

priming is nonetheless significant when items are studied auditorily and tested visually 

(Blaxton, 1989; Challis and Sidhu, 1993; Craik, Muscovitch, and McDowd, 1993; 

Donnelly, 1988; Roediger and Blaxton 1987; Srinvas and Roediger, 1990; Weldon, 

1991; Bassilli, Smith, and MacLeod, 1989; McClelland and Pring ,1991; Hashtroudi, 

Ferguson, and Rappapold, 1988; Kirsner, Milech, and Standen, 1983: Jacoby and 

Witherspoon, 1982). Experiment 1 demonstrated that the quantity of time required to 

identify a visually presented native language stimulus buried in random letters is 

reduced by a single prior auditory presentation of that word. This indicates that there is 

evidence of cross modal priming when stimuli are native language words. However, 

this effect is only significant for low frequency items. Further, the cross modal priming 

effect is attenuated relative to the within modality priming effect. These results replicate 

the findings of the studies cited above; however, Experiment 1 used a novel visual 

search test task. Experiment 3 used an identical procedure but the stimuli were second 

language words. This experiment demonstrated that cross modal priming effect is at 

best very weak when stimuli are second language words; the cross modal priming effect 

is only significant when some data points are removed from the analysis. Since there is 

no apriori reason to eliminate those data points, the conclusion is that there is no 

evidence of a cross modal priming effect from auditory study to visual test in second 

language learners. 

The literature is equivocal, however, as concerns cross modal priming effects 

from visual study to auditory test. Some studies have obtained a significant cross 
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modal priming effect using an auditory test (Jackson and Morton, 1984; Graf and 

Schacter, 1984; Kirsner and Smith, 1974). Others have failed to show significant 

priming in this regard (Monsell and Banich, 1995; Ellis, 1982). Experiment 2 

demonstrated that the speed of identifying an auditorily presented native language 

stimulus buried in random phones is enhanced by a single prior visual presentation of 

that word. This indicates that there is evidence of a cross modal priming when stimuli 

are native language words. This effect is only significant for low frequency items. 

Cross modal priming effects are, however, attenuated relative to within modality 

priming effects. This experiment, using a novel auditory search test procedure, 

replicate the findings of Jackson and Morton (1984); Graf and Schacter (1984); and 

Kirsner and Smith (1974). The results of Experiment 4 indicate that there is no 

evidence of a cross modal priming effect when the same procedure is used but stimuli 

are second language words. 

Errors and cross modal priming. 

As explained earlier, as a corollary of the cross modal priming effect it was 

expected that there would be fewer errors to those words that had been studied prior to 

the test phase. The results of Experiment 1 demonstrate that prior auditory study of 

native language words lead to a significant reduction in errors in the visual test relative 

to control items. This indicates that the cross modal priming effects result in more 

accurate identification of previously studied stimuli. The results of the experiment 

indicate that cross modal priming effects are attenuated relative to within modality 

priming effects as regards errors. However, this effect was not replicated in 

Experiment 3, in which the stimuli were second language words. 

The results of Experiment 2 demonstrated that prior visual study of native 

language words leads to a significant reduction in errors in the auditory test relative to 

control items. This suggests that cross modal priming results in more accurate 

identification of previously studied stimuli. Contrary to predictions, there was no 

attenuation of cross modal priming effects relative to within modality priming as regards 

errors. These results suggest that any exposure to the stimuli prior to the test phase 

leads to a reduction in errors. Again, this effect was not replicated in Experiment 4, in 



Chapter 8: Experiments 1 to 4; Discussion 
145 

which the stimuli were second language words. Nonetheless, in both Experiments 3 

and 4 there is a non-significant trend in the data which suggests that there are fewer 

errors to studied items. As explained earlier, the lack of a significant priming effect on 

errors may simply be the result of second language participants being of limited lexical 

competence. 

There is evidence of significant cross modal priming from both visual study to 

auditory test, and from auditory study to visual test when stimuli are low frequency 

native language words. There is little evidence of a cross modal priming effect when 

stimuli are second language words: the cross modal priming effects depends on whether 

stimuli are native or second language words. Contrary to these findings, the combined 

analysis reveals that there is no significant interaction between language and study 

modality. In other words, this suggests that priming effects do not, in fact, depend on 

whether stimuli are native language words or second language words. The reason for 

this apparent contradiction is that the overall combined ANOV A may not be sufficiently 

sensitive. Howell ( 1992) argues that an ANOVA may fail to identify differences of 

this kind. "The overall E distributes differences among groups across the number of 

degrees of freedom for groups. This has the effect of diluting the overall E in the 

situation where several group means are equal to each other but different from some 

other mean" (p. 338). Thus the apparent contradiction between the results of these 

analyses is due to an lack of sensitivity in the combined analysis. A more fine grained 

analysis reveals that native language speakers show evidence of cross modal priming 

effects, albeit attenuated relative to within modality priming whereas second language 

speakers do not. 

Why do Second Language Learners Show no Evidence of Cross Modal 

Priming Effects? 

In the introduction we considered various possible routes for cross modal 

transfer. These were: grapheme phoneme translation; a direct link between visual and 

auditory input lexicons; semantic mediation; and explicit memory strategies. The 

following section considers various explanations for the lack of cross modal priming 

effects in second language learners within the context of these four possible routes for 
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cross modal transfer. 

It was proposed that the use of the phonological access route to word 

identification in reading may create an auditory representation of a visually presented 

word. A word may be identified simply on the basis of visual information; this is the 

direct visual access route. Alternatively, each grapheme may be converted into a 

phoneme, thus creating a phonological representation of the word: this is the 

phonological access route. Both of these routes play some role in word the word 

identification process (Van Orden, Pennington, and Stone, 1990). It is conceivable that 

the use of the phonological access route may create an auditory representation capable 

of supporting cross modal transfer. 

Two aspects of the data suggest that this route may explain cross modal 

transfer. If grapheme-phoneme translation were responsible for the cross modal 

priming effect, one would expect differential effects when cross modal priming is tested 

visually as opposed to auditorily. There is some evidence of asymmetry between 

Experiments 3 and 4. In Experiment 3 (in which cross modal priming is tested from 

auditory study to visual test) the cross modal priming effect approaches significance; in 

contrast, in Experiment 4 (in which cross modal priming is tested from visual study to 

auditory test) there is no evidence of cross modal priming. This kind of asymmetry in 

cross modal priming effects would be expected if priming were due to the 

(unidirectional) grapheme phoneme translation route. 

Second, second language learners often lack the ability to use second language 

translation rules. It is possible that only those participants for whom stimuli were 

native language words are able to create an accurate auditory representation. As a 

consequence, only native language participants would show cross modal priming 

effects. 

There are two sources of evidence that argue against the claim that the 

grapheme-phoneme translation route may be wholly responsible for cross modal 

transfer. It is reasonable to expect very proficient second language learners to be able to 

form an accurate phonological representation of an English word and to expect less 

advanced second language learners to experience more difficulty. Therefore one would 

expect proficient second language learners to show greater cross modal priming effects 

than less advanced bilinguals. The magnitude of cross modal priming effects should be 
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positively related to proficiency; but this is not the case: the magnitude of the cross 

modal priming effect is negatively related to proficiency. 

Moreover, cross modal priming effects are significant under conditions of 

articulatory suppression (McClelland and Pring, 1991). Further, cross modal priming 

effects are not enhanced for non-words and low frequency words (i.e., items most 

likely to use the grapheme-phoneme conversion route; see Bowers, 1994). Both of 

these facts suggest that grapheme-phoneme conversion is not the primary route of cross 

modal transfer in native language speakers. 

It was suggested in Chapter 2 that there may be direct connections between 

visual and auditory lexical representations. Spreading of activation from visual to 

auditory representations may account for cross modal priming effects. Presumably, 

such connections arise from frequent contiguous encounters with both the visual and 

auditory representation of a word. It is possible that native language speakers may have 

had greater opportunity for such associative learning than second language participants. 

As a consequence, only participants for whom stimuli are native language words should 

show cross modal priming effects. However, there is very little evidence to either 

confirm or refute the notion that there are direct connections between visual and 

auditory lexical representations. 

It is possible that the link between visual and auditory lexical representations is 

mediated by a semantic representation. In other words, auditory and visual lexical 

representations are linked via a semantic representation. It is possible that this 

connection between visual and auditory input lexicons permits cross modal transfer. 

According to this suggestion, a semantic representation is needed for cross modal 

transfer. It is conceivable that second language participants lack the requisite semantic 

representation. It is equally conceivable that they lack a direct connection between word 

form and semantic representations. 

Kroll and Stewart (1994) suggest that a second language lexical representation 

may not always be directly connected to a semantic representation. Rather, in novice or 

intermediate level second language learners, the connections between second language 

lexical representations and semantic representations are not direct; this connection is 

mediated by native language representations. With increasing proficiency, a second 

language representation may become directly connected to the semantic representation 
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(See Kroll and DeGroot, 1997 for a review of the literature relating to the structure of 

the bilingual lexicon) For some of the second language participants, the connection 

between lexical and semantic representations may not have been direct. This is possibly 

the reason why there is no evidence of cross modal priming effects in second language 

participants. Alternatively, the lack of a cross modal priming effect may have little to do 

with the type connection between semantic and word form representations: it may 

simply be due to the fact that second language participants lacked semantic 

representations of target words (i.e., second language learners may not have known 

meaning of at least some words). Indeed, many second language participants claimed, 

in the post experimental interview, to be unfamiliar with many of the target items. 

Moreover, the literature reviewed in the introduction suggests that there is no cross 

modal priming for non-word items that lack an associated semantic representation 

(Bowers, 1994; Kirsner and Smith, 1974). 

Lastly, it is conceivable that the operation of explicit memory is responsible for 

cross modal priming effects in native language participants. Cross modal priming may 

be the result explicit recall of items that featured in the study phase. Explicit memory 

function is unaffected by modality. Further, recall that explicit memory involves effort 

after meaning -- people tend to remember better those items that they have "thought" 

over "meaningfully" -- thus tests of explicit memory are effected by depth of processing 

(Craik and Lockhart, 1972). It is conceivable that second language learners fail to 

show repetition priming effects because they do not know the meaning of many of the 

words; they are thus unable to deeply encode target items. However, the process 

dissociation measure indicated that explicit memory played no part in the priming effect: 

imagability is known to affect explicit memory performance; however, imagability 

values were not related to the magnitude of the priming effect in any of the four 

experiments. According to the logic of the process dissociation, explicit memory 

therefore played no role in the priming effect. Although it is plausible that the operation 

of explicit memory is responsible for cross modal priming effect, the results of the 

process dissociation measure argue to the contrary. 

In sum, cross modal priming effects were significant for participants for whom 

stimuli were native language words but not for participants for whom stimuli were 

second language words. There are four possible routes to cross modal transfer; these 
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are: grapheme phoneme translation; a direct link between visual and auditory input 

lexicons; semantic mediation; and explicit memory strategies. An explanation for the 

lack of cross modal priming effects for second language words can be offered within 

reference to each of these routes. 

Cross modal priming may be the result of the use of the phonological route to 

reading: this is the grapheme phoneme translation route. It is possible that some 

second language learners are unable to create an accurate auditory representation on 

account of incomplete knowledge of English grapheme-phoneme translation rules. 

However, the fact that there is no positive correlation between proficiency and the 

magnitude of the cross modal priming effect argues against this explanation. It is 

conceivable that direct connections between auditory and visual lexical representations 

are responsible for cross modal transfer in native language speakers. 

It is equally conceivable that second language learners lack the requisite 

connections on account of limited exposure to the language. There is little evidence to 

either confirm or refute this possibility. It is conceivable that the mediation of a 

semantic representation between visual and auditory representation permits cross modal 

transfer in native speakers. The lack of a semantic representation or a direct connection 

between lexical and semantic representations may prevent cross modal transfer in 

second language participants. Support for this proposal comes from two sources: (a) 

research on the structure of the bilingual lexicon, and (b) the claim made by many of the 

second language participants that they did not know the meaning of some of the target 

words. Lastly, it is possible that the operation of explicit memory is responsible for the 

cross modal priming effect. If second language learners do not know the meanings of 

many of the target items, they will be unable to efficiently encode these target items. 

This inability to efficiently explicitly encode target items may account for the lack of a 

cross modal priming effect in second language participants. However, the results of the 

process dissociation measure indicate that explicit memory plays no role in priming 

effects. 

The semantic activation hypothesis appears to be the most plausible of the four 

routes to cross modal transfer. However, further research needs to be conducted in 

order to evaluate this. The current experimental method could be extended in this 

regard; this would involve repeating Experiments 3 and 4 such that each included a 
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measure to assess knowledge of target items. If there is cross modal priming only for 

those items known to participants, one could conclude that cross modal priming is a 

product of semantic mediation. 

Frequency Effects 

Kirsner and Speelman (1996) suggest that the speed with which a word is 

recognised is a function of the number of exposures to that word over a lifetime. Over 

a lifetime, low frequency items in a language will be encountered on fewer occasions 

than high frequency items; as a consequence of this, high frequency words are 

recognised faster than low frequency words. Kirsner and Speelman claim that the time 

required to identify a word gradually decreases over successive presentations of that 

word according to a power function: the amount of additional facilitation decreases 

with each successive presentation. For low frequency items, each additional 

presentation will result in substantial facilitation; for high frequency items there will be 

little room for additional facilitation. This is consistent with the finding that there is a 

greater repetition priming effect for low frequency as opposed to high frequency items 

(MacLeod, 1989; Roediger,Weldon, Stadler, and Riegler, 1992; Jacoby and Dallas, 

1981; Scarborough, Gerard, and Scarborough, 1977). This is also consistent with the 

finding that second language students tend to be less automatic in their recognition of 

second language words than native language speakers (Meara, 1996; Magiste, 1979); 

total exposure to native language vocabulary is inevitably greater than exposure to 

second language vocabulary. On the basis of these findings it was predicted that 

response latencies would be shorter for high rather than for low frequency items, but 

that frequency effects would be more pronounced for low frequency items than for high 

frequency items. 

In accordance with these predictions, low frequency items took longer to 

identify than high frequency items; this was the case in all experiments. Further, the 

combined analysis revealed that the response latencies of the second language group 

were slower than those of the native language group; this replicates Meara's (1996) 

finding. 

Combined analyses also revealed that there is a significant interaction between 
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frequency and language. This indicates that there is a larger difference between high 

and low frequency items when stimuli are second language words as opposed to native 

language words. It appears that response latencies are extremely sensitive to frequency 

of exposure: it is reasonable to expect that second language learners wi!J have 

encountered all target words less frequently than native language speakers; it is also 

reasonable to expect that both native and second language groups will have encountered 

low frequency stimuli less often than high frequency stimuli. Apropos the latter point, 

Figure 1 - 4.4 reflects this pattern of exposure: response latencies are slowest when 

stimuli are low frequency second language words; response latencies are faster when 

stimuli are high frequency second language words; response latencies are faster still 

when stimuli are low frequency native language words; and they are at their fastest 

when stimuli are high frequency native language words. Further, the relationship 

between frequency of exposure and response latencies seems to conform to a power 

function. 

In Experiments 1 to 3, priming effects were more pronounced for low 

frequency items as opposed to high frequency items. In fact, in Experiment 1, priming 

effects were evident only for low frequency items. The combined analysis revealed that 

there is a significant interaction between frequency and study modality. This indicates 

that priming effects are more pronounced for high frequency items as opposed to low 

frequency items. The results of Experiment 4, in which participants were second 

language learners and the test modality was auditory, revealed that priming effects were 

more pronounced for high frequency items than for low frequency items. This result 

was both contrary to predictions and contrary to the pattern of results observed in 

Experiments 1 to 3. This effect may be explained by the fact that participants failed to 

identify many of the low frequency items. In other words, the effect of the limited 

lexical competence of participants may have swamped any priming effects for low 

frequency items. 

The negative relationship between frequency and the magnitude of cross modal 

priming in Experiment 2, and the negative relationship between frequency and within 

modality priming in Experiment 3, provides additional support for the finding that 

magnitude of the priming effect is a function of frequency of exposure to target stimuli. 

Assuming that familiarity is also a measure of the typical exposure to stimuli, the 
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negative correlations between familiarity and measures of priming in Experiments 1 to 3 

also support this finding. The fact that familiarity is more closely related to the 

magnitude of the priming effect than frequency supports the claim that familiarity is a 

more important psycholinguistic variable in word recognition than frequency (Connine, 

Mullennix, Shernoff, and Yelen, 1992). However, the relative weakness of the 

relationship between frequency and the magnitude of the priming effect may simply be 

due to the fact that the relationship may not be linear. Indeed, Kirsner and Speelman 

suggest that the relationship between frequency and priming should in fact be 

curvilinear (i.e., be a power function). 

In Experiment 4, results indicated that within modality priming effects are more 

pronounced for high as opposed to low frequency items. There was a positive 

relationship between proficiency and response latency to low frequency items. 

However, this is both contrary to predictions and contrary to the pattern of results 

observed in Experiments 1 to 3. The effects apparent from the results of Experiment 4 

can be explained by the fact that only the more proficient participants were able to 

identify low frequency items. These results demonstrate that the priming effect is 

extremely sensitive to the number ohimes a particular item has been encountered over a 

lifetime. 

Evaluation of the Models of the Repetition Priming Effect 

The introduction reviewed two basic models of the mechanisms that underpin 

the repetition priming effect. The lexical activation hypothesis assumes that the lexicon 

is composed of prototypical representations of the lemma form of each lexical item, 

called logogens. Upon identification of a word, it is theorised, the logogen becomes 

active and remains in a state of activation; less input is needed for subsequent 

reactivation of the logogen; as a consequence, when the word is presented for a second 

time, recognition is facilitated (Clarke and Morton, 1983; Jackson and Morton, 1984). 

The alternative episodic memory hypothesis assumes that a lexical 

representation is composed of multiple episodic memory traces: lexical items are 

identified by parallel activation of all of these traces in concert. Priming is the result of 

the formation of an new episodic memory trace during the study phase. "Rather than 
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being due to the activation of a general representation of a word, the effects of prior 

study on perceptual recognition may be specific in that they reflect memory for a 

particular presentation of an item" (Jacoby and Dallas, 1981, p.336). In other words, 
. . 

when a target item is presented for a second time (in the test phase) all episodic traces of 

encounters with that particular target item are activated, including the trace formed at 

study. The existence of trace formed during the study phase means that studied items 

are more readily activated than non-studied items. Facilitation is most pronounced 

when modality, typography, and other perceptual features of the word, are the same in 

the study and in the test phases. 

The later of these two models is better able to account for the finding that 

magnitude of the priming effect is a function of frequency of exposures to target stimuli 

over a lifetime. In order to account for these findings in terms of the lexical activation 

hypothesis, it is necessary to postulate a mechanism by means of which the baseline 

activation of a logogen is sensitive to the frequency of the item it represents. The lexical 

activation modal does not specify how this may operate. In contrast, the episodic 

memory hypothesis suggests that the speed with which an item is identified is a 

function of both the number of traces and the similarity those traces to the target. If a 

word has been encountered frequently, the word will be represented by multiples traces: 

one additional trace will not make a great deal of difference. In contrast, if a target has 

not been encountered frequently, the word will be represented by few traces: one 

additional trace will have a sizable effect. Thus, priming effects are more pronounced 

for low frequency words. 

One can conclude that, within the context of Experiments 1 to 4, the episodic 

memory hypothesis serves as a better model for frequency effects than does the lexical 

activation model. However, neither of these models can account for the mechanisms 

that underpin repetition priming of novel words, nor can they account for the fact that 

there are individual differences in the magnitude of the priming effect independent of the 

influence of study modality and frequency. 

Neither of these existing models of priming have focused on priming as an 

essentially linguistic phenomenon. Both the lexical activation hypothesis and episodic 

memory hypothesis have arisen from models of memory rather than models of language 

acquisition. Both models assume that words are always presented as unitary percepts. 
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However, this is not the case, rather, we experience words in the context of a 

continuous stream of speech. Neither model can account for how we learn that a set of 

sounds are a lexical unit. Neither the episodic memory hypothesis nor the lexical 

activation hypothesis acts as a good model of novel word learning. 

There are substantial differences between stimuli regarding the magnitude of the 

priming effect; these differences are independent of frequency and the consistency of 

perceptual form -- there are greater priming effects for some stimuli than others. Thus 

the effects of study modality and frequency cannot be held to account for all of the 

variance in the magnitude of priming effects. Both the episodic memory hypothesis and 

the lexical activation hypothesis fail to account for such differences between stimuli as 

concerns the magnitude of the priming effect. 

There are sizable differences between participants concerning the magnitude of 

the priming effect: for some participants priming effects are very large, for others it is 

non-existent. Some of these differences can be explained by language status: priming 

effects tend to be larger for second language participants; this is because of the relative 

lack of exposure to target items over a lifetime. However, even within each of each 

language group, there are large individual differences. 

Current models of repetition priming fail to answer three questions. These are: 

(a) what are the mechanisms that underpin repetition priming of novel words? (b) why 

is there greater priming effects for some words than others? and (c) why are there 

differences in the magnitude of the priming effects between individuals? 

Summary 

• Items studied and tested within the same modality were identified with 

greater accuracy than non-studied control items for both native language and 

second language words. In other words, within modality priming occurs 

regardless of whether stimuli are native language words or second language 

words. Similarly, within modality priming occurs regardless of whether 

both the study and the test phases are visual or auditory. 

• Items studied and tested in different modalities were identified with greater 
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accuracy than non-studied control items, but only for those participants for 

whom stimuli were native language words. This effect was not significant 

for those participants for whom stimuli were second language words. In 

other words, cross modal priming occurs only when stimuli are native 

language words. 

• Cross modal priming effects for native language stimuli were, attenuated 

relative to within modality priming. 

• A number of possible explanations for the lack of cross modal priming 

effects in second language speakers were discussed. The most plausible of 

these suggests that cross modal transfer is the result of semantic mediation. 

It is conceivable that second language learners either lack the requisite 

semantic representation for target items or lack the requisite direct 

connection between lexical and semantic representations necessary to permit 

cross modal priming. 

• Low frequency items took longer to identify than high frequency items in all 

experiments. Response latencies of the the second language group were 

slower than those of the native language group. These results demonstrate 

that the speed of word recognition is extremely sensitive to the number of 

times a particular item has been encountered over a lifetime. 

• In all experiments apart from Experiment 4, priming effects were more 

pronounced for low frequency items as opposed to high frequency items. 

This suggests that magnitude of the priming effect is a function of the 

frequency of exposure to target stimuli. Additional support for this view is 

provided by the negative relationship between frequency or familiarity and 

the magnitude of the priming effect in Experiments 1 to 3. These results 

demonstrate that the priming effect is very sensitive to the number of times a 

particular item has been encountered over a lifetime. The exceptional 

finding in Experiment 4, such that within modal priming effects are more 
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pronounced for high as opposed to low frequency items, can be explained 

by the fact that many participants were unable to identify low frequency 

words. 

• The episodic memory hypothesis is better able to account for frequency 

effects than is the lexical activation hypothesis. Nonetheless, both of these 

models of priming fail describe the mechanisms for priming of novel lexical 

items. Further, these models fails to account for evidence of individual 

differences in the magnitude of the priming effect. 

These four experiments aimed to investigate whether the benefits of priming are 

modality specific. Of fundamental importance to these Chapters is the issue of whether 

the benefits of cross modal priming transfer across modalities. The response to these 

questions is in the negative. In the case of second language words, the benefits of 

priming are modality specific. These results translate into the following practical 

implications for the second language student: (a) in order to learn about the structure of 

written words, it is necessary to read as much as possible; (b) similarly, in order to 

learn about the structure of the spoken language, it is necessary to listen to as much 

second language speech as possible. Furthermore, these results highlight the 

importance of exposure. Automaticity of word recognition is a function of frequency of 

exposure. There is no short cut to the development of automaticity of recognition. As 

with so much sensori-motor learning, the key is practice. 

A final point. The most likely explanation for the absence of cross modal 

transfer in second language learners is that either they lack the requisite semantic 

representation for target items or they lack the requisite direct connection between 

lexical and semantic representations. It might be possible to identify a cause for these 

null effects; however, the thrust of this thesis is applied linguistics, not just theory. 

Accordingly, the reasons for the lack of a cross modal priming effect for second 

language stimuli was not pursued. Rather, the following two experiments were 

designed to investigate why there are individual differences in the magnitude of the 

priming effect. Specifically they aimed to investigate whether individual differences in 

psycholinguistic variables impacted the learning of word form. 
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Chapter 9 

Introduction to Experiments 5 and 6: Individual Differences in Aptitude 

for Learnine Word Form 

The aim of this thesis is to provide a cognitive account of the processes that are 

important in the learning of second language word form. Experiments 1 to 4 reveal that, 

with every exposure to a second language word, something is implicitly learnt about 

that word form such that subsequent recognition of the word is facilitated. They also 

reveal that this is essentially a modality specific process, one that is sensitive to the 

number of times a word has been seen or heard. The literature reviewed in Chapter 2 

suggests that the processes that underpin the repetition priming effect are responsible 

for the development of automaticity of word recognition. The literature also suggests 

that automaticity of word recognition is a significant part of word form learning -- the 

more automatic the recognition processes, the more time and attentional resources are 

available for analysis of word meaning -- and, further, that automaticity distinguishes 

between very fluent second language speakers and native language speakers. 

Thus far we have established that automaticity is an important aspect of word 

form learning and that it is a product of modality specific exposure to second language 

words. However, Experiments 1 to 4 do not reveal how the development of 

automaticity of word recognition happens -- they show that the repetition priming effect 

happens but reveal nothing about its underlying mechanisms. Thus, in order to 

describe second language word form learning, we need to be able to identify the nature 

of the cognitive operations that underpin the ability to recognise a second language 

word. 

As reviewed in Chapter 2, there is little consensus among theorists as to the 

processes that underlie the repetition priming effect. Some theorists (e.g., Clarke and 

Morton, 1983) argue that exposure to a word leads to the activation of a prototypical 

lexical representation of the word (a logogen); and activation of the representation 

lowers the threshold for its subsequent reactivation. Other theorists (e.g., Jacoby, 

1983) argue that, every time a word is encountered, an episodic memory trace is 

formed; priming, according to this view, is due to the reactivation of this trace. There 
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are also a number of hybrid explanations that combine elements of both of these models 

(e.g., Feustal et al., 1983). The absense of convincing experimental evidence to 

distinguish between these theories, coupled with their inability to explain how novel 

word forms are learnt, renders them unsatisfactory explanations of the repetition 

priming effect. 

Because of this failure of researchers working within the repetition priming 

paradigm to fully identify the mechanisms underpinning the ability to recognise a 

second language word form, the question may be best answered by taking a slightly 

different approach. 

A curious aspect of Experiments 1 to 4 suggested an alternative approach to the 

question of how word form is learnt: the data revealed that there are large individual 

differences in the magnitude of the repetition priming effect; moreover, these individual 

differences seemed to go beyond any effects that could be explained by frequency or 

modality. It is possible to cast some light on the question of how word form is learnt by 

identifying the variables that affect the ability to learn word form. In other words, 

identification of the nature of the individual differences that affect the ability to learn a 

second language word form may reveal something about how word form is learnt. 

Experiments 5 and 6 attempt to do exactly this: namely, they attempt to identify the 

variables that affect the ability to learn word form; the expectation is that this will reveal 

something about how word form is learnt. 

A review of the literature suggested that two sources of individual difference 

may be of interest in this respect, namely: phonological short term memor:y capacity and 

the ability to learn the phonological regularities of a language 

Overview 

This chapter argues that the ability to learn word form is constrained by 

individual differences in phonological short term memory capacity and, by the ability to 

learn phonological regularities. 

The phonological short term memory system is one element of what is termed 

the working memory model (Baddeley and Hitch, 1974). This will be described; 

likewise, the literature that indicates that phonological short term memory is necessary 
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in the learning of novel word forms will be reviewed. This literature indicates that the 

capacity of the phonological short term store constrains both native language and L2 

vocabulary development. It will be argued, however, that tests of phonological short 

term memory capacity not only measure the capacity of the short term store: they also 

tap the degree to which participants are able to tune into the phonological regularities of 

the test materials. These considerations raise the question of whether there exist 

individual differences in the ability to learn phonological regularities. This too will be 

discussed. 

The thrust of the argument within this chapter will be that the learning of 

phonological regularities may underpin the development of automaticity of word 

recognition, and that, further, it may provide a cue to speech segmentation; because of 

this it, almost certainly, constrains vocabulary development. 

Experimental work indicates that both adults and infants learn the phonological 

regularities of a language by means of implicit analysis of the distributional properties 

of the language. These studies will be reviewed. Additionally, a number of 

computational models of the learning of the phonological regularities of English will be 

described. It will be argued that simple associative learning mechanisms underpin the 

learning of the phonological regularities of a language. 

This chapter thus focuses on two sources of individual difference in ability to 

learn second language word form, namely; the capacity of the short term phonological 

store and the ability to learn the phonological regularities. Before focusing on these two 

factors I will describe some of the research on the source of individual differences in 

second language vocabulary acquisition. 

Individual Differences in L2 Vocabulary Acquisition 

A considerable body of work has focused on the factors that affect second 

language acquisition as a whole. This research has identified several factors that effect 

success in learning a language; these include: motivation, learning style, learner 

strategies, affective states and personality (see R. Ellis 1994 for review). Further, 

some individuals may have greater sensitivity to grammatical structures than others; this 

can be tested using the MLAT -- the modem languages aptitude test (Caroll and Sapon, 
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1959) 

However, surprising little research has focused on individual differences in 

ability to learn vocabulary. Skehan (1989) demonstrated that vocabulary size at age 

three was a very good predictor of these same childrens ability to learn French as 

adolescents. This indicates that there are powerful individual differences that underpin 

the ability to learn both native language vocabulary and second language vocabulary. 

Schmidt (1997) provides a comprehensive topography of strategies employed to 

support the learning of second language vocabulary but does not attempt to identify 

those used by 'good learners'. Ellis and Beaton (1993) demonstrate that there are 

individual differences in ability to exploit keyword mnemonics (Atkinson and Raugh, 

1978) in order to support the learning of second language word meaning. A number of 

studies have attempted to identify the successful strategies for learning word meaning 

(e.g., Cohen and Aphek, 1981; Naiman, Frohlich, Stem and Todesco, 1979; Wong

Fillmore, 1979). None of these analyses have focused on the learning of word form. 

The most successful work in this area has emerged from the working memory model. 

The Working Memory Model 

The working memory model is composed of three elements; the central 

executive, the phonological short term memory system, and the visuo-spatial 

sketchpad. 

• The Central Executive or Supervisory Attentional System (SAS) 

The central executive co-ordinates the actions of subsystems of the working 

memory system: these are the phonological short term memory system and 

the visuo-spatial sketchpad (both of these systems shall be described later). 

The central executive is also involved in the retrieval of information from 

long term memory. Shallice suggests that this mainly takes the form of the 

activation or inhibition of stored units of information known as schemata. 

According to Shallice, competition between ongoing schemata is resolved 

by the so called contention scheduling system. Further, the capacity of the 

central executive is limited. Some authors suggest that the central executive 
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is a unitary system that forms the basis of intelligence (Duncan, Williams, 

Nimmo-Smith, and Brown, 1991; Kyllonene and Chrystal, 1990). Others, 

such as Duncan (1993), argue that the central executive is comprised of a 

range of relatively independent systems that include planning (Shallice and 

Burgess, 1991), task co-ordination (Baddeley, Logie, Bressi, Della Salla, 

and Spinnler, 1986), and conscious awareness (Baddeley, 1992). 

Phonological Short Term Memory 

The phonological short term memory system (PSTM) is responsible for the 

temporary storage of speech input. It is composed of two subsystems: the 

phonological store, which holds phonological input for approximately two 

seconds; and the the phonological loop. which can be used to refresh the 

contents of the store by a process of subvocal articulation (Baddeley and 

Hitch, 1974). Subvocal articulation can also be used to recode the visual 

input into auditory input; that is, to turn graphemes into phonemes 

• The Visuo-Spatial Sketchpad 

The visuo spatial sketchpad can be used to generate, temporarily maintain, 

and manipulate mental images. 

The Phonological Short Term Memory System 

Although PSTM is a hypothetical construct, some elements of the model have 

received empirical support. The model predicts that the phonological loop functions in 

real time and can thus only hold as much phonological information as can be articulated 

within about two seconds. In accordance with this model, it has been found that 

immediate recall is better for lists of monosyllabic words than for lists of trisyllabic 

words (Baddeley, Thomson, and Buchanan, 1975). Further, the word length effect is 

not a function of number of syllables but of articulatory duration: lists of bisyllable 

words with relatively long spoken duration's (e.g., harpoon) are less accurately recalled 

than lists of bisyllable words with relatively short spoken duration (e.g., bishop). The 

phonological store is not therefore limited by the number of syllable slots but by the 

articulatory duration in real time (Baddeley, Thomson, and Buchanan, 1975). 

Moreover, recall of a list of numbers (known as digit span) is a function of the language 
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of the test: Ellis and Hennelly (1980) measured the digit span of bilingual children in 

both English and Welsh. Individual differences in digit span, they found, can be 

explained by differences in articulatory duration of numbers in English and Welsh. 

This adds further support to the notion that articulatory rehearsal is a process that 

functions in real-time. 

Baddeley, Thomson and Buchanan (1975) investigated whether the word length 

effect is a function of the loop or the store. He used a technique known as articulatory 

suppression, in which the participant engages in irrelevant articulation while 

performing a task assumed to tap the function of PSTM; this theoretically prevents 

subvocal rehearsal and the use of the loop. Baddeley et al. established that the word 

length effect is removed under conditions of articulatory suppression: under these 

conditions, there is no difference between the recall lists of lists words of relatively 

short spoken duration and and those of words of relatively long spoken duration. 

Baddeley et al. concluded that the word length effect operates on the loop and not the 

store. It must be noted that the articulatory suppression resulted in the complete 

removal of the word length, only where word lists were presented visually rather than 

auditorily. Further, it has been argued that the word length effect is due to output 

effects, rather than PSTM factors (Burgess and Hitch 1992, Cowen, Day, Saults, 

Keller, Johnson, and Flores 1992). 

The relationship between PSTM and second lani:uaee vocabulary 

acquisition. 

In this section it is argued that the capacity of the short term phonological store 

constrains second language vocabulary development. 

Service (1992) investigated the relationship between PSTM competence and 

second language vocabulary acquisition. Participants were Finnish school children 

who were learning English as a second language. This was a longitudinal study in 

which developments in both second language vocabulary acquisition and PSTM were 

measured over four consecutive years. The study began when the children were nine 

years old, and ended when the children reached 13 years of age. 

Measures of English proficiency, grammatical sensitivity, and PSTM 
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competence were administered. Measures of PSTM were designed to measure the 

accuracy with which phonological representations are formed in working memory. 

Two measures of PSTM competence were used. These were (a) non-word repetition 

and (b) delayed copying. In the non-word repetition task participants were asked to 

repeat a set of non-words as accurately as possible; further, two types of non-words 

were used: non-words that conformed to the phonological constraints of Finnish and 

those conformed to the phonological constraints of English. In the delayed copying 

task participants were asked to reproduce a written non-word; this was intended to act 

as a non-auditory measure of PSTM competence that would not be affected by speech 

output variables. 

Service (1992) also measured metalinguistic grammatical sensitivity using an 

adaptation of the Modem Languages Aptitude Test (Carroll and Sapon, 1959); the task 

was to match sentences of similar grammatical structure. 

Lastly, productive and receptive English vocabulary knowledge was measured. 

Service (1992) ascertained that the ability to repeat English non-words was significantly 

related to all measures of English vocabulary knowledge. Non-word repetition was 

significantly related to listening comprehension (r = .62), reading comprehension (r = 
.74), and production (I= .58). Correlations between delayed copying of English non

words and all measures of language performance were also significant (I= -.55 to -

.62). The correlation between proficiency and measures of PSTM remained high 

irrespective of performance in the grammatical sensitivity task. 

These results suggest that the ability to form accurate short term representations 

of phonological material is related to the ability to acquire vocabulary. 

The clear advantage of non-words that resemble native language words over 

stimuli resembling words of a second language raises the question of whether non

word repetition exclusively measures PSTM capacity. Service suggests that there may 

be some contribution of Long Term Memory factors to performance in the non-word 

repetition task. It is possible that the phonological similarity between non-word stimuli 

and English language words may be a key mediating factor in the relationships between 

measures of vocabulary knowledge and the test non-word repetition. We shall return to 

this point later. 

Cheung (1996) investigated whether PSTM is related not only to level of 
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vocabulary proficiency but also to capacity to learn novel vocabulary. The participants 

were 12 year old native speakers of Cantonese who were resident in Hong Kong; they 

had studied English as a second language in a classroom setting for approximately eight 

years. Receptive vocabulary knowledge was measured using both a multiple choice test 

and a standard test of reading comprehension. Capacity to learn novel vocabulary was 

measured using a paired associate learning task: on each trial three Cantonese target 

words and their English translation equivalents were presented. Both the ability to learn 

receptive knowledge (i.e., the ability to produce the Cantonese word given the English 

translation equivalent) and the ability to learn productive knowledge (i.e., the ability to 

produce the English word given the Cantonese translation equivalent) was tested. The 

required number of presentations of target words provided a measure of the ability to 

learn productive and receptive vocabulary. Two tests of PSTM function were 

administered: these were non-word repetition and simple word span (the number of 

serially presented bisyllabic English words that could be repeated accurately). 

Cheung (1996) demonstrated that there was a significant correlation between 

measures of PSTM capacity and the number of required vocabulary learning trials, but 

only for students who performed poorly on a test of English vocabulary knowledge. 

There was no evidence of a such a relationship for those students who performed well 

in the test of English vocabulary know ledge. The author claimed that phonological 

memory ceases to contribute significantly to word learning when long-term 

phonological support becomes available at higher stages of language development. 

Again, this will be discussed in detail later. Although there was a significant correlation 

between PSTM and the ability to learn novel English vocabulary, there was no evidence 

of a correlation between PSTM and English receptive vocabulary knowledge. 

Service and Craik (1993) ascertained that PSTM capacity (measured using a 

non-word repetition task) is related to the ability to learn novel vocabulary within the 

context of a paired associate learning task. The paired associate learning task required 

participants to produce the target word given a paired native language word. Target 

words were non-words (designed to resemble English words), foreign language 

(Finnish) words, or native language (English) words. The age of participants was also 

manipulated. 

The results revealed that the performance of older adults in the non-word 
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repetition task was correlated with the performance in paired associate learning of both 

Finnish words and English non-words. In younger adults, performance in the non

word repetition task was correlated with the ability to learn Finnish paired associates but 

not English non-word paired associates. 

The authors suggested that both semantic mediation processes and PSTM 

processes independently contribute to performance in the paired associate learning 

tasks. They argued that younger adults are better able to use semantic mediation than 

are older adults. Since younger adults are able to use semantic mediation processes, 

they do not need to rely on PSTM to support the learning process -- hence the lack of a 

significant correlation between PSTM and paired associate learning of English non

words. Older adults are less able to use semantic mediation and need to rely on PSTM 

processes to support the learning process -- hence the significant correlation between 

PSTM and paired associate learning of both Finnish words and English non-words. 

It is also interesting to note that all the participants learned more English non

words than Finnish words. This complements Service's (1992) finding that repetition 

of non-words resembling native language words is easier than repetition of novel 

foreign language words. The key finding is that PSTM is related to the ability to learn 

novel foreign language words. 

Further support for the role of PSTM in foreign language vocabulary acquisition 

comes from the study of a neuropsychological patient with impaired PSTM function. 

Baddeley, Papagno, and Vallar (1988) ascertained that P.V., a patient with impaired 

short term memory function, was unable to learn novel foreign language words. 

Despite fluent speech, a normal articulation rate, and no auditory processing deficits, 

P.V. had a short term memory span of about two items. Vallar and Baddeley (1984) 

argued that the the damage P.V. sustained to the left hemisphere (following a stoke) 

caused damage to the phonological store but not to the phonological loop. P.V. tended 

not to use articulatory rehearsal since this merely fed material into this defective store. 

Baddeley, Papagno, and Vallar (1988) ascertained that P.V. was unable to 

learn to associate a native language word and a Russian word; control participants 

experienced no difficulties with this task. However, P.V. was able to associate two 

native language words to the same level as control participants. This suggests that the 

deficit did not lie in the semantic processing required to link two word forms but in the 
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learning of a novel word form. P.V. was unable to a form representation of a novel 

Russian word; this suggests that PSTM plays an important role in the learning of a 

novel word form. 

The opposite pattern of effects is found in Down's syndrome patients: these 

patients show no impairment in learning novel word forms, but they are impaired in the 

learning of an association between two familiar words (Papagno and Vallar 1993). The 

semantic system and the word form learning system are doubly disassociated. P.V. 

was unable to learn word form but could establish semantic relationships between 

familiar word forms. Down's syndrome patients are able to learn word form but are 

impaired in semantic encoding. 

Papagno, Valentine, and Baddeley (1991) reasoned that, if the phonological 

loop is an essential mechanism in the learning of novel word forms, articulatory 

suppression should impair the ability to learn novel foreign language words. In 

accordance with this, Papagno, Valentine, and Baddeley found that articulatory 

suppression significantly disrupted the learning of the Russian words in a group of 

. Italian participants. Articulatory suppression caused far less disruption to the paired 

associate learning of familiar words. Initially there was a failure to replicate this study 

in a group of English participants. However, the authors argued that participants used 

mnemonics to link English and Russian words which meant that they did not need to 

rely on PSTM to support the learning process. In order to make it more difficult to use 

semantic mediation, phonologically unfamiliar Finnish words were used instead of 

Russian words. When Finnish words were used instead, earlier results were replicated: 

articulatory suppression did indeed disrupt the ability to learn novel word forms. 

Similarly, Papagno and Vallar (1992) reasoned that, if the PSTM function is 

essential to the learning of novel word forms, longer foreign language words should be 

more difficult to learn than shorter words. In accordance with this, Papagno and Vallar 

established that word length affects the paired associate learning that involves a novel 

word form. Word length, however, does not have an effect on the leaning of familiar 

words. 

Thus there is a relationship between PSTM competence and all of the following: 

second language vocabulary acquisition; the ability to learn novel second language 

words; and unfamiliar word forms. In contrast, individuals with impaired PSTM 
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function are unable to learn novel words. Effects known to impair PSTM function 

(articulatory suppression and word length) affect the ability to learn novel word forms. 

The ability to form a comprehensive, discrete, and accurate representation of a novel 

foreign language word in PSTM is necessary to the establishment of an accurate long 

term representation of that item. 

A corollary of this is that one would expect gifted language learners to be very 

proficient in tasks that tap PSTM function. Papagno and Vallar (1995) compared a 

group of polyglot University students with a group of non-polyglot students on the 

ability to perform non-word repetition and digit span tasks. Despite the fact that there 

were no difference between the groups on tests of non-verbal intelligence, the digit span 

of polyglots was 1.6 digits higher than non polyglot students. Further, polyglots 

outstripped non-polyglots in performance on non-word repetition and paired associate 

learning involving novel word forms. There was no difference between polyglot and 

non-ployglot students on the ability to associate two familiar Ll words; this suggests 

that the difference between polyglot and non-polyglot students does not lie in the ability 

to perform semantic mediation. Performance on non-word repetition tasks and paired 

associate learning was highly intercorrelated. This suggests that a natural talent for 

learning languages may be a result of excellent phonological loop functioning. 

In summary, the foregoing review suggests that the capacity of the short term 

phonological store constrains second language vocabulary development. Evidence in 

support of this has come from a variety of sources: longitudinal studies of second 

language vocabulary development; experimental word learning; and neuropsychological 

investigation. Service (1992) conducted a longitudinal study of second language 

vocabulary development in Finnish school children; this revealed that the ability to 

repeat non-words was related to vocabulary knowledge at all stages of vocabulary 

development. Further, Cheung (1996) demonstrated that non-word repetition 

performance is related to the ability to acquire novel second language vocabulary. 

Studies of experimental paired associate learning have revealed that PSTM capacity is 

related to the ability to learn foreign language vocabulary (Service and Craik, 1993). 

When the function of the phonological loop or the store is disrupted due to articulatory 

suppression (Papagno, Valentine, and Baddeley. 1991) or neuropsychological deficit 

(Baddeley, Papagno, and Vallar, 1988) there is a decrement in the ability to learn novel 
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foreign language words. Lastly, a natural talent for learning foreign language is often 

accompanied by an enhanced phonological short term memory capacity (Papagno and 

Vallar, 1995). 

Does PSTM play a role in the acquisition of native language 

vocabulary? 

The work of Susan Gathercole and her colleagues has demonstrated that PSTM 

plays an important role in vocabulary acquisition even in very young children. 

Gathercole and Adams (1993) investigated the relationship between PSTM and 

vocabulary development in 54 three year old children. Measures of digit span, word 

and non-word repetition, articulation rate, receptive vocabulary (the short form of the 

British Picture Vocabulary Scale; see Dunn and Dunn, 1982), and non-verbal 

intelligence were administered. The ability to repeat non-words was found to be 

significantly related to receptive vocabulary knowledge (r = .34) and to account for 

unique variance in receptive vocabulary knowledge -- once age, nonverbal intelligence, 

and digit span are partialed out. The same is true of the ability to repeat words (r = 

.39). Digit span, however, is not significantly related to vocabulary after other factors 

have been partialed out. It appears that non-word and word repetition measure 

something over and above digit span. Nonetheless, this study demonstrates there is a 

relationship between native language vocabulary development and PSTM competence. 

Gathercole and Adams (1994) assessed the contribution of PSTM to vocabulary 

development in slightly older children (children were tested at age four and again at age 

five). Measures of digit span, non-word repetition, non-verbal intelligence, and 

receptive vocabulary knowledge were administered. In order to assess whether 

knowledge of numbers contributes to the ability to perform digit span tasks, various 

measures of number knowledge were administered. All these measures were 

administered at both age four and age five. The pattern of intercorrelations is the same 

at each testing wave. At age four, performance on the non-word repetition task is 

associated with the receptive vocabulary knowledge task (r = .26). Further, non-word 

repetition is uniquely associated with vocabulary knowledge even where non-verbal 

intelligence and number knowledge has been partialed out. The pattern of data for digit 



Chapter 9: Introduction to Experiments 5 and 6 
169 

span is different: the correlations between digit span and the receptive vocabulary task 

are not significant. A similar pattern of results emerges at age five: non-word repetition 

is related to vocabulary knowledge but digit span is not. 

Correlational designs do not establish causation. It is possible that the 

relationship between PSTM and vocabulary development in children is mediated by a 

third factor -- a rich linguistic home environment, for example, or exposure to print. 

Indeed, it is quite possible that the relationship between PSTM and vocabulary 

development is mediated by exposure to print: there is a close relationship between 

PSTM capacity and reading development in young children (Wagner and Torgersen 

1987); further, Cunningham and Stanovitch (1991) demonstrated that exposure to print 

is a powerful predictor of vocabulary development. It is important to note that the 

relationship between PSTM and vocabulary development is probably not mediated by 

exposure to print, at least in very young children: Gathercole, Willis and Baddeley 

(1991) established that the relationship between PSTM skills at age four and vocabulary 

knowledge at age five is not mediated by reading ability at age four. 

Gathercole and Baddeley (1990) investigated whether PSTM is related to the 

ability to acquire novel phonological forms and novel meanings in an environment in 

which exposure to novel vocabulary is controlled. Two groups of five year olds, 

differing only in PSTM capacity, were exposed familiar names (e.g., Thomas) or 

unfamiliar names (e.g., Meeton) for toys. Both groups were equally able to learn the 

familiar names, but the children with good PSTM skills were better able to learn 

unfamiliar names. Thus the ability to learn a new name for an object is independent of 

phonological loop function, rather it is the ease of learning new words that is 

constrained by PSTM capacity. 

Gathercole, Hitch, Service, and Martin (1997) further investigated the 

relationship between the ability to learn novel vocabulary and PSTM capacity. In order 

to assess each child's ability to learn novel words, two experimental word learning 

paradigms were used: (a) paired associate learning (Papagno and Vallar 1992, 1995) -

this task required children to both associate pairs of native language words and to 

associate a native language word with a non-word -- and (b) a word learning task 

developed by Aguiar and Brady (1991) in which novel words were presented in the 

context of a story about a spaceman who visited a planet with many novel objects. The 
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children were introduced to the novel name, the definition, and the attributes of the 

novel object (e.g., "a sleepy talking frog called a kipser") in the context of the story. 

The ability to produce the name of the novel objects, given its definition and attributes, 

provided a measure of the ability to acquire productive vocabulary knowledge; and the 

ability to recall the attributes, given the name of the novel object, provided a measure of 

receptive vocabulary knowledge. Further, productive and receptive English vocabulary 

knowledge was measured, and tests of non-word repetition and digit span were 

administered. 

The results revealed that non-word repetition accounted for unique variance in 

the ability to acquire productive and receptive vocabulary; this was independent of the 

contribution of non-verbal intelligence, age, and digit span. Digit span was related to 

the ability to acquire productive but not receptive vocabulary. Moreover, both digit 

span and non-word repetition performance were related to performance on the word

non-word paired associate learning task but not the word-word paired associate learning 

task. However, non-word repetition did not account for any of the variance in the 

ability to acquire vocabulary independent of vocabulary knowledge at the time of 

testing. This suggests that the relationship between non-word repetition and vocabulary 

learning ability is mediated by vocabulary knowledge. Further, measures of vocabulary 

at the time of testing is related to the ability to acquire novel vocabulary. In sum, both 

non-word repetition and digit span were found to be related to productive and receptive 

native language vocabulary knowledge; and non-word repetition accounted for unique 

variance in the ability to acquire productive and receptive vocabulary, and this was 

independent of the contribution of non-verbal intelligence, age, and digit span, but not 

independent of vocabulary knowledge at the time of testing. Digit span accounted for 

unique variance in performance, in the productive knowledge task, but not in the 

receptive task. 

There is clearly a relationship between vocabulary development and PSTM 

capacity, but the direction of causation is unclear. Is vocabulary competence the result 

of good PSTM skills, or does vocabulary knowledge promote PSTM competence? 

Gathercole, Willis, Emslie, and Baddeley (1992) investigated this question using the 

logic of a cross lagged panel design (Crane and Mellon (1978). 

Measures of non-word repetition, digit span, and receptive vocabulary 
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knowledge were administered to 80 children at ages four, five, six, and eight. There 

were strong correlations between non-word repetition and receptive vocabulary at age 

four (r = 0.559), age five (r = 0.524), and age six (r = 0.562), but the correlation was 
. . 

much weaker at age eight (r = 0.284). These relationships remained significant where 

age and non-verbal intelligence were partialed out. Partial correlations between digit 

span (only administered at age six and eight) and vocabulary development were not 

significant. The cross lagged partial correlations revealed that the correlation between 

non-word repetition at age four and vocabulary knowledge at age five was significantly 

larger than the correlation between non-word repetition at age five and vocabulary at age 

four. However, the pattern of results changed at age five. The correlation between 

vocabulary at age five and non-word repetition at age six was greater than the 

correlation between non-word repetition at age five and vocabulary at age six. Further, 

the correlation between vocabulary at age six and non-word repetition at age eight was 

greater than the correlation between non-word repetition at age six and vocabulary at 

age eight. This pattern of results remained the same even where PSTM from antecedent 

years, age, and non-verbal intelligence were partialed out. Therefore it appears that, at 

age four, non-word repetition is the pacemaker of vocabulary development, but, from 

age five, vocabulary knowledge becomes the more important variable in subsequent 

non-word repetition ability. The relationship between PSTM, vocabulary knowledge, 

and vocabulary acquisition is dynamic. 

In summary, the forgoing review suggests that the capacity of the short term 

phonological store constrains native language vocabulary development. Gathercole and 

Adams (1993, 1994) ascertained that there is a relationship between non-word 

repetition and receptive vocabulary knowledge even in the very young children. 

Further, Gathercole and Baddeley (1990) established that ability to repeat non-words is 

related to the ability to acquire novel vocabulary, under conditions in which exposure to 

novel vocabulary is controlled. Gathercole et al. (1997) found that both non-word 

repetition and digit span performance were related to ability to acquire novel productive 

and receptive vocabulary. However, digit span was found to be uniquely related to 

ability to acquire productive vocabulary but not receptive vocabulary whereas the 

relationship between non-word repetition and ability to acquire vocabulary was 

dependent on existing vocabulary knowledge. Gathercole et al. (1992) revealed that the 
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relationship between vocabulary knowledge and non-word repetition is dynamic: at age 

four non-word repetition ability is the pacemaker of this relationship whereas at age five 

vocabulary knowledge takes over as the pacemaker in development. This research 

suggests that the capacity of the store plays an important role in vocabulary 

development, but this is certainly not a one-way relationship. 

Productive vs Receptive Competence. 

There is some debate concerning the difference between receptive vocabulary 

knowledge and productive vocabulary knowledge. The debate focuses on the issue of 

whether knowledge of a word can be classed as truly productive unless all the elements 

of meaning are known including referential, affective, and pragmatic meaning (c.f., 

Chapter 1). For example, both Palmberg (1987) and Melka (1997) conclude that the 

distance between receptive and productive vocabulary is best conceptualised as a 

complex continuum. In contrast, Meara (1990) argues that the receptive knowledge 

differs from productive knowledge such that, access to receptive word knowledge 

requires external stimuli (the written or spoken word form); in contrast, access to 

productive word knowledge requires no external stimuli. The view taken by Meara is 

the one espoused here. 

A second language learner's productive competence is not always matched with 

receptive competence and visa versa (Melka, 1997). Is PSTM competence more closely 

associated with receptive or productive vocabulary knowledge? No study has yet set 

out to specifically examine this question; nonetheless, the literature is not completely 

silent on the matter. Gathercole et al. (1997) found that digit span is most closely 

associated with the ability to acquire productive competence, while non-word repetition 

performance is associated with both productive and receptive knowledge. Thus the 

relative strength of association with receptive or productive measures of vocabulary 

competence seems to depend on which measure of PSTM competence is used. 

Edwards and Lahey (1998) compared the non-word repetition abilities of a group of 

children with SLI with a group of matched controls. The results revealed that children 

with SLI were impaired relative to matched controls in the ability to repeat non-words. 

Further, this study established that non-word repetition is most closely associated with 
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There is clear evidence that PSTM plays a role in both native language 

vocabulary development and second language vocabulary acquisition. However, non

word repetition appears to measure something in addition to the capacity of the short 

term store. Snowling, Chiat, and Hulme (1991) first suggested that PSTM may not be 

a content-free system: perlormance in tasks such as non-word repetition is influenced 

by existing lexical knowledge. 

A number of experiments have demonstrated that non-words resembling native 

language words are easier to repeat than are non-words or foreign language words that 

do not resemble native language words (Service 1992; Service and Craik 1993) 

Wordlikeness is a measure of how much a non-word resembles a real lexical 

item; this is usually assessed by Likert scale ratings. Gathercole, Willis, Emslie, and 

Baddeley (1991) demonstrated that adult ratings of wordlikeness are good predictors of 

non-word repetition accuracy. This suggests that, in attempting to repeat non-words, 

children draw on existing lexical knowledge. Gathercole (1995a 1995b) investigated 

whether the contribution of long term lexical knowledge to non-word repetition 

perlormance depends on the wordlikeness of non-words. Gathercole demonstrated that 

wordlikeness accounts for a significant amount of variance in repetition accuracy 

independent of the phonological complexity of the word. Children are far more 

accurate at repeating wordlike non-words; this is particularly evident at age five as 

opposed to age four. Further, phonological complexity is not responsible for the 

relationship between wordlikeness and repetition accuracy. Repetition of non-words 

low in wordlikeness is more closely related to digit span; this suggests that both 

repetition of non-words low in wordlikeness and digit span tap common processes. 

However, repetition of non-words high in wordlikeness appears to measure something 

over and above repetition of nonwords low in wordlikeness. Hulme, Maughan, and 

Brown (1991) suggested that participants were able to draw on stored lexical 

knowledge in order to support the repetition of wordlike non-words. 



Chapter 9: Introduction to Experiments 5 and 6 
174 

Hulme, Maughan, and Brown (1991) attempted to measure the contribution of 

stored lexical knowledge to short term memory competence. The logic of their 

experimental manipulation relies on the fact that the phonological loop functions in real 

time; as a consequence, articulation rate is related to short term memory span; the 

capacity of the store represents about two seconds' worth of speech. Hulme et al., 

measured memory span for words and non-words (the number of words/non-words 

that can be accurately serially recalled). The articulation rate for both words and non

words at each syllable length was measured. The results revealed that performance on 

the memory test was enhanced when the items to be repeated were words rather than 

non-words. Further, the results of this experiment revealed that there is a linear 

relationship between articulation rate and memory span. In other words, those 

participants with a faster articulation rate were able to accurately recall more items in a 

memory span test than those with a slower articulation rate. 

In order to measure the contribution of long term memory to short term memory 

function Hulme et al.'s (1991) regressed memory span as a function of articulation rate 

for each syllable length. An interesting pattern emerged: the intercept for words is 

approximately 2.4 and for non-words the intercept is 0.7 items. The authors claimed 

that the intercept represents the contribution of long term memory to short term memory 

function such that: 

( where .S. = Span, f = the intercept, k_ = the slope of the line, r = speech rate, and kr 

= articulatory loop function). 

According to this analysis, the contribution of long term memory to short term 

memory span allows the recall of an additional 2.4 words. Further, the advantage of 

words over non-words cannot be attributed to articulation rate: this was a within 

subjects design and articulation rate would have been the same for words and non

words. 

In Experiment 2, Hulme et al. (1991) tested this formulation more directly. 

Their model predicts: (a) foreign language words act like non-words if the language is 

not known to the participant (the intercept of the articulation rate - memory span 
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function for Italian words should be zero); and (b) if participants study the foreign 

language words so that the items become part of their lexicon, they should behave like 

words (the intercept of the articulation rate - memory span should increase). 

In Experiment 2 (Hulme et al, 1991), the short term memory span and 

articulation rate of a set of foreign language (Italian) words were measured. All 

participants were first language speakers of English with no knowledge of Italian. The 

participants were then trained to recognise these Italian words and their English 

translation equivalents. Following training, the experiment was repeated. Results 

suggest that unfamiliar foreign language items do indeed behave like non-words: 

initially, memory span for Italian words was considerably impaired relative to familiar 

native language words. Following training, memory span for Italian words increased. 

Performance did not reach the same levels as that with native language words. The 

intercept of the articulation rate - memory span function increased from - 0.15 before 

training to 1.3 after training. The change in the level of the intercept was interpreted by 

the authors as indicating an increased contribution of lexical knowledge to memory span 

performance. 

It is unclear from these results whether facilitation is due to the creation of both 

a semantic and phonological representation of a novel foreign language item, or whether 

the establishment of a phonological representation of a particular item is sufficient for 

facilitation. Brown and Hulme (1992) demonstrated that the latter of these two 

possibilities is correct: familiarity with the phonological word form rather than the 

semantic associations is the key to facilitation. 

Possible Explanations for the Wordlikeness Effect 

Redintegration? 

Gathercole (1995a) suggests that lexical representations of familiar words are 

partially activated by non-words (Marslen-Wilson, 1987). Incomplete representations 

of non-words are supplemented, prior to speech output, on the basis of activated lexical 

representation. This process has been termed redintegration. 

Gathercole, Willis, Emslie and Baddeley (1991) proposed that the process of 



Chapter 9: Introduction to Experiments 5 and 6 

176 
repeating a non-word involves the creation of an abstract phonological frame; this frame 

is made up of the overlapping elements of activated lexical representations. Similarly, 

Gathercole and Adams (1994) proposed that non-words sharing structural features with 

words activate lexical representations in direct proportion the degree to which their 

structure resembles that of existing lexical items. Such a process is predicted by 

McClelland and Rumelhart' s ( 1981) model of the lexicon in which top-down processes 

may be used to supplement incomplete representations of a word or a non-word. 

The redintegration hypothesis accounts for the wordlikeness effect: the more 

wordlike a non-word, the greater the probability that the non-word shares some 

phonological features with real words. 

The relationship between non-word repetition and the ability to acquire novel 

vocabulary is mediated by current vocabulary knowledge. Gathercole et al. (1997) 

demonstrated that the relationship between non-word repetition and the ability to acquire 

novel vocabulary is mediated by current vocabulary knowledge. Further Gathercole et 

al. (1992) established that the correlation between repetition non-words low in 

wordlikeness at age four and vocabulary knowledge at age five is stronger than the 

converse correlation. The reverse is true of repetition of non-words high in 

wordlikeness: the correlation between vocabulary knowledge at age four and repetition 

of non-words high in wordlikeness at age five is stronger than the converse set of 

correlations. Performance in a non-word repetition task using wordlike stimuli is 

closely related to lexical knowledge, whereas non-word repetition using non-words low 

in wordlikeness not. The contribution of lexical factors to non-word repetition 

performance is therefore dependent on the extent to which non-words resemble real 

lexical items. 

The redintegration hypothesis also accounts for the relationship between 

vocabulary knowledge and non-word repetition performance: partial or incomplete 

representations of a non-word within the store can be filled in by analogy to activated 

lexical representations; the more extensive the vocabulary of an individual, the more 

long term knowledge is available to support the redintegration process. 

The redintegration hypothesis predicts that long words should benefit more 

from the kind of training undertaken by participants in the Hulme et al. (1991) study 

than short words -- long words invariably provide more cues to the identity of a 
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decayed segment of a word than short words. In accordance with this prediction, 

Hulme et al. also demonstrated that the effect of training was particularly marked for the 

memory span of multisyllabic words. 

Gathercole, Frankish, Pickering, and Peaker (1999) argue that redintegration 

may not only function on the basis of whole word phonology, it may also work at a 

sub-lexical level. "A second reconstructive process is also proposed here, one that 

uses knowledge of the phonotactic properties of the language, and in particular of 

syllable frequencies to provide a probability-based reconstruction of incomplete 

memory traces" (p.92) In other words we may use knowledge of the frequency with 

which syllables occur to 'guess' the identity of a decayed trace. In support of this 

Gathercole et al (1999) demonstrated that recall of nonwords containing sequences 

syllables that appear frequently in English is far more accurate than recall of nonwords 

containing infrequent syllable combinations. This accords with the view that 

redintegration can operate at a sublexical level. 

In sum, the redintegration hypothesis suggests that decayed partial 

representations of items in the phonological store can be filled in by analogy to those 

existing long term lexical representations that share some of the phonological features of 

the item to be repeated. The efficiency of the redintegration process depends on the 

extent of long term lexical knowledge. In accordance with this view, Gathercole et al. 

(1997) and Gathercole et al. (1992) have shown that the relationship between non-word 

repetition and the ability to acquire novel vocabulary is mediated by current vocabulary 

knowledge. Further, Gathercole et al. (1999) argue that redintegration may operate at 

both a lexical and a sublexical level. The redintegration hypothesis thus accounts for 

the wordlikeness effect. However, it is equally conceivable that familiar words are 

simply easier to encode, this explanation would equally account for the wordlikeness 

effect. In the following section, an alternative explanation is discussed. 

Facilitation is a product of a distributed memory network? 

Gathercole (1995a) proposed that the wordlikeness effect may simply be a 

product of a distributed memory network geared to the recognition of familiar 

phonological sequences. A Parallel Distributed Processing Network (P.D.P.) model of 
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lexical access, such as that proposed by McClelland and Elman (1986), is able to detect 

phonological regularities of a language. Gathercole and Martin (1996) suggest that 

speech perception results in the temporary activation of phonological representations of 

incoming speech -- these form the basis of performance in PSTM tasks. If the speech 

processor is is viewed as a network of representational units, activation in adjacent 

phonemes will be determined by the frequency with which they co-occur in the 

language. As a consequence, sequences of frequently co-occurring phonemes will be 

processed with greater ease than those that do not contain frequently co-occurring 

sequences of phonemes. Therefore the wordlikeness effect may reflect the influence of 

knowledge about the phonological regularities of the language. Gathercole and Martin 

(1996) state that: 

The influence of phonotactic knowledge could readily be located in the 

representations resulting from speech perception. In a distributed memory 

system this knowledge could readily be embodied in the connections between 

adjacent elements at the phoneme level, with phoneme sequences that are 

relatively common in the language having stronger excitatory connections than 

rarer phoneme sequences. Thus an unfamiliar spoken word containing 

phoneme combinations with high transitional probabilities within the language 

will be more readily (e.g. with less sensory information and with higher signal 

to noise ratios) represented as a pattern of activation across the set of phoneme 

units than items with low phoneme transition probabilities. (p.80) 

According to this formulation, the language processor itself would embody 

knowledge about the phonological regularities of the language. Enhanced coding of 

words, or non-words that conform to the regularities of the language, would be the 

automatic result of perceptual systems tuned to the recognition of the native language. 

Facilitation for wordlike items would occur "on-line" rather than by a post-storage pre

output redintegrative top down process. " By this account the wordlikeness effect in 

non-word repetition arises as a function of historical effects of the known physical 

structure of the individuals lexical perceptual processes rather than as a consequence of 

either direct or indirect lexical mediation" (Gathercole, 1995a, p. 92). 
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This view assumes that words and non-words high in wordlikeness are more 

likely to conform to the regularities of the language than non-words low in 

wordlikeness. In accordance with this, Vitevitch, Luce, Charles-Luce, and Kemmerer 

(1997) found that non-words composed of frequently co-occurring sequences of speech 

sounds were not only rated as being high in wordlikeness, they were also repeated 

more accurately than non-words rated as low in wordlikeness. Similarly Gathercole 

and Martin (1996) present data that shows that wordlike non-words contain sequences 

of sound that occur more frequently in the language. 

However, this formulation does not easily account for the relationship between 

lexical knowledge and non-word repetition. 

It is conceivable that there are individual differences in the ability to learn 

phonological regularities. In other words, it is possible that some individuals more 

readily learn the patterns of sound co-occurrence of both their native language and a 

second language. Further, it is conceivable that these individual differences in the 

ability to learn phonological regularities are related to: (a) vocabulary knowledge; (b) 

the ability to learn novel vocabulary; and (c) non-word repetition performance. By this 

account, those who are better able to learn patterns of speech sound co-occurrence will 

be both better vocabulary learners and better able to repeat wordlike non-words. Thus 

the relationship between non-word repetition and the ability to learn novel vocabulary 

may be be mediated by individual differences in the ability to learn the phonological 

regularities of a language. Similarly, the relationship between non-word repetition and 

vocabulary knowledge may also be mediated by individual differences in the ability to 

learn the phonological regularities of a language. This explanation thus accounts for the 

relationship between non-word repetition and both vocabulary knowledge and the 

ability to learn novel vocabulary. 

In sum, if the lexical access system is conceived as a PDP network, the 

perceptual system would become tuned to the phonological regularities of the native 

language. Non-words high in wordlikeness are thus processed with greater ease than 

non-words low in wordlikeness (Vitevitch, et al. , 1997). This explanation would 

account for the wordlikeness effect. Postulating the existence of individual differences 

in the ability to learn phonological regularities would the relationship between non-word 

repetition performance and lexical competence. 
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We have seen that there are two competing explanations for the wordlikeness 

effect. Hulme and Brown (Hulme et al., 1991; Brown and Hulme, 1995) suggest that 

fragile traces in the phonological loop are supplemented by long term representations of 

stored lexical forms. Facilitation for non-words high in wordlikeness functions on the 

basis of whole word phonology; further, this is a top down. post-lexical redintegrative 

process dependent on lexical knowledge. In contrast, Gathercole, (1995a) and 

Gathercole and Martin (1996) both contend that the above effects may equally be the 

product of a perceptual system tuned to process those sequences of phonemes that most 

frequently occur within the language. This kind of facilitation is pre-lexical and 

automatic. 

Thorn and Gathercole (1999) attempt to discriminate between these accounts of 

the wordlikeness effect based on pre-lexical or post-lexical facilitation. The approach 

taken is to determine whether vocabulary knowledge or language dominance effects 

mediate facilitation in non-word repetition in a group of French - English bilingual 

children. The authors claim that this data provides support for both lexical and sub

lexical facilitation processes in non-word recognition. Subtle asymmetries in language 

dominance impact upon repetition of non-words that conform to the regularities of the 

dominant and non-dominant language, and yet parity in vocabulary knowledge leads to 

equivalent levels of performance in the non-word repetition task. 

Gathercole, Frankish, Pickering, and Peaker (1999) compared non-word 

repetition of high probability non-words (i.e., non-words composed of phonemes that 

frequently co-occur) with repetition of equally high probability words. They argue that 

this pattern of data supports the existence of post-lexical redintegrative explanation. If 

pre-lexical facilitation were the only process at work than high probability words and 

nonwords should be recalled with equal accuracy. This is not the case. 

Pre-lexical and post-lexical facilitation are not mutually exclusive. Both 

processes can operate in parallel. Research appears to indicate that wordlikeness is a 

function of the frequency of constituent phonemes and syllables. Further, nonwords 

containing sequences phonemes or syllables that co-occur frequently in the language 

can be processed with greater ease than nonwords than those that contain infrequent 
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sequences of phonemes or syllables. The cognitive representation a non-word that 

contains sequences of phonemes that co-occur frequently can be restored with greater 

ease than the representation of a non-word that contains infrequent sequences of 

phonemes or syllables. In short, research indicates that there is both bottom-up and 

top-down facilitation for wordlike non-words. 

The important point to grasp is that for both pre-lexical and post-lexical 

facilitation, knowledge of the regularities of the language is vital. In other words, the 

knowledge of which phonemes/syllables tend to co-occur is important for both pre

lexical and post-lexical facilitation. Learning a second language entails the adaptation of 

the language processor to recognise the patterns of sound co-occurrences in the second 

language. Indeed, Ellis and Beaton (1993) demonstrated that learning foreign language 

words is easier the more the foreign language words conform to the phonological 

patterns of the native language. 

The Role of the Acquisition of Phonological Regularities in Vocabulary 

Acquisition 

It is conceivable that knowledge of phonological regularities underpins the 

wordlikeness effect. It is also conceivable that the ability to learn the phonological 

regularities of a second language is itself predictive of native language or second 

language vocabulary acquisition. 

Experiments 5 and 6 of this thesis examine whether individual differences in the 

ability to learn the phonological regularities of novel language are related to the ability to 

acquire second language vocabulary. In the following sections we explore the issue of 

acquisition of phonological regularities of the a language. 

In the following section I first consider what are phonological regularities? 

then I consider how the learning of phonological regularities may contribute to three 

facts of lexical development, these are: short term retention of novel phonological 

forms; automaticity of word recognition; and speech segmentation. 

What is meant by the term phonological regularity? 
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Units of speech sound occur in more or less predictable sequences. For 

example, the sequence of phoneme /ka/ is more frequently followed by the phoneme It/ 

than by the phoneme /zJ. The sequence of phonemes /kat/ is relatively frequent in 

English. Conversely, the sequence /tzJ rarely occurs in English, although it is common 

in Eastern European languages. Similarly, the syllable /mem/ is frequently followed by 

the syllable fol, and both of these sequences of phonemes frequently occur in 

combination with the syllable fry/ (especially among cognitive psychologists!). In other 

words, for any given language, some phonemes frequently co-occur yet others never 

co-occur. Similarly, some syllables frequently co-occur whereas others never co-occur 

within a given language. Thus there are measurable regularities in the patterns of 

phoneme and syllable co-occurrences within every language, and these are different for 

each language. 

Ellis and Beaton (1993) and Leather and James (1991) propose that, in the early 

stages of language acquisition, native language phonetic categories are used in 

perception of the second language. MacWhinney's (1992) competition model describes 

how native language generalisations concerning the structure of the language 

predominate initially; however, as second language phonetic categories are acquired, the 

second language auto associative net acquires a form of its own. 

This begs the question: how may ability to learn the phonological regularities of 

a language promote second language vocabulary acquisition? It is conceivable that the 

tuning of the language processor to the distributional properties of a language both 

underpins the development of automaticity of word recognition and contribute to speech 

segmentation skills. 

1. Short term memory function. 

Evidence reviewed earlier suggests that the ability to hold novel phonological 

material in the short term store is related to vocabulary development: those who are 

better able to hold an accurate short term representation of a non-word also tend to have 

a larger lexicon and are better able to learn novel words. The original working memory 

hypothesis assumed that individual difference in short term memory competence were 

due to differences in the capacity of the short term store. However, as discussed earlier 
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wordlikeness also effects short term retention such that those items that conform to the 

regularities of the language are better retained than those items that do not. The evidence 

suggests that facilitation is both due to both pre-lexical and post-lexical processes. 

However, both of these types of facilitation depend on knowledge of the phonological 

regularities of the language. It is conceivable that knowledge of the regularities of the 

language facilitates short term retention of a novel word. In other words short term 

retention of a novel item not only depends on the capacity of the store but also on the 

ability to exploit the regularities of the language. 

Gathercole et al. (1999) recently explored the notion that individual differences 

in the ability to exploit the regularities of phoneme co-occurrence at the sub-lexical level 

effects vocabulary acquisition. Children aged between seven and eight years old were 

tested on their ability to repeat a string of monosyllabic words or non-words. Non

words varied in "phonotactic probability". The constituent phonemes of high 

probability non-words frequently co-occur within English. Low probability non-words 

contained the same phonemes but were recombined such that their constituent 

phonemes rarely co-occur within English. 

The results showed that repetition accuracy was greater for high probability 

non-words as opposed to low probability non-words. This suggests that participants 

were exploiting the regularities in high probability stimuli in order to support repetition 

of non-words. The authors argued that if vocabulary competence is not only a function 

of the capacity of the short term phonological store, but also taps individual differences 

in the ability to exploit the regularities of the language, then children of high and low 

vocabulary competence should show different patterns of facilitation. Children of high 

vocabulary competence should be able to exploit the regularities of high probability 

non-words more than children of low vocabulary competence. In other words, the 

difference between the ability to repeat high and low probability non-words should be 

greater for children of high vocabulary competence than for children of low vocabulary 

competence. However, the results revealed no such effect. 

The results of Gathercole et al. (1999) should, however, be treated with a note 

of skepticism since only seven children of high and low vocabulary knowledge were 

compared. Thus the analysis lacked power. These results suggest that individual 

differences in the ability to exploit the regularities of non-words are not related to 
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vocabulary development. However, these results need to be replicated in a larger 

sample of children. Further, these results are of limited generalisability: what is true of 

7 year old childrens' learning of their native language may not also be true of second 
. . 

language learners. 

2. Automaticity of word recoenition. 

In the following section we consider whether the learning of phonological 

regularities contributes to the development of automaticity. First, a possible mechanism 

for the development of automaticity is described. Second, it is argued that this 

mechanism is the same as that which underpins the repetition priming effect. 

It is conceivable that a process of chunking frequent phoneme sequences into 

perceptual units is the mechanism by which phonological regularities are learnt. 

Further, it is also conceivable that such a process is responsible for the development of 

automaticity of word recognition. Frequently co-occurring phonemes/syllables will 

become more closely associated simply by dint of co-occurrence. This reflects the basic 

property of Hebbian learning: cells which fire together wire together. If two syllables 

or phonemes frequently co-occur the representation of these phonemes (or syllables) 

will be closely associated such that they will be processed as a perceptual chunk. If two 

frequently co-occurring phonemes or syllables are processed as a perceptual unit (a 

chunk), then the recognition time of the whole word will be reduced. 

Chunking is the mechanism by means of which sequences of material can be 

grouped or welded together into larger units for ease of processing (Miller, 1956). 

Through mere exposure to a language, a PDP network would recognise frequently co

occurring phonological features and process these as chunks (Elman 1990). Evidence 

for this process will be reviewed later. Ellis (1996a, 1996b) proposed that 

phonological chunking of speech input results in savings in recognition time across 

repeated encounters with the stimulus conforming to a power law of practice. Ellis cites 

the work of Newell and Rosenbloom (Newell, 1990; Newell and Rosenbloom, 1981) 

who demonstrated that a power law of practice described progress in a wide range of 

human learning situations -- motor learning of routines such as cigar rolling, problem 

solving, reading inverted text, and lexical decision, for example. The power law of 
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practice describes learning which progresses according to a log linear function such that 

a large amount of learning occurs over the initial trials, but that progressively smaller 

amounts of learning occur for each successive presentation of the stimuli to be learnt. 
. . 

Specifically, Newell (1990) demonstrated that: 

• Chunking occurs at a constant rate. 

• Performance on the task is faster the more relevant material is chunked. 

• Lower level chunks occur frequently but higher level chunks recur rarely so 

that chunking become less beneficial once lower level chunks have been 

learnt. 

This process can be applied to the recognition of second language vocabulary. 

The lower level phoneme chunks Itel /le/ and /phone/ occur more frequency than the 

higher level chunk /telephone/; thus, once the word recognition system has become 

tuned to process frequently co-occurring phonological features as chunks, the process 

of chunking itself will begin to become less useful; this is because combinations of 

already formed chunks will co-occur less frequently. Savings in word recognition will 

therefore decrease as a function of exposure to second language input. If chunking of 

phonological features underpins the development of automaticity of word recognition, 

savings in word recognition will conform to a power law of learning. 

The process that Ellis labels chunking of phonological elements could also be 

characterised as a process of learning phonological regularities: a chunk is formed 

when two phonetic features/syllables co-occur frequently; thus a process of chunking 

linguistic units may underpin the development of automaticity of word recognition. 

In Chapter 2, however, it was suggested that the mechanisms that underpin the 

repetition priming effect are responsible for the development of automaticity of word 

recognition. This is an apparent contradiction. However, it is conceivable that 

phonological chunking is the mechanism that underpins the repetition priming effect. 

Repetition priming is usually measured by a reduced latency in identifying a word 

following a recent exposure to that word. The work of Kirsner and Speelman (1996) 
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and Grant and Logan (1993) demonstrate that repetition priming over repeated 

presentations of a word is characterised by a power function: a large amount of 

learning occurs on the initial trials, but progressively smaller amounts of learning occur 

for each successive presentation of the word. The fact that priming conforms to a 

power function is at least suggestive that a process of phonological chunking underpins 

the repetition priming effect. (More will be said about this in the final discussion.) 

Recall, that the literature reviewed in Chapter 2 suggests that the development of 

automaticity distinguishes between the the most fluent second language student and the 

native speaker of a language. Further, automaticity of word recognition permits the 

reallocation of attentional resources from word recognition processes to semantic 

analysis. In short, the development of automaticity of word recognition directly and 

indirectly contributes to vocabulary development. 

3. Speech seementation. 

The novice second language learner must learn to segment a continuous stream 

of speech into discrete word units. Boundaries in fluent speech are not consistently 

marked by pauses or other prosodic cues. Since acoustic structures of speech differ 

across languages (Cole and Jakimik, 1980), there are no invariant acoustic cues to mark 

the beginnings and endings of words. Thus we have the question: how does the 

second language student learn which combinations of sounds are words? The language 

learner must be able to segment speech into discrete word units before any vocabulary 

acquisition can take place. 

In the following section, it is suggested that the knowledge of the phonological 

regularities of a language may act as a cue to speech segmentation. A series of studies 

which implicates analysis of phonological regularities of the language in the speech 

segmentation process are reviewed. It is argued that distributional and metrical cues act 

in concert in order to segment speech into discrete word units. (When a cue to speech 

segmentation is based on the phonological regularities of the language, this will be 

known as a distributional cue. When a cue to speech segmentation is based on the 

regularities of stress, this will be known as a metrical cue.) 

Models of proficient adult comprehension have assumed that segmentation is a 



Chapter 9: Introduction to Experiments 5 and 6 
187 

product of top down processes. Suomi (1993) suggested that children first learn to 

identify words spoken in isolation, and, as a consequence, are subsequently able to 

identify words, when presented as part of a continuous stream of speech, originally 

heard in isolation. But words in isolation are fairly rare -- particularly function words. 

This explanation fails to answer three questions: (a) how does the child learn words 

that never occur isolation? (b) how does the child distinguish between a word in 

isolation from a short phrase? and (c), assuming Suomi's strategy could be successful, 

how does the child then distinguish between an occurrence of a word from a similar 

sound sequence that is a sub-unit of another word (e.g., dumb, dummy, dumpster)? 

Statistical regularities can distinguish a phoneme sequence that occur within a 

word, from phoneme sequences that occur across word boundaries. Knowledge of the 

phonological regularities of a language may provide a cue to the location of the word 

boundary. Saffran, Newport and Aslin (1996) suggest that troughs in the pattern of 

transitional probabilities between syllables may act as a cue to the location of the word 

boundary. The transitional probability between two successive phonemes/syllables is 

high for two features that occur within a high frequency word, but low for two features 

that traverse a word boundary. For example, the transitional probability between the 

syllables /stu/ and /dent/ in the phrase "language student" are higher than the transitional 

probability between the syllables that traverse the word boundary /age/ and /stu/. Such 

a cue to speech segmentation may, of course, be used in combination with other 

metrical and prosodic cues. 

Saffran, Newport, and Aslin (1996) suggest that the learning of phonological 

regularities contributes to the ability to segment speech into discrete word units. It 

should be noted, however, that the term transitional probability refers to a very specific 

kind of phonological regularity. Saffran, et al. define transitional probability as: 

transitional probability = frequency of pair XY /frequency of X 

where X and Y._are phonological features (phonemes/syllables). 

Saffran et al. (1996) argue that troughs in the pattern of transitional probabilities 

between syllables act as a cue to the location of the word boundary. Further, it is 
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necessary to postulate the computation of this statistic because simple co-occurrence 

statistics do not take into account the frequency with which each syllable occurs in 

isolation. For example, /the dog/ consists of syllables that frequently co-occur; thus, in 

order to avoid the conclusion that /the dog/ is a word, it is necessary to take into account 

the frequency with which/the/ and /dog/ occur in isolation. Brown (1973) notes that 

when a pairs of syllables are mistakenly joined together "the transition probability from 

the first member to the second has a relatively high value" (Brown, 1973, p. 396 cited 

in Saffran et al., 1996). 

It is conceivable that the learning of the statistical regularities of a second 

language provides cues to speech segmentation; this in tum may contribute to second 

language vocabulary development. There has, however, been virtually no research that 

directly examines the relationship between the learning of phonological regularities and 

second language vocabulary development. There has, nonetheless, been an explosion 

in recent years of research examining mechanisms underpinning speech segmentation. 

None of this research has directly investigated the task faced by the second language 

learner: the second language learner approaches the task of learning a second language 

armed with the knowledge of a set of native language acoustic regularities, but is faced 

with the task of learning a new set of second language distributional regularities and 

acoustic cues. 

Research has focused on infant acquisition of a native language. However, 

there is no reason to suspect that skills used by an infant acquiring a first language 

cannot be used, and are not used, by an adult learning a second language. In fact, it 

would be contrary to the interests of cognitive economy for a second language learner to 

use a different set of psychological mechanisms to those of the infant. 

The work of Jenny Saffran and colleagues has focused on the use of 

phonological (statistical) regularities as a cue to speech segmentation. The following 

section reviews these studies. 

Saffran, Aslin, and Newport (1996) demonstrated that segmentation of words 

from fluent speech can be achieved by eight month old infants. This segmentation 

appeared to be based solely on the relationship between neighbouring speech sounds; 

this was achieved following only two minutes exposure to speech to be segmented. 

Saffran et al. (1996) exposed seven to eight month old infants to a string of 
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synthesised speech composed of three trisyllabic CVCVCV non-words. This 

familiarisation string consisted of only two minutes of speech. In this familiarisation 

string, target non-words were presented in a quasi random order and concatenated such 

that there were no boundaries between each target non-word. There were no prosodic 

cues within the speech stream that could have been used to aid the process of speech 

segmentation. The transitional probabilities between syllables, that formed part of the 

target non-words, were high; conversely, the transitional probabilities between 

accidental combinations of syllables, that occurred across the boundaries between target 

non-words, were low. In the test phase the familiarisation-preference procedure, 

developed by Jusczyk and Aslin (1995), was used to test whether infants were familiar 

with strings of syllables. 

This revealed that infants were able to distinguish between target non-words 

(these were strings of syllables that have consistently co-occurred in the familiarisation 

stream) and foil items (these were novel recombinations syllables that has occurred in 

the familiarisation stream). This suggests that the infants had extracted serial order 

information after only two minutes exposure to speech. 

A second experiment examined whether infants could distinguish between 

syllables that co-occurred frequently within the familiarisation string and syllables that 

co-occurred infrequently. Again, the familiarisation string contained no prosodic or 

acoustic cues to segmentation. The infants showed significant test trial discrimination 

between those stimuli in which the transitional probabilities between syllables were high 

and those stimuli in which the transitional probabilities between syllables were low. 

The authors claim: "Our results raise the intriguing possibility that infants possess 

experience-dependent mechanisms that may be powerful enough to support not only 

word segmentation but also the acquisition of other aspects of language" (Saffran et al., 

1996). 

Thus Saffran and colleagues demonstrated that infants are able to use 

transitional probability information in the service of speech segmentation. Saffran, 

Newport, Aslin, Tunick, and Barrucco (1997) extended this finding to adults and older 

children. Both a group of adults and a group of six to seven year old children were 

exposed to a familiarisation sting; this was similar to that used by Saffran et al. (1996): 

it lasted 21 minutes and contained six trisyllabic target non-words produced by a speech 
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synthesiser; these non-words were repeated, in random order, 300 times. However, 

the participants were not told to focus on the tape; instead, they were instructed to 

concurrently create a computer picture (they were informed that the experiment was 

designed to investigate the influence of auditory stimuli on creativity). The test phase 

was a forced choice recognition task in which the participants were presented with: (a) 

combinations of syllables that had co-occurred within the familiarisation stream (target 

non-words); and (b) novel recombinations of syllables that had appeared in the 

familiarisation stream, but had not co-occurred (foils). 

The results of Saffran et al.'s (1997) study indicated that both adults and 

children perform significantly better than chance in the task of identifying target non

words. It is also significant that adults correctly chose the non-word that had featured 

in the familiarisation string on a mean of 58.6 percent of test trials and that children 

were correct on a mean of 59.2 percent of the test trials. Although performance was 

significantly better than chance, the learning was modest. In a second experiment, the 

exposure time to stimuli was doubled and the performance at test improved. Adults 

correctly selected the stimulus that had featured in the test stream on 73 percent of test 

trials; children were correct on 68 percent of trials. 

The learning of transitional probabilities proceeded in the absence of both 

prosodic cues to segmentation and any explicit instruction to pay attention to, or learn 

about, the stimuli. Some participants reported being very aware of stimuli during the 

familiarisation phase, whereas others reported paying little attention. Attention (as 

measured by a self report measure) was not related to performance. Thus statistical 

learning of the probabilistic structure appears to proceed relatively automatically and 

with only passive attention. Quantity of exposure rather than attention influences 

performance. 

Finally, the results of Saffran et al. (1997) revealed that there were large 

individual differences in performance: some participants performed at less than chance 

level, whereas others were extremely accurate in judging which items had occurred in 

the familiarisation stream. This lends weight to the contention that there are individual 

differences in the ability to learn phonological regularities. However, this aspect of the 

data was not remarked upon by the authors of the study. 

Saffran, Newport, and Aslin (1996) used this same procedure to investigate the 
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effect of varying the transitional probabilities of foils. Again, participants were exposed 

to a 21 minute familiarisation stream containing six trisyllabic target non-words, 

presented in random order. The frequency with which the component syllables of 

target non-words co-occurred within the familiarisation stream varied: the transitional 

probabilities of target non-words ranged from. 31 to 1.0. The transitional probabilities 

of foil items varied between participants. For half of the participants, foils were 

completely novel combinations of syllables; the transitional probability of these foil 

items was zero. In contrast, for the other half of participants, foils where composed of 

two syllables of a target non-word and third syllable; as a consequence, the transitional 

probabilities for these foils ranged from. 1 to .35. The group who had the easier task 

(that of distinguishing between target non-words and non-word foils composed of 

completely novel combinations of syllables) correctly recognised the target non-word 

on 75.5 percent of test trials. The group who had the more difficult task (that of 

distinguishing between target non-words and non-words containing syllables of 

varying transitional probabilities) correctly selected the target non-word on 61 percent 

of test trials. This suggests that participants were extremely sensitive to frequency 

information. 

It is important to note the speech segmentation not only entails an analysis of 

the location of troughs in the pattern of transitional probabilities; it also involves the 

perception of frequently co-occurring phonemes or syllables as a perceptual unit. 

Goodsit, Morgan, and Kuhl (1993) investigated the effect of varying the serial order of 

a pair of syllables on the perception of the pair as a perceptual unit. Participants were 

seven to eight month old infants. First, infants were trained to make a discriminative 

head turn response to the sound of a pair of syllables. This pair of syllables was 

subsequently embedded in a multisyllabic stream. They appeared either in the order 

trained or the reverse order. Children maintained the discriminating head tum response 

only when the syllables remained in the order of training. This suggests that the 

maintenance of serial order information is necessary in order for co-occurring phoneme 

to be perceived as a unitary percept. More importantly, this result suggests that infants 

use two sources of information to ascertain which sequences of syllables are words: (a) 

the frequency with which phonemes co-occur, and (b) the serial order in which they 

occur. 
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Cutler and colleagues have proposed that the regularities of metre may also be 

used as a cue to speech segmentation. The majority of words in English have a trochaic 

metre: this is, a stressed syllable followed by an unstressed syllable. Cutler claimed 
. . 

that infants learn to use metrical stress as a cue to speech segmentation. The word 

boundary of English words correlates with a stressed syllable (Cutler and Norris, 1988; 

Cutler, 1994); the occurrence of a stressed syllable may be used by infants, whose 

native language is English, as a cue to speech segmentation. However, patterns of 

metrical stress differ across languages. For example, the typical pattern of metrical 

stress in French is iambic: this is, an unstressed syllable followed by a stressed 

syllable. Cutler and colleagues have had considerable success in demonstrating that 

adults tend to segment an ambiguous speech stream according to native language 

patterns of metrical stress (Cutler, Mehler, Norris, and Segui, 1992). Moreover, 

infants prefer to listen to disyllabic words that exemplify the dominant pattern of 

metrical stress of their native language. Further still, Jusczyk, Cutler, and Redanz 

(1993) demonstrated that infants are able to segment a word out of a stream of 

continuous speech only when it conforms to a native language-like pattern of stress. 

Nonetheless, it does not seem possible that a metrical segmentation strategy 

would be successful in isolation, particularly for languages such as English where only 

75 percent of items adhere to the typical (trochaic) pattern of lexical stress. It is 

possible that there are both language specific (e.g., metrical) cues to speech 

segmentation and language universal (e.g., distributional) cues. 

Saffran, Newport, and Aslin (1996, Exp. 2) demonstrated that performance on 

the segmentation task described above improved where prosodic cues were introduced 

into the familiarisation stream. Nonetheless both Morgan (1994) and Morgan and 

Saffran (1995) have demonstrated that a syllable string is only treated consistently as a 

perceptual unit by infants when both metrical stress and order of syllables are invariant. 

Computational Models of the Acquisition of Phonological 

Regularities. 

A number of computational models have focused on the issue of whether 

distributional cue can be used to segment speech. The central question is whether a 
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First, it is necessary to outline what computational models can add to the field 

over and above empirical research: 

Computational models provide a way of examining learning and leamability and 

thus generate predictions about language acquisition. Leaming algorithms used by 

computational models are intended to be analogous to Hebbian learning: connectionist 

networks are typically composed of simple neuron like processing units; learning 

involves gradual changes to the weights placed on connections between units. Many 

connectionist models map directly onto standard statistical techniques: the basic model 

used by Rumelhart and McClelland (1986) calculates co-occurrence statistics as does 

multiple linear regression. The aim is not create a model that is neuro-anatomically 

correct, but to examine what can be achieved given the simplicity of the learning 

algorithms. The simplest computational modal is the PDP model. This is composed of 

input units, which represent the material to which the model is exposed; output units, 

which represent what is learnt; and hidden units, which mediate between input and 

output units, and in the crudest sense, represent the network's internal representation of 

what has been learnt. 

A number of connectionist models have attempted to model the acquisition of 

phonological regularities and thereby postulate how such knowledge may be used in the 

service of speech segmentation. Elman (1990) used a Simple Recurrent Network 

(SRN) to represent sequential input. This model is similar to a PDP model: there are 

input units, output units, and hidden units. However, a basic PDP model cannot 

represent the temporal sequence of events, yet sequence information is vital to the 

learning of co-occurrence statistics. Thus SRN uses context units to represent 

sequential information: these receive no external input or output; instead, they feed the 

result of the previous trials back to the hidden units; as a consequence, on each trial, 

both the activation in the hidden units of the previous trials, and the input of the current 

trial, are available to the network simultaneously. 

Elman's (1900) SRN was exposed to 200 real sentences with a lexicon of 15 

words. Each letter was coded as a 5 bit vector. The network was thus exposed to one 

letter on each trial. The output of the network was a prediction of what the next letter in 
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a sequence might be. Although this does not represent a task that the language learner 

may need to perform, it allows the assessment of how much the network had learned 

about the sequential structure of the input stimuli. 

On each trial, the error in prediction was measured. The more of the word the 

network saw, the more accurate the prediction of the next letter in the sequence. At 

word boundaries the error rate in prediction was extremely high. In fact, the errors rate 

peaked at approximately 45 percent of word boundaries. In other words, when the 

transitional probability between two phonemes was low, the error rate was high. This 

result suggests that the network was able to detect troughs in the transitional probability 

between phonemes. 

It is also noteworthy that Elman's (1990) network made mistakes with common 

word sequences that contained component words. For example, /they/ was mistakenly 

segmented into /the/ /y/. This sort of behaviour is observed in children (MacWhinney, 

1978). Distributional cues may be just one of many sources of information about word 

boundary location. However, the learning of the model was modest: the model was 

able to accurately detect less than half of the word boundaries; moreover, the lexicon 

that the network was exposed to was extremely small. Elman's model nonetheless 

demonstrates that a network is able to learn something about the pattern of transitional 

probabilities on the basis of co-occurrence statistics. This suggests that troughs in the 

pattern of transitional probabilities can be used as a cue to word boundary information. 

Cairns, Shillcock, Chater, and Levy (1995) replicated these results using a SRN 

that used a back propagation through time algorithm. At word boundaries, error rates 

were typically two standard deviations above the mean or more. 

Allen and Christiansen (1996) investigated whether adding utterance boundary 

information to the input would improve the performance of a SRN. A SRN was trained 

on 15 trisyllabic CVCVCV words. An additional input node was used to code for 

utterance boundary information. Thus both distributional cues and utterance boundary 

cues were available to the network. Activation in an output node coding for the 

occurrence of an utterance boundary was used as a measure of the ability of the model 

to detect a word boundary. The model was successful in predicting the position of the 

word boundary when both distributional cues and utterance information were available. 

When either distributional cues or the utterance boundary cues were removed, the 
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ability of the model to accurately predict the location of the word boundary was severely 

impaired. 

Christiansen, Allen, and Seidenberg (1998) trained a similar model on input 

containing (a) distributional cues, (b) utterance boundary cues, and (c) stress pattern 

cues. Input was a corpus of child directed speech coded in terms of phonetic features. 

The model was successful in predicting the position of the word boundary as regards 

activation in the utterance boundary output node. 

The foregoing models suggest that the phonological regularities of a language 

can be learnt on the basis of simple associative learning mechanisms. Further, 

knowledge of the distributional regularities of the language can be used with some 

success in detecting the location of word boundary. Further, the results of Allen and 

Christiansen (1996) and Christiansen et al. (1998) both indicate that distributional cues 

are most effective in combination with other cues (i.e., word boundary and metrical 

cues). 

Nonetheless, Aslin et al. (1996) suggested that speech segmentation can be 

achieved on the basis of phonotactic cues to speech segmentation. Their model 

provides some support for this view. Aslin, et al. (1996) trained a feed forward 

network on child directed speech. Triplets of phonetic feature bundles were used to 

represent the temporal structure of speech; this mechanism did not allow the model to 

analyse the distributional properties of phonetic features. Utterance boundaries and 

pauses of longer than one second were coded into the input. The output layer consisted 

of a single unit representing the existence of a boundary. As a consequence, the only 

way the model could predict the occurrence of a word boundary was by learning some 

of the phonotactic regularities pertinent to the input. The model nonetheless achieved 

some success in segmenting a corpus of child directed speech in which utterances were 

short and repetition of words was high. It is doubtful that the model would be able to 

segment speech that did not contain so many utterance boundaries such as speech 

directed at a second language learner. 

It is important to note that there are a number of models of speech segmentation 

that are based on whole word recognition strategies. For example, Brent and 

Cartwright (1996), MK.10 (Wolff, 1977) and PARSER (Perruchet and Vintner, 1998). 

In brief, research using computational models has demonstrated that the 
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phonological regularities of a language can be learnt on the basis of simple associative 

learning mechanisms (Elman, 1990; Cairns et al., 1995; Allen and Christiansen, 1996; 

Christiansen et al., 1998). Patterns of syllable co-occurrence may provide a cue to 

speech segmentation. Further, the effectiveness of speech segmentation is enhanced by 

the use of distributional cues in combination with metrical cues (Allen and 

Christiansen, 1996), and possibly word boundary cues (Christiansen et al., 1998). 

Aslin et al. ( 1996) contend that speech segmentation can be achieved on the basis of 

phonotactic cues, in the absense of distributional cues. The resultant model provides 

only limited support for the view: Phonotactic cues have only proved to be effective in 

situations in which the utterances are short, repetition of words is high, and the length 

of the utterance to be segmented is also short. Further, Brent and Cartwright (1996) 

demonstrated that a strategy whereby words successfully identified can be used to aid 

further attempts to segment speech is effective. 

It should also be noted that most of these connectionist models use idealised 

input. The assumption that the model is able to parse raw speech input into phonemes 

is generally programmed into these models. The task of translating low level phonetic 

features into phonemes is by no means a trivial one; thus researchers have only enjoyed 

modest success in modelling speech recognition (Cottrell, Nguyen, and Tsung 1993, 

Nakisa and Plunkett, 1998, Abu-Baker and Chater 1993). Lastly, none of these 

models have taken on board the research, reviewed below, that suggests that the 

syllable rather than the phoneme or phonetic feature is the basic unit of representation 

(Vroomen and de Gelder, 1997; Bertoncini et al., 1988; Gathercole et al. , 1999). 

The Learnine of Phonoloeical Reeularities Revisited 

It has been argued that knowledge of the phonological regularities contributes to 

three different facets of lexical development; these are: the short term retention of novel 

word forms; the development of automaticity; and the segmentation of speech into 

discrete word units. 

In summary: There is ample evidence to suggest that individual are able to 

exploit the phonological regularities of a language to support short term retention of a 

novel phonological form (e.g. Gathercole 1995a, 1995b) It is conceivable that there are 
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individual differences in the extent to which exploit the regularities of the language. 

Further it is possible that this constrains lexical development. Gathercole et al. (1999) 

ascertained that children of high vocabulary competence do not exploit the regularities 

of high probability non-words more than children of low vocabulary competence. This 

results suggests that the ability to exploit the phonological regularities (to support short 

term retention non-words) is not related to vocabulary competence. However, this 

analysis lacked power, and generalisability. 

The learning of phonological regularities may underpin the development of 

automaticity of word recognition. Ellis (1996) suggests that the chunking of frequently 

co-occurring sequences of phonemes or syllables into perceptual units is the means by 

which phonological regularities are learnt. The perception of speech as a series of 

chunked perceptual units permits automaticity of recognition of speech input. Newell 

and Rosenbloom (Newell, 1990; Newell and Rosenbloom, 1981) suggest that the 

chunking of ever larger units (of linguistic units, in this case) results in a pattern of 

facilitation that is characterised by a power function. Further, the chunking of 

phonological material into ever larger perceptual units may underpin the repetition 

priming effect. Thus automaticity of word recognition is important for lexical 

development in that it permits the reallocation of attentional resources away from the 

word identification process to such processes as semantic and syntactic analysis. 

Analysis of the distributional properties of language input is a powerful learning 

mechanism. Both adults and infants are able to group frequently co-occurring syllables 

into word units on the basis of distributional cues; this can be done in the absence of 

any other word boundary information. It is conceivable that a process of chunking 

frequently co-occurring speech sounds into perceptual units underpins this process. 

Such a process may underpin both the development of automaticity of word recognition 

and the ability to segment a stream of speech into discrete word units. (Saffran, Aslin, 

and Newport, 1996; Saffran, Newport, and Aslin, 1996; Saffran et al., 1997). 

Variation in performance in the segmentation task used by Saffran and colleagues 

suggests that there may be individual differences in the ability to learn the distributional 

properties of the language. Most importantly, the studies described above demonstrate 

that the acquisition of the distributional properties of language happens; further, it 

happens automatically and appears to be a fundamental property of the language 
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processor. 

Nonetheless, two questions remain to be dealt with, namely: (a) what is the 

basic unit of representation? and (b) does the learning of phonological regularities entail 

the learning of phonotactic constraints rather than patterns of phoneme or syllable co

occurrence? These will be dealt with in tum. 

Syllables as the basic unit of representation? 

The terms phonological regularities and distributional cues are both ambiguous: 

they do not specify whether these processes entail the learning of typical patterns of 

phonological features, or allophones, or phones, or phonemes, or even syllables. 

Saffran and colleagues (Saffran, Aslin, and Newport, 1996; Saffran, Newport, 

and Aslin, 1997; and Saffran et al., 1997) have based experimental work on the 

assumption that transitional probabilities involves the calculation of syllable co

occurrence statistics rather than co-occurrence statistics for phonemes, phones, or 

allophones. This assumption is based on the claim by Jusczyk and colleagues that the 

syllable is the basic unit of representation in infants (Jusczyk, 1993; Cutler, Mehler, 

Norris, and Segui, 1986). There is some empirical support for this claim: infants do 

not appear to recognise the similarities between syllables that have a phoneme in 

common (Bertoncini, Bijeljac-Babic, Jusczyk, Kennedy, and Mehler, 1988). This 

suggests that infants do not attend to sub-syllabic features. Further, this result implies 

that the basic unit of representation in infants is the syllable; thus, the learning of 

phonological regularities in infants is a process of learning the distributional properties 

of syllables. However, it does not follow that the same is true of adults. 

Nonetheless, lexical activation in adults also appears to depend on syllable 

units. Vroomen and de Gelder (1997) demonstrated that a word embedded in another 

was activated only if the onset of the embedded word occurred at a syllable boundary. 

For example, the Dutch word /boos/ (angry) is activated by the word /framboos/ 

(raspberry); conversely, /wijn/ (wine) is not activated by the word /swijn/ (pig). This 

suggests that lexical access depends on the activation of syllable units rather than 

phonetic features. Further, this also implies that the learning of phonological 

regularities in adults is a process of learning the distributional properties of syllables. 
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Gathercole et al. (1999) argue that facilitation for wordlike non-words over non-

wordlike non-words is a function of the frequency with which component syllables co

occur rather than the frequency with which component phonemes co-occur: correct 

recall of non-words correlates most strongly with the bi-gram frequency of component 

syllables rather than the bi-gram frequency of the component phonemes. However, 

Gathercole et al. (1999) based these estimations of phoneme and syllable bi-gram 

frequency upon the frequency with which combinations of phonemes or syllables 

occurred in subset of words from the CELEX database. (This subset of words all had 

frequency values greater than ten occurrences per million.) This method does not take 

into account the frequency with which the words themselves occur. In other words, 

Gathercole et al' s results should be treated with skepticism. 

The findings of Vroomen and De Gelder (1997) and Gathercole et al. (1999) 

both concur with Saffran et al' s (1996) assumption that the learning of phonological 

regularities in adults is a process of learning the distributional properties of syllables. 

Nonetheless, further research is needed; the results of these studies cannot be taken as 

unequivocal evidence that the basic unit of representation is the syllable. 

Co-occurrence statistics vs. phonotactic constraints. 

Aslin, Woodward, LaMendola, and Bever (1996) suggested that the speech 

segmentation process depends on the learning of phonotactic constraints rather than the 

learning of patterns of syllable (or phoneme) co-occurrence. 

Phonotactics describes the typical patterns of phoneme occurrence at varying 

positions within a word. Not all phonemes can appear in all positions within a word. 

For example, a finite set of consonant clusters can appear in word initial and word final 

positions; similarly only a finite set of consonant clusters can appear between two 

vowels. Aslin et al (1996) argue that it is the knowledge of these phonotactic 

constraints that permit speech segmentation. This implies that knowledge of the 

patterns of phoneme co-occurrence statistics (or transitional probabilities) does not 

provide a cue to speech segmentation in isolation. In contrast, Aslin et al. contend that 

the knowledge of co-occurrence statistics acts only as a cue to speech segmentation in 

combination with the knowledge of the typical location of those phonemes clusters 
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within words. For example, phonotactic constraints could be used to segment the 

words in /bigtoe/. The knowledge that /gt/ is not a legal pre-vocalic or post-vocalic 

cluster would lead to the correct segmentation of the stream into /big/ and /toe/. 

In support of Aslin's claim that speech segmentation is based on knowledge of 

phonotactic regularities, there is empirical evidence that infants are sensitive to 

phonotactic regularities: infants preferentially listen to words that obey the phonotactic 

constraints of the native language (Jusczyk et al. 1993, Frederici and Wessels 1993). 

However, the contention that phonotactic constraints act as the primary cue to 

speech segmentation is problematic: 

The learning of phonotactic regularities entails the learning of which syllables 

commonly occur in word initial and word final positions; thus in order to learn 

phonotactic regularities, it is necessary to have some knowledge of word boundaries; 

the argument is therefore rather circular: knowledge of phonotactic constraints cannot 

be both the precursor and the result of successful speech segmentation. 

In order to combat this criticism, Aslin et al. (1996) proposed that utterance 

boundary information is used a vital source of information concerning the identity of 

phonemes that typically occur in word initial and word final positions: when a 

phoneme occurs at the beginning of an utterance it can be inferred that this phoneme 

tends to occur in word initial positions; similarly, when a phoneme typically occurs at 

the end of an utterance, it can be inferred that this phoneme tends to occur in utterance 

final positions. This system will be effective when utterances are typically quite short; 

indeed, the typical Motherese utterance tends to be one or two words in length (Aslin et 

al., 1996). However, this is not true of speech directed at second language learners 

(Chaudron 1983b). 

There is a further difficulty with the contention that speech segmentation 

depends on the learning of phonotactic constraints: some phonemes occur very often at 

the end of words but rarely at the end of utterances; for example, /a/ occurs very often 

at the ends of words, such as /the/ and /a/, but rarely at the end of an utterance. 

Empirical investigation of whether it is co-occurrence statistics (patterns of 

transitional probabilities) or phonotactic constraints which acts as the primary cue to 

speech segmentation is virtually impossible: where a sequence of phonemes violates a 
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phonotactic constraint, the transitional probability is invariably low. For example, 

/bigtoe/ could be correctly segmented either on the basis of /gt/ not being a legal 

consonant chunk, or on the basis of the low transitional probability between /g/ and /ti. 

Other Aspects of Laneuaee Learnine as a Product of a Distributed 

Memory Network? 

This chapter has argued that knowledge of the phonological regularities 

contributes to vocabulary development. Essentially, word form learning is the process 

of learning the distributional properties of a speech. It may also be useful to consider 

these ideas in the wider context of language acquisition. Research in recent years has 

revealed that analysis of the distributional properties of language may contribute to a 

wide range of language skills. 

One of the earliest explorations into the implicit learning of the distributional 

properties of language was provided by Reber (1967). Reber's experimental paradigm 

consisted of two phases: the study phase and the test phase. In the study phase, letter 

strings generated by a set of rules (usually a Marcovian finite state grammar) were 

presented. In the test phase participants were asked to judge the grammaticality of 

novel strings. Typically, participants would be subsequently examined on their explicit 

knowledge of underlying rules. The precise experimental technique could be varied by 

altering the length of string, the number of presentations, underlying grammar, and so 

forth. A number of experiments demonstrated that participants are significantly better 

than chance at judging the grammaticality of novels strings; nonetheless, they are unable 

to verbalise explicit rules. Reber's research suggests that distributional analysis 

underpins syntactic development; however, it does this without postulating the need for 

a rule based system. This idea is not uncontroversial (Dulany, Carlson, and Dewey, 

1984; Shanks and St. John, 1993). Recent work also suggests that distributional 

information can be used in the acquisition of word class information (Elman, 1990; 

Redington, Chater, Huang, Chang, Finch, and Chen, 1995), inflectional morphology 

(Ellis and Schmidt 1997), and lexical semantics (Lunde and Burgess, 1996). It is clear 

that some aspects of the structure of patterned stimuli are acquired incidentally, 

unconsciously, and unintentionally through distributional analysis. These ideas are, of 
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course, far from uncontroversial (e.g., Pinker, 1984); they very much fly in the face of 

accepted wisdom derived from the work of Chomsky (e.g., Chomsky 1980). 

Distributional analysis is not a language specific mechanism. Information about 

the frequency of events is encoded incidentally in a broad range of situations and is 

maintained even when there is no reason to remember the events in question (see 

Hasher and Zacks, 1984, for review). There is a considerable body of evidence that 

suggests that we are adept at implicitly learning frequency and sequence information 

(Berry and Broadbent, 1984; McGeorge and Burton, 1990; Nissen and Bullemer, 

1987). 

Summary 

• Non-word repetition is assumed to measure the capacity of the short term 

phonological store. The ability to repeat non-words is related to both second 

language vocabulary knowledge (Service, 1992), and ability to learn novel 

foreign language vocabulary (Cheung, 1996; Service and Craik, 1993). 

When the function of either the phonological loop or the store is disrupted 

due to articulatory suppression (Papagno, Valentine, and Baddeley, 1991) 

or neuropsychological deficit (Baddeley, Papagno and Vallar, 1988), there 

is a decrement in the ability to learn novel foreign language words. 

Polyglots who have a natural talent for learning languages are better able to 

repeat non-words than those without such a talent (Papagno and Vallar, 

1995). Thus the capacity of the short term phonological store constrains 

second language vocabulary development. 

• The capacity of the short term phonological store constrains native language 

vocabulary development. There is a relationship between non-word 

repetition and receptive vocabulary knowledge even in very young children 

(Gathercole and Adams, 1993, 1994). Further, digit span and non-word 

repetition are related to the ability to acquire novel native language 

vocabulary (Gathercole and Baddeley, 1991; Gathercole et al., 1997). 
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• The original working memory model assumes that the relationship between 

non-word repetition and vocabulary competence is crucially mediated by the 

the capacity of the phonological store and the efficiency of the loop. The 

greater the quantity of information that can be held in the store and refreshed 

via the loop, the more complete and precise both the short term 

representation and the long term representation of a novel phonological 

form; however, non-words high in wordlikeness are easier to repeat than 

non-words (or foreign language words) that do not resemble native language 

words (Service, 1992; Service and Craik, 1993; Gathercole, 1995a, 1995b). 

Moreover, the ability to repeat non-words is closely related to existing 

vocabulary knowledge (Gathercole et al., 1997; Gathercole, et al., 1992). 

Hulme, Maughan, and Brown (1991) argue that the intercept of the 

articulation rate-memory span function represents contribution of long term 

memory factors to short term memory competence. They demonstrate that 

the level of the intercept is dependent on the familiarity with the phonological 

forms of items to be repeated. These effects are not explained by the 

original working memory model. There are two alternative explanations for 

the wordlikeness effect, namely: (a) facilitation is due to post-lexical 

redintegrative processes, or (b) it is due to pre-lexical perceptual processes. 

• The redintegration hypothesis suggests that decayed partial representation of 

items in the phonological store can be filled in by analogy to those existing 

long term lexical representations that share some of the phonological features 

of the item to be repeated (Gathercole, 1995a; Gathercole et al., 1991; 

Gathercole and Adams, 1994). Further, Gathercole et al. argue that 

redintegration may function at both a lexical and sublexical level. The 

redintegration hypothesis accounts for the wordlikeness effect and the 

relationship between non-word repetition performance and lexical 

competence. 

• If the lexical access system is conceived as a PDP network, the perceptual 

system would become tuned to the phonological regularities of the native 
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language (Gathercole, 1995a, Gathercole and Martin, 1996). Non-words 

high in wordlikeness are thus processed with greater ease than non-words 

low in wordlikeness (Vitevitch, et al., 1997). It is conceivable that the 

ability to learn the phonological regularities of a language is related to 

measures of lexical competence, non-word repetition ability, but not digit 

span. Thus pre-lexical perceptual facilitation may also account for the 

wordlikeness effect, the relationship between non-word repetition 

performance and lexical competence, and the lack of such a relationship for 

digit span performance. 

• The results of Thom and Gathercole (1999) suggest that both pre-lexical 

perceptual processes and post-lexical redintegrative processes contribute to 

the wordlikeness effect. Both of these forms of facilitation depend on 

knowledge of the regularities of the language (Gathercole et al., 1999). 

• It is conceivable that knowledge of the phonological regularities contributes 

to three different facets of lexical development; these are: the short term 

retention of novel word forms; the development of automaticity; and the 

segmentation of speech into discrete word units. A corollary of this is that 

individual differences in ability to learn the phonological regularities of a 

language may have an effect on these three facets of lexical competence. 

• The ability to hold novel phonological material in the short term store 

promotes vocabulary development. It is conceivable that short term 

retention of a novel item not only depends on the capacity of the store but 

also on the ability to exploit the regularities of the language. Gathercole et 

al. (1999) ascertained that children of high vocabulary competence do not 

exploit the regularities of high probability non-words more than children of 

low vocabulary competence. This results suggests that the ability to exploit 

the phonological regularities (to support short term retention non-words) is 

not related to vocabulary competence. However, this analysis lacked 

power, and generalisability. 
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• The learning of phonological regularities may underpin the development of 

automaticity of word recognition. Ellis (1996) suggests that the 

development of automaticity of auditory word recognition is due to a 

hierarchical chunking process: frequently co-occurring phonemes/syllables 

are chunked into a single perceptual unit, thus permitting greater speed of 

processing. Further, this process is hierarchical such that speech input is 

chunked into ever larger linguistic units. Newell and Rosenbloom (Newell, 

1990; Newell and Rosenbloom, 1981) have ascertained the hallmark of a 

hierarchical chunking process is learning that proceeds according to a power 

function. The development of automaticity of word recognition is important 

to lexical development: a speedier word recognition process means that 

attentional resources can be directed to semantic or syntactic processing. 

• The ability to segment a continuous stream of speech into discrete word 

units is an important precursor to vocabulary development. The work of 

Saffran and her colleagues suggests that analysis of distributional properties 

may act as a cue to the location of word boundaries in speech (Saffran, 

Aslin, and Newport, 1996; Saffran, Newport, and Aslin, 1996; Saffran et 

al., 1997). Metrical regularities may also serve as additional cues to speech 

segmentation (Cutler, Mehler, Norris, and Segui, 1992). Variation in 

performance in the segmentation task used by Saffran and her colleagues 

(Saffran, Aslin, and Newport, 1996; Saffran, Newport, and Aslin 1996; 

Saffran et al., 1997) suggests that there may be individual differences in the 

ability to learn the distributional properties of a language. Further, the work 

of Saffran and her colleagues demonstrates that the acquisition of the 

distributional properties of language happens automatically; that is, it is a 

fundamental property of the language processor. 

• Computational models of speech segmentation have demonstrated that the 

phonological regularities of a language can be learnt on the basis of simple 

associative learning mechanisms; these may provide a cue to the location of 
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word boundaries (Elman, 1990; Cairns et al., 1995; Allen and 

Christiansen, 1996; Christiansen et al., 1998). Further, the effectiveness of 

speech segmentation is enhanced by the use of distributional cues in 

combination with metrical cues (Allen and Christiansen, 1996) and possibly 

word boundary cues (Christiansen et al., 1998). Aslin et al. (1996) contend 

that speech segmentation can be achieved, in the absense of distributional 

cues, on the basis of phonotactic cues. The resultant model provides only 

limited support for the view. 

• Lastly, analysis of the distributional properties of language may not only 

contribute to lexical development, it may also contribute to other areas of 

language skill: syntactic development (Reber, 1967); the acquisition of 

word class information (Elman, 1990; Redington, et al., 1995); inflectional 

morphology (Ellis and Schmidt, 1997); and lexical semantics (Lunde and 

Burgess, 1996). 

In sum, the forgoing review of the literature suggests that both the capacity of 

the short term phonological store and the ability to learn the phonological regularities of 

a language contribute to vocabulary development. The relationship between the 

capacity of the short term store and vocabulary development is well established. This is 

not true of the relationship between knowledge of the phonological regularities of a 

language and vocabulary development. If this is adopted as a model of lexical 

acquisition, one of the chief predictions of the model is that individual differences in the 

ability to learn the phonological regularities of a language are related to vocabulary 

development. Experiments 5 and 6 set out to investigate this issue. Further, these 

experiments also aim to investigate the relationship between individual differences in the 

ability to learn the phonological regularities of a language and the capacity of the short 

term store. 

Research Questions 

The above leads to five research questions, namely: 
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1. Are there individual differences in the ability to learn the phonological 

regularities of a language? and, if so, are these related to lexical development? 

2. Are there individual differences in the capacity of the short term phonological 

store? and, if so, are these related to lexical development? 

3. Does the ability to retain information in the short term phonological store 

depend on both the capacity of the short term store and the ability to learn phonological 

regularities? and, if so, does this depend on whether the stimuli to be repeated conform 

to the regularities of a native/second language? 

4. If individual differences in the ability to learn are related to lexical 

development, is this relationship independent of the capacity of the short term store? 

5. If individual differences in the capacity of the short term store are related to 

lexical development, is this relationship independent of the ability to learn phonological 

regularities? 
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Chapter 10 

Experiment 5: The Relative Contribution of Sequence Learning and 

Short Term Memory to Foreign Language Vocabulary Acquisition 

This experiment investigates whether both individual differences in the ability to 

learn the phonological regularities of a language and the capacity of the short term 

phonological store constrains lexical competence. In this experiment, both the ability to 

learn novel foreign language vocabulary and native language vocabulary knowledge are 

used to index lexical competence. 

In order to measure the ability to learn the phonological regularities of a 

language, a task known as the Phonological Sequencing Index (PSI) is used. This task 

uses a continuous recognition paradigm: in response to the auditory presentation of a 

non-word, participants are asked to indicate whether the non-word has been presented 

previously within the task. Target non-words are presented repeatedly, whereas foil 

non-word items are presented only once. The PSI measures the extent to which 

participants are able to distinguish between sequences of phonemes/syllables that occur 

only once and sequences of phonemes/syllables that occur with relative frequency. In 

essence, the PSI measures the extent to which participants are sensitive to the frequency 

of phoneme/syllable co-occurrence. In other words, the PSI was designed to measure 

the ability to learn the phonological regularities of a language. 

In Experiment 5, the capacity of the short term store is measured using a non

word repetition task. Stimuli are speech synthesised non-words low in wordlikeness. 

This task will be known as the PSTM task. 

In Experiment 5, the ability to learn foreign language vocabulary is measured 

using an experimental word learning task. Participants are set the task of learning 24 

novel German words: they are then tested on their receptive knowledge and their 

productive knowledge. This task will be known as the German learning task. 

Native language receptive knowledge is also measured using a forced choice 

yes/no lexical decision paradigm. This will be known as the English lexical decision 

task. 

A self-report measure of second languages was also administered. This will be 
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known as L2 competence self-report . 

Exposure to print is also measured by assessing participants' familiarity with the 

names of popular authors. This will be known as the author recognition test (more will 

be said about this later). 

It was argued in Chapter 9 that knowledge of the phonological regularities of a 

language plays an important role in lexical development. Saffran and her colleagues 

demonstrated that both adults and infants are able to learn the phonological regularities 

of novel speech input (Saffran, Aslin, and Newport, 1996; Saffran, Newport, and 

Aslin, 1996; Saffran et al., 1997). It was argued that knowledge of the phonological 

regularities of a language may contribute to the short term retention of novel 

phonological material ; this may function via a post-lexical redintegrative process 

(Hulme, Maughan, and Brown, 1991) or a pre-lexical perceptual process (Gathercole, 

1995). Ellis (1996) argued that the learning of the phonological regularities of a 

language may underpin the development of automaticity of word recognition. Further, 

he stated that the development of automaticity of word recognition may permit the 

diversion of attentional resources to semantic and syntactic process. Lastly, knowledge 

of the phonological regularities of a language may act as a cue to the location of word 

boundaries, thus allowing the segmentation of speech into discrete word units (Morgan, 

1994; Morgan and Saffran, 1995). 

In sum, the ability to learn the phonological regularities of the language may 

contribute to three facets of lexical development, these are: the short term retention of 

novel word forms; the development of automaticity; and speech segmentation. It is 

conceivable that the ability to learn the phonological regularities of a language may 

constrain these facets of lexical development and thus, constrains overall lexical 

development. 

Therefore, it is predicted that the ability to learn the phonological regularities of 

a language is related to both the ability to acquire novel foreign language vocabulary and 

native language vocabulary knowledge. 

RecaJI that in this experiment (Experiment 5) the PSI is used to measure 

individual differences in the ability to learn the phonological regularities of a language; 

the German learning task is used to measure ability to learn the novel foreign language 

vocabulary; and the English lexical decision task is used to measure native language 
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vocabulary knowledge. It is thus predicted that performance in the PSI will be related 

to both performance in the German learning task and performance in the English lexical 

decision task. 

Chapter 9 reviewed evidence that the capacity of the short term phonological 

store constrains lexical development: the greater the capacity of the store, the more 

complete and precise both the short term and the long term representation of a novel 

phonological from. Gathercole (1995) argued that repetition of non-words low in 

wordlikeness is largely dependent on the capacity of the store. The ability to repeat 

non-words is related to the ability to acquire novel second language vocabulary 

(Cheung, 1996) and novel native language vocabulary (Gathercole and Baddeley, 1990; 

Gathercole et al., 1997). Further, the ability to repeat non-words is related to children's 

native language vocabulary knowledge (Gathercole and Adams, 1993, 1994; 

Gathercole et al., 1992). 

It is therefore predicted that the capacity of the short term phonological store is 

related to both the ability to acquire novel foreign language vocabulary and native 

language vocabulary knowledge. No experiment has yet examined the relationship 

between the capacity of the short term store and adult native language vocabulary 

knowledge; nonetheless, there is no reason to believe that such a relationship does not 

persist beyond childhood. 

Recall that in Experiment 5 a non-word repetition task (the PSTM task) is used 

to measure individual differences in the capacity of the short term store; the German 

learning task is used to measure ability to learn the novel foreign language vocabulary; 

and the English lexical decision task is used to measure native language vocabulary 

knowledge. Therefore it is predicted that performance in the PSTM task will be related 

to both performance in the German learning task and performance in the English lexical 

decision task. 

It is thus predicted that performance in the PSI and performance in the PSTM 

task will both be related to performance in the German learning task. However, there is 

some evidence that the capacity of the store places stronger constraints on the 

acquisition of productive rather than receptive vocabulary (Gathercole et al., 1997; 

Edwards and Lahey, 1998). It is therefore predicted that PSTM performance will be 

most closely associated with the ability to acquire German productive vocabulary rather 
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than German receptive vocabulary. Further, it has been argued that the ability to learn 

phonological regularities constrains the development of automaticity. It is reasonable to 

assume that the development of automaticity is more of a factor in the development of 

receptive rather than productive competence. It is thus conceivable that the ability to 

learn the phonological regularities of a language places greater constraints on the 

acquisition of receptive rather than productive vocabulary. Therefore it is predicted that 

PSI performance will be most closely associated with the ability to acquire German 

receptive vocabulary rather than German productive vocabulary. 

It is possible that the ability to learn the phonological regularities of a language 

may be dependent to some extent on the capacity of the short term phonological store: 

the greater the capacity of the store, the more material is available from which to extract 

regularities. Similarly, studies reviewed in Chapter 9 demonstrated that short term 

retention of material is very much dependent on the regularity of the material to be 

repeated (Gathercole, 1995; Gathercole et al., 1999). It is thus predicted that 

performance on the PSI will be related to performance in the PSTM task. 

Nonetheless, the capacity of the short term store and the ability to learn 

phonological regularities are two different psycholinguistic variables. It is thus 

predicted that the capacity of the short term store will be related to lexical competence 

independent of the ability to learn phonological regularities; further, it is thereby 

predicted that the ability to learn phonological regularities will be related to lexical 

competence independent of the capacity of the short term store. Thus it is predicted that 

the PSI will be related to both performance in the German learning task and the English 

lexical decision task independent of performance in the PSTM task; similarly, it is 

predicted that the PSTM task will be related to both performance in the German learning 

task and the English lexical decision task independent of performance in the PSI . 

Correlational designs are problematic since they fail to establish causation. If 

there is evidence that either the capacity of the short term store or the ability to learn 

phonological regularities are related to English vocabulary knowledge, it is possible that 

these relationships may be mediated by a third factor. That third factor may be a rich 

linguistic home environment or exposure to print. Indeed, Cunningham and Stanovitch 

(1991) demonstrated that exposure to print is a powerful predictor of vocabulary 

development. In order to evaluate whether exposure to print is a mediatory factor in 
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any of the predicted relationships, a measure of exposure to print was administered. 

The author recognition test acted as a measure of exposure to print. It is predicted that 

performance in the author recognition test will be related to performance in the English 

lexical decision task. Further, it is predicted that the relationship between English 

vocabulary knowledge and performance in either the PSI or the PSTM task will not be 

mediated by performance in the author recognition test. 

Lastly, participants were asked to report on their knowledge of second 

languages in the L2 competence self-report . This was administered in order to assess 

whether any of the predicted relationships are mediated by second language knowledge. 

However, it is conceivable that both the capacity of the short term store and the ability 

to learn phonological regularities may be predictive of success in learning second 

languages. Indeed, Papagno and Vallar (1995) found that polyglots tend to score 

higher than non-polyglots in a digit span task. However, no experiment has 

investigated whether psycholinguistic variables are directly related to self-reported 

second language competence. Many factors other than a natural talent for learning 

languages may dictate the number of languages an individual learns and the level to 

which an individual is taught. Foi.- this reason, no firm predictions are made concerning 

either (a) the relationship between the capacity of the short term store and self-reported 

second language competence; or (b) the relationship between the ability to learn 

phonological regularities and self-reported second language competence. Nonetheless, 

exploratory analyses were performed to assess whether these relationships exist. 

Specific Predictions. 

To summarise, we have the following predictions: 

1. Performance in the PSI will be related to both performance in the German 

learning task and performance in the English lexical decision task. 

2. Performance in the PSTM task will be related to both performance in the 

German learning task and performance in the English lexical decision task. 

3. Performance on the PSI will be related to performance in the PSTM task. 

4. The PSI will be related to both performance in the German learning task and 

the English lexical decision task independent of performance in the PSTM task. 
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5. PSTM task will be related to both performance in the German learning task 

and the English lexical decision task independent of performance in the PSI . 

6. PSTM performance will be most closely associated with the ability to acquire 

German productive vocabulary rather than German receptive vocabulary; PSI 

performance will be most closely associated with the ability to acquire German receptive 

vocabulary rather than German productive vocabulary. 

7 . Performance in the author recognition test will be related to performance in 

the English lexical decision task. Further, the relationship between English vocabulary 

knowledge and performance in either the PSI or the PSTM task will not be mediated by 

performance in the author recognition test. 
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Method 

Participants 

Participants were 40 undergraduate students reading for a degree in psychology 

at The University of Wales, Bangor; they participated in the experiment as a course 

requirement. They were aged between 18 and 45. None of the participants had studied 

German as a second language or professed to have any knowledge of German. 

Design 

A within subjects design was used. There were four independent (predictor) 

variables, these were: performance in the phonological short term memory task 

(P.S.T.M.); performance in the phonological sequencing index, (P.S.1.); performance 

in the author recognition test (A.R.T.); and L2 Competence Self Report (L2 C.S.R.). 

There were three dependent (outcome) variables; these were: performance in the 

German productive task; performance in the German receptive task; and performance in 

the English lexical decision task. Each of these seven tasks were administered to each 

participant. A balanced Latin square design was used to determine the order in which 

these tasks were performed. (For the purposes of the balanced Latin square design, L2 

Competence Self Report, the German productive task, and German receptive task were 

treated as one task.) 

Apparatus 

All testing was done individually using an Apple Macintosh computer with a 

15" monitor, screen resolution 640 by 480 pixels. The tasks were generated using a 

HyperCard script. The HyperCard card on which the experiment took place filled the 

screen. In order to record reaction time, the HyperCard timing system was used; this 

relies on the Macintosh internal timer which records reaction time in ticks and is 

accurate to 16.67 ms. The Apple Macintosh speech synthesis facility (Speech Text) 

was used in some of the tasks. The voice selected to speak the stimuli was "Junior" (a 
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speech synthesised voice intended to resemble the voice of a young American male). 

The speech rate for all experiments was 100 words per minute. All auditory stimuli 

were presented using the external speakers on the computer. A Sony dictaphone 

attached to a "Altai" microphone was used to record all verbal responses. The 

microphone, which was mounted on a microphone stand, was placed approximately 

one foot away from the participant. Participants were tested individually. The 

experiment took approximately one hour. 

Stimuli and Procedure 

The phonoloi:ical short term memory task. 

Stimuli. 

Stimuli were 32 non-words. These varied from one to eight syllables in length; 

there were four non-words of each syllable length. Non-words were composed of CV 

syllable sequences; they were constructed by the computer using a HyperCard script 

which randomly combined one of twelve consonants with one of four vowels. These 

syllables were then randomly combined by the HyperCard script to produce non-words 

of the appropriate length. These non-word stimuli contained no prosodic features (e.g., 

there was no lexical stress, pitch changes or variations in phoneme length). A pre-test 

established that these non-words did not resemble English words: eight postgraduate 

psychology students, who did not participate in the main experiment, rated each 

stimulus for wordlikeness on a five point Likert scale; a rating of 1 represented "not like 

an English word" whereas a rating of 5 represented "very much like and English 

word". The mean wordlikeness ratings ranged from 1 - 2.125. (See Appendix SA) 

Procedure. 

Participants were instructed as follows: 

This test takes about 5 minutes. We want to see how well you can repeat 
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words in a foreign language. You will hear a single word. Afterwards, 

you will be asked to repeat it as accurately as possible into the microphone. 

Then you click on the mouse when you're ready to do the next one. There 

are 32 words in all. They start off short, but by the end of the test they get 

quite tough. Ask the experimenter now if you have any questions. 
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Stimuli were invariably presented in an ascending order of syllabic length, 

beginning with the single syllable stimuli, followed by the two syllable stimuli, then the 

three syllable stimuli, and so on. The stimuli were "spoken" by the SpeechText speech 

synthesiser. The instruction, "Repeat the word into the microphone now. Click the 

mouse when you're ready for the next one", appeared on the screen after each stimulus 

had been presented. A dictaphone was used to record all responses. 

The phonological sequencing index (PSI}. 

Stimuli. 

All stimuli were non-words. There were 12 target non-words; these varied 

from two to four syllables in length. There were equal numbers of target non-words of 

each syllable length. There were 96 foil non-words; these varied in length from two to 

four syllables. There were 32 foil non-words of each syllable length. (See Appendix 

SB for a list of the stimuli.) Target items were target items by virtue of the fact that they 

were presented eight times during the task; foils, by contrast, were only presented 

once. Stimuli were constructed using a HyperCard script in which consonants and 

vowels were randomly combined to produce CV syllables. Consonants were randomly 

selected from a list of 23 English consonants. Vowels were selected form a list of 16 

English vowels. CV syllables were then combined to produce non-words of the 

appropriate lengths. However, the combination of CV pairs into non-words proceeded 

in a highly constrained manner: no syllable could co-occur consecutively in any single 

item. 
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Procedure. 

Participants were instructed as follows: 

In this test you will hear 192 words in a foreign language. Your task is to 

listen to each one as it is presented. After each word you will use the mouse 

to click on the relevant button -- either 'New sounds' or 'Heard before'. 

The first 24 are words presented for the first time, so you should respond 

'New Sound'. We'll let you know when this phase ends. Thereafter some 

of the items you hear will have been presented before, and you should judge 

them accordingly as 'Heard Before'. In this part of the test, about half of 

the items are new and half are old. On any trial, if you're not sure, guess -

go with your intuitions. 
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On each trial, either a target or foil item was presented by the speech 

synthesiser. The external speakers of the computers were used to present these speech 

synthesised items. There were 192 trials; on each trial a non-word (a target or a foil) 

was presented auditorily; on half of these trials, one of the 12 target items was 

presented; on the other half, a foil item was presented. Each of the 12 target items was 

presented on eight of the trials; each foil item was presented on one trial only. The first 

24 items were presented in a fixed quasi random order; the following 168 trials were 

presented in random order. 

Throughout the test, the screen was filled with a response pad: on the right 

hand side of the screen there was a rectangular area labelled "Heard before"; on the left 

hand side of the screen there was a rectangular area labelled "New sound". After the 

presentation of each item, participants responded by clicking on one of these two areas 

of the screen. Participants were instructed to click on the "Heard before" areas to 

indicate if the item was familiar and to click on the "New sound" area to indicate if the 

item was not familiar. 

On the first 24 trials, all items were novel: each of the 12 target items was 

presented for the first time; on the other 12 trials a foil was presented. These items were 

presented in a fixed quasi random order. 
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Following the presentation of the first 24 items, a set of instructions appeared 

on the screen; these informed participants that, on the remaining trials, half of the items 

presented would have been heard on at least one previous trial and that the other half 

would be novel. Items were presented in random order. On the bottom of the screen 

there was a small box which indicated how many trials remained. 

The author recognition test. 

Stimuli. 

One hundred names were presented to participants. Fifty of these were names 

of popular authors and 50 were not. Some of the non-author names were designed as 

"pseudo nom de plumes". This was done in three ways: (a) by introducing a romance 

language article into the surname (e.g., Caroline DePoe); (b) abbreviation of the 

Christian name (e.g., Ricki Lane); and (c) By using the initials instead of the Christian 

name (e.g., B. G. Riley). Other non-author names were constructed by combining a 

random selection of common Christian names and surnames. Of the 50 authors, 21 

were American, 28 British, and one New Zealand. The majority of these were Modern 

authors, that is, their major works were written post 1920s. (See Appendix SC for a 

list of author names.) All had either sold a large quantity of books or had made a 

significant contribution to the development of English literature. 

Procedure. 

Participants were instructed as follows: 

You will be shown 100 names one at a time. Some of the people in this test 

are popular writers and some are not. You are to read each name. If you 

know this person is a writer, click on the "Author" button, if you don't 

think they are, click on the "Not an Author" button. Remember, some of 

the names are people who are not popular writers, so guessing can be easily 

detected. If you have any questions, ask the experimenter now. Otherwise, 
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click the mouse to start the test. 

On each trial, a name was presented in a dialogue box at the top of the screen. 

Each name was presented in Times font 20 pt. Throughout the test, the lower half of 

the screen was filled with a response pad; on the right hand side of the screen there was 

a rectangular area labelled "Author"; on the left hand side of the screen there was a 

rectangular area labelled "Not and author." After the presentation of each item, 

participants responded by clicking on one of these two areas of the screen. Participants 

were instructed to click on the "Author" area in order to indicate that the item was name 

was that of a popular author and to click on the "Not an author" area in order to indicate 

that the name was not that of an author. 

L2 competence self-report. 

This is an adaption of the language knowledge test used by Ellis and Beaton 

(1993) which in itself is an adaption of a procedure used by Naiman, Frohlich, Stem, 

and Todesco (1978). It is intended as a self-report measure of second language 

knowledge. 

Procedure. 

Participants were first asked to identify a second language of which they have 

some knowledge and then to type the name of that language into a dialogue box in the 

centre of screen. Participants were then asked to rate their proficiency in that language. 

Proficiency was not, however, measured by one overall rating. Rather, participants 

were asked to assess their proficiency in four different subskills: speaking, 

understanding, reading, and writing. For each of these subskills, participants were 

asked to rate their proficiency using a 12 cm visual analogue scale. The scale was 

subdivided by markers at 1.5 cm intervals; the scale was labelled at 4 points: at O cm 

the scale was labelled "below elementary"; at 4 cm, "elementary proficiency"; at 8 cm, 

"working knowledge"; and at 12 cm, "advanced". (See Appendix SD for the scale 

used.) Participants were instructed to move the cursor (controlled by the mouse) to the 
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point on the scale that best represented their self-rated level of proficiency. Participants 

were asked to consider their skill in understanding, speaking, reading, and writing (in 

this order). This procedure was repeated for each additional language known to the 

participant. Throughout the task, a dialogue box above the scale reminded the 

participant which language he or she had chosen to rate and which subskill in which he 

or she was being asked to assess their proficiency. 

The German learnine task. 

Stimuli. 

Stimuli were 24 German words and their English translation equivalents. These 

were divided into two sets of 12 word pairs. In each set there were six verbs (in the 

infinitive form) and six nouns. (See Appendix 5E for a list of stimuli used.) This task 

used digitised recordings of the German words spoken by a female whose first 

language is German. Recordings were made using a MacRecorder and sampled at a 

rate of 8 bits (22 kHz.) 

Procedure. 

Participants were given the following instructions: 

In this experiment you are asked to learn the German equivalents of a 

number of English words. On each trial, an English word will appear on 

the screen and simultaneously you will hear the German word being spoken 

by a native German speaker. You will have approximately 10 seconds to 

learn the German word, which will be repeated just before the end of this 

interval. Sometime after you have been presented with a number of pairs of 

English and German words, you will be tested by being presented with a 

German word alone. This word will be spoken, and your task will be to 

type in the English translation. Please respond as indicated by the 

computer. You will then be asked to do the same thing in reverse: the 
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English word will be presented and you will be asked to speak aloud the 

German translation into the mike of the cassette recorder. There will be two 

blocks of 12 word pairs to learn. Ask the experimenter at any stage if you 

have any questions. 
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The task consisted of three phases, namely: the learning phase, the receptive test, and 

the productive test. 

The learning phase. 

Participants were reminded that they were about to hear some German words 

and that they should try to learn them. German words and their translation equivalents 

were presented in random order; the English word was presented in a box in the centre 

of the screen while the digitised recording of the spoken German translation equivalent 

was presented twice. When all of the 12 English words and their translation 

equivalents had been presented in this way once, the procedure was repeated a second 

time; this was in order to ensure that participants had heard all the German words in the 

set four times. 

The receptive test. 

Participants were instructed that the German words (that had been previously 

presented in the learning phase) would be presented again; in response to each German 

word, they would be prompted to produce the English translation equivalent. Digitised 

recordings of German words were presented in random order. Following the 

presentation of each German word, participants were instructed to produce the English 

translation equivalent. Responses were typed into a dialogue box in the centre of the 

screen. If participants were unable to answer within 30 seconds, they were verbally 

instructed to move on to the next item. 
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The productive test. 

Participants were instructed that the English translation equivalents of German 

words (that had been previously presented in the learning phase) would be presented; in 

response to each English word, they would be prompted to produce the German 

translation equivalent. The written English words were presented individually, in 

random order, in the centre of the screen. Simultaneously, the English word was 

"spoken" by the computer using the SpeechText facility. (This was in order to provide 

a record of the order in which trials were presented.) Following the presentation of 

each English word, participants were prompted to produce the German word; they were 

given as much time as needed to do this. All responses were recorded on audio tape. 

The English lexical decision task. 

Stimuli. 

Test items were 80 low frequency words and 80 non-words. (See Appendix SF 

for a list of all stimuli used.) Low frequency words had a Thorndike Lorge frequency 

value of less than one (Thorndike and Lorge, 1944); this indicates that test items occur 

once per million words. The mean syllable length of the words was 2.79 and mean 

syllable length of the non-words was 2.02. This difference was due to a higher 

proportion of one syllable words in the non-word set than in the word set (see 

Appendix SF). 

Procedure. 

The participants were instructed as follows: 

This is a fairly tough test of English vocabulary. You will be shown 160 

items, one at a time. If you think the item is a word used in English, use the 

mouse to click on the "word" button. If you think it is not a word, click on 

the "non-word" button. About half the items are words. If you have any 
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questions, ask the experimenter. Otherwise, click the mouse to start the 

test. 
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Stimuli were presented individually in random order; they were presented in a 

dialogue box at the top of the screen. A response pad was situated on the lower half of 

the screen: on the right hand side of the screen there was a rectangular area labelled 

"Word"; on the left hand side of the screen there was a rectangular area labelled "non

word". The instructions indicated that participants should click on the "Word" area to 

indicate that the item was a familiar word and to click on the "non-word" area to indicate 

that the item was not a word. 

At the end of the experiment, participants were debriefed and thanked for taking part in 

the experiment. 

Scoring 

The phonological short term memory task. 

The Phonological Short Term Memory task (hereafter referred to as the PSTM 

task) was scored on the basis of audio recordings of non-word repetitions made during 

the test. A number of measures of non-word repetition accuracy were calculated. 

The first of these was the number of non-words correctly repeated. A repetition 

attempt was scored as correct only if all syllables were correctly repeated in the correct 

serial order. Participants were tested on their ability to repeat 32 non-words; scores on 

this measure varied from 1 to 32. This is the scoring method favoured by Gathercole 

and colleagues (e.g., Gathercole et al., 1992; Gathercole et al., 1997; Gathercole and 

Adams, 1993, 1994). This measure was known as PSTM n.words. 

The second of these measures of non-word repetition accuracy was the number 

of syllables correctly repeated. A measure of this kind was used by Service (1992). A 

syllable was scored as correct only if both the onset and rime portion of the syllable was 

correctly repeated. Further, a syllable was scored as correct only if it appeared in the 

correct serial position within the non-word. 
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In order to assess serial position in terms of both initial syllable position and 

final position, the non-word was divided into two halves. For the first half of the 

stimulus (initial syllables), serial position was adjudged in terms of left to right serial 

position. For the syllables in the second half of the stimulus (final syllables), serial 

position was adjudged in terms of right to left serial position. For example, the non

word "tagumusabuku" has six syllables; the accuracy of the serial position of the 

syllables in the initial half of the stimulus -- /ta/ /gu/ /mu/ were adjudged in terms of left 

to right serial position; as a consequence, the syllable /mu/ would only be scored as 

correct if it was the third syllable uttered. Similarly, the accuracy of the serial position 

of the final syllables /sa/ /bu/ /ku/ was adjudged in terms of right to left serial position; 

as a consequence, /bu/ would only be scored as correct if it was the penultimate syllable 

to be uttered. If the stimulus contained an odd number of syllables, the serial position 

of the middle syllable was scored as correct if it was in the correct serial position 

relative to either the initial or the final portion of the non-word. 

One potential drawback of this system is that it does not penalise the participant 

who correctly repeats the initial and final syllables but inserts incorrect syllables 

between these. Fortunately, this rarely occurred. A score of between O and 144 was 

calculated by summing all syllables correctly repeated in the correct serial position. 

This was known as PSTM n.syll .. 

Occasionally, there was a disparity between the consonant the speech 

synthesiser was programmed to produce and that which was commonly perceived by 

participants. At the end of vowels, particularly those preceded by velar plosives (k and 

g), the speech synthesiser produced a sound resembling an alveolar plosive without 

being programmed to do so. Participants were not penalised if such alvelolar plosives 

featured in their responses . It was also extremely difficult to differentiate between some 

phonemes, particularly velar plosives (k and g), alveolar plosives (d and t), nasal 

bilabial, alveolar phonemes (m and n), and labiodental fricatives (f and v). Perception 

of these ambiguous consonants varied as a function of acoustic environment. The 

difficulty of distinguishing these consonants was taken into account when scoring the 

task. If a participant uttered a /di when the speech synthesiser had been programmed to 

speak a /ti, the particular syllable was scored as correct (providing, of course, that it 

featured in the correct serial position). Similarly, if an alveolar plosive was inserted 
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after a syllable containing a velar plosive, the syllable was scored as correct. 

A further measure of PSTM proficiency were used. This was known as PSTM 

span. This measure was the maximum non-word length at which the participant was 

able to make two correct responses. This procedure is analogous to the procedure used 

to calculate digit span (Gathercole and Adams, 1994). 

A random sample of 10 percent of the audio recordings were assessed and 

scored by a second rater. The inter-rater reliability, according to a measure of 

Cronbachs alpha, was. 99; this indicates that 99 percent of the variance in scores was 

reliable and stable. A regression analysis was also conducted to measure inter-rater 

reliability. This indicated that 98 percent of the variance in the scores from the first rater 

can be accounted for by variance in the scores from the second rater ( r = .98, r2 = .97 n 
= 01). 

The phonological sequencing index. 

A formula derived from signal detection theory was used to measure the degree 

to which participants were able to identify target words; this measure also compensated 

for guessing. This formula was provided by Meara and Buxton (1985), who in tum 

derived the formula from Anderson and Freebody (1983). 

P(h) - P(fa) 

P(k) = ---------------

1 - P(fa) 

A hit is a correct "heard before" response. P(h) represents the probability of 

making a "hit". A "hit" response could only be made on trials in which a target item 

was presented; the probability of making a "hit" response is the proportion of these 

trials on which the participant made the correct "heard before" response. 

A false alarm is made on trials in which the "heard before" response is not 

correct. P(fa) represents the probability of making a false alarm: a false alarm could 
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only be made on trials in which a foil item was presented; the probability of making a 

false alarm is the proportion of these trials in which the participant wrongly made a 

"heard before" response to a foil item. It can be inferred that P(fa) represents the 

contribution of guessing: the more false alarms the participant makes, the more likely it 

is that guessing will have played a role in correct identifications. 

P(k) attempts to assess accuracy minus guessing. (See the equation above.) 

An overall measure of performance, taking into account responses on all trails, 

in the PSI was calculated. This will be known as PSI P(k) overall. 

A measure of accuracy for non-words of each syllable length was also 

calculated; the P(k) equation described above was used for this purpose. The measures 

of the accuracy of responses to bisyllabic, trisyllabic, and quadrasyllabic target items 

and foils will be known as PSI P(k) 2 syllables, PSI P(k) 3 syllables, and PSI P(k) 4 

syllables respectively. 

Further, the data was binned such that performance was measured after each set 

of repetitions of the target stimuli. Target stimuli were presented on eight trials. A 

measure of PSI P(k) was calculated for each quantity of repetitions (or each bin). In 

other words, PSI P(k) was calculated following two presentations of target items, and 

again after three presentations of target items, and so on. These measures will be 

known as PSI P(k) Bin 1, PSI P(k) Bin 2, PSI P(k) Bin 3, and so on. 

For each trial, reaction time was measured; this measured the quantity of time 

that elapsed between the end of the presentation of each item and the mouse click 

response. Further, the mean reaction time to all target trials was calculated; this will be 

known as PSI Mean RT overall. The mean reaction time to target items of each syllable 

length was also calculated; these will be known as PSI RT 2 syllables, PSI RT 3 

syllables, and PSI RT 4 syllables. Further, the mean reaction time to correct trials at 

each bin (i.e. , each quantity of repetitions of target items) was calculated. These 

measures will be known as PSI RT and appended with the bin number; that is, these 

measures will be known as PSI RT Bin 1, PSI RT Bin 2, PSI RT Bin 3, and so on. 

The author recognition test. 

The ability of participants to accurately identify those names that are popular 
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authors was also measured using the P(k) measure described above. A hit response 

was a correct "author" response and a false alarm was an incorrect "author" response. 

L2 competence self-report. 

Recall that participants were asked to rate their proficiency in each second 

language of which they have some knowledge (specifically, for each language subskill: 

understanding, speaking, reading, and writing). This was done using a 12 cm visual 

analogue scale. The cursor would be placed at that point on the scale that best 

represented self-rated proficiency in each subskill. 

In order to convert this data into a numeric measure of proficiency, the distance 

between the zero point on the scale and the cursor was computed. This distance was 

then divided by the total length of the scale and multiplied by 100. In other words, the 

numeric measure of proficiency represented the percentage of the total length of the 

scale taken up by the distance between zero and the cursor. Measures of proficiency in 

each of the four aspects were amalgamated to provide a mean measure of language 

proficiency in each language the participant professed to know. These individual mean 

proficiency measures for each language were summed to provide a measure of self

rated language proficiency. This measure was called L2 C.S.R.. 

The German learnin~ task. 

The German learning task was composed of two sub-tasks: the receptive task 

and the productive task. The scoring for each of these sub-tasks will be dealt with 

separately. 

The receptive task. 

The number of correct responses were summed to provide a measure of German 

receptive vocabulary acquisition. Recall that the task was to produce the English 

translation equivalent of 24 German words. An item was scored as correct if the correct 

English translation was produced; phonologically feasible misspellings of the correct 
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translation equivalent were also considered correct. Synonyms of the correct translation 

equivalent were not scored as correct. 

The productive task. 

This task was scored by means of audio-taped recordings of the test session. 

Recall that the task was to produce the German translation equivalent of 24 English 

words. However, typically productions were partially correct: they contained some 

phonemes in common with the target German word but also some additional phonemes 

not present in the target word; or they omitted some phonemes present in the target 

word. 

In order to give credit for partially correct responses, the accuracy of responses 

was scored using a Likert scale. A score of four represented a correct response; scores 

then decreased in increments of one for each incorrect element within the response such 

that a score of zero represented a totally incorrect response. Two different types of 

error were itemised; these were: (a) errors of omission (i .e., incorrectly omitting a 

phoneme that was present in the target German word); and (b) errors of inclusion (i.e., 

incorrectly including a phoneme that was not present in the target German word). The 

maximum score of four was reduced by one point for each error. As a consequence, 

the following scoring system emerged: 

4: A correct response. 

3: A correct response apart from one error; this could be either one phoneme omission 

or one phoneme inclusion. 

2: A partially correct response in which there were two errors; these errors could be 

either two phoneme omissions, or two phoneme inclusions, or one omission and one 

inclusion. 

1: A mainly incorrect response in which there were more than three phoneme errors 

(i.e., omissions or inclusions); however, at least one phoneme was correctly produced. 

0: A totally incorrect response or a failure to produce a response. 

Correct responses were typically far from perfect productions of the German 
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word; however, this licence to participants was necessary because not all phonemes 

present in German are represented within the English phonological system. For 

example, many participants failed to roll the /r/ in "Graben" (to dig) or to produce the 

guttural /xi sound in "Kuche" (kitchen). Similarly, allowance was made for the 

regional accents of participants. 

The scores for individual words were summed. There were 24 words; 

therefore the maximum score was 96. A random sample of 10 percent of the audio 

recordings were assessed and scored by a second rater. The inter-rater reliability, 

according to a measure of Cronbachs alpha, was. 99; this indicates that 99 percent of 

the variance in scores was reliable and stable. A regression analysis was also 

conducted to measure inter-rater reliability. This indicated that 98 percent of the 

variance in the scores from the first rater could be accounted for by variance in the 

scores from the second rater ( r = .99, r2 = .98 I!= 007). 

The English lexical decision task. 

The ability of participants to accurately make a lexical decision was measured 

using the fillmeasure described above. A hit response was a correct "word" response 

and a false alarm was an incorrect "word" response. 
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Results 

Two of the 40 participants were removed from the sample: one of these 

participants was removed because it was suspected that he was under the influence of 

psychoactive drugs at the time of testing; the other participant was removed because he 

had some prior knowledge of German. The following analyses are therefore based on 

the data from the 38 remaining participants. 

Table 5.1 

Mean Performance Scores For Each Variable 

------------------------------ -------------------------------------
Variable M fill 

n=38 

PSI P(k} overall .66 .17 

PSI P(k} 2 syllables .78 .22 

PSI P(k} 3 syllables .50 .23 

PSI P(k} 4 syllables .71 .21 

PSI Mean RT overall 14.80 14.29 

PSTM n.words 10.71 3.3 

PSTMspan 4.03 1.00 

PSTM n.syll 64.32 15.68 

German Receptive Task 13.05 3.81 

German Productive Task 43.92 17.63 

English Lexical Decision P(k) .47 .18 

L2 C.S.R. mean 31.55 41.21 

ARTP(k} .47 .21 

-------------------------- ----------- -------------------------------

Note. PSI= Phonological sequencing index, PSTM = The phonological short term memory 

task (n.words = number of words correct, span= number of syllables correctly repeated 

twice,.syll = number of syllables correct,), ART= Author recognition test, L2 C.S.R. mean= 

Language knowledge test mean 
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Table 5.1 presents the mean scores on each of the variables. The main 

hypotheses concern relationships. Inspection of the means table reveals nothing 

regarding relationships. Nonetheless, one point is noteworthy. 
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Perlormance in the German receptive task exceeded performance in the German 

productive task. Over half of the total number of German words presented were 

accurately translated from German into English (this was the receptive task): the mean 

score on the receptive task was 13.05 and the maximum score possible was 24. By 

contrast, less than half of the total number of English words presented were accurately 

translated from English into German (this was the productive task): the mean score on 

this task was 43.92 and the maximum score possible was 96. Inspection of the raw 

data reveals that for many participants the score for German production represents large 

numbers of partially accurate responses. Bearing in mind the disparity in scoring 

methods, the data suggest that participants were better able to acquire receptive 

vocabulary competence than productive competence. It is also interesting to note that 

the variance in performance is far higher for production than reception. 

Is performance in the PSI related to measures of lexical competence? 

A series of Pearson correlations was conducted in order to investigate the 

relationship between PSI perlormance and the three language outcome measures, these 

are: the German learning task, the English lexical decision task and the L2 competence 

self report (See Table 5.2 for correlation coefficients.). 

1. The German learning task: There is a significant positive correlation between 

PSI P(k) scores and both German receptive acquisition and German productive 

acquisition. It is noteworthy that these emerge only after the 5th bin: PSI P(k) scores 

on bins 5 to 8 correlate significantly with measures of German acquisition; PSI P(k) 

scores on bins 1 to 4 do not. (See Table 5.2 for correlation coefficients and Appendix 

50 for correlation matrix). The relationship between PSI P(k) and German receptive 

acquisition is strongest with regard to PSI performance with three syllable target items; 

however, it is also significant for four syllable target items. Similarly, the relationship 

between PSI P(k) and German productive acquisition is strongest with regard to PSI 

perlormance with three syllable target items. There is no relationship between any 
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measure of reaction time on the PSI and German vocabulary acquisition. 

2. The English Lexical decision task: There is very little evidence that 

performance on the PSI is related to performance in the English lexical decision task. 

There is a significant correlation between PSI RT Bin 3 and English receptive 

vocabulary knowledge; however, none of the other measures of performance in the PSI 

are significantly related to performance in the English lexical decision task; this 

correlation thus appears to be spurious. (See Table 5.2 for correlation coefficients.) 

3. The L2 Competence self report: No measure of performance on the PSI is 

related to overall self-reported second language competence. However, the correlation 

between self-reported L2 reading competence and PSI P(k) approaches significance (r = 

.3, Q. = .06). 

Table 5.2 

Correlation Coefficients Between Measures of PSI Performance and Measures of 

Vocabulary Learning 

German 

Receptive 

German 

Productive 

English 

Receptive 

---------------------------------------------------------------------
PSI P(k) overall .45** .46** .04 

PSI P(k) 2 syllables .23 .24 -.05 

PSI P(k) 3 syllables .47** .43** .06 

PSI P(k) 4 syllables .34* .29 - .05 

PSI P(k) Bin 1 -.18 -.25 -.15 

PSI P(k) Bin 2 .03 .03 .12 

PSI P(k} Bin 3 .29 .26 -.14 

PSI P(k) Bin 4 .31 .28 -.11 

PSI P(k) Bin 5 .54** .5** .03 

PSI P(k} Bin 6 .53** .63** .15 

PSI P(k) Bin 7 .36* .32 .07 

PSI P(k) Bin 8 .32* .29 .1 

----------------------------- -------------- ----- --- -------------
Note.*= 12. <.05, ** = 12. <.01 
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There is therefore a significant correlation between PSI performance and 

performance on both the German receptive task and the German productive task. This 

relationship first emerges at the 5th bin (the 5th presentation of target items). However, 

there is no significant correlation between performance on the PSI and performance on 

the English lexical decision task. The correlation between self-reported L2 reading 

skills approaches significance. 

Is performance in the PSTM task related to measures of lexical 

competence? 

A series of Pearson correlations was conducted in order to investigate the 

relationship between PSTM performance and the following measures of lexical 

vocabulary competence: the German learning task; the English lexical decision task and 

L2 competence self report 

Table 5.3 

Correlation Coefficients Between Measures of PSTM Performance and Measures of 

Vocabulary Learning 

PSTM n.words 

PSTMspan 

PSTM n.syll 

Note. * p <.05, **p <.01 

German 

Receptive 

.32 

.21 

.29 

German 

Productive 

.36* 

.23 

.45** 

English 

Receptive 

.15 

.24 

.38* 

1. The German learning task: All measures of PSTM performance are 

significantly related to performance in the German productive task bar PSTM span. 

(See Table 5.3 for correlation coefficients or see Appendix 50 for full correlation 

matrix). None of the measures of PSTM performance are significantly related to 
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performance in the German productive task. 

2. The English lexical decision task: Performance in the English lexical decision 

task is significantly related to PSTM n.syll (See Table 5.3 for correlation coefficients.) 

3.The L2 competence self report: Performance in the PSTM task does not 

correlate with self-reported L2 competence. 

Is Performance in the PSI Related to Performance in the PSTM Task? 

A series of Pearson correlations was conducted to investigate whether measures 

of performance in the PSI were related to measures of performance in the PSTM task. 

These correlational analyses revealed that the measure of overall accuracy in the 

PSI (PSI P(k) overall) is not significantly related to any measure of PSTM. However, 

measures of performance at bin 5 of the PSI are related to measures of performance in 

the PSTM task. There is a significant correlation between PSI £(k) bin 5 and PSTM 

n.words (r = .33, I! <.05). There is also a significant negative correlation between 

reaction time at bin 5 and PSTM span. (r = -.37, I! <.05). There is also a significant 

correlations between reaction time at bin 6 and PSTM n.syll (r = -.37, I! <.05) 

Thus performance in the PSTM task is related to PSI performance but only on 

the fifth and sixth bin.(See Appendix SH for all correlation coefficients) 

The Independence of the Relationships Between Performance in the PSI, 

the PSTM Task and Measures of Lexical Competence 

It has been demonstrated that both PSTM and PSI performance are related to 

performance in the German learning task. PSTM and PSI performance are also related 

to one another, particularly as regards performance in the PSI at bins 5 and 6. It is 

conceivable that the relationship between performance in the PSI and performance in 

the German learning task is mediated by PSTM. Similarly, it is possible that the 

relationship between PSTM and performance in the German learning task is mediated 

by PSI performance. A series of partial correlation analyses were conducted to 

investigate these issues 

The relationship between PSI P(k) overall and performance in the German 
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productive task and the German receptive task remained significant when PSTM 

n.words, PSTM n.syll, PSTM span were partialled out. (See Table 5.4 for correlation 

coefficients.) Recall that the relationships between the PSI and the German leaning 

tasks were most pronounced both as regards trisyllabic target items and as regards 

performance at bin 5 and bin 6 of the PSI. Table 5.4 shows that the relationships 

between these measures of PSI performance (PSI P(k) 3 syllables, PSI bin 5, and PSI 

bin 6 syllables) and performance in the German learning task remained significant when 

measures of PSTM were partialled out. When performance in L2 Competence Self 

Report was partialled out in addition to measures of PSTM, the correlation co-efficient 

between PSI and measures of German acquisition remained virtually unchanged from 

those listed in Table 5.4. 

Table 5.4 

Partial Correlation Coefficients Between Measures of Performance in the PSI and 

German Learning Task with Measures of PSTM Partialled Out 

German Reception German Production 

r p r p 

df=32 

PSI P(k) overall .36 .04 .39 .02 

PSI P(k) 3 syllables .38 .02 .44 .01 

PSI P(k) Bin 5 .42 .01 .43 .01 

PSI P(k) Bin 6 .42 .01 .56 <.ClOl 

In order to investigate whether the relationship between performance in the 

PSTM task and the German learning task is mediated by performance in the PSI, a 

series of partial correlation analyses was conducted. The results of these analyses 

indicate that PSTM and PSI performance are doubly dissociated, at least as regards the 

ability to acquire productive vocabulary: PSTM n. words and PSTM n.syll. correlate 
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significantly with performance in the German productive task when PSI P(k) overall 

performance is partialled out. However, measures of PSTM do not correlate 

significantly with German receptive vocabulary when PSI is partialled out. PSTM 

n.syll remains significantly related to measures of performance in the English lexical 

decision task when PSI P(k) overall performance is partialled out. Further, when 

performance in the L2 Competence Self Report was partial led out in addition to 

measures of PSTM, the correlation coefficients remain virtually unchanged from those 

listed in Table 5.5 

Table 5.5 

Partial Correlation Coefficients Between Measures of PSTM and German Leaming with 

PSI P(k) partialled out 

German 

Reception 

r p_ 

German 

Production 

r 

English 

Reception 

r p_ 

- - ------------------------- ------------- -------------------------- ---

PSTMnwords 

PSTMspan 

PSTM n.syll 

.29 

.24 

.22 

df=35 

.08 

.15 

.06 

.33 

.26 

.4 

.04 

.12 

.01 

.14 

.24 

.38 

.4 

.15 

.02 

---------- - ----------- -----------------------------------------------

To summarise: 

Performance in the PSTM task is related to performance in the PSI. 

Nonetheless, both of these measures are independently related to performance in the 

German learning task: measures of PSI performance are related to both the German 

productive task independent of performance in the PSTM task; similarly, measures of 

PSTM performance are related to performance in the German productive task and the 

English lexical decision task independent of performance in the PSI. However, 

measures of PSTM performance are not independently related to performance in the 

German receptive task. 
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Four stepwise multiple linear regression analyses were conducted in order to 

investigate which of the two independent variables (or predictor variables) accounted 

for most of the variance in the four dependent variables (or outcome variables). 

In all of these multiple linear regression analyses the two independent variables 

(predictor variables) were performance in the PSI and performance in the PSTM task. 

Measures of PSTM were amalgamated into a single variable by transforming PSTM 

n.words, PSTM n.syll, and PSTM span into standardised scores; the amalgamated 

measure of PSTM was the mean of these standardised variables. The overall measure 

of PSI P(k) (PSI P(k) overall) was used as a measure of PSI performance. 

In the first analysis German receptive vocabulary was the dependent variable, in 

the second analysis German productive vocabulary was the dependent variable, in the 

third analyses performance in the English lexical decision task was the dependent 

variable, and in the fourth analysis L2 competence self report was the dependent 

variable. The results of these analyses will be reported in turn 

1. The results of this analysis in which performance in the German receptive 

task acted as the dependent variable revealed that PSI P(k) overall was entered into the 

model on step 1 (R = .44, R2. = .198, E = 8.91, p_ <.05, B = 10.04, SE B = 3.36, _E = 

.44). PSTM was just short of the criterion significance level for entry into the model ffi. 

= .28, 1 = 1.96, p_ = .06). Therefore PSI P(k) accounts for 19 percent of the variance in 

German receptive task. Thus PSI performance accounts for more variance in the ability 

to learn German receptive vocabulary than does PSTM performance. 

2. The results of this analysis in which performance in the German productive 

task was the dependent variable revealed that PSI P(k) overall was entered on the first 

step (R = .45, R1 = .21, E = 9.4, p_ <.01) and PSTM was entered on the second step (R 

= .56, R2. = .31, E = 8.22, p_ <.01). (See Table 5.6 for beta coefficients.) Therefore 

PSI P(k) overall accounts for 21 percent of the variance in German productive 

vocabulary acquisition and PSTM accounts for an additional 11 percent of the variance 

in the German productive task. Therefore PSI performance accounts for more of the 
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variance in the ability to learn German productive vocabulary than does PSTM 

performance; nonetheless, PSTM performance accounts for a significant quantity of the 

variance in the ability to learn German productive vocabulary. 

Table 5.6 

Summary of Hierarchical Regression Analysis for Variables Predicting Performance in 

The German Productive Test 

Step 1 

Step 2 

Variable 

PSI P(k) 

PSI P(k) 

PSTM 

47.5 

40.7 

7.2 

SE B 

15.5 

14.8 

2.99 

.45 

.39 

.34 

3. The results of two further multiple regression analyses revealed that neither 

performance in the PSI nor performance in the PSTM task accounted for a significant 

amount of the variance in performance in the English lexical decision task or in the L2 

competence self-report measure. 

To summarise: 

Stepwise multiple linear regression analyses reveal that PSI performance 

accounts for the majority of the variance in the ability to learn both German productive 

and German receptive vocabulary. However, PSTM accounts for significant additional 

variance in the ability to learn German productive vocabulary. Neither PSI performance 

nor PSTM performance accounts for a significant amount of the variance in 

performance in the English lexical decision task; further, neither PSI performance nor 

PSTM performance accounts for a significant amount of the variance in performance in 

the self-report measure of L2 competence . 



Chapter 10: Experiment 5; Individual difference (1) 

The Relationship Between The Author Recognition Test and Other 

Variables 

239 

Performance in the author recognition test does not correlate significantly with 

any other variable. Notably the author recognition test is not related to either PSTM 

performance or performance in the English lexical decision task. 

Determinants of Performance in the PSI 

It has been established that performance in the PSI is related to the ability to 

acquire both German receptive and German productive vocabulary. However, it is also 

interesting to examine the pattern of facilitation in the PSI task. (Does performance 

improve on each successive presentation in a linear fashion, or is the pattern of 

facilitation more suggestive of a curvilinear power function?). The following section 

examines performance in the PSI on each successive presentation of target stimuli. 

The latter of these questions is dealt with first. 

The pattern of facilitation: a power function? 

Facilitation in the PSI can be measured in two ways: accuracy and speed. 

The accuracy of performance on each bin was measured by the P(k) score, 

whereas the speed of response at each bin is measured by mean reaction time. We will 

examine the pattern of facilitation with regard to each of these measures of facilitation in 

tum. 

The pattern of PSI P(k) scores over the eight bins suggests that performance 

on this task follows a power function. The amount learnt decreases on each successive 

presentation of the stimulus: performance dramatically improves over the first few trials 

but, thereafter, the amount of improvement declines on each successive presentation of 

the target stimuli. Figure 5.1 illustrates the pattern of PSI P(k)at each bin. The data 

falls into the curvilinear pattern typical of behaviours that conform to a power law of 

learning. 
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Figure 5.2 Mean RT to targets at each bin (+S.E.) 

Reaction time data also appears to conform to a power function. Figure 5.2 

illustrates that savings in reaction time for each presentation are initially large; however, 

they decrease on each successive presentation 
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Intercorrelations Between Language Outcome Measures 

From the point of view of validity, it is of some interest to establish whether 

language outcome measures intercorrelate. Receptive and productive measures of 

German acquisition are highly inter correlated (r = .85, 12 < .001). Curiously, English 

vocabulary knowledge does not correlate significantly with measures of German 

vocabulary acquisition. The correlation between the English lexical decision task and 

German productive vocabulary acquisition does, however, approach significance (r = 

.3, 12 = .06). Self-reported L2 competence does not correlate significantly with 

performance in the German Learning task; it does however, correlate significantly with 

performance in the English lexical decision task. 
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Discussion 

Is the Ability to Learn Phonological Regularities Related to Measures of 

Lexical Competence? 

The PSI is designed to measure the ability to learn the phonological regularities 

of a language. Recall that this task measures the extent to which participants are able to 

distinguish between sequences of phonemes/syllables that occur only once and 

sequences of phonemes/syllables that occur with relative frequency. In essence, this 

task measures the extent to which participants are sensitive to the frequency of 

phoneme/syllable co-occurrence. 

In order to establish whether the the ability to learn the phonological regularities 

of a language is related to measures of lexical competence, it is necessary to examine 

whether performance on the PSI is related to measures of lexical competence. It was 

predicted that performance in the PSI will be related to both performance in the German 

learning task and performance in the English lexical decision task. 

The relationship between performance in the PSI and performance 

in the German learning task. 

The results of correlational analyses indicate that performance on the PSI is 

related to performance on both the German receptive task and the German productive 

task. In other words, the extent to which participants are sensitive to the frequency of 

phoneme/syllable co-occurrence is related to their ability to acquire both German 

receptive vocabulary and German productive vocabulary. It is noteworthy that mean 

reaction time on the task is not related to ability to acquire German receptive and 

German productive vocabulary. 

It is also noteworthy that PSI performance does not begin to correlate with 

measures of German learning until the 5th presentation of target items (the 5th bin). 

Further, it is noteworthy that the ability to recognise longer target items (three and four 

syllable target items) is more closely related to measures of German learning than to the 

ability to recognise short target items (two syllable target items). 
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The relationship between performance in the PSI and performance 

in the English lexical decision task. 

Performance in the PSI is not, however, related to native language vocabulary 

knowledge. These results thus suggest that the ability to learn the phonological 

regularities of a language constrains the learning of novel foreign language vocabulary 

but does not constrain the acquisition of low frequency native language vocabulary 

knowledge. The later finding thus appears to be inconsistent with the first: if the ability 

to learn phonological regularities constrains vocabulary development, surely it should 

be related not only to the ability to acquire novel vocabulary but also to native language 

vocabulary knowledge? 

There are three possible explanations for this apparent inconsistency: 

It is possible that performance in the PSI is not related to performance in the 

English lexical decision task; this is because the English lexical decision task may fail to 

measure English vocabulary knowledge. This is the first explanation. It is conceivable 

that the performance in the English lexical decision task reflects breadth of education 

rather than lexical competence. Indeed, knowledge of such low frequency test items as 

"deist", "beatitude" and "gnostic" is more likely to depend on an individual's 

knowledge of church history rather than psycholinguistic variables. Further, 

performance in the English lexical decision task does not correlate with performance in 

the German learning task. This suggests that performance in the English lexical 

decision task and the German learning task are not influenced by a common factor of 

"lexical competence". In short, this adds weight to the contention that the English 

lexical decision task is not a good measure of English vocabulary knowledge. 

Alternatively, it is possible that performance in the PSI is not related to 

performance in the English lexical decision task because the the ability to learn 

phonological regularities does not play a role in vocabulary acquisition at an advanced 

stage of language proficiency. In other words, it is conceivable that the contribution of 

the ability to learn phonological regularities does not remain static across all stages of 

lexical development: the ability to learn the phonological regularities of a language may 

be important at the early stages of learning a language but not at the advanced stages. 

As a consequence, the ability to learn the phonological regularities of a language may be 
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important in learning the novel vocabulary of an unfamiliar language (the German 

learning task) but not in learning low frequency native language vocabulary (the English 

lexical decision task). 

Lastly, it is conceivable that the ability to learn phonological regularities is 

specifically related to the ability to extract vocabulary knowledge from speech. Further, 

it is probable that the low frequency vocabulary tested in the English lexical decision 

task is derived from reading: West, Stanovich and Mitchell (1993) ascertained that 

knowledge of low frequency native language vocabulary is generally derived from 

reading not speech. Thus it is possible that performance in the PSI is not related to 

performance in the English lexical decision task because the ability to learn the 

phonological regularities does not play a role in the acquisition of vocabulary derived 

from reading. 

The mechanisms by which the ability to learn phonological 

regularities promotes lexical development. 

In the introduction, it was suggested that the ability to learn the phonological 

regularities of the language may contribute to three facets of lexical development; these 

are: the short term retention of novel word forms; the development of automaticity; and 

speech segmentation. It is conceivable that the ability to learn the phonological 

regularities of a language may constrain these facets of lexical development and thus 

may constrain overall lexical development. 

It may be informative to place these mechanisms within the context of an 

example: how might ability to learn the phonological regularities promote the learning 

of a novel German word such as /b..taux~n/ (Brauchen = to need)? Ellis (1996) 

suggested that the learning of phonological regularities may rely on a process of 

chunking. According to Ellis (1996), frequently co-occurring units of speech are 

processed as perceptual chunks. Although chunking proceeds at a constant rate, lower 

order chunks will be learnt before higher order chunks. 

The individual who is particularly proficient at learning the phonological 

regularities of a language quickly learns that /b-1/ and /au/tend to frequently co-occur, as 
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do /x/and hm/. As a consequence, both /bJau/and /x~n/ can both be processed as 

perceptual chunks. This will permit two different kinds of facilitation: (a) if 

/bJaux~n/is perceived as two sylJable chunks rather than seven phoneme chunks, this 

will reduce the working memory load, and as a consequence, this will promote both 

short term retention and long term retention of the item; (b) if /bJaux~n/is perceived as 

two syllable chunks, word identification processes would be faster than if the item were 

perceived as seven phonemes (i.e., chunking makes word recognition processes more 

automatic). The rapid identification of the item as a familiar word allows the diversion 

of attentional resources, away from perceptual processes, to semantic processes. In 

other words, the ability to learn the phonological regularities of language promotes both 

the short term retention of novel word forms and the development of automaticity; as a 

consequence, the ability to learn the phonological regularities of a language promotes 

lexical development. Thus the individual who is very proficient at learning 

phonological regularities is better able to learn novel German vocabulary. 

In the introduction it was suggested that the ability to learn the phonological 

regularities of the language may not only contribute to both the short term retention of 

novel word form and the development of automaticity but also that it contributes to the 

development of speech segmentation skills. Words were presented in isolation in the 

German learning task; therefore the speech segmentation issue is irrelevant to 

discussion of the German learning task. However, had "brauchen" featured as part of a 

continuous stream of speech, the perception of "brauchen" as a perceptual unit may 

have acted as a cue to the location of the word boundary. 

Further, both speed and accuracy of performance in the PSI conform to a 

curvilinear pattern of facilitation across successive presentation of stimuli: the gradual 

reduction in facilitation across repeated presentations of stimuli suggests that 

performance in the PSI conforms to a power function. This is at least suggestive that a 

hierarchical chunking process underpins performance in the PSI . 

Let's return to the issue of why there is no relationship between performance in 

the PSI and performance in the English lexical decision task. As suggested earlier, it is 

possible that the lack of such a relationship may be due to inadequacy in the English 

lexical decision task as a measure of English vocabulary knowledge. Alternatively, it is 
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possible that all native language speakers eventually learn the regularities of a language 

such that all proficient adult speakers of the language are all equally able to exploit their 

knowledge of the regularities of the language in order to promote native language 

vocabulary development; if this is the case, individual differences in ability to learn the 

phonological regularities of a language will not affect the acquisition of low frequency 

native language vocabulary by advanced native speakers of the language. Alternatively, 

it is possible that low frequency words do not generally conform to the regularities of a 

language, and thus knowledge of the regularities does not contribute to the acquisition 

of low frequency items. 

Is the Capacity of the Short Term Store Related to Measures of Lexical 

Competence? 

It was argued in Chapter 9 that the capacity of the short term phonological store 

constrains lexical development: the greater the capacity of the store, the more complete 

and precise both the short term and the long term representation of a novel phonological 

form. Gathercole (1995) argued that repetition of non-words low in wordlikeness is 

largely dependent on the capacity of the store. Accordingly, in Experiment 5 individual 

differences in the capacity of the store was measured using a measure of repetition of 

non-words low in wordlikeness (the PSTM task). 

In order to establish whether the capacity of the short term store is related to 

measures of lexical competence, it is necessary to examine whether performance on the 

PSTM task is related to measures of lexical competence. It was predicted that 

performance in the PSTM task would be related to both performance in the German 

learning task and performance in the English lexical decision task. 

The relationship between performance in the PSTM task and 

performance in the German learning task. 

In accordance with the prediction outlined in at the end of the introduction, 

correlational analyses revealed that performance in the PSTM task is significantly 

related to performance in the German productive task. However, contrary to predictions 
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performance in the PSTM task is not related to performance in the German receptive 

task. These results suggest that the capacity of the short term store is related to the 

ability to acquire novel foreign language vocabulary. These results concur with those 

of Cheung (1996). 

The relationship between performance in the PSTM task and 

performance in the Enelish lexical decision task. 

Performance in the PSTM task is also related to performance in the English 

lexical decision task. This result suggests that the capacity of the store constrains native 

language vocabulary development. Further, these results extend those of Gathercole 

and Adams (1993, 1994) and Gathercole et al. (1992). The results of Experiment 5 

suggest that the relationship between the capacity of the short term store and native 

language vocabulary knowledge persists beyond childhood. 

The results indicate that the capacity of the store constrains both the ability to 

acquire second language vocabulary and the breadth of native language vocabulary. 

The Relationship Between the Capacity of the Store and the Ability to 

Learn Phonoloeical Regularities 

Both Gathercole (1995) and Gathercole et al. (1999) demonstrate that short term 

retention of phonological material is dependent on the regularity of the material to be 

encoded. This suggests that the ability to learn phonological regularities and the 

capacity of the store are interdependent. It was thus predicted that performance on the 

PSI will be related to performance in the PSTM task. 

The results of correlational analyses suggest that performance in the PSTM task 

is indeed related to performance on the PSI; however, this relationship is tenuous: 

PSTM is related only to bins 5 and 6 of the PSI. 

This result may indicate that those who are better able to learn the regularities of 

a language are in a better position to exploit the knowledge of the regularities; this 

knowledge can be used to support the short term retention of non-words. However, 

non-word stimuli used in the PSTM task were low in wordlikeness; thus, there were 
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very few regularities in the non-words to be exploited. This may explain the tenuous 

nature of the relationship between performance on the PSI and PSTM task. 

Alternatively this result may imply that performance on the PSI (recognition of target 

non-words) is constrained not only by individual differences in the ability to learn the 

regularities of a language but also by the capacity of the store. 

Recall that the relationship between the PSI and performance in the German 

learning task is strongest with regard to performance with longer target items rather than 

shorter target items. This finding may reflect the combined influence of the ability to 

learn the phonological regularities of a language and the capacity of the store: it is 

conceivable that PSI performance with longer target items relies on both the capacity of 

the store and the ability to learn phonological regularities. 

The Independence of Relationships Between the Capacity of the Store, 

the Ability to Learn Phonological Regularities and Lexical Competence 

It was predicted that the PSI will be related to both performance in the German 

learning task independent of performance in the PSTM task. In accordance with this 

prediction, the results of partial correlation analyses demonstrate that the relationship 

between PSI and the ability to learn both German receptive and German productive 

vocabulary is independent of performance in the PSTM task. In addition, the 

relationship between PSI and the ability to learn novel vocabulary is independent of 

self-reported second language knowledge. These results suggest that the relationship 

between the ability to learn phonological regularities and the ability to learn novel 

foreign language vocabulary is not mediated by the capacity of the store or by existing 

second language knowledge. 

Similarly, it was predicted that the PSTM task will be related to both 

performance in the German learning task and the English lexical decision task, 

independent of performance in the PSI. Partial correlation analyses reveal that the 

relationship between performance in the PSTM task and performance on both the 

English lexical decision task and the German productive task are independent of 

performance on the PSI. However, the relationship between performance in the PSTM 

task and performance on the German receptive task is not independent of performance 
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on the PSI. This suggests that the relationship between the capacity of the store and 

both English vocabulary knowledge and the ability to acquire productive vocabulary is 

independent of the ability to learn phonological regularities. However, the relationship 

between the capacity of the store and the ability to acquire receptive vocabulary is 

crucially mediated by the ability to learn phonological regularities. 

Which Variable is Most Important in Lexical Competence? 

Stepwise multiple linear regression analyses reveal that PSI performance 

accounts for the majority of the variance in the ability to learn both German productive 

and German receptive vocabulary. However, PSTM accounts for significant additional 

variance in the ability to learn German productive vocabulary. Neither PSI performance 

nor PSTM performance accounts for significant variance in the English lexical decision 

task. This suggests that the ability to learn the phonological regularities of a language is 

a more important psycholinguistic variable than short term memory competence as 

regards the acquisition of novel second language vocabulary. However, as suggested 

earlier, the relationship between the capacity of the store and the ability to learn 

phonological regularities may be dynamic; the relative importance of each of these 

variables may depend on the proficiency of the language learner. 

Productive vs. Receptive Competence 

It was predicted that PSTM performance will be most closely associated with 

the ability to acquire German productive vocabulary rather than German receptive 

vocabulary; it was also predicted that PSI performance will be most closely associated 

with the ability to acquire German receptive vocabulary rather than German productive 

vocabulary. 

There is some evidence that there are subtle asymmetries in the pattern of 

relationships between variables: Correlational analyses revealed that almost all 

measures of PSTM are significantly related to performance in the German productive 

task; by contrast, only two of the measures of PSTM are significantly related to German 

receptive performance. Further, partial correlation analyses revealed that the 
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relationship between PSTM performance and the German productive task is 

independent of performance in the PSI; by contrast, the relationship between PSTM 

performance and the German receptive task is not. Lastly, multiple regression analyses 

reveal that performance in the PSTM task accounts for a significant quantity of the 

variance in the German productive task but not in the German receptive task. In sum, 

these analyses indicate, as predicted, that performance in the PSTM task is most closely 

associated with the ability to acquire German productive vocabulary rather than German 

receptive vocabulary. 

These results indicate that the capacity of the short term store places greater 

constraints on the acquisition of productive rather than receptive vocabulary. Recall that 

Gathercole (1995) established that repetition of non-words low in wordlikeness 

behaves very much like performance on a digit span task. These results thus concur 

with those of Gathercole et al. (1997): recall that Gathercole et al. (1997) ascertained 

that digit span is related to the ability to acquire productive vocabulary but is not related 

to the ability to acquire receptive vocabulary. These results also concur with those of 

Gathercole and Adams (1993, 1994), who ascertained that digit span is not 

independently related to receptive vocabulary knowledge. 

It was also predicted that PSI performance will be most closely associated with 

the ability to acquire German receptive vocabulary rather than German productive 

vocabulary. However, there is no evidence to support this prediction: correlational 

analyses, partial correlational analyses, and multiple linear regression analyses all 

indicate that performance on the PSI is equally related to the ability to acquire both 

productive and receptive vocabulary. This suggests that the ability to learn the 

phonological regularities of a language constrain the acquisition of both productive and 

receptive vocabulary. 

In sum, the results indicate that the capacity of the store is most important in the 

acquisition of productive vocabulary, whereas the ability to learn the phonological 

regularities of a language is important in both the acquisition of productive and receptive 

vocabulary. 
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Exposure to Print 

It was predicted that performance in the author recognition test will be related to 

perlormance in the English lexical decision task. Further, it was predicted that the 

relationship between English vocabulary knowledge and perlormance in either the PSI 

or the PSTM task will not be mediated by perlormance in the author recognition test. 

There is no evidence that performance in the author recognition test is related to 

perlormance in any other variables. There is thus no evidence of the predicted 

relationship between perlormance in the author recognition test and the English lexical 

decision task. 

This suggests that exposure to print is not predictive of native language 

vocabulary knowledge in adults. Although the relationship between exposure to print 

and vocabulary knowledge is well established with children (Cunningham and 

Stanovich, 1991), it is conceivable that this relationship does not persist into adulthood. 

It is possible that other variables, such as socioeconomic status or number of years in 

education, are more important variables in native language lexical development. 

Alternatively, it is conceivable that the author recognition test is not an accurate 

measure of exposure to print. It is possible that a knowledge of author names bears no 

relationship to the quantity of material read. Adults are exposed to a plethora of material 

about literature through the arts media. It is not necessary to have read the work of an 

author in order to know that he or she is a popular author. For example, it is possible 

to glean that Proust was an author merely by having watched a few episodes of Monty 

Python's Flying Circus. 

Summary 

• The ability to learn phonological regularities constrains the ability to learn 

productive foreign language vocabulary. 

• The relationship between the ability to learn phonological regularities and the 

ability to learn both receptive and productive foreign language vocabulary is 

independent of the capacity of the short term store. 
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• The ability to learn phonological regularities is not however related to 

English vocabulary knowledge. This may be due to the inadequacy of the 

test used to measure English vocabulary knowledge. Alternatively, it is 

possible that the role in lexical development of the ability to learn 

phonological regularities evolves such that it is important in the early stages 

of the acquisition of a language but not in the advanced stages. 

• The capacity of the store constrains the ability to learn both receptive and 

productive foreign language vocabulary. The capacity of the store is also 

related to native language receptive vocabulary knowledge. 

• The relationship between the capacity of the store and ability to learn 

productive vocabulary is independent of ability to learn phonological 

regularities. By contrast, the relationship between the capacity of the store 

and ability to learn receptive vocabulary is not. 

• The capacity of the store is particularly important in the acquisition of 

productive vocabulary. 

• The ability to learn phonological regularities and the capacity of the store are 

interrelated, albeit tenuously. This result may imply that performance on the 

measure of the capacity of the store (non-word repetition) relies to some 

extent on knowledge of the regularities of the language. Alternatively, this 

result may imply that performance on the measure of the ability to learn 

phonological regularities (i.e. , recognition of target non-words) relies to 

some extent on the capacity of the store. The fact that recognition of longer 

target non-words is more closely related to measure of lexical competence 

lends some support to the latter explanation. 

• The ability to learn phonological regularities is more closely related to ability 

to learn novel foreign language vocabulary than the capacity of the store. 
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Chapter 11 

Experiment 5: The Relative Contribution of Sequence Learnin2 and 

Short Term Memory to L2 Lexical Competence 

Experiment 5 demonstrated that both the ability to learn the phonological 

regularities of a language and the capacity of the short term store are related to the ability 

to acquire novel foreign language vocabulary; however, this is within the context of an 

experimental learning task. Although this finding is important, it lacks ecological 

validity. Experiment 6 investigates a parallel set of hypotheses to those tested in 

Experiment 5, and it does this within the context of longitudinal study of real world 

second language vocabulary acquisition. Participants were all novice level students of 

Spanish taking part in a 10 week Spanish course. Experiment 6 traces their vocabulary 

development from the beginning to the end of the course; the aim of this experiment is 

to examine whether both the ability to learn the phonological regularities of the language 

and the capacity of the store constrain the acquisition of Spanish vocabulary. 

As in Experiment 5, the Phonological Sequencing Index (PSI) is used to index 

the ability to learn phonological regularities; this task measures the extent to which 

participants are sensitive to the frequency of phoneme/ syllable co-occurrence within a 

set of non-words. 

Similarly, as in Experiment 5, the PSTM task is used to index the capacity of 

the short term store; this task measures the ability to repeat non-words low in 

wordlikeness. In addition, a second measure of the capacity of the store was 

administered; this task measures the ability to repeat non-words that resemble Spanish 

words. This will be known as the Spanish PSTM task. 

The amount of vocabulary learned across the course was assessed using three 

different measures. The first was designed to measure Spanish receptive vocabulary 

acquisition and employed a forced choice yes/no lexical decision paradigm; this was 

administered both at the beginning of the Spanish course (Tl) and at the end (T2) and 

thus permitted an evaluation of receptive vocabulary growth as a result of attendance on 

the course; this task will be known and the Spanish Receptive task. The second 

measure of vocabulary acquisition was designed to measure Spanish productive 
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vocabulary acquisition and used a translation paradigm. This was administered only at 

the end of the course (T2); this task will be known as the Spanish productive task. The 

third measure of Spanish lexical competence was performance in the end of course 

Spanish exam which was composed of seven exam questions, each of which tested a 

specific language skill. 

As in Experiment 5, the German learning task was used to index the ability to 

learn foreign language vocabulary; this was an experimental word learning task in 

which participants were set the task of learning 24 novel German words: they were 

then tested on their receptive knowledge and their productive knowledge. 

A self-report measure of second language knowledge was also administered. 

This will be known as L2 competence self-report. 

It was argued in Chapter 9 that the ability to learn the phonological regularities 

of a language may contribute to three facets of lexical development; these are: (a) the 

short term retention of novel word forms (Gathercole, 1995); (b) the development of 

automaticity (Ellis, 1996); and (c) the development of speech segmentation skill 

(Saffran, Aslin, and Newport, 1996; Saffran, Newport, and Aslin, 1996; Saffran et al., 

1997). All of these skills are vital to the acquisition of novel second language 

vocabulary; thus it is predicted that the ability to learn phonological regularities is related 

to both Spanish vocabulary knowledge and the ability to acquire German vocabulary 

Recall that in this experiment (Experiment 6) the PSI is used to measure 

individual differences in the ability to learn the phonological regularities of a language; 

Spanish vocabulary knowledge is indexed by performance in the Spanish Receptive 

task, the Spanish productive task, and exam performance; the ability to learn German 

vocabulary is indexed by performance in the German learning task. 

It is thus predicted that performance in the PSI is related to the following 

measures of lexical competence: performance in the Spanish receptive task; 

performance in the Spanish productive task; performance in the Spanish exam; and 

performance in the German learning task. 

Chapter 9 reviewed evidence that the capacity of the short term phonological 

store constrains lexical development: the greater the capacity of the store, the more 

complete and precise both the short term and the long term representation of a novel 

phonological from. Two measures of the capacity of the short term store are used: the 
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first tests the ability to repeat non-words low in wordlikeness (PSTM task); the second 

tests the ability to repeat non-words high in wordlikeness -- that is, Spanish 

wordlikeness (Spanish PSTM). 

Gathercole (1995) argued that repetition of non-words low in wordlikeness acts 

as a reasonably "pure" measure of the capacity of the store. By contrast, repetition of 

non-words high in wordlikeness is influences by "lexical factors". In support of this 

contention, Gathercole (1995) demonstrated that wordlikeness accounts for a significant 

amount of the variance in repetition accuracy. Further, Gathercole et al. (1999) 

ascertained that wordlikeness can be defined in terms of the degree to which non-words 

conform to the distributional properties (i.e., the phonological regularities) of a 

language. This suggests that individual differences in the ability to repeat non-words 

high in wordlikeness may be influenced by knowledge of the phonological regularities 

of the language to which the non-words conform. As a corollary of this, it can be 

assumed that the ability to repeat non-words high in Spanish wordlikeness not only 

measures the capacity of the store; it also measures the ability to learn phonological 

regularities. By contrast, the ability to repeat non-words low in wordlikeness largely 

measures only the capacity of the store. As a consequence, it is predicted that repetition 

of non-words high in Spanish wordlikeness (the Spanish PSTM task) is more closely 

related to measures of lexical competence than the measure of repetition of non-words 

low in wordlikeness (the PSTM task). 

There is some evidence that repetition of words high in wordlikeness is more 

closely related to measures of lexical competence than measures of repetition of words 

low in wordlikeness. Both Service (1992) and Cheung (1996) investigated the 

relationship between non-word repetition and English vocabulary knowledge in groups 

of participants for whom English was a second language. (Recall that the participants 

in Service's study were Finnish schoolchildren whereas those in Cheung's study were 

Hong Kong school children.) Service (1992) ascertained that the ability to repeat non

words designed to resemble English words is closely related to performance in various 

measures of English vocabulary knowledge. By contrast, Cheung (1996) ascertained 

that repetition of non-words, rated as neither high nor low in wordlikeness, was not 

related to English vocabulary knowledge. (However, non-word repetition was related 

to the ability to acquire novel English vocabulary.) This suggests that there is a closer 
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relationship between repetition of non-words high in wordlikeness and second language 

vocabulary knowledge than between repetition of non-words low in wordlikeness and 

second language vocabulary knowledge. 

It is thus predicted that performance in the both the PSTM task and the Spanish 

PSTM task is related to the following measures of lexical competence: performance in 

the Spanish receptive task; performance in the Spanish productive task; performance in 

the Spanish exam; and performance in the German learning task. Further, it is 

predicted that performance in the Spanish PSTM task is more strongly related to these 

measures of lexical competence than performance in the PSTM task. 

It is thus predicted that performance in the PSI and performance in the PSTM 

task are both related to performance in the German learning task. However, there is 

some evidence that the capacity of the store places stronger constraints on the 

acquisition of productive rather than receptive vocabulary (Gathercole et al, 1997; 

Edwards and Lahey, 1998). It is therefore predicted that performance in the PSTM task 

is most closely associated with the following measures of productive competence: 

performance in the Spanish productive task; performance in the German productive 

task; and components of the exam that require productive skill. 

Further, it has been argued that the ability to learn phonological regularities 

constrains the development of automaticity of word recognition and speech 

segmentation skills -- these skills are most closely associated with receptive 

competence. It is thus predicted that the ability to learn the phonological regularities of 

a language places greater constraints on the acquisition of receptive rather than 

productive vocabulary. Therefore it is predicted that PSI performance is most closely 

associated with the following measures of receptive competence: performance in the 

Spanish receptive task; performance in the German receptive task; and components of 

the exam that require receptive skill. 

It has been argued the the Spanish PSTM task measures both the ability to learn 

phonological regularities and the capacity of the store whereas the PSTM largely 

measures only the capacity of the store. As a consequence, it is thus predicted that 

performance on the PSI (the measure of ability to learn phonological regularities) is 

more closely related to performance on the Spanish PSTM task than to performance on 

the PSTM task. It is nonetheless possible that the PSI relies to some degree on the 
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performance on the PSTM task, albeit to lesser degree than to performance on the 

Spanish PSTM task. 
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Although it is suggested that the Spanish PSTM task measures both the capacity 

of the store and the ability to learn phonological regularities, it is predicted that these are 

two separate psycholinguistic factors. It is thus predicted that the capacity of the short 

term store is related to measures of lexical competence independent of the ability to learn 

phonological regularities. It is also predicted that the ability to learn phonological 

regularities is related to lexical competence independent of the capacity of the short term 

store. Thus it is predicted that the PSI is related to the following measures of lexical 

competence: performance in the Spanish receptive task; performance in the Spanish 

productive task; performance in the Spanish exam; and performance in the German 

learning task. However, these relationships will be independent of performance in the 

PSI. Similarly, it is predicted that the PSTM task is related to the following measures 

of lexical competence: performance in the Spanish receptive task; performance in the 

Spanish productive task; performance in the Spanish exam; and performance in the 

German learning task. However, these relationships will be independent of 

performance in the PSI. Nonetheless, the Spanish PSTM task is assumed to measures 

both the capacity of the store and the ability to learn phonological regularities; therefore 

it is not predicted that the relationship between the PSI and the aforementioned 

measures of lexical competence is independent of performance on the Spanish PSTM 

task. 

The predictions thus far have rested, at least in part, on the assumption that the 

Spanish PSTM task measures both the capacity of the store and the ability to learn 

phonological regularities. However, this is rather a bold assumption. If the Spanish 

PSTM task taps the ability to learn phonological regularities, (a) there should be a 

relationship between the wordlikeness of a non-word and the accuracy with which it is 

repeated, and (b) this relationship should be particularly pronounced for those who are 

best able to learn the regularities of a language. In other words, it is predicted that there 

is a relationship between the accuracy with which a non-word is repeated and the rated 

wordlikeness of Spanish non-words. Further, it is predicted that this relationship is 

most pronounced for those who are best able to learn phonological regularities 
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(according to the results of the PSI). 

Further, Gathercole, et al. (1999) argued that if vocabulary competence is not 

only a function of the capacity of the short term phonological store but is also a function 

of the ability to exploit the regularities of the language; individuals of high lexical 

competence should therefore be able better able to exploit the regularities in wordlike 

items. In other words, the difference between repetition of non-words low in 

wordlikeness and repetition of non-words high in wordlikeness should be greater for 

those who are good vocabulary learners than for those who are poor vocabulary 

learners. Recall that Gathercole et al. (1999) compared seven children of high and low 

vocabulary knowledge; there was no evidence that the ability to exploit regularities of 

non-words was dependent on vocabulary knowledge. This results suggests that 

vocabulary competence is not dependent on both the ability to learn phonological 

regularities and the capacity of the store. However, this null result may be due to lack 

of statistical power. In order to reevaluate this prediction, performance on the PSTM 

task and the Spanish PSTM task was compared. It is predicted that the difference 

between repetition of non-words high in Spanish wordlikeness and non-words low in 

wordlikeness should be greater for those of superior Spanish vocabulary knowledge 

than for those of lesser Spanish vocabulary knowledge. 

Lastly, participants were asked to report on their knowledge of second 

languages in the L2 competence self-report. It is conceivable that both the capacity of 

the short term store and the ability to learn phonological regularities may be predictive 

of of the number of languages an individual chooses to study and the level to which 

those languages are studied. However, no research has directly investigated the 

relationship between self-reported second language competence and psycholinguistic 

variables. Many factors other than a natural talent for learning languages may dictate 

the number of languages an individual learns and the level to which an individual is 

taught. For this reason, no firm predictions are made concerning either (a) the 

relationship between the capacity of the short term store and self-reported second 

language competence or (b) the relationship between the ability to learn phonological 

regularities and self-reported second language competence. Nonetheless, exploratory 

analyses were performed to assess whether these relationships exist. 
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Specific Predictions. 

To summarise, we have these predictions: 

1. Performance in the PSI will be related to the following measures of lexical 

competence: performance in the Spanish receptive task; performance in the Spanish 

productive task; performance in the Spanish exam; and performance in the German 

learning task. 

2. Performance in the both the PSTM task and the Spanish PSTM task will be 

related to the following measures of lexical competence: performance in the Spanish 

receptive task; performance in the Spanish productive task; performance in the Spanish 

exam; and performance in the German learning task. Further, performance in the 

Spanish PSTM task will be more strongly related to these measures of lexical 

competence than performance in the PSTM task. 

3. Performance on the PSI will be related to performance on both the PSTM 

task and the Spanish PSTM task. Further, the PSI will be more strongly related to 

performance on the Spanish PSTM task than the PSTM task. 

4. Performance in the PSI will be related to measures of lexical competence 

(performance in the Spanish receptive task; performance in the Spanish productive task; 

performance in the Spanish exam; and performance in the German learning task) 

independent of performance in the PSTM task. 

5. PSTM task will be related to measures of lexical competence (performance in 

the Spanish receptive task; performance in the Spanish productive task; performance in 

the Spanish exam; and performance in the German learning task) independent of 

performance in the PSI. 

6. Performance in the PSTM task will be most closely associated with 

measures of productive competence (performance in the Spanish productive task; 

performance in the German productive task; components of the exam that require 

productive skill) rather than measures of receptive competence. 

7. Performance in the PSI will be most closely associated with measures of 

receptive competence (performance in the Spanish receptive task; performance in the 

German receptive task; and components of the exam that require receptive skill) rather 

than measure of productive competence. 
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8. There will be a relationship between the accuracy with which a non-word is 

repeated and the wordlikeness of Spanish non-words. Further, this relationship will be 

most pronounced for those who are best able to learn phonological regularities 

(according to the results of the PSI). 

9. The difference between repetition of non-words high in Spanish 

wordlikeness and non-words low in wordlikeness should be greatest for those of high 

Spanish vocabulary knowledge than for those of low Spanish vocabulary knowledge. 
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Method 

Participants 

Participants were 44 first year undergraduate students. All were enrolled on the 

Spanish for non-specialists course (novice level) at the University of Wales, Bangor. 

This course is designed for students whose main subject of study is not Spanish but 

who wish to study Spanish as part of the first year of a modular degree. This was a 10 

week course which offered two one hour classes per week; in addition, students were 

also expected to attend a half hour conversation class with a native Spanish speaker; 

further, students were also required to spend one hour per week in the language 

laboratory. Thus students should have had two and a half hours contact time with 

Spanish teaching staff per week. 

Students on the Spanish course were split into four classes and were taught by 

two different teachers. Thirty-eight of the participants were taught by one teacher and 

six were taught by another'. The course syllabus and the course text were identical for 

all participants. 

Participants were aged between 18 and 50. The majority of participants spoke 

English as a first language; however, this was not true of all participants: six spoke 

Welsh as a first language but were nonetheless proficient in English; one spoke Greek 

as a first language; and two spoke German as a first language. Ten of the participants 

professed to have some knowledge of German as a second language. Participants were 

recruited following a short talk by the experimenter at the end of one of their first 

Spanish lessons. They were paid £6 for their participation in this experiment. 

Design 

A within subjects design was used. There were four independent (predictor) 

variables: performance in the phonological short term memory (P.S.T.M.) task; 

performance in the Spanish phonological short term memory (Spanish PSTM) task; 

performance in the phonological sequencing index (P.S.I.); and a L2 competence self
' All participants were initially taught by one teacher but 6 of the participants later changed classes and 
were thus taught by a different teacher. 
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report (L2 C.S.R.). There were five dependent (outcome) variables: Spanish 

productive vocabulary knowledge; Spanish receptive vocabulary knowledge; 

perlormance in the end of course Spanish exam; perlormance in the German productive 
. . 

task; and perlormance in the German receptive task. All participants were measured on 

each of the variables. This was a longitudinal study and participants were tested on two 

separate occasions: Tl was at the beginning of their Spanish course (two to three 

weeks after the start of the course) and T2 was seven weeks later (two to three weeks 

before the end of the course). Every effort was made to ensure that the interval between 

Tl and T2 was exactly seven weeks, but since participants were tested individually this 

was not always possible. Participants sat the end of course Spanish exam five weeks 

after formal tuition had ended (this included a three week vacation period). The 

participants thus sat the Spanish exam seven to eight weeks after the T2 testing session. 

At Tl six tasks were administered and at T2 five tasks were administered; for both of 

these testing sessions, a balanced Latin square design was used to determine the order 

in which tasks were performed. (For the purposes of the balanced Latin square design 

L2 C.S.R, the German learning task were treated as one task.) 

Apparatus 

Apparatus were virtually identical to those used in Experiment 5. 

Stimuli and Procedure 

At Tl six tasks were administered; these were: the phonological segmentation 

index (PSI), phonological short term memory task (PSTM), the Spanish receptive 

vocabulary task, L2 competence self-report (L2 C.S.R.) and the German learning task. 

At T2 five tasks were administered; these were: the PSI task, the PSTM task, the 

Spanish PSTM task, the Spanish receptive vocabulary task, and the Spanish productive 

task. Note that the PSI, the PSTM task, and the Spanish receptive vocabulary task 

were administered at both Tl and T2. Tasks used at Tl and at T2 will be described in 

tum. Many of the tasks used in this Experiment duplicate tasks used in Experiment 5. 

Only these tasks not described in Experiment 5 will be be described. 
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Tasks Administered at Time 1 

The stimuli and procedures of the PSI, PSTM task, the L2 C.S.R. and the 

German learning task are described in Experiment 5. EssentialJy, the stimuli and 

procedures of these tasks were identical to those used in Experiment 5 except that 

headphones were used instead of the external speakers to present auditory stimuli. 

The Spanish receptive vocabulary knowledge task. 
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This task used a lexical decision paradigm to assess vocabulary knowledge; the 

task was to distinguish between real Spanish words and non-word foils. 

Stimuli. 

One hundred and twenty target Spanish words were selected from the 2,000 

most frequent items in written Spanish according to the Rodriguez Bou frequency list. 

The Rodriguez Bou frequency list does not assign each item a frequency value; instead, 

items are listed in order of frequency. The 120 target items consisted of every 16th item 

from the frequency list. Target items were one to four syllables in length. 

The 120 Spanish non-word foils were selected from those used in the LLEX 

2.1 Spanish vocabulary test (Meara and Buxton, 1986). These non-words were 

imitated the graphemic and phonological patterns of Spanish (see Appendix 6A). 

Procedure. 

Participants were instructed as follows: 

This is a test of your know ledge of Spanish vocabulary. You will be shown 

240 items, one at a time. If you think the item is a Spanish word, use the 

mouse to click on the "Word" button. If you think it is not a real word, click on 

the "non-word" button. About half of the items are words. If you have any 

questions, ask the experimenter. Otherwise, click the mouse to start the test. 
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One hundred and twenty target Spanish words and 120 non-word foils were 

presented individually in random order; they were presented in a dialogue box at the top 

of the screen in Times font 24 pt. A response pad was situated on the lower half of the 

screen. On the right hand side of the screen there was a rectangular area labelled 

"word"; on the left hand side of the screen there was a rectangular area labelled "non

word". The instructions indicated that participants should click on the "word" area in 

order to indicate that the item was a familiar Spanish word and to click on the "non

word" area to indicate that the item was not a Spanish word. 

Tasks Administered at Time 2 

At T2 five tasks were administered, these were: the phonological segmentation 

index (PSI), the PSTM task, the Spanish PSTM, the Spanish receptive vocabulary 

task, and the Spanish productive task. The PSI and PSTM tasks are described in 

Experiment 1 and the Spanish receptive vocabulary task is described above. The 

Spanish phonological short term memory task and the Spanish productive task are 

described below. 

The Spanish phonological short term memory test (Spanish 

PSTM). 

Both this task (Spanish PSTM) and the PSTM task tested non-word repetition. 

This Spanish PSTM task crucially differed from the PSTM task in that it tested the 

ability to repeat non-words that conformed to the phonological regularities of Spanish. 

Stimuli. 

A set of possible non-word stimuli were rated for wordlikeness by a group of 8 

native Spanish speakers. (See Appendix 6B) Those stimuli that were rated as being 

highest in Spanish wordlikeness, according to the results of the non-word pre-test, 

were selected for use as stimuli. The mean Spanish wordlikeness rating for words 

selected was 3.5. (A rating of 1 represented a rating of low in wordlikeness and a 
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rating of 5 represented a rating of high in wordlikeness.) In order to make up the seven 

and eight syllable non-words, two shorter non-words were joined together. There were 

not enough shorter words with sufficiently high ratings to make up all of the stimuli; as 

a consequence one of the eight syllable words and portions of two of the eight syllable 

words were made of up of non-words that were not included in this pre-test. There 

were 32 non-words to be repeated. These varied from two to eight syllables in length. 

There were four two, three, four, seven, and eight syllable non-words and six, five, 

and six syllable non-words (see Appendix 6C for a list of non-words used). An audio 

taped recording of these stimuli was made using a "Superscope" cassette recorder and 

an "Altai" microphone. An adult male whose first language is Spanish spoke the 

stimuli slowly and clearly with an approximate three second interval between each item. 

Procedure. 

Participants were verbally instructed that they were about to hear a tape 

recording of some nonsense words that sound like Spanish words. They were told that 

the task was to attempt to repeat each word as accurately as possible and that, following 

the presentation of each word, the experimenter would pause the tape and that at that 

point they were to attempt to repeat each non-word. Participants were informed that 

they could take as long as needed to make repetition attempts, but the non-words could 

only be played to them once. The dictaphone was then switched to record and the 

participant's name was spoken into the microphone. Non-words were presented 

individually, pausing the tape in between each non-word, allowing the participant as 

much time as needed to attempt to repeat the item. Target items were presented in 

ascending order of length, that is, the two syllable non-words were presented first, then 

the three syllable non-words, and so on. 

Spanish productive task. 

Stimuli. 

One hundred and seven high frequency Spanish words were selected from 
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among the 900 most frequent Spanish words according to the Rodriguez Bou frequency 

list. Every eighth item on the reduced 900 item Rodriguez Bou frequency list was 

selected (beginning at item 7). Some words selected by this method were unsuitable for 

this test because they could not be directly translated into English in a single word. 

When this was the case, an alternative item as close as possible to the original item in 

the list was chosen. All items were then translated into English using The Pocket 

Oxford Spanish Dictionazy (Carvajal and Horwood, 1997). The English translation 

equivalents of Spanish items selected were presented in random order on a test sheet. 

(See Appendix 6D for a list of test items.) 

Procedure. 

Participants were instructed as follows: 

I would like you to try to write, in the space provided, the Spanish 

translation equi val en ts for each of the words below. If you really don't 

know the Spanish translation for a word, leave the space blank. If you 

think you know the translation but are not sure how to spell it, have a go 

anyway. You will have eight minutes to do this task. 

Participants were allowed eight minutes to perform the task of translating the 

107 English words into Spanish. Eight minutes permitted approximately 4.5 seconds 

to consider each item on the test list. A stop click was placed within the view of 

participants. 

Post experimental interview. 

At the end of the T2 testing session, participants were asked to report on how 

motivated they felt in learning Spanish. They were also asked about their levels of 

attendance on the Spanish course. They were then debriefed and thanked for their 

participation. 
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Exam Performance 

Twenty-five percent of the students' final marks was dependent on 

performance in this written exam. The exam paper was composed of seven separate 

written questions, each contributing a certain percentage towards the total mark. (See 

Appendix 6E for a copy of the exam paper.) 

Question one was a video comprehension task.Students were shown a video of 

six short interviews with native Spanish speakers in which the interviewees described 

their proficiency in a variety of foreign languages. This video was shown to the 

students three times consecutively. Students were asked to name which foreign 

languages each of the six interviewees claimed to be able to speak, and, in order to 

characterise the interviewees' professed proficiency in these languages, for each of the 

six interviewees to tick one of four boxes; these were labelled weak, fair, pretty well, 

and excellent. Performance on this question accounted for 12 percent of the overall 

exam mark. 

Question two was a listening comprehension task. Students were played to two 

short audio taped conversations; the conversation was between two native Spanish 

speakers who described where they live. Students were required to answer four 

questions in English about the content of these dialogues. Performance on this question 

accounted for 12 percent of the overall exam mark. 

Question three was a reading comprehension task. Students read a short passage 

(approximately 250 words in length) which describes a game played by two children. 

Students were required to answer four questions concerning the content of the passage. 

Performance on this question accounted for 20 percent of the overall exam mark. 

Question four was a test of both productive and receptive vocabulary. Students 

were presented with a small town map; the task was to write two interrogative sentences 

concerning directions to a location on the map and to write one sentence in Spanish 

describing directions from one point on the map to another point. Further, students 

were presented with a three sentence passage describing another location on the map 

and were required to answer one comprehension question on this short passage. 

Performance on this question accounted for 20 percent of the overall exam mark. 

Question five was a test of written production. Students were required to write 
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up to 50 words in Spanish describing the amenities in the town portrayed in the map 

used in the previous question (Q4). Performance on this question contributed to 20 

percent of the overall exam mark. 

Question six tested receptive vocabulary knowledge. Students were given a a 

list of 28 high frequency words and asked to arrange words from this list into 10 pairs 

of "opposites" -- words that can be reasonably contrasted. Performance on this 

question accounted for 12 percent of the overall exam mark. 

Question seven was a test of reading comprehension and written production. 

Students were presented with eight statements written in Spanish. Students were 

required to write an interrogative sentence in Spanish that could reasonably act as a 

precursor to each of these statements. Performance on this question contributed 12 

percent of the overall exam mark. 

Students were allowed 1 hour to complete these exam questions. 

Scoring 

The PSI, the PSTM task, the L2 C.S.R., the German productive task, and the 

German receptive vocabulary task were scored as described in Experiment 5. Further 

the Spanish PSTM task was scored according to the criteria laid out in Experiment 5 for 

the scoring of the PSTM task. 

The Spanish receptive vocabulary knowledge task. 

The ability to distinguish Spanish words from non-words was measured using 

the P(k) described in Experiment 5. A hit was defined as a correct "Word" response 

and a false alarm as an incorrect "Word" response. 

The Spanish productive vocabulary knowledge task. 

One point was awarded for each item correctly translated from English into 

Spanish. Half marks were also awarded in certain situations; these were: (a) the 

response was either a close semantic associate or a synonym of the target response for 
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example, the response "chico/a" (boy or girl) was awarded a score of 0.5 when the 

target response was "Bebe" (baby); (b) the response used the correct root form but 

used the incorrect part of speech (for example, the response "trabajador" (worker) was 

awarded a score of 0.5 where the target response was "trabajando"(working); and (c) 

one syllable of the response was incorrect and the rest of the response was correct (for 

example, the response "zucar" was awarded a score of 0.5 when the correct response 

was "azucar"(sugar). All scores were summed to provide a total score of Spanish 

productive competence. Since the test contained 107 items, the maximum possible 

score was 107. 

Exam performance. 

Exam papers were marked by teachers of the "Spanish for non-specialists" 

course. Each teacher marked the papers of the students taught by him or her. As a 

consequence, 38 of the papers were marked by one teacher and six of the papers were 

marked by another teacher. 

Performance on each question on the exam paper contributed to a certain 

percentage of the overall exam mark (i.e., responses to Questions 1, 2, 6, and 7 each 

accounted for 12 percent of the overall exam mark, whereas responses to Questions 3, 

4, and 5 each accounted for 20 percent of the overall exam mark). Marks awarded for 

each question on the exam paper were summed to provide an overall measure of exam 

performance. This overall measure of exam performance was termed Exam total. 

An attempt was made to split tasks into into essentially productive or receptive 

measures of performance. However, this was not possible with regard to productive 

competence: separate marks were not available for productive and receptive elements of 

Questions 4 and 7 (these tapped both productive and receptive competence); further, the 

only task which essentially measured productive competence was Question 5 (written 

production). Nonetheless, in order to provide a measure of receptive competence, the 

marks for Questions 1, 2, 3, and 6 were summed. This was known as Exam mean 

receptive. Henceforth performance on each of the seven exam questions will be known 

as Exam Ql(video comprehension), Q2 (listening comprehension), Q3 (reading 

comprehension, Q4 (productive and receptive), Q5 (writing), Q6 (receptive vocab), and 



Chapter 11: Experiment 6; Individual Differences (2) 

270 
Q7 (receptive and productive). 

Reliability 

The scoring systems for the PSTM task , the Spanish PSTM task, the Spanish 

productive task and the German productive task all involved a degree of subjectivity; 

thus a random sample of 10 percent of the responses were assessed and scored by a 

second rater. In the case of the Spanish productive task this second rater had some 

knowledge of Spanish 

Inter-rater reliability of both the PSTM and the Spanish PSTM task was 

assessed in terms of scores on the PSTM n.syll measure; this measure was used 

because it represented the most fine grain analysis of performance. The inter-rater 

reliability of the Tl PSTM task, according to a measure of Cronbach's alpha, was .97; 

this indicates that 97 percent of the variance in scores was reliable and stable. A 

regression analysis was also conducted to measure inter-rater reliability. This indicated 

that 99 percent of the variance in the scores from the first rater could be accounted for 

by variance in the scores from the second rater ( r = .99, r2 = .99, p_ = 0014). A similar 

level of reliability was obtained for T2 PSTM task data: Cronbach's alpha, was .99 and 

the regression coefficient also suggested that inter-rater reliability was high ( r = .99, r2 

= .99 p_ = 0019).Spanish PSTM data was also reliable: Cronbach's alpha, was .99 and 

the r2 value was .96 (r = .98, p_ = 0017). 

The inter-rater reliability of the German productive task, according to a measure 

of Cronbach's alpha, was .99; and the r2 was .99 ( r = .99, p_ = 0016). Similarly the 

inter-rater reliability of the Spanish productive task, according to a measure of 

Cronbach's alpha, was .99 and the r2 value was .97 ( r = .99, p_ = 01). This indicates 

that scoring on both of these tasks was reliable. 
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Results 

There were a number of missing data points. Two participants did not attend 

the T2 testing session. Nine sets of Tl PSTM data and 10 sets of German productive 

vocabulary acquisition data were lost because the audio tape containing the raw data 

was stolen from the experimenter's car. Only 37 of the 44 participants performed the 

German vocabulary acquisition tasks. The remaining seven participants did not 

perform this task because they were proficient German speakers (in fact German was 

the native language of two of the participants). German vocabulary acquisition data 

from a further eight participants was excluded subsequent to the test because L2 

competence self-report revealed that these participants had some knowledge of German 

beyond elementary proficiency. Six of the participants did not sit the end of course 

exam so exam data were available for only 38 of the participants. The audio taped 

Spanish PSTM data from one participant was lost due to equipment failure. Lastly, one 

of the responses to Q2 listening comprehension was not available. 

Table 6.1. displays the mean scores and standard deviations of all the variables. 

The main hypotheses concern relationships; inspection of the means table does not 

allow evaluation of these. However, there are a few noteworthy points. First, there is 

little difference between mean Spanish receptive vocabulary scores at Tl and those at 

T2. This indicates that, for the majority of participants, performance on the Spanish 

receptive task did not improve from Tl to T2. Further, performance on this task is at 

floor levels at both Tl and T2. 

The mean score on the Spanish Production task was 16 and the maximum score 

on this task was of 107. This suggests that performance was at floor level. Further, 

the distribution of scores in the Spanish Production task is negatively skewed; this 

confirms that performance was at floor level. 

Performance in the PSI is reasonably constant across Tl and T2: the PSI P{k) 

overall score at Tl is comparable to the mean PSI P{k) overall score at T2. Performance 

on the PSTM task is also constant across Tl and T2: all measures of PSTM 

performance at Tl are comparable to those same measures of performance at T2. 

It is also noteworthy that performance on the Spanish PSTM task is enhanced 

relative to performance on both the Tl PSTM task and the T2 PSTM task, particularly 
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as regards accurate recall of syllables. 

Lastly, the mean L2 competence self-report score is almost twice that of 

Experiment 1. Participants in this experiment speak more languages with greater 

proficiency than those of Experiment 1. 

Table 6.1 

Mean scores and Standard Deviations for all measures of tasks performed in 

Experiment 6 
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---------------------------------------------------------------------Variable M fil2 n 

------------------- ------------------ -------- -------- ---------- ------
PSI 

Tl PSI P(k) overall .7 .16 42 

T2 PSI P(k) overall .8 .17 42 

Tl PSI mean RT overall 28.22 22.74 42 

Tl PSI 2 syllable targe ts P(k) .8 .21 42 

Tl PSI 3 syllable targets P(k) .57 .23 42 

Tl PSI 4 syllable targets P(k) .73 .2 42 

PSTM 

Tl PSTM n .words 10.26 3.43 35 

Tl PSTMspan 3.54 1.01 35 

Tl PSTM n .syll 63.66 19.15 35 

T2 PSTM n.words 11.93 3.6 42 

T2 PSTM span 3.98 .84 42 

T2 PSTM n .syll 72.36 18.29 42 

Spanish PSTM 

Spanish PSTM n .words 11.98 5 .7 41 

Spanish PSTM span 5.41 1.5 41 

Spanish PSTM n.syll 112.17 20.74 41 

L2 competence self-report 60.36 56.86 37 

------ - ----------------------- --------------- -------- - ---- - - ------- --
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- ---------------------------------- - ---------------------------------
Variable M Sl2 n 

------------------------------------------------------------------ - --
Spanish receptive Vocabulary task 

Tl Spanish receptive P(k) .2 .14 42 

T2 Spanish receptive P(k) .26 .16 42 

T2 - Tl Spanish receptive .06 .16 42 

T2/ Tl Spanish receptive 2.08 2.03 42 

Spanish productive vocabulary 16.65 8.02 42 

The German learning task 

German receptive task 10.21 4.44 29 

German production acquisition 28.16 19.34 19 

Exam performance 

Exam total 16.97 4.84 38 

Exam mean receptive 9.39 2.35 38 

Ql. Exam video comprehension 9.45 2.58 38 

Q2. Exam listening comprehension 4.26 1.83 37 

Q3. Exam reading 13.29 5.29 38 

Q4. Exam productive and receptive 13.61 5.16 38 

QS. Exam writing 7.79 3.09 38 

Q6. Exam receptive vocab 10.18 2.26 38 

Q7. Exam receptive and productive 7.05 3.13 38 

--------------------------------------------------------------------

Is Performance in the PSI Related to Performance in Measures of 

Lexical Competence? 

In order to investigate the relationship between PSI performance and measures 

of vocabulary competence, a series of Pearson correlations were conducted. The 

relationship between performance in the PSI task and the following measures of lexical 

competence was assessed: the Spanish receptive task, the Spanish productive task, the 

German learning task, exam performance, and L2 competence self report 
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Table 6.2 

Correlation Coefficients of the Relationship Between PSI Performance and Measures of 

Lexical Competence 

Tl PSI P(k) T2 PSI P(k) PSI bin 3 PSI bin 4 

---------- - ---------- ----------------------------- ---------- ---------

Tl Spanish receptive .09 .15 .01 -.05 

T2 Spanish receptive .09 .09 .03 .05 

T2 - Tl Spanish receptive .01 -.04 .03 .09 

T2/Tl Spanish receptive -.13 -.17 - .13 .09 

Spanish Production -.02 .04 -.24 -.09 

German receptive .27 .21 .07 .4* 

German productive .27 .37 .2 .14 

Exam all .23 .2 .12 .19 

Mean receptive .3 .27 .25 .17 

ExamQl .36* .25 .45** .23 

ExamQ2 .12 .27 .13 -.01 

ExamQ3 .19 .27 .14 .2 

ExamQ4 .28 .14 .07 .36* 

ExamQS .15 .03 -.04 .09 

ExamQ6 .35* .28 .1 .26 

ExamQ8 .11 .08 -.06 .1 

L2CSR .26 .14 .16 -.14 

- ------------------------------------------ ------------ - - - ----------
Note. * l2 <.05, ** p_ <.01 

1. The Spanish receptive task: Neither Tl PSI P(k) performance nor T2 PSI 

P(k) performance correlates with performance in the Spanish receptive vocabulary task. 

(See Table 6.2 for coefficients.) Further, the correlations between performance in the 

PSI and measures of gains in performance in the Spanish vocabulary task are 

nonsignificant and negative. It should be noted that performance in this task is at floor 
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level (See Table 6.1 or see Appendix 6F for full correlation matrix) and improvements 

in mean performance from T 1 to T2 are minimal. 

2. The Spanish productive vocabulary task: Neither Tl PSI P(k) performance 

nor T2 PSI P(k) performance correlates with performance in the Spanish receptive 

vocabulary task. (See Table 6.2 for coefficients.) There is a significant correlation 

between Tl PSI P(k) bin 1. However, since performance in the Spanish productive 

task does not correlate with any other measure of performance in the PSI, the 

correlation between TI PSI P(k) bin 1 and Spanish production is probably spurious. It 

should be noted that performance in this task is at floor level. 

3. The German learning task: The correlations between German receptive 

vocabulary acquisition and PSI P(k) overall at Tl and T2 are modest and nonsignificant 

(r = .27, n = .15 and r = .27, n = .26 respectively). Similarly, the correlation between 

German productive vocabulary acquisition and PSI P(k) overall at Tl and T2 are 

modest and nonsignificant (r = .21, n = .36 and r = .36, n = .12 respectively). 

However, PSI performance at bin 4 correlates with performance in the German 

receptive task. It is noteworthy, however, that the power of this analysis was low: 

only the data from the 19 participants, who claimed to have very little knowledge of 

German, could be included in the analysis. Further, 6 of these 19 participants claimed 

to have some elementary knowledge of German. It is conceivable that the elementary 

German knowledge of these six participants acted as a confound. Indeed, when the 

data of all participants who claimed to have any prior knowledge of German were 

removed from the data set, correlation coefficients between Tl PSI performance and 

German receptive vocabulary acquisition (r = .53, n =, 072) and German productive 

vocabulary acquisition (r - .46, n = .13) increase in magnitude considerably. 

4. Exam performance: Inspection of Table 6.2 reveals that Tl PSI P(k) 

correlates significantly with two measures of exam performance, namely: Ql(video 

comprehension) and Q6 (receptive vocabulary). (See Table 6.2 for coefficients.) A 

number of correlations between Tl PSI P(k) and measures of exam performance 

approach significance: the correlations between Tl PSI P(k) and both the mean of 

exam receptive tasks (r = .3 and n = .06) and Q4 (productive and receptive task) (r= 

.28, n = .087) approach significance. The correlations between T2 PSI P(k) and all of 

the following approach significance: Q2 (listening comprehension) (r = .27, 12 = .098); 
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Q6 (receptive vocabulary) (r =.28, 12 = .091), and Exam Mean Receptive (r = .27, 12 = 

.094). Further, there are significant correlations between P(k) at bin 4 and Q4 (the 

productive and receptive task) and between P(k) at bin 3 and Ql (video 

comprehension). There is also a significant correlation between P(k) at bins 6 and 8 

and Q6 (receptive vocabulary). These results indicate that performance in the PSI P(k) 

task is related to some measures of exam performance, particularly as regards 

performance at bin 3 and bin 4. However, no measure of reaction time in the PSI is 

significantly related to exam performance. 

5. L2 competence self-report: Overall performance in the PSI is not related to 

self-rated L2 competence. However, PSI performance at bin 6 is significantly related to 

self-rated L2 competence. (See Table 6.2 for coefficients.) 

To summarise: 

Performance in the PSI is not related to performance in either the Spanish 

receptive vocabulary task or the Spanish productive vocabulary learning task. 

However, performance on both of these tasks is at floor level. PSI performance at bin 

4 is significantly related to performance in the German receptive. Further, the 

relationship between measures of overall PSI performance and performance in the 

German learning task approaches significance. Performance in the PSI is significantly 

related to performance in Ql and Q6 of the Spanish exam. Further, performance in the 

PSI at bin 4 is significantly related to performance in Q4 Spanish exam. 

Is Performance in the PSTM Task Related to Measures of Lexical 

Competence? 

In order to examine whether PSTM performance is related to measures of lexical 

competence, a series of Pearson correlations was conducted. The results are displayed 

in Table 6.3 below. 
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Table 6.3 

Correlation Coefficients Between Measures of PSTM and Vocabulary Leaming 

Tl n .words 

Tl span 

Tl n.syll 

T2 n.words 

T2 span 

T2 n.syll 

Spanish PSTM n.words 

Spanish PSTM span 

Spanish PSTM n.syll 

Tl n.words 

Tl span 

Tl n.syll 

T2 n.words 

T2 span 

T2 n.syll 

Spanish PSTM n.words 

Spanish PSTM span 

Spanish PSTM n.syll 

Tl Spanish 

receptive 

-.02 

.07 

.19 

-.07 

.01 

.06 

.42* 

.31 

.34 

Spanish 

productive 

.06 

-.02 

.3 

-.09 

-.1 

.17 

.45* 

.36 

.51 * 

Mean recp. 

T2 Spanish 

receptive 

-.05 

-.15 

.06 

-.16 

-.02 

-.03 

.29 

.07 

.2 

German 

receptive 

.19 

.18 

.28 

.11 

.21 

.15 

.1 

-.21 

.13 

.Ql 

T2 - Tl Spanish T2/Tl Spanish 

receptive 

-.03 

-.21 

-.1 

-.1 

-.03 

-.09 

-.08 

-.2 

-.1 

German 

productive 

.29 

.32 

.3 

.15 

.21 

.29 

.58* 

.3 

.57* 

.Q2 

receptive 

-.12 

-.18 

-.18 

-.04 

-.03 

-.16 

-.13 

-.18 

-.14 

Exam 

Total 

-.02 

-.03 

.18 

.07 

-.03 

.14 

.52** 

.3 

.61 ** 

.Q3 
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----------------- --------------------------- ---------------------- ---
Tl n.words -.06 -.07 -.13 .12 

Tl span -.08 -.03 -.19 .11 

Tl n.syll .18 .17 .06 .41* 

T2 n.words -.01 -.02 -.02 .16 

T2 span .08 .18 .02 .21 

T2 n.syll .09 .01 .07 .35* 

Spanish PSTM n.words .5** .36* .41 * .48** 

Spanish PSTM span .39* .34* .33* .39* 

Spanish PSTM n.syll .61** .46** .49** .55** 
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Q4 Q5 Q6 Q7 L2 C.S.R. 

Tl n.words .11 .02 .06 -.25 .04 

Tl span .06 -.05 .01 -.41 -.02 

Tl n.syll .2 .13 .14 - .14 .25 

T2 n.words -.001 .05 .04 -.35* .03 

T2 span -.15 -.11 - .04 -.11 .21 

T2 n.syll .04 .12 .15 -.16 .18 

Sp PSTM n.words .43** .42** .35* .11 .49* 

SpPSTM span .35* .3 .17 .04 .34* 

Sp PSTM n.syll .57** .47** .42** .19 .48* 

Note. Tl n.words = Tl PSTM n.words, Tl span= Tl PSTM span, Tl n.syll = Tl PSTM n.syll, 

T2 n.words = T2 PSTM n.words, T2 span= T2 PSTM span, T2 n.syll = T2 PSTM n .syll, Mean 

Reep. = Exam mean receptive, Ql = Ql Video comprehension, Q2 = Q2 Reading 

comprehension, Q3 = Q3 Listening comprehension, Q4 = Q4 Productive and Receptive, Q5 = 

Q5 Writing Q6 = Q6 Receptive vocabulary, Q7 = Q7 Receptive and Productive, L2 C.S.R. = 

L2 Self Rated Competence. Sp PSTM n.words = Spanish PSTM n.words, Sp PSTM span= 

Spanish PSTM span and Sp n .syll = Spanish PSTM n.syll* ~ <.05, ** ~ <.01 

In the following section, the relationship between measures of PSTM and each 

of the measures of lexical competence is described 

I.The Spanish receptive task: There are no significant positive correlations 

between any of the measures of PSTM competence and performance in the Spanish 

receptive task at T2. Further, there is no significant positive correlation between any 

measure of PSTM competence and gains in Spanish receptive performance from Tl to 

T2; in fact, the trend is toward a negative correlation between T2 - Tl Spanish 

receptive and T2/fl Spanish receptive. (See Table 6.3 for coefficients or see Appendix 

6F for full correlation matrix). There is, however, a significant correlation between 

performance in the Spanish receptive task at Tl and performance in the Spanish PSTM 

task. However, this finding is difficult to interpret since at Tl the students had not yet 

been taught any Spanish. 

2. The Spanish productive task: Some measures of the ability to repeat speech 

synthesised non-words were related to performance in the Spanish productive task, 
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albeit nonsignificantly: the correlation between performance in the Spanish productive 

vocabulary task and Tl PSTM n.sy11 (I= .3, 12 = .07) approached significance. In 

contrast, the ability to repeat non-words that resemble Spanish non-words was strongly 

related to performance in the Spanish productive task: there are significant correlations 

between all measures of Spanish PSTM performance and performance in the Spanish 

productive vocabulary task. (See Table 6.3 for coefficients.) 

3. The German learning task: No measure of the ability to repeat speech 

synthesised non-words (Tl PSTM or T2 PSTM) correlates significantly with 

performance in the German learning task. (See Table 6.3 for coefficients.) Further, 

when the seven participants who professed to have some very elementary knowledge of 

German were removed from the data set, correlation coefficients increased; as a 

consequence, correlations between measures of German production and all measures of 

Tl PSTM approached significance, despite the reduction in degrees of freedom. 

Measures of the ability to repeat non-words that resemble Spanish words only correlate 

significantly with performance in the German receptive task when the seven participants 

who professed to have some very elementary knowledge of German were removed 

from the data set. Spanish PSTM n.words and Spanish PSTM n.syll both correlate 

significantly with performance in the German productive task. Nonetheless, when the 

seven participants who professed to have some very elementary knowledge of German 

were removed from the data set, correlation coefficients increased. 

4. Exam performance: Measures of the ability to repeat speech synthesised non

words (Tl PSTM or T2 PSTM) are not significantly related to overall exam 

performance; however, some measures of PSTM performance do correlate with 

performance in exam Q3 (reading comprehension): measures of PSTM n.syll correlate 

significantly with performance in Q3 (reading comprehension) at both Tl and T2. (See 

Table 6.3 for coefficients.) In contrast, measures of Spanish PSTM correlate with 

virtually all measures of exam performance; Spanish PSTM n.words and Spanish 

PSTM n.syll correlate significantly with all measures of exam performance apart from 

Q7 (receptive and productive task) (see Table 6.3 for coefficients). Spanish PSTM 

span correlates with mean recognition, Ql (video comprehension), Q2 (reading 

comprehension), Q3 (listening comprehension), and Q4 (productive and receptive). 

Spanish PSTM span does not, however, correlate with Q5 (writing), Q6 (receptive 
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vocab), and Q7 (receptive and productive). 

5. L2 competence self-report: The L2 competence self-report measure is 

positively related all measures of Spanish PSTM performance. (See Table 6.3 for 

coefficients.) 
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Thus, the ability to repeat speech synthesised non-words low in wordlikeness is 

related to both performance in the Spanish productive task and the German productive 

task; however, these relationships merely approach significance: they fail to achieve 

significance. Ability to repeat speech synthesised non-words low in wordlikeness is, 

however, significantly related to performance in Question 3 of the Spanish exam. 

The ability to repeat non-words high in Spanish wordlikeness is significantly 

related to: (a) performance in the Spanish productive task; (b) performance in the 

German receptive task (once data from the seven participants who professed to have 

some knowledge of German are removed from the analysis); (c) performance in the 

German productive task; and ( d) all measures of exam performance. 

Is Performance in the PSI Related to Performance in the PSTM task? 

Table 6.4 

Intercorrelations Between Measures of PSTM Competence and Performance in the PSI 

Tl PSI P(k) overall T2 PSI P(k) overall 

Tl PSTM n.words .07 .12 

Tl PSTM span .26 .11 

Tl PSTM n.syll .23 .29 

T2 PSTM n.words .07 .12 

T2PSTM span .05 .07 

T2 PSTM n .syll .15 .35* 

Spanish PSTM n.words .37* .4** 

Spanish PSTM span .36* .43** 

Spanish PSTM n.syll .33* .41 ** 
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A series of Pearson correlations was conducted to investigate whether measures 

of performance in the PSI were related to measures of performance in the PSTM task. 

Only T2 PSTM n.syll is related to PSI performance. In contrast all measures of 

ability to repeat non-words high in Spanish wordlikeness are related to PSI 

performance at both Tl and T2. (See Table 6.4 for coefficients or see Appendix 6F for 

full correlation matrix) 

The Independence of the Relationships Between Performance in the PSI, 

the PSTM Task and Measures of Lexical Competence 

It has been demonstrated that both PSTM competence and PSI performance are 

both related to measures of lexical competence. Both the Spanish PSTM task and the 

Tl and T2 PSTM tasks are related to PSI performance; this relationship is particularly 

strong as regards performance in the Spanish PSTM task. It is conceivable that the 

relationship between performance in the PSI and measures of lexical competence are 

mediated by PSTM competence. Similarly, it is possible that the relationship between 

PSTM competence and performance in the measures of lexical competence is mediated 

by PSI performance. In order to investigate these issues, a series of partial correlations 

was conducted. 

Since there was very little disparity in the effects of various different measures 

of PSTM, (PSTM n.words, PSTM span, and PSTM n.syll), measures of PSTM were 

amalgamated such that there were just three measures of PSTM competence. These 

were: Tl PSTM performance, T2 PSTM, and Spanish PSTM. Measures of PSTM 

were amalgamated by transforming individual scores into z; scores. The final 

amalgamated score was the sum of the transformed standardised scores for each 

measure. 

The question of whether performance in the PSI independently is related to 

measures of lexical competence is dealt with first. 

Recall that performance in the PSI is not related to performance in either the 

Spanish receptive vocabulary task or the Spanish productive vocabulary learning task. 

However, performance in the PSI is significantly related to performance in Ql and Q6 

of the Spanish exam. Further, performance in the PSI at bin 4 is significantly related to 
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performance in Q4 (productive and receptive) of the Spanish exam. PSI at bin 4 is 

significantly related to performance in the German receptive task. Do these 

relationships remain significant when performance in the PSTM task is partialled out? 

T2 PSTM data is used in this analysis because T 1 PSTM lacked 7 data points 

(only two data sets are missing from T2 PSTM). When T2 PSTM was partialled out of 

the relationship between T2 PSI P(k) and language outcome measures, the correlation 

between T2 PSI P(k) and performance on exam Q6 (receptive vocabulary) remains 

significant (r = .39, n <.05). Further, under these conditions, the relationships 

between T2 PSI P(k) and both performance QI video comprehension (r = .31, n = .07) 

and the mean of exam receptive tasks (r = .32, n = .063), narrowly miss significance. 

When T2 PSTM is partialled out of the relationship between T2 PSI P(k) and 

performance in the German learning task, the relationship between PSI performance at 

bin 4 and performance in the German receptive task remains significant. This suggests 

that the relationships between PSI performance and some measures of lexical 

competence are independent of performance in the T2 PSTM task. 

However, the relationship between PSI performance and measures of lexical 

competence is not independent of performance in the Spanish PSTM task: when the 

Spanish PSTM is partialled out of the relationship between PSI P(k) and measures of 

lexical competence, none of these relationships remain significant. 

In sum, the relationship between PSI performance and performance on Q6 of 

the exam is independent of ability to repeat non-words low in wordlikeness; this 

relationship is not, however, independent of the ability to repeat non-words high in 

Spanish wordlikeness. 

The question of whether performance in the PSTM task is independently related 

to measures of lexical competence is dealt with next 

Recall that performance in the PSTM task is significantly related to performance 

in Question 3 of the Spanish exam. Performance in the Spanish PSTM task is 

significantly related to: (a) performance in the Spanish productive task; (b) all measures 

of exam performance; and (c) performance in the German learning task. Are these 

relationships independent of performance in the PSI? 

When Tl PSI P(k) is partialled out of the relationship between the PSTM task 

and Q3 (reading comprehension) of the Spanish exam, this relationship does not remain 
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significant. 

However, when Tl PSI P(k) is partialled out of the relationship between the 

Spanish PSTM and the Spanish productive task, this relationship remains significant. 

Further, when Tl PSI P(k) is partialled out of the relationships between the Spanish 

PSTM and all measures of exam performance, all of these relationships remain 

significant apart from one: that one relationship involves performance on Q6 (receptive 

vocabulary). However, the relationship between Spanish PSTM and the German 

learning task does not remain significant when Tl PSI P(k) is partialled out. 

In sum, the relationship between PSTM and lexical competence is not 

independent of PSI performance. However, the relationships between Spanish PSTM 

and some measures of lexical competence are independent of PSI performance. 

Which Task -- PSI or PSTM, Accounts for Most of the Variance in 

Lexical Competence? 

A series of stepwise multiple linear regression analyses were conducted to 

investigate which of the three independent variables (or predictor variables) accounted 

for most of the variance in the six dependent variables (or outcome variables). The four 

predictor variables were performance in the PSI, performance in the Tl PSTM task, 

performance in the T2 PSTM task, and performance in the Spanish PSTM task. The 

five outcome variables were performance in the Spanish receptive task, performance in 

the Spanish productive task, performance in the German learning task, performance in 

the Spanish exam, and the L2 competence self-report. 

In the first analysis performance Spanish receptive vocabulary task was the 

dependent variable, in the second analysis performance in the Spanish productive 

vocabulary was the dependent variable, in the third analyses performance in the the 

German learning task was the dependent variable, and in the fourth analysis L2 

competence self report was the dependent variable. In the fifth set of analyses various 

measures of exam performance acted as dependent variables. The results of these 

analyses will be reported in tum 

1. In the first of these analyses the dependent variable was performance in the 

T2 Spanish receptive task. No variables reached criterion for entry into this model. 
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Two similar multiple regression analyses were conducted. The dependent variables in 

each of these analyses were T2 - Tl Spanish receptive and then T2ff 1 Spanish 

receptive. As in the previous analysis, no variables reached criterion for entry into 

models. 

2. In the second of these analyses the dependent variable was performance in 

the T2 Spanish productive task. Spanish PSTM was entered on the first step (R = .51, 

Rz.= . .26, E = 9.96, 12 = .0038) and T2 PSI P(k) was entered on the second step (R = 

.60, Rz.= .. 36, E = 7.77, 12 = .0022). (See Table 6.5 for Beta coefficients.) 

Table 6.5 

Summary of Hierarchical Regression Analysis for Variables Predicting Performance in 

Spanish Productive Task 

Variable Ii SE B 

--- ------------ ----------------------------------
Step 1 

Step 2 

Spanish PSTM 

T2 PSI P(k} 

Spanish PSTM 

1.39 

-18.04 

1.8 

.43 

8.60 

.46 

.51 

-2.1 

.67 

------- - -----------------------------------------
However, unusually large measures of leverage, and Cook's D2 for one data 

point (participant 17), indicated that the inclusion of PSI (k) on the second step may be 

due to this one data point. A rerunning of the model excluding the data from participant 

17 confirmed this: when the analysis was rerun eliminating the data from participant 17 

PSI was not entered into the model. 

3. Multiple linear regression analyses using German receptive and then German 

productive vocabulary acquisition as the dependent variables were conducted. No 

variables reached criterion for entry into these models. 
2 Leverage measures the deviation of a score from the mean of a particular variable. Cook's Dis a 
measure of influence which combines measures of leverage with a measure of the size of a residual to 
give a measure of how much a particular data point influences the outcome of a regressional analysis. 
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4 . A series of analyses was conducted in which various measures of exam 

performance acted as the dependent variables. In almost all of these analyses, the only 

variable that reached criterion for entry into the model was Spanish PSTM. The results 

revealed that Spanish PSTM is predictive of overall exam performance (R = .45, Ri.= 

.2, E = 6.49, p = .02) and mean receptive knowledge (R = .54, R2 = .. 3, E = 10.5, p = 

.003), Ql (video comprehension) (R = .45, R2 = .. 21, E = 6.6, p = .02), Q2 (reading 

comprehension) (R = .38, R2 = .. 14, E = 4.3, p = .04), and Q3 (listening 

comprehension )(R = .53, R2 = .. 28, F = 9.6, p = .005). (See Table 6.6) 

Table 6.6 

Summary of Hierarchical Regression Analysis for Variables Predicting Measures of 

Exam Performance in which the Independent Variable is Spanish PSTM 

Dependent Variable Ji SE B 

Exam Total .63 .25 .45 

Mean Recognition .36 .11 .54 

Ql Video Comprehension .27 .11 .46 

Q2 Reading comprehension .63 .31 .38 

Q3 Listening Comprehension .355 .114 .53 

4. A multiple linear regression analysis was conducted in which the dependent 

variable was the results of the L2 competence self-report. Spanish PSTM was entered 

on the first step (R = .51, R2 = .. 27, F = 10.97, p = .003, B = 10.97, SE B = 3.43, Ji= 
.52). No other variables reached criterion for entry into the model 

The Relationship Between Wordlikeness, the PSI, and Lexical 

Competence 

In the introduction it was suggested that both the capacity of the short term store 

and individual differences in the ability to learn the phonological regularities of a 
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language independently contribute to the accuracy of a short term representation of a 

novel phonological form. If this is the case, (a) there should be a relationship between 

the wordlikeness of a non-word and the accuracy with which it is repeated, and (b) this 
. . 

relationship should be particularly pronounced for those who are best able to learn the 

regularities of a language. Assuming that the PSI measures the ability to learn the 

phonological regularities of a language, these predictions can be rephrased thus: there 

should be a relationship between wordlikeness of a non-word and the accuracy with 

which it is repeated; however, this relationship should be particularly pronounced for 

those who score highly in the PSI 

Moreover, in the introduction it was suggested that those who are best able to 

exploit the phonological regularities of a language to support a short term representation 

of a novel phonological form are better vocabulary learners. If this is the case, the 

difference between repetition of non-words low in wordlikeness and repetition of 

words high in wordlikeness should be greater for those who are good vocabulary 

learners than for those who are poor vocabulary learners. The following section 

examines these prediction in turn. 

Does wordlikeness effect ability to repeat a non-word? Does this 

depend on PSI performance? 

It is predicted that there should be a relationship between the wordlikeness of a 

non-word and the accuracy with which it is repeated. This prediction was examined 

with regard to performance in the Spanish PSTM task. 

As part of the process of constructing the stimuli for the PSTM task, all of the 

stimuli were rated for wordlikeness by native Spanish speakers. The mean number of 

syllables correctly repeated was calculated for each of the 32 non-words used in the 

test. This value was divided by the total number of syllables in each stimulus in order 

to remove the variance due to item length. A correlation was conducted between mean 

accuracy of repetition and wordlikeness; this revealed a non significant trend towards a 

positive relationship (r = .23, 12 = .197). 

However, the relationship between mean accuracy of repetition and 

wordlikeness is dependent on performance in the PSI: when the data from the eight 
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participants who scored highest on Tl PSI P(k) is used in calculating mean accuracy of 

repetition, there is a significant correlation between wordlikeness rating and repetition 

accuracy (r = .35, n = .045). No such relationship exists when the data from 
. . 

participants who do not score highly on the PSI. 

In sum, these analyses reveal that there is a modest relationship between the 

wordlikeness of a non-word and the accuracy with which it is repeated; however, this 

relationship should be particularly pronounced for those who are best able to learn the 

regularities of a language. 

The interaction between vocabulary knowled2e and wordlikeness 

in non-word repetition tasks. 

It is predicted that the difference between repetition of non-words low in 

wordlikeness and repetition of non-words high in wordlikeness should be greater for 

those of who are good vocabulary learners than for those who are poor vocabulary 

learners. 

In order to evaluate this prediction performance on PSTM and the Spanish 

PSTM task was compared: the PSTM task measures the ability to repeat non-words 

low in wordlikeness; in contrast, the Spanish PSTM task measures the ability to repeat 

non-words high in Spanish wordlikeness; however, T2 PSTM and Spanish PSTM data 

were not directly equivalent. A greater number of five and six syllable non-words 

featured in the Spanish PSTM task than in the PSTM task; as a consequence, the 

maximum score on Spanish PSTM n.syll was 162 and the maximum score on PSTM 

n.syll was 144. In order to make the data directly comparable, all PSTM n.syll and 

Spanish PSTM n.syll scores were divided by the maximum score for each task 

respectively. Further, T2 PSTM was used rather than Tl PSTM data because there 

were some missing Tl PSTM data sets. Exam performance was used as a measure of 

vocabulary knowledge. All marks below the mean exam mark were classed as low 

marks while all marks above the mean were classed as high marks. 

A two way mixed samples ANOV A was conducted to investigate whether the 

effect of wordlikeness depends on vocabulary knowledge. There were thus two 

independent variables: wordlikeness (low wordlike, and high 'Spanish' wordlike) and 
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exam mark (low mark and high mark). The dependent variable was non-word 

repetition performance. This analysis revealed that there was a significant main effect 

of wordlikeness :E(l, 36) = 64.06, n <.001 and a significant interaction between 

wordlikeness and exam mark f(l, 36) = 5.05, n = .03. Inspection of Figure 6.1 

reveals that Spanish non-words were repeated with greater accuracy than non-wordlike 

non-words; however, the difference between repetition of non-words high in (Spanish) 

wordlikeness and non-words low in wordlikeness was greater for those who performed 

above average on the exam. (See Appendix 60 for summary table.) 
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Figure 6.1 The effect of wordlikeness and vocabulary know ledge on ability to repeat 

non-words ( +SE) 

Note. n = 36 

Earlier analyses revealed that the ability to learn and thus exploit the regularities 

of a language is particularly implicated in receptive vocabulary competence. In order to 

investigate whether this effect is more pronounced with regard to receptive vocabulary 

knowledge, this analysis was repeated using the mean performance in receptive exam 

tasks as a measure of vocabulary knowledge. The mixed samples ANO VA revealed 

that there was a significant main effect of exam mark E (1, 36) = 4.487, n = .04, a 

significant main effect of wordlikeness :E(l, 36) = 69.67, n <.0001 and a significant 

interaction between wordlikeness and exam mark E (1, 36), n = .003. The interaction 

is indeed more pronounced as when the dependent variable is performance in exam 

tasks requiring receptive vocabulary knowledge. (See Appendix 60 for summary 
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table.) 

Determinants of Performance in the PSI 

It has been established that performance in the PSI is related to the ability to 

acquire both German receptive and German productive vocabulary. However, it is also 

interesting to examine the pattern of facilitation in the PSI task: does performance 

improve on each successive presentation in a linear fashion, or is the pattern of 

facilitation more suggestive of a curvilinear power function? 

The pattern of facilitation: a power function? 

Facilitation in the PSI can be measured in two ways; these are the accuracy with 

which target items are identified and the speed with which those decisions are made. 

The accuracy of performance on each bin is measured by the P(k) score, whereas the 

speed of response at each bin is measured by mean reaction time. We will examine the 

pattern of facilitation with regard to each of these measures of facilitation in turn. 

The pattern of PSI P(k) scores over the eight bins suggests that performance on 

this task follows a power function. The amount learnt decreases on each successive 

presentation of the stimulus: performance dramatically improves over the first few trials 

but, thereafter, the amount of improvement declines on each successive presentation of 

the target stimuli . Figure 6.2 illustrates the pattern of PSI P(k) at each bin. The data 

falls into the curvilinear pattern typical of behaviours that conform to a power law of 

learning. However, reaction time data does not conform the curvilinear pattern typical 

of behaviours that conform to a power law of learning (see Figure 6.3). 



Chapter 11: Experiment 6; Individual Differences (2) 

290 

bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 

Bin 

Figure 6.2 Mean P(k) performance across each bin in the PSI 
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Figure 6.3 Mean reaction time performance across each bin in the PSI 

Intercorrelations Between Measures of Lexical Competence 

From the point of view of validity, it is of some interest to establish whether 
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language outcome measures intercorrelate. 

Measures of performance in the Spanish receptive task were related to very few 

measures of exam performance (only Q3 and Q7). Further neither of the measures of 

improvements in performance in the Spanish receptive task (T2 - Tl Spanish receptive 

or T2/Tl Spanish receptive) are related to any other measure of lexical competence. 

In contrast, performance in the Spanish productive task correlates not only with 

the overall performance in the exam but also with the majority of the component exam 

questions. 

Table 6.8 

lntercorrelations between measures of lexical competence 

Spanish Spanish German German L2CSR 

Receptive Productive Receptive Productive 

Exam all .29 .57** .45* .65** .3 

ExamQl .15 .28 .46* .59* .44** 

ExamQ2 .22 .43** .13 .71 ** .31 

ExamQ3 .21 .33* .27 .22 .3 

ExamQ4 .09 .44** .38 .5* .28 

ExamQ5 .24 .6** .1 .29 .14 

ExamQ6 .1 .39* .46* .33 .05 

ExamQ7 .46** .31 .12 .24 .47** 

Spanish Rec. .26 .37* .61 ** .24 

Spanish Prod. -- .19 .35 .37* 

German Rec. -- .79** .05 

German Prod. -- .1 

---------- ----- - --------------- --- -------------- - ------------------ --
Note. Spanish Rec = T2 Spanish receptive task, Spanish Prod = Spanish productive task, 

German Rec = German receptive task, German Prod = German productive task, L2 CSR= L2 

competence self report 

* J2. <.05, ** J2. <.01 
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The German productive task correlates significantly with overall exam 

performance and some of the component exam questions, namely: Ql (video 

comprehension), Q3 (reading comprehension), and Q4 (productive and receptive task). 

German receptive performance correlates with overall exam performance and two of the 

component exam questions, namely: Ql (video comprehension) and Q6 (receptive 

vocabulary). German vocabulary acquisition correlates with exam success, but not 

with gains in performance in the Spanish receptive task for Tl to T2. (See Table 6.8 

for coefficients.) 
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Discussion 

A set of specific prediction were made in the introduction. In the following 

section each of these predictions will be evaluated in tum. 
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Is the Ability to Learn Phonological Regularities Related to Measures of 

Lexical Competence? 

The PSI is designed as a measure of the ability to learn the phonological 

regularities of a language by assessing the extent to which participants are sensitive to 

the frequency of phoneme/syllable co-occurrence. 

In order to establish whether the the ability to learn the phonological regularities 

of a language is related to measures of lexical competence, it is necessary to examine 

whether performance on the PSI is related to measures of lexical competence. It was 

predicted that performance in the PSI will be related to the following measures of lexical 

competence: performance in the Spanish receptive task; performance in the Spanish 

productive task; performance in the Spanish exam; and performance in the German 

learning task. The relationship between PSI performance and each of these measures of 

lexical competence will be discussed in tum. 

The Spanish receptive task. 

Performance on the PSI is not related to performance in the Spanish receptive 

task. However, this null effect may be explained by the fact that performance in the 

Spanish receptive task is at floor level at both Tl and T2. Further, performance does 

not improve from T2 to Tl. It appears that the task was simply pitched at too hard a 

level: participants were not familiar with the vocabulary that it tested. In other words, 

participants were not familiar with the majority of items that were selected from a 

sample of the 2,000 most frequent Spanish words. It is possible that the vocabulary 

learnt by the students was not the most frequent; rather it may have been that which is 

most useful in everyday situations. Indeed, some of the test items are high frequency 

according to the Rodriguez Bou frequency list but were unlikely to have featured in the 
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Spanish course (e.g., pigeon, goat, bean). 

This does not, however, explain why correlations between measures of PSI 

performance and measures of the difference between Tl and T2 performance on the 

Spanish receptive vocabulary task trend in a negative direction. It is possible that skill 

in learning phonological regularities was detrimental to performance in the Spanish 

vocabulary task: if a participant is not familiar with the majority of items in the 

vocabulary test, he or she may rely on a tactic of assessing the relative Spanish 

wordlikeness of each item. This tactic will not work when both Spanish words and 

non-word foils are high in wordlikeness. As a consequence, sensitivity to phonological 

regularities of Spanish may result in a high proportion of false alarm responses in the 

Spanish receptive task. The PSI is designed as a measure of ability to learn the 

phonological regularities of a language. Hence a high score in the PSI may be 

associated with poor performance in the Spanish receptive task; further, performance 

would be particularly poor at T2 once participants have had the opportunity to learn 

what the regularities of Spanish are. 

Lastly, the Spanish receptive task test visual recognition Spanish words; the 

ability to learn the phonological regularities of Spanish should be most closely 

associated with auditory recognition of Spanish word. This may also account for the 

null relationship between performance in the PSI and performance on the Spanish 

receptive task. 

The Spanish productive task. 

Performance in the PSI is not, related to performance in the Spanish productive 

task. However, performance in the Spanish productive task was at floor level; thus 

this task was pitched at too high a level (the majority of participants were unable to 

provide the Spanish translation equivalents of most of the items on the test). There 

were 29 words that none of the participants could translate and 10 words that were 

correctly translated by only one participant. As suggested previously, it is possible that 

the vocabulary learnt by the students was not the most frequent but the most useful. 

Thus selecting items for inclusion in the test on the basis of frequency will not capture 

those items learnt by the students. 
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The German learning task. 

The overall measure of PSI performance is not related to performance in the 

German receptive and the German productive task; however, performance in the PSI on 

the forth presentation of target stimuli is significantly related to performance in the 

German receptive task. Nonetheless, two points are noteworthy. First, the power of 

this analysis was extremely low: the data from only 19 participants could be included in 

it. Second, seven of those 19 participants had some elementary knowledge of German; 

this may have acted as a confound. Indeed, there is some support for this contention: 

when the data from those seven participants is removed from the analysis, correlation 

coefficients increase; however, the resultant drop in degrees of freedom means that this 

relationships fail to achieve significance. This suggests that the ability to learn the 

phonological regularities of a language constrains the ability to learn novel foreign 

language vocabulary, particularly receptive vocabulary 

Exam performance. 

Performance in the PSI does not correlate significantly with the overall measure 

of exam performance; however, there is a significant correlation between performance 

in the PSI and performance on Ql (video comprehension) and Q6 (receptive 

vocabulary) of the exam. Further, the correlations between performance in the PSI and 

the two measures of exam performance approach significance: (a) the mean of exam 

receptive tasks, and (b) Q4 (the productive and receptive task). The common theme 

which unites all of the exam questions to which PSI performance is related is that each 

requires receptive competence. This suggests that the ability to learn the regularities of 

a language is related to some elements of exam performance, particularly those tasks 

which require receptive vocabulary competence 

L2 self rated competence. 

Performance in the overall measure of the PSI is not related to self rated second 

language competence; however, performance at bin 6 of the task is. Thus there is some 
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tenuous evidence that the ability to learn phonological regularities is related to the 

number of languages an individual chooses to study and the level to which those 

languages are studied. 

Summary. 
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There is some evidence that performance in the PSI is related to both some 

elements of exam performance and the ability to learn novel foreign language 

vocabulary. This suggests that the ability to learn phonological regularities constrains 

second language lexical development. However, this evidence is not overwhelming. 

Floor performance on the Spanish receptive task and the Spanish productive task did 

not allow adequate assessment of the relationship between the ability to learn 

phonological regularities and lexical competence. Nonetheless, it may be useful to 

discuss the mechanisms by which the ability to learn the phonological regularities of 

Spanish may contribute to Spanish lexical development. 

The mechanisms by which the ability to learn phonoloeical 

reeularities promotes lexical development. 

It was argued in the introduction that the learning of the phonological 

regularities of a language promotes lexical development. Ellis (1996) suggests that 

frequently co-occurring syllables/ phonemes can be processed as chunks. This 

promotes automaticity of recognition of frequently co-occurring chunks of speech input 

and this in tum frees attentional resources to be directed to semantic processing. 

Further, one can hypothesise that the processing of speech input as a set of frequently 

co-occurring chunks reduces the load on working memory. Further still, one may say 

that troughs in the pattern of transitional probability between syllables or phonemes may 

act as a cue to the location of the word boundaries. 

The learning of the phonological regularities of a language may contribute to 

three facets of lexical development; these are: (a) the short term retention of novel word 

forms; (b) the development of automaticity; and (c) speech segmentation. In sum, the 

student who is better able to learn the phonological regularities of Spanish may develop 
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automaticity of word recognition faster than the student who is less able to learn the 

phonological regularities of Spanish. Similarly, the student who is better able to learn 

the phonological regularities of Spanish may be better able to identify Spanish words 

buried in a continuous stream of speech than a student who less able to learn the 

phonological regularities of Spanish. Lastly, the student who has learnt the regularities 

of Spanish may be able to use this knowledge in order to support short term retention of 

a novel word form whereas the student who has not learnt them cannot. 

Additionally, accuracy of performance, over successive trials, in the PSI 

conforms to a curvilinear pattern of facilitation: the gradual reduction in facilitation 

across repeated presentations of stimuli suggests that performance in in the PSI 

conforms to a power function. This is, at the least, suggestive of the theory to the 

effect that a hierarchical chunking process underpins performance in the PSI. 

However, the reaction time data does not also conform to a power function. 

Is the Capacity of the Short Term Store Related to Measures of Lexical 

Competence? 

Chapter 9 reviewed evidence that the capacity of the short term phonological 

store constrains lexical development: the greater the capacity of the store, the more 

complete and precise both the short term and the long term representation of a novel 

phonological from. Two measures of the capacity of the short term store are used: the 

first of these tests the ability to repeat non-words low in wordlikeness (PSTM task); the 

second tests the ability to repeat non-words high in Spanish wordlikeness (Spanish 

PSTM). In the introduction it was argued that the PSTM task largely measures the 

capacity of the store (Gathercole, 1995). By contrast, it was argued that the Spanish 

PSTM task not only measures the capacity of the store but also measures the ability to 

exploit knowledge of the phonological regularities of a language; this is in order to 

support short term retention of a novel word (Gathercole, 1995, Gathercole et al., 

1999). 

Therefore it was predicted that repetition of non-words high in Spanish 

wordlikeness (the Spanish PSTM task) will be more closely related to measures of 

lexical competence than will measures of repetition of non-words low in wordlikeness 
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(the PSTM task). In other words, it was predicted that performance in the both the 

PSTM task and the Spanish PSTM task will be related to the following measures of 

lexical competence: (a) performance in the Spanish receptive task; (b) performance in 
. . 

the Spanish productive task; performance in the Spanish exam; and (c) performance in 

the German learning task. Further, it was predicted that performance in the Spanish 

PSTM task will be more strongly related to these measures of lexical competence than 

performance in the PSTM task. The relationship between both the PSTM task and the 

Spanish PSTM task and each of these measures of lexical competence will be examined 

in turn. 

The Spanish receptive task. 

Neither performance in the PSTM task nor performance in the Spanish PSTM 

task is significantly and consistently related to performance in the Spanish receptive 

task. However, this null effect could be due to floor effects in the Spanish receptive 

task. 

The Spanish productive task. 

Correlations between some measures of Tl PSTM performance and the Spanish 

productive task approach significance. By contrast, all measures of Spanish PSTM 

performance are significantly related to performance in the productive task. This 

finding suggests that the capacity of the store is related to productive lexical 

competence. Moreover, the combined effect of the capacity of the the store and the 

ability to learn phonological regularities is more strongly related to productive lexical 

competence. These results are surprising given that performance in the Spanish 

productive task is at floor level. 

The German Learning task. 

Performance on the Spanish PSTM task is more closely related to performance 

in the German learning task than to performance in the PSTM task. This suggests the 
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capacity of the store constrains the ability to learn novel vocabulary; however, the 

combined effect of the capacity of the store and the ability to learn phonological 

regularities is a greater constraint on the ability to learn novel vocabulary 
. . 

Exam performance. 
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Performance in the PSTM task is not related to overall exam performance but is 

related to performance on Exam Q3 (reading comprehension). In contrast, Spanish 

PSTM is significantly related to virtually all measures of exam performance. These 

results again suggest that the combined effect of the capacity of the store and the ability 

to learn phonological regularities is more closely related to both productive and 

receptive second language lexkal competence than just the capacity of the store. 

L2 competence self-report. 

Self rated second language competence is related to one measure of PSTM 

performance and all measures of Spanish PSTM. This suggests that the capacity of the 

short term store and the ability to learn phonological regularities of a language is related 

to the number of languages an individual chooses to study and the level to which those 

language are studied. 

Summary. 

Performance in the PSTM task is tenuously related to performance in the 

Spanish productive task, the German learning task, exam performance, and self

reported second language competence. By contrast, performance on the Spanish PSTM 

task is more strongly related to all of these measures of lexical competence. These 

results suggest that the capacity of the short term store constrains both productive and 

receptive second language lexical development. However, these results also suggest 

that the combined influence of the capacity of the store and the ability to learn 

phonological regularities places greater constraints on both productive and receptive 

second language lexical development. 



Chapter 11: Experiment 6; Individual Differences (2) 

300 
The Relationship Between the Capacity of the Store and the Ability to 

Learn Phonological Regularities 

Only two of the measures of performance in the PSTM task are related to PSI 

performance. This either indicates that performance in the PSI relies on the capacity of 

the store or that performance in the PSTM task relies on the ability to learn phonological 

regularities. 

By contrast, all measures of performance in the Spanish PSTM task are related 

to performance in the PSI. This adds weight to the notion that the Spanish PSTM task 

not only measures the capacity of the store but also measures the ability to learn 

phonological regularities. 

The Independence of Relationships Between the Capacity of the Store, 

the Ability to Learn Phonological Regularities and Lexical Competence 

Although performance on the PSI and PSTM task are inter-correlated, it was 

predicted that both the PSTM task and the Spanish PSTM task will be related to 

measures of lexical competence independent of performance in the PSI. The results are 

inconsistent. PSTM is related to measures of lexical competence independent of 

performance on the PSI; this suggests that the capacity of the store is not related to 

lexical competence independent of the ability to learn the phonological regularities of the 

language. By contrast, Spanish PSTM is related to measures of lexical competence 

independent of performance on the PSI; this suggests that the capacity of the store is 

related to lexical competence independent of the ability to learn phonological 

regularities. 

Conversely, it was predicted that performance in the PSI will be related to 

measures of lexical competence independent of performance in the PSTM task but not 

the Spanish PSTM task. In accordance with predictions, partial correlation analyses 

revealed that the relationship between PSI performance and performance on Question 6 

(receptive vocabulary) of the exam was independent of performance in the PSTM task 

but not independent of performance in the Spanish PSTM. These results suggest that 

the measures of the ability to learn phonological regularities (the PSI) is related to 
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receptive lexical competence independent of the capacity of the store. However, this 

relationship is not independent of performance on the Spanish PSTM task, that is also 

assumed to tap the ability to learn phonological regularities . 

Which variable is most important in lexical competence? 

Stepwise multiple linear regression analyses reveal that Spanish PSTM is the 

only variable that accounts for a significant amount of the variance in any of the 

measures of lexical competence. This suggests that the only measure that is predictive 

of second language vocabulary knowledge is that which measures both the capacity of 

the store and the ability to learn phonological regularities. However, the failure of 

performance in the PSI and performance in the PSTM to reach criterion for entry into 

the models may be due to lack of statistical power. 

Productive vs Receptive Competence 

It was predicted that performance in the PSTM task will be most closely 

associated with measures of productive competence (performance in the Spanish 

productive task; performance in the German productive task; and components of the 

exam that require productive skill) rather than measures of receptive competence. 

Further, it was also predicted that performance in the PSI will be most closely 

associated with measures of receptive competence (performance in the Spanish 

receptive task; performance in the German receptive task; and components of the exam 

that require receptive skill) rather than measure of productive competence 

There is some evidence that there are subtle asymmetries in the pattern of 

relationships between variables: PSTM is most closely associated with productive 

competence: the PSTM task is related to the Spanish productive task but not the 

Spanish receptive task. However, these results are difficult to interpret because both of 

the Spanish receptive and productive tasks suffer from floor effects. Further, the 

PSTM task is most closely associated with Question 3 (reading comprehension) of the 

exam, which as a task taps mainly receptive competence. In sum, there is little evidence 

to indicate that the capacity of the store is most closely associated with productive 
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competence. 

Nonetheless, evidence suggest that PSI performance is most closely associated 

with receptive competence rather than productive competence: Performance in the PSI 

is most closely associated with those measures of exam performance that test receptive 

competence (QI listening comprehension and Q6 receptive vocabulary). Further, the 

PSI is most closely associated with the German receptive task as opposed to the 

productive task. This suggests that the ability to learn phonological regularities is most 

closely associated with receptive competence. 

Does the Spanish PSTM Task Measure the Ability to Learn Phonological 

Regularities? 

A key element in the account presented here is the assumption that the Spanish 

PSTM task measures both the capacity of the store and the ability to learn phonological 

regularities. Specifically, it is assumed that the Spanish PSTM task measures both the 

extent to which the regularities of Spanish have been learnt and the degree to which a 

participant is able to exploit knowledge of these regularities in order to support short 

term retention of a novel phonological form. However, some form of verification of 

this assumption is needed. 

The account thus far has provided some evidence that the Spanish PSTM task 

measures the ability to learn phonological regularities. 

First, correlational analyses reveal that the PSI is more closely associated to 

performance in the Spanish PSTM than performance in the PSTM task; this suggests 

that the task the PSI (designed to measure the ability to learn phonological regularities) 

and the Spanish PSTM tap common processes. Second, partial correlation analyses 

indicate that relationships between the PSI task and measures of lexical competence are 

not independent of performance in the Spanish PSTM task; this again indicates that the 

PSI and the Spanish PSTM task tap common processes. Third, it is interesting to note 

that there are very few order of syllable errors in repetition of Spanish non-words, but 

this type of error is quite common in repetition of speech synthesised non-wordlike 

stimuli . This suggests that knowledge of the structural properties of the non-word 

stimuli influence performance in the Spanish PSTM task but not the PSTM task 
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If the Spanish PSTM task taps the ability to learn phonological regularities (a) 

there should be a relationship between the wordlikeness of a non-word and accuracy 

with which it is repeated, and (b) this relationship should be particularly pronounced for 

those who are best able to learn the regularity of a language. In other words, it was 

predicted that there will be a relationship between the mean accuracy with which a non

word is repeated and the rated wordlikeness of Spanish words. Further, it was 

predicted that this relationship will be most pronounced for those who are best able to 

learn phonological regularities (according to the results of the PSI). 

Correlational analyses confirmed both these predictions. Indeed, there is a 

relationship between the wordlikeness of Spanish non-words and the accuracy with 

which they are repeated; however, this relationship is only significant for those who are 

best able to learn the phonological regularities of Spanish (according to the the PSI). 

This results suggests that only those who are particularly proficient at learning the 

phonological regularities of a language are able to learn the regularities of Spanish and 

exploit this knowledge in order to support short term retention of novel Spanish words. 

The Interaction Between Vocabulary Knowledge and Wordlikeness in 

Spanish Non-word Repetition 

Gathercole, et al. (1999) tested the central tenet of this account, that is, she 

examined whether lexical competence is a function of both the capacity of the short term 

store and the ability to learn the phonological regularities. She argued that, if lexical 

competence is a function of both the capacity of the short term store and the ability to 

learn the phonological regularities, proficient vocabulary learners should be better able 

to exploit the regularities of wordlike non-words to support short term retention of 

those non-word than less proficient vocabulary learners. In other words, the difference 

between repetition of non-words low in wordlikeness and repetition of words high in 

wordlikeness should be greater for those who are good vocabulary learners than for 

those who are poor vocabulary learners. Gathercole et al. (1999) compared seven 

children of extensive vocabulary knowledge with seven children of poor vocabulary 

knowledge; the results indicated that those children of extensive vocabulary knowledge 

were not better able to exploit the regularities of wordlike non-words compared with 
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those children of poor vocabulary knowledge. However, this null effect may have been 

due to lack of statistical power. In order to reevaluate this prediction, performance on 

the PSTM task and the Spanish PSTM task was compared. 

The results of this analysis revealed that all participants were better able to repeat 

non-words high in Spanish wordlikeness and than non-words low in wordlikeness; 

moreover, the difference between repetition of non-words high and low in 

wordlikeness was more pronounced for those whose marks were above average on the 

Spanish exam. Further, this effect was even more pronounced when performance in 

exam receptive tasks was used as a measure of lexical competence. This indicates that 

those participants of greater lexical competence are better able to exploit the regularities 

non-words to support short term retention of novel words than participants of lesser 

lexical competence. Additionally, this suggests that lexical competence is a function 

both of PSTM competence and the ability to learn the phonological regularities. 

These results are contrary to those of Gathercole et al. (1999). It is conceivable 

that the disparity in findings was due to the language proficiency of participants; in this 

current experiment, participants were novice level second language learners; by 

contrast, participants in the Gathercole et al. (1999) study, were relatively proficient 

speakers of their native language. Additionally, the task in this current experiment was 

to repeat words that conformed to the regularities of the second language whereas, in 

the Gathercole et al. study, the task was to repeat non-words that conformed to the 

regularities of the native language. It was suggested in in the discussion section of 

Experiment 5 (Chapter 10) that the role of the ability to learn phonological regularities 

may depend on the level of proficiency: the ability to learn phonological regularities 

may constrain novice-intermediate level vocabulary acquisition but not advanced level 

vocabulary acquisition. It is possible that all of the children in the Gathercole et al. 

study had reached a stage of proficiency whereby each was equally able to exploit the 

regularities of non-words in order to support short term retention of non-words. 

Conversely, the results of this current experiment suggest that there are large individual 

differences in the abilities of the novice level Spanish learners to acquire and exploit the 

regularities of Spanish. Thus this would account the disparity between the results of 

this current study and those of Gathercole et al. 

Nonetheless, of these two explanation; low power vs the effect of proficiency, 
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the power explanation is the most parsimonious 

Summary. 

• Performance in the PSI is related to some measures of exam performance 

that require receptive competence and to performance on the German 

receptive task. This suggests that the ability to learn phonological 

regularities is related to both second language receptive vocabulary and the 

ability to learn receptive vocabulary. However, floor performance on the 

Spanish receptive task and the Spanish productive task did not allow 

adequate assessment of the relationship between the ability to learn 

phonological regularities and lexical competence. 

• The relationship between the PSI and measures of receptive competence are 

independent of performance in the PSTM task. This indicates that the 

relationship between the ability to learn phonological regularities and L2 

receptive vocabulary is independent of the capacity of the short term store. 

• Performance in the PSTM task is related to one measure of exam 

performance and also to performance in the German learning task. By 

contrast, performance on the Spanish PSTM task is strongly related to all 

measures of lexical competence. These results suggest the the capacity of 

the short term store is related to L2 lexical competence; however, the 

combined influence of the capacity of the store and the ability to learn 

phonological regularities is more strongly related to L2 lexical competence. 

• The relationship between the PSTM task and measures of lexical 

competence is not independent of performance on the PSI. Conversely, the 

relationship between the Spanish PSTM task and measures of lexical 

competence is independent of performance on the PSI. It is therefore 

unclear whether the relationship between the capacity of the store and 

measures of lexical competence is independent of the ability to learn 
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phonological regularities. 

• The PSI is most closely associated with performance on tasks which 

measure receptive competence. This suggests that the ability to learn 

phonological regularities is most closely related to receptive competence 

rather than productive competence. By contrast, there is little evidence that 

the capacity of the store is most closely related to productive competence 

rather than receptive competence. 

• The Spanish PSTM task is the only variable that accounts for significant 

variance in measures of lexical competence. This suggests that only a 

combined measures of the capacity of the store and the ability to learn 

phonological regularities is predictive of lexical competence 

• A key element of this account rests on the assumption that the Spanish 

PSTM task measures both the capacity of the store and the ability to learn 

phonological regularities. The fact that the PSI is more closely related to 

performance in the Spanish PSTM task suggests that these tasks tap a 

common process. Further, there is a relationship between the accuracy 

with which a Spanish non-word is repeated and its wordlikeness, but this 

relationship is most pronounced for those who are best able to learn 

phonological regularities (according to the results of the PSI). These results 

indicate that the Spanish PSTM task does indeed measure both the capacity 

of the store and the ability to learn phonological regularities 

• All participants were better able to repeat non-words high in Spanish 

wordlikeness and than non-words low in wordlikeness; moreover, the 

difference between repetition of non-words high and low in wordlikeness 

was more pronounced for those whose marks were above average on the 

Spanish exam. This suggests that lexical competence is constrained not 

only by the the capacity of the store but also by the ability to learn 

phonological regularities. 
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Chapter 12 

Discussion of Experiments 5 and 6 

This chapter discusses the results of Experiments 5 and 6. First I explore where 

there is a relationship between the aptitude for learning phonological regularities and 

lexical competence (as measured by the PSI). Second, I discuss whether the capacity 

of the store (as measured by the PSTM task) constrains lexical competence. Third, I 

examine whether the combined influence of these factors is related to lexical 

development. Fourth, I discuss the limitations of of this experiment and suggest 

directions for future research. 

Is the Ability to Learn Phonoloi:ical Rei:ularities Related to Lexical 

Competence? 

The PSI is designed as a measure of the ability to learn phonological 

regularities. Recall that this measure assesses the extent to which an individual is 

sensitive to the frequency of phoneme/syllable co-occurrence. In order to evaluate 

whether the ability to learn the phonological regularities of a language is related to 

lexical development, it is necessary to examine whether performance in the PSI is 

related to measures of lexical competence in Experiments 5 and 6. 

The results of Experiment 5 reveal that performance in the PSI is related to 

performance in the both the German receptive task and the German productive task. 

These relationships are independent of performance in the PSTM task. The results of 

Experiment 6 reveal that performance in the PSI is related to some measures of exam 

performance; these are: (a) performance in Question 6 (the receptive vocabulary task); 

and (b) performance in Question 2 (listening comprehension); and (c) the mean of 

receptive tasks. The relationship between performance in the PSI and Question 6 of the 

exam is independent of performance in the PSTM task. 

These results suggest that the ability to learn the phonological regularities of a 

language constrains the ability to learn novel vocabulary and is related to second 

language vocabulary knowledge. Further, the ability to learn the phonological 
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regularities of a language is related to lexical competence irrespective of the capacity of 

the store. 

However, performance on the PSI is not related to performance in the English 

lexical decision task, and neither is it related to performance in the Spanish receptive 

task, the Spanish productive task, the German productive task, the overall measure of 

exam performance, or a number of sub measures of exam performance. Why is the 

ability to learn phonological regularities not related to all measures of lexical 

competence? There are a five of possible explanations for this; these are: (a) the 

influence of confounding variables; (b) the failure of tests of vocabulary to adequately 

measure vocabulary knowledge; (c) a lack of statistical power; (d) the effect of 

proficiency level; and (e) specificity in the the role of the ability to learn phonological 

regularities in lexical development. Each of these possibilities will be addressed in tum. 

The effect of confounding variables 

The correlations between performance on the PSI the measures of ability to 

learn German vocabulary are far stronger than the correlations between performance on 

the PSI and measures of Spanish vocabulary knowledge. 

The German learning task measures the ability to learn German vocabulary 

under conditions in which exposure to vocabulary is strictly controlled. This is not true 

of exposure to Spanish vocabulary: the Experiment 6 post experimental interview 

revealed attendance at lectures, conversation classes, and language laboratories varied 

widely among participants. Moreover, motivation varied widely among participants. 

Thus exposure and motivational factors may have acted as confounding variables in 

Experiment 6; and this may have attenuated the relationship between the ability to learn 

phonological regularities and Spanish vocabulary acquisition. 

A failure to adequately measure lexical competence? 

The PSI is significantly related to performance in the German learning task and 

the Spanish exam but not performance in the following: the Spanish receptive task; the 

Spanish productive task; and the English lexical decision task. 
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Performance in the Spanish receptive receptive task and the Spanish productive 

task were at floor level: it is thus certain that these tasks failed to adequately measure 

variability in Spanish receptive and Spanish productive vocabulary knowledge. 

Further, performance in the English lexical decision task may have measured breadth 

of education rather than lexical competence. This may account for the lack of a 

relationship between performance in the PSI and the above measures of vocabulary 

knowledge. 

A lack of statistical power? 

The relationship between performance in the German learning task and 

performance in the PSI is far stronger in Experiment 5 than in Experiment 6. This 

effect can be easily explained by recourse to statistical power. Thirty-eight participants 

were included in the correlational analysis in Experiment 5; by contrast, only 19 

participants were included in the the correlational analyses in Experiment 6. Fewer 

participants results in a reduction in degrees of freedom and a reduction in statistical 

power. As a consequence, correlation coefficients of about r = .4 - .5 for the 

relationship between PSI performance and German learning in both Experiments 5 and 

6 give rise to significant effects in Experiment 5 but not in Experiment 6. Further, all of 

the analyses are deficient in power. For example, assuming that the correlation 

coefficient between the ability to learn the phonological regularities and lexical 

competence in the population is about I= .3 in order to obtain power= .8, one would 

need to collect data from 88 participants. There were just 38 participants in Experiment 

5 and 44 in Experiment 6. 

The effect of proficiency? 

Performance in the PSI is related to performance in the German learning task 

and some measures of Spanish receptive vocabulary knowledge; the PSI is not, 

however, related to performance in the English lexical decision task. This suggests that 

the ability to learn phonological regularities is related to the acquisition of novel foreign 

and second language vocabulary but not low frequency native language vocabulary. It 
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was suggested in the discussion of Experiment 5 that the role of the ability to learn 

phonological regularities may evolve such that it is important in the early stages of the 

acquisition of a language but not in the advanced stages. It is conceivable that all 
. . 

children eventually learn the phonological regularities of their native language such that 

individual differences in ability to learn phonological regularities cease to affect 

vocabulary development once all children have reached that stage of proficiency. 

To summarise: 

Exposure and motivational factors may have acted as confounding variables in 

Experiment 6 and may thus have attenuated all relationships between PSI and Spanish 

vocabulary knowledge. Further, the Spanish receptive task ,the Spanish productive 

task, and the English lexical decision task may not not have adequately measured lexical 

competence; this may account for the lack of a relationship between performance in 

these tasks and performance in the PSI. Additionally, all analyses may suffer from a 

lack of statistical power. Lastly, it is possible that the role of the ability to learn 

phonological regularities evolves and is dependent on the proficiency level of the 

learner. However, none of these suggestions accounts for why performance in the PSI 

correlates with some measures of exam performance but not others. It may be 

beneficial to first examine the mechanisms by means of which the learning of 

phonological regularities constrains lexical development. 

The mechanisms by which the ability to learn phonological 

regularities constrain lexical development 

It was suggested in the introduction that the ability to learn the phonological 

regularities of a language constrains three facets of lexical development: short term 

retention of a novel word form; development of automaticity; and speech segmentation 

skills. 

Knowledge of the the regularities of a language can be used to support short 

term retention of novel word form that conforms to the regularities of the language. 

This may function on the basis of pre-lexical perceptual processes (Gathercole, 1995) 

or post-lexical redintegrative processes (Hulme, Maughan, and Brown, 1991). 

Ellis (1996) argued that the ability to learn the phonological regularities of a 
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language promotes automaticity of word recognition: if a word is processed as a set of 

perceptual chunks rather than a series of individual phoneme/syllables this will speed 

word recognition process. Further, automaticity of word recognition allows the 

diversion of attentional resources away from word recognition processes and towards 

other vital process such as semantic or syntactic analysis. 

The segmentation of speech is an important precursor to vocabulary acquisition. 

The learning of the phonological regularities (or transitional probabilities) of a language 

facilitates speech segmentation (Saffran, Aslin, and Newport, 1996; Saffran, Newport, 

and Aslin, 1996; Saffran et al., 1997). Troughs of the pattern of transitional 

probabilities may provide a cue to location of word boundaries. 

This suggests that the individual who is more proficient at learning the 

regularities of a language is better able to retain novel German/Spanish words in the 

short term store, is more automatic in processing auditory German/Spanish words, and 

is better able to strings of Spanish words into discrete word units. In short this 

suggests that the individual who is very proficient at learning the phonological 

regularities of a language is better able to learn second language vocabulary. 

Considerations of the modality of the test and of the learnine 

environment 

The forgoing description suggests that the ability to learn the phonological 

regularities of a language is related to short term retention of auditory word forms and 

the development of auditory word recognition. It does not constrain the development of 

visual word recognition processes. In short, the learning of phonological regularities is 

important in listening skills but not in reading skills. 

In accordance with this, the PSI is most closely related to tasks that tap auditory 

word recognition skills rather than visual word recognition skills; these are: (a) tasks 

that test auditory perception of novel words; and (b) tests vocabulary learnt from speech 

rather than reading. Consider again the tasks to which performance in the PSI is 

related; these are: the German learning task; Question 6 (the receptive vocabulary task); 

and Question 2 (listening comprehension). Both the German learning task and the 

Question 2 (listening comprehension) rely on auditory perceptual processes. By 
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contrast, the PSI is not related to both the Spanish receptive task and the English 

Vocabulary. Both of these tasks present words visually. Similarly, performance in the 

PSI is not related to performance in those tasks that rely on reading competence; these 

are: Question 3 (reading comprehension); the receptive element of Question 4; and the 

receptive element of Question 7. Further, performance in the PSI is not related to 

performance in tasks that test written production; these are: the Spanish productive 

task; Question 5 (writing),;and the productive elements of Question 4 and 7. In 

general, those tasks to which the PSI is related depend on auditory perceptual 

processes; by contrast, those tasks to which the PSI is not related depend on visual 

word recognition or writing skills. 

There are two notable exceptions to this trend. First, Question 1 (video 

comprehension) relies on auditory perceptual processes but is not related to PSI 

performance; however, this task suffers from ceiling effects. Second, Question 6 

presents vocabulary visually but is strongly related to performance in the PSI. 

It is conceivable that the PSI is not only related to those tasks that directly 

require auditory perceptual skill but is also related to measures of lexical competence -

those that test knowledge of vocabulary gained from speech rather than reading. The 

vocabulary tested in Question 6 may have been derived primarily from conversation and 

aural language exercises; conversely, the low frequency vocabulary tested in the 

English lexical decision task is most likely to be derived from reading (West et al., 

1993). This may explain why there is a relationship between performance on the PSI 

and Question 6 and no relationship between performance on the PSI and the English 

lexical decision task. 

In short, it is suggested that the ability to learn the phonological regularities of a 

language contributes to the formation of auditory representations of novel second 

language words . It was predicted that the ability to learn phonological regularities 

constrains receptive competence rather than productive competence. It appears that the 

categories of receptive and productive competence are not helpful in this context. The 

data suggests that the ability to learn the phonological regularities of a language are 

related auditory receptive competence; and as a corollary of this is also related to speech 

production skills 

By way of a conclusion, it appears that confounding variables of exposure and 
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statistical power, may have all played a role in the pattern of effects. However, the 

findings of Experiments 5 and 6 suggest that the ability to learn phonological 
. . 

313 

regularities constrains learning of vocabulary from auditory input rather than visual 

input. As a consequence, the ability to learn the phonological regularities of a language 

is implicated in the development of auditory word recognition skills, not the 

development of visual word recognition skills. The relationship between the ability to 

learn phonological regularities and measures of lexical competence is primarily 

determined by this consideration. 

Is the Capacity of the Store Related to Lexical Competence? 

The PSTM task is a measure of the capacity of the short term store. Recall that 

this measure assesses the extent to which an individual is able to repeat a set of speech 

synthesised non-words. In order to evaluate whether the ability to learn the 

phonological regularities of a language is related to lexical development, it is necessary 

to examine whether performance in the PSTM task is related to measures of lexical 

competence in Experiments 5 and 6. 

The results of Experiment 5 reveal that performance in the PSTM task are 

related to performance in the German receptive task, the German productive task, and 

the English vocabulary task. The relationship between performance on the PSTM task 

and performance in both the German productive task and the English lexical decision 

task are independent of performance in the PSI; however, the relationship between 

performance in the PSTM task and performance in the German productive task is not 

independent of the PSI. 

The results of Experiment 6 reveal that Performance in the PSTM task is related 

to Question 3 (reading comprehension) exam performance and also to performance in 

the German learning task. However, neither of these relationships is independent of 

performance in the PSI. 

These results suggest that the capacity of the store constrains vocabulary 

development. In other words, both short term and long term retention of a novel 

second language words depends upon the capacity of the store; excellent short term 
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memory function promotes the learning of second language vocabulary. 

However, if excellent short term memory function promotes the learning of 

second language vocabulary, why is performance in the PSTM task not related to all 

measures of lexical competence? The arguments cited above in reference to the PSI are 

also relevant here: confounding variables of motivation and exposure may have 

attenuated the relationship between performance on the PSTM task and measures of 

lexical competence; the Spanish receptive task and the Spanish productive task certainly 

failed to adequately measure variability in Spanish receptive and productive vocabulary 

knowledge; and all correlations, and particularly those pertaining to performance in the 

German learning task in Experiment 6, are low in power. These factors may explain 

why performance in the PSTM task is not related to all measures of lexical competence. 

Moreover, considerations of modality may also be relevant. 

Specificity in the role of short term memory function in 

vocabulary acquisition. 

The PSTM task appears to be particularly related to two different kinds of 

measures; (a) those that require reading competence; and (b) those that require 

productive competence:. The relationship between performance in the PSTM task and 

these two aspects of lexical competence will be examined in turn. 

These results suggest that the capacity of the store particularly constrains 

reading development: performance in the PSTM task is related to performance in 

Question 3 of the exam which tests Spanish reading comprehension; performance in the 

PSTM task is also related to performance in the English lexical decision task which tests 

knowledge of vocabulary probably derived from reading (West et al., 1993). Indeed, 

there is some evidence that the PSTM system plays a role in native language reading 

skill (Shankweiler, Leiberman, Mark, Fowler, and Fischer, 1979; Johnston, 1982; 

Gathercole and Baddeley, 1993). Further, there is evidence that working memory 

capacity is related to the ability to extract the meaning of a word from the context of a 

written passage (Daneman and Green, 1986). Thus the PSTM task is particularly 

related to those task which tap reading skill. 

These results indicate that the capacity of the short term store places greater 
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constraints on the acquisition of productive rather than receptive vocabulary. These 

results concur with those of Edwards and Lahey (1998) who show that phonological 

short term memory competence is most closely related to productive competence. 

Recall that Gathercole (1995) argues that both repetition of non-words low in 

wordlikeness and digit span task are both act as a reasonably "pure' measure of lexical 

competence. The finding that repetition of non-words low in wordlikeness is related to 

productive competence is therefore in accordance with the findings of Gathercole et al. 

(1997) and with those of Gathercole and Adams (1993, 1994). Gathercole et al. 

(1997) ascertained that digit span is related to the ability to acquire productive 

vocabulary but is not related to the ability to acquire receptive vocabulary. Recall also 

that Gathercole and Adams (1993, 1994) ascertained that digit span is not independently 

related to receptive vocabulary knowledge. 

It is unclear why PSTM capacity should be important in productive competence. 

It is conceivable that that the capacity of the short term store determines, at least in part, 

whether a novel word is represented in its entirety. 

Further, the storage of the entire representation of the word may be more important in 

productive rather than receptive competence: a partial representation of an item may be 

sufficient for recognition of a word but is certainly not sufficient for production. 

In summary: 

By way of a conclusion, confounding variables of exposure and motivation, 

floor effects on the Spanish receptive and productive tasks, and a lack of statistical 

power may have influenced the strength with which performance in the PSTM task is 

related to measures of lexical competence. Nevertheless, the pattern of correlations 

suggest that PSTM is particularly related to measures of both reading competence and 

productive competence. These findings indicate that phonological short term memory 

function is particularly important in reading development and in the development of 

productive competence rather than receptive competence. 

The Combined Influence of the the Capacity of the Store and the Ability 

to Learn Phonological Regularities 

The Spanish PSTM task is designed as a measure of both the ability to learn 
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phonological regularities and the the capacity of the store. Before going any further, it 

would be wise to discuss whether the findings indicate that the Spanish PSTM task 

does in fact measure both of these variables. 

The Spanish PSTM task: a measures of both the ability to learn 

phonological regularities and the capacity of the short term store? 

Two finding indicate that the Spanish PSTM task measures both the ability to 

learn phonological regularities and the capacity of the short term store. First, 

performance on the Spanish PSTM task is more closely related to performance in the 

PSI than performance in the PSTM task. This suggests that the PSI and the Spanish 

PSTM tasks tap common process. Recall that the PSI is designed as a measure of the 

ability to learn phonological regularities; this suggests that both the PSI and the 

Spanish PSTM task measure the ability to learn phonological regularities, whereas the 

PSTM task does not. 

Second, the accuracy with which each Spanish non-word is repeated is related 

to the degree to which the non-word resembles real Spanish words. Moreover, this 

relationship is most pronounced for those who score highly on the PSI. It is assumed 

that the PSI measures the ability to learn the phonological regularities of a language. 

Hence, these findings indicate that only those participants who are proficient learners of 

phonological regularities were able to exploit knowledge of the regularities of Spanish 

in order to support short term retention of Spanish non-words. In short, these findings 

indicate that the Spanish PSTM task does indeed measure both the capacity of the store 

and the ability to learn phonological regularities. 

The relationship between the Spanish PSTM task and lexical 

competence 

Despite the influence of confounding variables, floor effects in the Spanish 

recognition task and the Spanish productive task, and the lack of statistical power, 

performance on the Spanish PSTM task is strongly related to virtually all measures of 

lexical competence. Specifically, performance on the Spanish PSTM task is related to 



Chapter 12: Experiments 5 and 6; Discussion 

317 
all measures of lexical competence in Experiment 6 bar the Spanish receptive task. 

Further, the Spanish PSTM task is the only variable that accounts for a significant 

amount of the variance in measures of lexical competence in Experiment 6. This 

suggests that the combined influence of the capacity of the store and the ability to learn 

phonological regularities is closely related to lexical competence. Further, this task, 

designed to measure the combined influence of the capacity of the store and the ability 

to learn phonological regularities, is more closely related to lexical development than are 

the tasks designed to measure the independent contribution of each of these factors. 

Further support for the claim that both the ability to learn phonological 

regularities and the capacity of the store contributes to lexical development comes from 

the comparison of participants' performance in the Spanish PSTM task and the PSTM 

task: all were better able to repeat non-words high in Spanish wordlikeness (the 

Spanish PSTM task) than non-words low in wordlikeness (the PSTM task); moreover, 

the difference between repetition of non-words high a in wordlikeness and non-words 

low in wordlikeness was more pronounced for those whose marks were above average 

on the Spanish exam. This indicates that those of high lexical competence are better 

able to exploit the knowledge of the regularities of a language in order to support short 

term retention of a novel word. It is reasonable to assume that this ability to exploit the 

regularities of Spanish may be one reason for exam success. These results are contrary 

to those of Gathercole et al., 1999; the reasons for this disparity are unclear. It is 

possible that differences between the language proficiency of participants in the 

Gathercole et al. (1999) study and Experiment 6 may be the source of this disparity. 

However, it is more likely that the Gathercole et al. (1999) study simply lacked 

statistical power. 

These findings also have wider implications for the interpretation of some of the 

literature regarding the role of PSTM in vocabulary acquisition. Much of the literature 

published before 1991 assumed that non-word repetition of wordlike items measured 

only the capacity of the store; data was interpreted in the light of this assumption. For 

example, recall that Service (1992) used a test of non-word repetition to measure the 

capacity of the short term store. Service found that non-word repetition ability was 

closely related to various measures of the ability to acquire English as a second 

language; she duly concluded that the capacity of the short term store constrains second 
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language vocabulary development. It is noteworthy that the non-word repetition test 

used by Service measured the ability to repeat non-words that conformed to the 

regularities of English. The data from Experiment 6 suggests that such a non-word 

repetition test not only measures the capacity of the store but also taps the ability to learn 

phonological regularities. Thus the correlations between performance and measures of 

lexical competence in Services' study may not only be due to the operation of the short 

term store but also to phonological sequence learning mechanisms. 

In summary: 

The ability to learn the phonological regularities of a language is related to both 

the ability to learn novel foreign language vocabulary and measures of second language 

vocabulary knowledge. Further, the ability to learn phonological regularities is related 

to measures of lexical competence irrespective of the capacity of the short term store. 

Moreover, the ability to learn the phonological regularities of the a language is most 

closely associated with those measures of lexical competence that either tap speech 

perceptual abilities or vocabulary knowledge that is derived from auditory exposure. 

These findings imply that the ability to learn the phonological regularities of a language 

is most strongly related to the development of the auditory input lexicon. 

The capacity of the short term store is related to both the ability to learn novel 

foreign language vocabulary and both native language and second language vocabulary 

knowledge. Further, the capacity of the short term store is related to the ability to learn 

novel vocabulary and this is irrespective of the ability to learn the phonological 

regularities of a language. The capacity of the short term store is most closely 

associated with measures of productive competence and reading competence. This 

indicates that capacity of the store is most strongly related to the development of both 

the auditory and written output lexicons; however, it may also be related to the 

development of the visual input lexicon. 

Repetition of words high in wordlikeness measures not only the capacity of the 

store but it also measures the ability to exploit the regularities of a language in order to 

support short term retention of a novel word form. Accordingly, it is this measure 

which is most strongly related to measures of lexical competence. In other words, the 

combined influence of both the capacity of the short term store and the ability to learn 

the regularities of a language acts as a better predictor of vocabulary development than 
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either of these factors could do independently. 

A Proviso: What Does the PSI Measure? 

This account rests on the key assumption that the PSI measures the ability to 

learn the phonological regularities of a language. Recall that this task uses a continuous 

recognition paradigm: following the auditory presentation of a non-word, participants 

are asked to indicate whether the non-word has been presented previously within the 

task. Target non-words are presented repeatedly, whereas foil non-word items are 

presented only once. The PSI measures the extent to which participants are able to 

distinguish between sequences of phonemes/syllables that occur only once (foils) and 

sequences of phonemes/syllables that occur with relative frequency (targets). In 

essence, the PSI measures the extent to which participants are sensitive to the frequency 

of phoneme/syllable co-occurrence. 

However, performance on the PSI may measure other factors apart from the 

ability to learn the phonological regularities of a language. Before coming to any 

unequivocal conclusions regarding the role phonological sequence learning in lexical 

development, it is necessary to point out where weaknesses in the argument lie. 

First, Saffran et al. (1997) claim that the process of learning phonological 

regularities is an implicit one; however, it is unclear whether implicit or explicit 

processes underpin performance in the PSI. Second, it is conceivable that the 

relationship between the PSI and measures of lexical competence is mediated by the 

extent to which an individual can utilise mnemonic strategies to aid encoding of a target 

item. Third, this account claims that a hierarchical chunking process underpins 

performance on the PSI, yet the task does not reveal how target items are mentally 

represented. Fourth, it is conceivable that the PSI measures nothing more than can be 

measured using a non-linguistic test of simple associative learning. These points will 

be dealt with in turn. 

What type of processine - implicit or explicit? 

Saffran et al. (1997) argued that the learning of the regularities of a language 
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relies on implicit processing. Therefore it is of some interest to ascertain whether 

performance on the PSI is based on implicit or explicit processing. On each trial. the 

PSI requires a recognition decision regarding whether a particular item has been 

encountered previously. This type of recognition decision can be made on the basis of 

effortful recall of the trial or trials in which the item had been encountered. 

Alternatively, such a decision can be made on the basis of a sense of familiarity with an 

item; this sense of familiarity can be derived from perceptual fluency (i.e., the ease of 

processing gained from having previously encountered the item) (Jacoby and 

Whithouse, 1989; Jacoby, 1988; Jacoby, Kelly, and Dywan, 1989). A number of 

studies have demonstrated that recognition memory is a function of both familiarity and 

recollection (e.g., Conway and Dewhurst, 1995a; Conway and Dewhurst, 1995b; 

Dewhurst and Conway, 1994; Gardiner and Java, 1990, 1991; Gardiner and Parkin, 

1990). 

However, Gardiner and Java (1990) demonstrated that recognition of non

words is more likely to be based on a sense of familiarity than explicit recognition. 

They gave participants a recognition test containing a mixture of words and non-words. 

They found that participants made more "remember" responses (based on explicit 

recognition to words than to non-words, but more "know" responses (a judgment 

based on familiarity) to non-words than to words. Further, Johnston, Dark, and 

Jacoby (1985) demonstrated that perceptual fluency contributes more to non-word 

recognition than to word recognition (recall that perceptual fluency is one possible 

source of familiarity). In sum, recognition memory for non-words is more likely to to 

be based on implicit processes rather than on explicit processes. However, further 

research is needed to investigate this issue thoroughly. 

The use of explicit mnemonic strategies. 

It is possible that the relationship between PSI performance and measures of 

vocabulary competence is mediated by the extent to which an individual can utilise 

mnemonic strategies to aid encoding of a novel word form: it would be possible to use 

key word mnemonics (Atkinson and Raugh, 1975) to aid recall of target items in the 

PSI by associating target items with a key word; for example, the word "mirror" could 
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act as a key word mnemonic to aid recognition of the target item "mIXrOW". It is 

possible that performance in the PSI is influenced by the extent to which an individual 

is able to form key word mnemonics. Further, it is possible that those who are better 

able to learn mnemonics score higher in the PSI; further still, it is possible that those 

who are better able to learn mnemonics are better vocabulary learners. It is therefore 

possible that performance in the PSI is related to lexical competence because those who 

are better able to create mnemonics both score higher in the PSI are and are better able 

to learn second language vocabulary. 

There is, however, one difficulty with such an interpretation: it is necessary, in 

the PSI, to identify a target item as such before mnemonics can be of use. Performance 

in the PSI will be influenced firstly by the ability to identify target items and secondly 

by the ability to recognise each of those target items on subsequent trials. Explicit 

memory strategies can only influence the second of these processes. It is therefore 

unlikely that use of mnemonic strategies could mediate the relationship between PSI 

performance and the ability to learn novel vocabulary. More research is needed to fully 

eliminate this possibility. 

Performance on the PSI: a hierarchical chunking process? 

It has been argued that the learning of phoneme/syllable co-occurrences depends 

on a chunking process: frequently co-occurring phonemes/syllables are chunked into a 

single perceptual units. Further, this process is hierarchical such that speech input is 

chunked into ever larger linguistic units. Newell and Rosenbloom (Newell, 1990; 

Newell and Rosenbloom, 1981; Rosenbloom and Newell, 1987) have ascertained the 

hallmark of a hierarchical chunking process is learning that proceeds according to a 

power function. 

However, performance on the PSI indexes participants' learning of novel target 

word forms but it does not tell us how they mentally represent those word forms. In 

order to ascertain whether there is a progression in terms of mental representation from 

smaller linguistic units to larger linguistic units, it is necessary to carry out further 

research. Nevertheless, the fact that performance on the PSI does conform to a power 

function at least suggests that a hierarchical chunking process underpins performance 
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on the task. 

The PSI a measure of linguistic skill or general intelligence? 

It has been argued that the ability to learn phonological regularities is a 

linguistic skill based on the operation of simple associative learning mechanisms. 

However, it is possible that the PSI does not measure a linguistic skill but is simply 

another way of measuring a general factor of simple associative learning ability. 

Contrary to this possibility, there is evidence that special language abilities are domain 

specific; they reflect the structural enhancement of the area of cortex responsible for 

auditory sensory association. This is possibly located in the temporo-parieto-occipital 

junction (Waterhouse 1988). Thus again, in order ascertain whether the ability to learn 

the phonological regularities of a language, it is necessary to carry out further research. 

In summary: 

Saffran et al. (1997) argues that the process of learning phonological regularities 

is an implicit one. However, it is possible that both implicit and explicit processes 

underpin performance on the PSI. Against this latter thesis, a number of studies 

suggest that recognition memory for non-words is generally based on implicit 

processing. It is possible that the relationship between the PSI and measures of lexical 

competence is mediated by the ability to use mnemonics, However, mnemonic 

strategies could only be of limited use in the PSI and are thus unlikely to mediate the 

relationship between performance in the PSI and measures of lexical competence. 

Performance on the PSI indexes participants' learning of novel target word form but it 

does not reveal how those items are mentally represented. It is thus an assumption that 

a processes of hierarchical chunking of linguistic units underpins performance in this 

task. Nonetheless, this is not an entirely unreasonable assumption: performance in the 

task conforms to a power function -- this is the hallmark of learning that proceeds 

according to a hierarchical chunking algorithm. Lastly, it is possible that performance 

in the PSI does not reflect a specifically linguistic process; however, research suggests 

that language learning ability is domain specific. 

As before, all these issues require further investigation. 
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Summary 

• The ability to learn the phonological regularities of a language is related to 

both the ability to learn foreign language vocabulary and second language 

vocabulary knowledge. Further, the ability to learn phonological regularities 

is related to measures of lexical competence irrespective of the capacity of 

the short term phonological store. Moreover, the pattern of correlations 

suggest that the ability to learn the phonological regularities of a language is 

implicated in the development of auditory word recognition skills, rather 

than the development of visual word recognition skills. 

• The phonological short term memory competence is related to both the 

ability to learn foreign language vocabulary and second language vocabulary 

knowledge. Further, phonological short term memory competence is related 

to measures of lexical competence irrespective of the ability to learn 

phonological regularities. Moreover, the pattern of correlations suggest that 

phonological short term memory competence is particularly important in 

both reading and productive competence 

• Repetition of words high in wordlikeness measures not only the capacity of 

the store but it also measures the ability to exploit the regularities of a 

language in order to support short term retention of a novel word form. 

Accordingly, it is this measure which is most strongly related to measures 

of lexical competence. The combined influence of both the capacity of the 

short term store and the ability to learn the regularities of a language acts as 

a better predictor of vocabulary development than either of these factors 

could do independently. 

• It is assumed that the task designed to measure the ability to implicitly learn 

phonological regularities (the PSI) does so. Further, it it is assumed that a 

process of hierarchical chunking of frequently co-occurring 

phonemes/syllables underpins performance on this task. However, the task 
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neither excludes the use of explicit processes nor reveals how items are 

mentally represented. Nonetheless, recognition memory for nonwords 

(which the PSI measures) is generally based on implicit processes; besides, 

explicit mnemonic strategies would have been of limited effectiveness in the 

performance of this task. Further, the fact that performance in the PSI 

conforms to a power function is a least suggestive of the operation of a 

hierarchical chunking process. In short, the evidence suggests that the task 

designed to measure the ability to implicitly learn phonological regularities 

of a language does does exactly that. Nevertheless, these findings are not 

unequivocal, rather they should be taken as a catalyst to future research. 
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Chapter 13 

Final Discussion 

Summary of the Principal Findings of this Thesis 

Experiments 1 to 4 revealed that a single additional presentation of a word leads 

to a reduction in the latency to recognise that word. This is known as repetition 

priming. The repetition priming effect occurs for both native and second language 

words. 

Word recognition is extremely sensitive to the number of times a word has been 

encountered: high frequency words are identified faster than low frequency words, and 

native language words are identified faster than second language words. Moreover, the 

magnitude of the repetition priming effect is greater for low frequency items as opposed 

to high frequency items. 

Further, there is evidence of sizable individual differences in the magnitude of 

the priming effect both between individuals and stimuli. 

However, modality is an important variable in repetition priming: when there is 

a modality change across repeated presentation of a word, this results in an attenuation 

of repetition priming for native language words (Experiment 1 and 3) and an elimination 

of repetition priming for second language words (Experiments 2 and 4). In other 

words, reading a second language word does not facilitate subsequent recognition of 

the word in the spoken form; similarly, hearing a second language word does not 

facilitate subsequent recognition of the word in the written form. This suggests that 

second language lexical representation is modality specific, at least at the early to 

intermediate stages of lexical acquisition. 

Within any language, some phonemes/syllables frequently co-occur and others 

do not. These probabilistic patterns of speech sound co-occurrence have been termed 

phonological regularities. Experiments 5 and 6 revealed that the ability to learn the 

phonological regularities of a language is related to both the ability to learn foreign 

language vocabulary and second language vocabulary. However, the aptitude to learn 

phonological regularities is most strongly related to the development of auditory word 
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recognition skills. Further, the aptitude to learn phonological regularities is related to 

measures of lexical competence irrespective of the capacity of the short term 

phonological store. 

The phonological short term memory system is the aspect of the working 

memory model that is specialised for the temporary storage of phonological input (i.e., 

speech). Experiments 5 and 6 ascertained that the capacity of the short term 

phonological store is related to both the ability to learn foreign language vocabulary and 

second language vocabulary. It is particularly related to both reading and productive 

competence. Further, phonological short term memory competence is related to the 

ability to learn foreign language vocabulary irrespective of whether an individual is a 

particularly gifted learner of phonological regularities. 

Repetition of words high in wordlikeness measures not only the capacity of the 

short term store but also the ability to exploit the regularities of a language; this is in 

order to support short term retention of a novel word form. Accordingly, it is this 

measure which is most strongly related to measures of lexical competence. The 

combined influence of both the capacity of the short term store and the ability to learn 

the regularities of a language acts as a better predictor of vocabulary development than 

either of these factors do independently. 

In brief, the principal findings of this thesis are as follows: 

First, the processes that underpin the repetition priming effect are responsible 

for the development of automaticity of word recognition; this findings holds for first 

and second language words and for auditory and visual word recognition skills. 

Second, automaticity is a function of the frequency of exposure to each word; it 

functions such that savings in the latency to recognise a word are substantial for words 

seen or heard infrequently but are relatively small for words met relatively frequently. 

Third, the development of automaticity is a modality specific process. This 

implies that the benefits of priming do not transfer from the auditory input lexicon to the 

visual input lexicon. 

Fourth, an aptitude for learning the phonological regularities (i.e., patterns of 

speech sound co-occurrence) of a language is implicated in the development of lexical 

competence; the phonological regularities are, however, particularly related to second 

language auditory perceptual skill. 
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Fifth, phonological short term memory competence is also implicated in the 

development of second language lexical competence; but it is particularly implicated in 

productive rather than receptive skill. However, the combined influence of these two 

psycholinguistic variables acts as a powerful constraint to vocabulary development. 

A synthesis of theoretical perspectives 

The literature reviewed in Chapter 2 revealed that processes that underpin the 

repetition priming effect contribute to the learning of word form; specifically, they are 

implicated in the development of automaticity of word recognition. The literature 

reviewed in Chapter 9 indicates that phonological sequence learning contributes to three 

facets of word form learning; these are: (a) the short term retention of novel word 

forms; (b) the development of automaticity; and (c) the segmentation of speech into 

discreet word units. Further, it was argued in Chapter 9 that individual differences in 

the capacity of the short term store and phonological sequence learning impact upon 

second language lexical development. In short, the processes of repetition priming, 

short term retention of novel word forms, and sequence learning all contribute to the 

learning of second language word form. The literature reviewed in Chapter 2 and in 

Chapter 9 offer two very different perspectives on the question: how is word form 

learnt? 

The following section attempts to synthesise these two theoretical perspectives 

in order to provide an answer to this question of how word form is learnt. This is done 

by first proposing a model of word form learning and thereafter evaluating it. This 

model considers the nature of the cognitive mechanisms that underpin performance in 

PSTM tasks, the phonological sequence learning task, and repetition priming tasks. 

The model also attempts to show how each of these mechanisms differentially 

contribute to processes of speech perception and production. 

However, this model is extremely speculative: although some of its elements 

are supported by research, both in this thesis and elsewhere, other aspects of it remain 

to be tested. Thus there follows a discussion of the extent to which research contained 

in this thesis and elsewhere support, or fail to support, this model. Although the 

research contained in this thesis ostensibly endorses aspects of this model, that support, 
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in some cases, is undermined by methodological flaws in the experiments conducted. 

Therefore the process of evaluation of the model also involves a critical evaluation of 

the experimental methodology employed in this thesis. 

A tentative model of word form learning 

There follows a tentative model of word form learning. Gathercole and Martin 

(1996) argue that it is essential to view language learning, not merely as a memory 

process, but also as a product of language processing. They argue that memory for 

language is the product of speech perception. Therefore any model of word form 

learning must take into account what is known about the mechanisms used to process 

language. Before embarking upon a description of the model of word form learning, 

the nature of the speech processor is very briefly examined. 

The mechanisms of spoken and written word recognition 

A number of computational models of speech perception have been proposed 

(e.g., McClelland and Elman, 1986; Norris, 1994). Similarly, a number of models of 

visual word recognition have been advanced (e.g., McClelland and Rumelhart 1981; 

McClelland, 1985; Mozer, 1987). As first attempts at neurologically plausible models 

of language processing, they accurately reflect many characteristics of human language 

processmg. 

All of these models adopt the view that the speech and visual word recognition 

systems contain hierarchical units of representation; these are linked to one another via 

excitatory and inhibitory links -- thus learning is encapsulated within the connections 

between these units. The central assumption of these models is that word recognition is 

a process of mutual constraint satisfaction such that both bottom-up information and 

top-down information play a role in word identification. It is within the context of these 

broad principals that I would like to discuss how word form is learnt. 
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As reviewed in Chapter 2 (see pp. 16- 17), there is some disagreement as to the 

nature of the lexicon. Some theorists suggest that the lexicon is composed of 

prototypical representations of each word known a logogen (e.g. Morton, 1969). 

Others (e.g., Jusczyk, 1993) suggest that lexical representations are composed of 

numerous episodic traces, each of which encodes an instance in which a lexical item 

was encountered; lexical activation is thus the aggregate activation of these multiple 

traces acting in concert. The model below does not commit itself to either of these 

perspectives. 

Putative mechanisms that underpin performance in tests of PSTM. 

As reviewed in Chapter 9 (see, pp. 160-161) the original working memory 

model suggests that incoming speech is encoded into the phonological store; the 

contents of the store may be refreshed via the operation of the phonological loop. The 

efficiency of these processes may be measured by tests of non-word repetition or digit 

span. According to the original working memory model, the quality of the short term 

phonological representation impacts upon the quality of the long term representation. 

PSTM capacity is usually defined as the the amount that can be held within the 

short term store. However, the original working memory model does not describe the 

mechanisms by which speech is encoded into the store or refreshed by the loop. 

Further, the original working memory model does not describe the mechanisms of 

individual difference. Gathercole and Martin (1996) argue that there is no short term 

store: accordingly, they view the expression, "short term store", as a useful metaphor 

rather than as a description of the structures used for temporarily representing speech. 

They suggest that speech perception results in the temporary activation of phonological 

representation of incoming speech -- this form the basis of performance in PSTM tasks 

(seep. 178). They argue that tests of PSTM are sensitive to the "quality of the internal 

representation arising from speech perception" (p.78). Individual differences in the 

comprehensiveness of an internal representation determine performance in non-word 

repetition tasks. This explanation provides a mechanistic account of individual 

differences in non-word repetition performance. However, it does not explain why 

there are individual differences in digit span; digits are familiar phonological forms and 
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thus should be equally well represented by all fluent native language speakers. 

It is conceivable that there are individual differences in both (a) the accuracy 

with which words are cognitively represented and (b) the length oftime that excitation 

remains within these units. It is possible to refresh activation within these 

representational units. However, the efficiency of this process depends, at least in part, 

on both the accuracy of the original trace and the length of time activation initially 

endures within representational units. One can tentatively suggest that both of these 

individual differences impact upon performance in PSTM tasks. Activation within 

representational units corresponds to the operation of the phonological store while the 

reactivation process corresponds to the operation of the phonological loop. 

Two other factors may affect performance on PSTM tasks. First, there may be 

individual differences in the rate at which activation within representational units can be 

refreshed. Second, there may be individual differences in the extent to which 

knowledge of phonological regularities may be/exploited (more will be said about this 

later). The evidence for all these claims concerning PSTM are evaluated later. 

The mechanisms that underpin phonological sequence learning. 

In Chapter 9 it is argued that a process of phonological sequence learning also 

contributes to word form learning. It was argued in Chapter 10 and Chapter 11 that 

when two phonemes/syllables co-occur an excitatory link between them is formed or 

strengthened It is possible that this is a source of individual difference. In short, some 

individuals may be more sensitive than others to patterns of phoneme/syllable co

occurrence. In Chapter 9, it was argued that this process of phonological sequence 

learning allows frequently co-occurring sequences of syllables to be processed as 

chunks (see pp. 184 -185). When the excitatory link between two phonemes is strong, 

activation spreads from the first phoneme to the second even before the second 

phoneme is perceived; as a consequence, the threshold activation level in the second 

phoneme is lowered: this process should facilitate recognition. Evidence for this 

process will be examined later. 
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The interdependence of PSTM and phonological sequence learning. 

It was argued in Chapter 9 that these two sources of individual difference are 

interdependent. The longer excitation endures within representational units, the greater 

the opportunity for forming excitatory links between adjacent phonemes/syllables. 

Further, the fewer perceptual chunks a word contains, the less important is the variable 

of duration of excitation and, similarly, the less important is the variable of speed of 

refresh rate. In short, the extent to which individuals are able to exploit the regularities 

of a language affects the efficiency with which they are able to represent novel words. 

These two facets of word form learning should not be viewed as separate processes but 

rather as different variables that simultaneously effect performance. Again, evidence 

for these claims will be examined later. 

The mechanisms that underpin the repetition priming effect. 

As reviewed in Chapter 2, it is generally accepted that priming is either the result 

of prior activation of a prototypical lexical representation (a logogen) or the result of the 

formation of an episodic trace that is reactivated at test. (see pp. 14 - 17). Repetition 

priming theorists argue that upon encountering a word, lexical and sublexical 

representations are activated; as a result of this, one of two processes takes place that 

facilitates subsequent recognition of the word. These are: either (a) the amount of 

excitation required to reactive these units is lowered, or (b) an episodic trace is formed. 

These processes underpin the repetition priming effect. This suggests that processes of 

lexical representation are responsible for the repetition priming effect. 

It is conceivable that both lexical representation and phonological sequence 

learning may underpin the repetition priming effect. As suggested earlier, upon 

encountering a word, excitatory links between co-occurring adjacent phonemes or 

syllables are formed; as a result, the word can be more easily processed as a set of 

perceptual chunks, or even as a single perceptual chunk; and this in tum leads to greater 

automaticity of recognition. 

According to this account, priming is dependent on how the item is cognitively 

represented; words are represented at both the lexical and sublexical levels while 
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nonwords are represented only at sublexical levels. If the item is represented as a 

whole or as a perceptual chunk then there will be prirrting for the item as a whole. If, 

on the other hand, the word is novel and contains no farrtiliar perceptual chunks, the 

item can be represented only as a set of phonemes/ letters. As a consequence, there will 

be prirrting only for those phonemes/letters activated, not for the item as a whole. 

The mechanisms that underpin the cross modal priming effect. 

In the discussion of Experiments 1 to 4 it was concluded that it is probable that 

cross modal priming is achieved through a combination of semantic access and 

grapheme-phoneme translation. To recap, the dual route model of reading suggests that 

a word may be identified either by direct visual access or by the grapheme-phoneme 

translation route (seep. 36). Van Orden, Pennington, and Stone (1990) ascertained 

that all visual input is translated into an auditory code. As a consequence, the dual 

activation of both graphemes and phonemes may underpin the cross modal priming 

effect. Further, it is conceivable that activation of a semantic representation mediates 

cross modal transfer; activation could spread from written word representation to a 

spoken word representation via a semantic representation, and visa versa (see p.38). It 

is possible that cross model priming may be due to both of these processes. Evidence 

for these claims will be assessed later. 

Priming, PSTM, and phonological sequence learning promote 

automaticity of word recognition. 

How do the processes described above promote vocabulary development? It is 

conceivable that the twin processes of phonological sequence learning and activation of 

sublexical and lexical representations both underpin the repetition priming effect and the 

development of automaticity of word recognition. As suggested in Chapter 2 and 

Chapter 9, the development of automaticity of word recognition is important because 

the faster a word is recognised, the more time and attentional resources are available for 

discerning word meaning (see pp. 28 - 30). In short, prirrting, the activation of lexical 
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representations, and sequence learning promote automaticity of word recognition which 

in tum contributes to lexical development. 

Phonological sequence learning promotes speech segmentation. 

As suggested in Chapter 9 (see pp. 186 - 196), the process described above 

whereby excitatory links are formed between co-occurring elements of speech 

(phonemes/syllables) may facilitate the segmentation of speech into discreet word units. 

It is conceivable the troughs in the pattern of transitional probabilities between 

phonemes syllables act as a cue to the location of a word boundary. In other words, a 

strong excitatory link between two phonemes/syllables can be used to indicate a word 

internal transition; in contrast, the lack of such an excitatory link may signify the 

location of a word boundary. 

Priming and phonological sequence learning promote receptive 

competence. 

As suggested in Chapter 12 (see pp. 311 - 313), the development of 

automaticity and speech segmentation skills are very much related to receptive rather 

than productive competence. This is because the ability to segment a word from a 

stream of continuous speech and to quickly identify that word primarily contributes to 

word recognition skills. Speech segmentation skills and automaticity of word 

recognition also contribute to the establishment of a long term lexical representation of a 

word; this, of course, is necessary for production. 

PSTM promotes productive competence. 

As suggested in Chapter 12 (see pp. 314 - 315), PSTM function particularly 

constrains productive competence. In other words, the comprehensiveness and 

complexity with which an item is represented, the length of time activation endures 

within representational units, and the efficiency of the rehearsal process, determines the 
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accuracy with which the item is represented in long-term memory. Accuracy of 

representation is essential for production. A word can be understood -- that is, the 

semantic representation can be accessed -- even when the long term representation of 

the word is only partially accurate. However, the same is not true of production: given 

an inaccurate long-term lexical representation of a word, the item cannot be accurately 

produced. In short, productive competence depends on accuracy of representation and 

is thus constrained by those processes most responsible for accuracy (PSTM). In 

contrast, the receptive skill is mainly a function of whether the item can be quickly 

identified when buried in a continuous stream of speech; thus it is most strongly 

constrained by those processes most responsible for automaticity of recognition and 

speech segmentation skill (phonological sequence learning). 

Is word form learning an implicit process? 

In Chapter 2, the dissociation between implicit and explicit processes is 

described (seep. 10). To recap, explicit memory is the willed conscious recollection of 

past experiences; in contrast, the operation of implicit memory is evident when previous 

experiences effect performance on a task without conscious recollection of the learning 

event. Critically, measures of implicit memory are unaffected by depth of processing 

manipulations or pro and retroactive interference but are effected by changes in 

perceptual form. Further, implicit memory is preserved in amnesia. The reverse is true 

of measures of explicit memory. For some theorists (e.g. Tulving 1983), the 

dissociation between implicit and explicit memory reflects the operation of two separate 

memory systems. Other theorists (e.g., Blaxton, 1989) argue that the dissociation 

between implicit and explicit memory reflects the operation of the transfer appropriate 

processing principal such that performance on memory tests reflect the degree to which 

operations required for encoding a word recapitulate those required for retrieval. In 

tests of repetition priming, data -driven processes (those focusing on perceptual form 

information) are required both during study and test phases; in contrast, in tests of 

explicit memory, conceptually driven processes (those that focus on the meaning of an 

item) are called upon (see pp. 13 - 14). In short, the dissociation between implicit and 

explicit memory reflect the operation of two different memory processes. 
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To what extent is word form learning an implicit process? Baddeley (1993) 

discussed the issue of working memory and conscious awareness. Baddeley equated 

the notion of consciousness with the operation of the central executive. The process by 

which visual or phonological information is encoded is implicit -- that is, the excitation 

of representational units does not require conscious attention -- and, in like manner, the 

process by which adjacent linguistic units (phoneme or syllables) become more closely 

associated is implicit. In other words, neither of the excitation of representational units 

nor the formation of excitatory links requires conscious processing. However, 

Baddeley argued that the resources of the central executive are required in order to 

refresh excitation within representational units in the correct serial order. this does not 

mean that the resources of the central executive are required for articulation; rather, the 

suggests that the resources of the central executive are required for correct serial recall 

of unfamiliar phonological material. Similarly, as reviewed in Chapter 2, the linking of 

a novel phonological form to a semantic representation (i.e., meaning) is an explicit one 

and therefore requires the resources of the central executive. 

Above I suggested that PSTM competence particularly constrains the acquisition 

of productive vocabulary. The transfer appropriate processing approach provides one 

further reason to assert that PSTM competence is linked to productive rather than 

receptive competence. Recall that the transfer appropriate processing approach suggests 

that performance on memory tests benefits to the extent that encoding operations 

resemble retrieval operations. Producing a novel word recapitulates at least some of the 

processes of phonological rehearsal. In short, the transfer appropriate processing 

approach suggests that subvocal ( or better still, vocal) rehearsal promotes enhanced 

production of the word. By this logic, the greater the efficiency of subvocal rehearsal 

processes, the greater the likelihood of accurate production of a novel word form. 

Priming and sequence learning in visual word form learning. 

Much of what has been said about individual differences applies only to 

auditory word form learning. However, the question remains as to whether similar 

processes take place in learning to recognise visual word form. The fact that written 

words are divided into perceptual chunks (by the use of spaces between them) obviates 
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the need to segment language input. Nonetheless, it is conceivable that associative 

links are formed between adjacent letters. It is also conceivable that such a process 

facilitates visual word recognition and underpins the visual repetition priming effect in 

much the same way as it underpins spoken word recognition and the auditory repetition 

priming effect. Similarly, through a process of sequence learning, familiar words may 

be processed as perceptual chunks rather than discrete letter units. Further, it is also 

possible that there are individual differences in the length of time that activation endures 

within letter or letter cluster representational units. As suggested earlier, these 

processes may be interdependent: the longer activation endures within representational 

units, the more opportunity there is to form excitatory links between adjacent letter or 

letter cluster representations. 

Predictions and Evaluation 

This is an extremely tentative model of the processes by which word form is 

learnt. Some aspects of the model is supported by previous research reviewed in this 

thesis, and some by Experiments 1 to 6 as reported in earlier chapters. Other aspects of 

the model remain unsubstantiated. Nonetheless, it permits the generation of 

predictions. In the following section, 15 such predictions are evaluated: the extent to 

which they are supported by research is assessed and, in the absence of support, 

empirical methods of investigation are suggested. 

1. There are individual differences in the accuracy with which 

words are cognitively represented and this impacts upon tests of PSTM 

This model has assumed that individuals differ in terms of the accuracy 

(complexity and completeness) with which words are cognitively represented; these 

differences affect speech perception and impact upon performance in tests of PSTM. 

The fact that individuals perform variably on tests of non-word repetition is broadly 

supportive of this hypothesis. However, this fact alone does not support the idea that 

these individual differences are due, at least in part, to the comprehensiveness and 

complexity of mental representation of speech. 

Werker and others have shown that second language learners are often unable to 
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perceive contrasts that are non phonemic within their native language (see pp. 5 - 6). 

Further, there are individual differences between native speakers of the same language 

in their ability to discriminate between two phones separated by one or two formant 

transitions. (Moroson and Werker, cited in Werker, 1993). Thus some individuals are 

better able than others to represent both native and non-native speech sounds. In short, 

there are individual differences in the comprehensiveness and complexity with which 

speech is represented. 

However, it does not necessarily follow that these differences impact upon 

performance in tests of PSTM. A test of whether the ability to discriminate minimal 

pairs correlates with the ability to repeat nonwords containing those contrasts would 

allow evaluation of this prediction. 

2. There are individual differences in the length of time activation 

endures within representational units (independent of the efficiency of 

the phonological rehearsal process) and this impacts upon tests of PSTM 

The model described above assumes the following: (a) there are individual 

differences in the length of time that activation typically endures within units 

representing speech; (b) these individual differences exist irrespective of the efficiency 

of the rehearsal process; and (c) this individual difference impacts upon tests of PSTM 

competence. 

The fact that individuals perform differentially on tests of non-word repetition 

and digit span is supportive of the claim that there are individual differences in the 

length of time that activation typically endures within representational units. However, 

it does not necessarily follow that individual differences are due to the length of time 

that activation typically endures within representational units: such individual 

differences may be due to the complexity with which the item is represented, the 

efficiency of the rehearsal process, the ability to exploit regularities of a language, or all 

three. Nonetheless, Rouleau and Belleville (1996) demonstrate that digit span differs 

across individuals even under conditions of articulatory suppression. This suggests 

that there are differences between individuals even when stimuli are familiar and 

phonological rehearsal is not possible. Therefore there are differences between 

individuals independent of the efficiency of the rehearsal process, the ability to exploit 
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the regularities of the language, and the complexity with which words are cognitively 

represented. 

3. There are individual differences in the efficiency of 

phonological rehearsal processes. 

The model assumes that there are individual differences in the efficiency of the 

phonological rehearsal process and that these individual differences impact upon tests of 

PSTM competence. The fact that there is a correlation between speech rate and memory 

span (Hulme Maughan and Brown, 1991 - see pp. 173 - 174) is supportive of this 

claim. Further, Ellis and Hennelly (1980) found digit span depends on the language in 

which digits are spoken. Digits generally take longer to articulate in Welsh than in 

English. They found that the digit span of English-Welsh bilingual children differed 

depending on the language in which the test was conducted. They concluded that digit 

span depends on the articulatory duration of numbers (see pp. 162). This suggests that 

the efficiency of the phonological rehearsal process (the speed at which activation in 

representational units may be refreshed) impacts upon performance in tests of PSTM. 

4. Phonological rehearsal requires conscious processing but 

phonological storage does not 

A word may be primed by a prior subliminal presentation of the word (Forster, 

Booker, Schacter, and Davis, 1990). Further, Stroop interference can occur even when 

participants are told to ignore a word and attend only on the colour of the script. This 

suggests that encoding (or phonological storage) does not require conscious attention. 

In contrast, Baddeley (1993) argues that phonological rehearsal requires 

conscious processing: he argues that the operation of the central executive may be 

interrupted by engaging in articulatory rehearsal (Teasdale, Proctor, and Baddeley, cited 

in Baddeley, 1993); this suggests that articulatory rehearsal requires the resources of the 

central executive. 

5. There are individual differences in phonological sequence 

learning. 

The above account suggests that when two phonemes or syllables co-occur, an 
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excitatory link between them is formed or strengthened; further, there are individual 

differences in the speed and ease with which excitatory links are formed. 

In Experiments 5 and 6, the PSI task was designed to measures individual 

differences in phonological sequence learning. The fact that performance differed 

widely across individuals suggests that there are large individual differences in the 

ability to learn phonological sequences. 

However, this assertion rests on the assumption that the PSI measures 

individual difference in phonological sequence learning. It was argued in Chapter 12 

that this may not necessarily be the case (see pp. 319 - 322). Recall that the PSI uses a 

continuous recognition task in which target nonwords are presented repeatedly while 

foil nonwords are presented once only, and the PSI measures the accuracy with which 

participants are able to distinguish between target and foil items. Although it is 

conceivable that performance on this task is mediated by the formation of excitatory 

links between co-occurring syllables, the procedure used does not exclude the 

possibility that other processes may be used. For example, recollection of target 

nonwords may be based on whole word encoding strategies; indeed, as was argued in 

Chapter 12, the ability to use mnemonic strategies may mediate performance (see p.320 

- 321). 

Nonetheless, as reviewed in Chapter 9 (see pp. 187 - 191), Saffran, Newport, 

and Aslin (1996) provide some support for the claim that there are individual 

differences in the ability to learn phonological sequences. They ascertained that 

individuals are differentially able to distinguish between sequences of syllables that 

occurred in a familiarisation stream and sequences of syllables that did not. Since the 

familiarisation stream contained no prosodic cues to segmentation, the authors conclude 

that phonological sequence learning skills underpin performance on this task. Further, 

performance on this task differed widely across participants. Although the procedure 

used by Saffran et al. was not designed as a measure of individual difference, it could 

be used for this purpose in future experimental work. 

6. Phonological sequence learning relies on implicit memory 

The model of word form learning described above suggests that the process by 

which excitatory links between adjacent linguistic units (phoneme or syllables) are 
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formed is an implicit one. 

Recall the PSI is designed to measure individual differences in the ability to 

learn phonological regularities. It was argued in Chapter 12 (see pp. 319 - 320) that 

this task may be performed on the basis of either implicit or explicit processing. In 

other words, a target item may be recognised either on the basis of familiarity or 

conscious recollection. The procedure used does not allow identification of which type 

of processing is used. Therefore, on the basis of performance in the PSI task, it is not 

possible to conclude that phonological sequences are learnt implicitly. 

Nonetheless, Saffran, Aslin, Tunick, and Barrucco (1997) provide some 

support for the notion that phonological sequence learning is an implicit process 

(described in Chapter 9 see pp. 189 - 190): participants were exposed to a string of six 

concatenated target nonwords and were subsequently tested on their ability to identify 

target nonwords in the context of a forced choice recognition test; both adults and 

children were able do this this regardless of whether they had attended to the 

familiarisation stream. (In fact, participants were instructed to ignore the familiarisation 

stream and concentrate on creating a picture.) Performance on the test was independent 

of the degree to which participants attended to the familiarisation stream, and learning 

proceeded in the absense of explicit instruction to pay attention to, or even learn about, 

the stimuli. This suggests that phonological sequence learning is an implicit process. 

However, these results should be interpreted with caution: Saffran et al (1997) did not 

directly assess the type of processing used to encode the familiarisation stream; it is 

assumed that encoding was implicit because participants were asked to engage in a 

concurrent task during exposure. Moreover, attention to stimuli was measured using a 

self report measure administered after the test phase; it is unreasonable to expect 

participants to be able to characterise attention to a familiarisation stream over a 40 

minute period in a single measure. Some form of direct assessment of the type of 

processing participants engage in is needed in order to investigate whether phonological 

sequence learning is an implicit process. 

Tulving (1995) found that participants can distinguish between states of 

awareness that signify learning based on implicit processes as opposed to explicit 

process. (seep. 320): if participants are given a recognition test, a "remember" 

response signifies a response based on recollection (an explicit process); conversely, a 
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"know" response signifies a response based on perceptual fluency and familiarity 

(implicit processes). In the PSI there were just two response categories ('new sounds" 

and 'heard before"). Introducing a third response category would permit the 

experimenter to distinguish between those responses made on the basis of implicit 

processes from those made on the basis of explicit processes. The three response 

categories in this case would be: (a) "I remember this item from a previous trial"; (b)" I 

feel familiar with this item"; and (c) "this item has not occurred previously". 

Examination performance on only the "familiar" trials would reveal what can be 

achieved on the basis of implicit processing while examination of "remember" trials 

would r~veal what can be achieved on the basis of both implicit and explicit processing. 

7. Phonological sequence learning is a chunking process. 

It is argued here, and in Chapters 9, that phonological sequence learning is a 

hierarchical chunking process that operates such that lower order chunks of co

occurring phonemes or syllables are formed before higher order phonological chunks. 

In Chapter 10 and 11, it was argued that a hierarchical chunking process underpins 

performance on the PSI (see pp. 244-245 and 296-297). The PSI does not, however, 

reveal how participants mentally represent nonwords encoded. Although over 

successive presentations of target nonwords participants learn to recognise items with 

increasing accuracy and speed, it is not clear whether this is because target nonwords 

are processed as ever larger perceptual chunks or whether some other process 

underpins the reduction in recognition latency and the increase in recognition accuracy. 

Nonetheless, the pattern of performance over the course of the task hints at a 

chunking processes: Newell and Rosenbloom have ascertained that the hallmark of a 

hierarchical chunking process is learning that proceeds according to a power function 

(Newell, 1990; Newell and Rosenbloom, 1981). In the PSI, both the increase in 

accuracy and savings in reation time over the course of the eight presentations of target 

items conform to a power function. This is, at least, suggestive that a hierarchical 

chunking process underpins performance on the PSI task; this supports the claim that 

phonological sequence learning is a chunking process. However, further research is 

needed. 
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8. Phonological sequence learning and PSTM are interdependent. 

The model of form learning described above claims that phonological sequence 

reaming and PSTM competence are interdependent processes: The extent to which 

individuals are able to exploit the regularities of a language (patterns of phoneme or 

syllable co-occurrence) is dependent on the efficiency with which a word is cognitively 

represented, and visa versa. 

Experiments 5 and 6 provide some support for this claim. Recall, that the 

PSTM task measures the ability to repeat nonwords low in wordlikeness while the 

Spanish PSTM task measures the ability to repeat words high in Spanish wordlikeness. 

There is a correlation between performance on the PSI and performance on both the 

PSTM and the Spanish PSTM task. The correlation is particularly strong as regards 

performance on the Spanish PSTM task. It was argued in Chapter 11 that this pattern 

of results indicates that the strength of the relationship between measures of 

phonological sequence learning and non-word repetition depends on the extent to which 

nonwords conform to the regularities of a language (see pp. 302 - 305). This suggests 

that the exploitation of the regularities of a language support the short term retention of 

wordlike nonwords. 

The inter-relatedness of phonological sequence learning skills and PSTM 

competence is evidenced by the relationship between wordlikeness, repetition accuracy, 

and PSI performance: there is a relationship between the wordlikeness of Spanish 

nonwords and the accuracy with which they are repeated, but only for those participants 

who are best able to learn the phonological regularities of a language (see p.303). 

However, there are four reasons why these results should not be taken as 

unequivocal support for the mechanisms of inter-relatedness proposed above. First, it 

is claimed that knowledge of the regularities of a language contributes to both (a) the 

efficiency of the storage process and (b) the rehearsal process. Correlations between 

performance on the PSI and the PSTM task may be due to an interdependence of 

phonological sequence learning and either the processes of phonological storage or 

those of rehearsal (or, possibly but not necessarily, both). Second, as explained above 

in Prediction 5, the PSI is not an unproblematic measure of the ability to learn the 

phonological regularities of a language. Third, the PSTM task and the Spanish PSTM 

task are not directly comparable: the (lack of) wordlikeness of the stimuli in the PSTM 
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task were assessed by a group of English speakers whereas the wordlikeness of the 

stimuli in the Spanish PSTM task was assessed by a group of Spanish speakers; in 

order to label these stimuli as nonwordlike and wordlike respectively without any rater 

bias, both sets of stimuli should be rated by a single group of raters of a similar 

linguistic background. Fourth, stimuli in the PSTM task were produced by a speech 

synthesiser whereas those in the Spanish PSTM were produced by a recording of a 

human voice, thus any differences between the performance on these two tasks may be 

due to the effect of speech synthesis. 

These findings could be disambiguated experimentally by assessing whether 

phonological sequence learning ability is related to the ability to repeat nonwords high 

and low in wordlikeness under both normal conditions and conditions of articulatory 

suppression. Phonological sequence learning ability could be measured using either of 

the procedures suggested in Predictions 5 and 6. If there were a strong relationship 

between performance on the revamped PSI and repetition of nonwords under 

conditions of articulatory suppression, such would indicate that knowledge of the 

regularities of a language contributes to the efficiency of the storage process. If there 

were a strong relationship between performance on the revamped PSI and repetition of 

nonwords under normal conditions, such would indicate that knowledge of the 

regularities of a language contributes to both the rehearsal and storage processes. 

Further, if phonological sequence learning PSTM processes are interdependent, these 

relationships should be particularly strong with regard to repetition of wordlike 

nonwords (that contain regularities to be exploited) as opposed to nonwordlike 

nonwords (that contain fewer regularities to be exploited); what is more, the difference 

between repetition accuracy of nonwordlike nonwords and wordlike nonwords should 

be greatest for those who score highest on the revamped PSI task. Further, Gathercole 

et al. (1999) suggest the use of a non-subjective measure of the wordlikeness of 

nonwords; this entails the calculation of the frequency with which adjacent phonemes 

occur in the language (Gathercole et al. 1999 established that wordlikeness correlates 

with the frequency of component phoneme bi-grams). Such a measure could be used to 

construct a set of nonwords which are high in wordlikeness and a set of nonwords 

which are low in wordlikeness. 
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9. Phonological sequence learning and excitation of lexical and 

sublexical representations underpin the repetition priming effect. 

The model of word form learning described above claims that the repetition 

priming effect is due to two processes, namely: (a) the excitation of lexical and 

sub lexical representations, and (b) the formation of excitatory links between these 

representational units. Since the latter of these is a hierarchical chunking process, the 

repetition priming effect should conform to a power function. 

Although there is no direct support for this claim, three facets of Experiments 1 

to 4 are consistent with these claims. We will deal with these one by one. 

First, the proposed model of word form learning assumes that excitation of 

representational units mainly functions within modality. If priming is due to the 

excitation of lexical representations then priming too should be most effective within a 

single modality. In other words, this account predicts that there will be greater within 

modality priming than cross modal priming. The results of Experiments 1 to 4 indicate 

that this is the case. 

Second, if a hierarchical chunking process underpins the repetition priming 

effect, then repetition priming should conform to a power function. K.irsner and 

Speelman ( 1996) have demonstrated that this is the case (see pp. 26 - 27). Note that 

the frequency effects observed in Experiments 1 to 4 support the claim that priming 

conforms to a power function: priming benefits low frequency second language words 

more than high frequency second language words; likewise, it benefits low frequency 

native language words more than high frequency native language words (see Figure 

14.2 p. 140). Thus the results of Experiments 1 to 4 are consistent with K.irsner and 

Speelman's thesis: the priming effect is greatest for those words encountered least 

frequently. 

Third, both PSTM and phonological sequence learning processes are sources of 

individual difference. If these processes underpin the repetition priming effect then it is 

reasonable to predict that there are individual differences in the magnitude of the 

repetition priming effect. Such individual differences were observed in Experiments 1 

to 4. This said, it is conceivable that these individual differences were not due to 

individual variability in the processes that underpin the repetition priming effect; 

instead, they may be due to sources of variability that were not controlled -- for 
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example, the position of target stimuli within test strings was not matched across blocks 

of stimuli; likewise, participants were not matched for linguistic background and 

assigned to levels of stimulus sample type accordingly. 

Although these findings are broadly supportive of the framework proposed, 

none of them demonstrates conclusively that priming is due to both the excitation of 

sublexical and lexical representations and the formation of excitatory links between 

these representational units. Note that model predicts that the magnitude of the 

repetition priming effect is influenced by three sources of individual differences, these 

are: (a) the efficiency of the phonological sequence learning process; (b) the length of 

time that activation endures within lexical representations; and (c) the complexity with 

which items are represented. Examination of whether these three sources of individual 

difference are related to the efficiency of repetition priming would provide a test of this 

aspect of the model. The procedures suggested in Predictions 6, 2. and 3, 

respectively, could be used to measure these three sources of individual variation. 

However, the measurement of the efficiency of repetition priming is more problematic. 

The magnitude of the repetition priming effect as measured in Experiments 1 to 

4 would not suffice as a measure of the magnitude of the priming effect because, as 

explained earlier, priming is sensitive the frequency with which a word has been seen 

or heard -- a large priming effect could mean either efficient or inefficient priming, 

depending on the frequency of the word in the language. To surmount this problem, it 

would be necessary to measure priming for novel words over successive presentations. 

The efficiency of the priming effect could measured by assessing how rapidly savings 

in response latency decrease. Thus a relationship between the efficiency of the 

repetition priming process and tests of phonological sequence learning, the length of 

time that lexical/sublexical activation endures, and the complexity with which the item is 

represented, would indicate that repetition priming is due to each of these sub 

processes. 

10. Repetition priming is a function of implicit memory. 

This account assumes that repetition priming is an implicit process. In Chapter 

8 we argued that the repetition priming effect observed in Experiments 1 to 4 is due to 

implicit memory processes; this was because of two considerations: first, it is unlikely 
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that participants could explicitly recall all 60 of the primed target words, and, second, 

the process dissociation analysis indicates that the imagability (a variable known to 

impact upon explicit learning) does not affect the magnitude of the repetition priming 

effect (seep. 148). 

All this said, the above two arguments should be viewed cautiously. First, 

although it is unlikely that explicit recall facilitated recognition of all 60 primed words, it 

is conceivable that explicit recall played a role in the priming effect for at least some of 

the 60 words. Second, as discussed in Chapter 6, there was insufficient variance in the 

imagability values of target words to adequately assess whether imagability affected the 

magnitude of the priming effect. In future experimental work, a more rigorous process 

dissociation measure should be used 

11. Both lexical and sublexical items can be primed. 

The model of form learning described above claims that both lexical and 

sublexical representations are activated when a word is seen or heard; it follows, that 

both sublexical and lexical representations can be primed. The model predicts that the 

representation activated in response to a non-word -- be the representation a word, a set 

of letters, or a set of phoneme representations -- will be primed. Further, it is possible 

that activation at a sublexical level endures for less time than activation at the word 

level. This would account for the findings, reviewed in Chapter 2, of significant 

priming for nonwords at very short lags but not at longer study test delays (see pp. 21 -

25). It is possible that priming for nonwords at longer study test delays emerges only 

after the nonwords begin to be represented at the word level (as a perceptual chunk). 

There is some evidence that sublexical units can be primed. Vroomen and De 

Gelder ( 1997) ascertained that /boos/ (the Dutch word for angry) is primed by the word 

/framboos/ (the Dutch for for raspberry) . However, a more direct test of this 

framework could be provided by a test of priming for component sublexical portions of 

a non-word in the absense of priming for the non-word itself; for example, one could 

test whether the non-word "rogat" primes "gat" but not itself. This test of priming 

could operate both within the visual and auditory modality. Further, such a test might 

cast light on the issue of the identity of the basic unit of representation in visual and 

auditory modalities (see p. 198). 
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12. Cross Modal priming is due to both grapheme-phoneme translation 

and semantic access. 

It is argued that cross modal priming is due to both grapheme-phoneme 

translation and semantic access. 

The lack of cross modal priming in second language learners was ascribed to 

their lack of requisite English grapheme-phoneme translation rules or requisite semantic 

representations (seep 145 - 149). In Experiment 3, there was a nonsignificant trend 

toward a cross modal priming effect when second language words were studied 

auditorily and tested visually; in contrast, in Experiment 4 there was no evidence of a 

cross modal priming effect when second language words were studied visually and 

tested auditorily. It was argued in Chapter 8 that this asymmetry in cross modal effects 

supports the view that grapheme-phoneme translation plays a role in cross modal 

transfer (seep. 146); however, this conclusion was based on the assumption that 

visual and auditory testing procedures are equivalent. As was discussed in Chapter 8, 

visual and auditory testing procedures are not equivalent: auditory test strings are 

presented sequentially whereas visual test strings are not; auditory stimuli appear four 

times in a test string whereas visual stimuli appear only once; and auditory test strings 

are presented in an unfamiliar speech synthesised format whereas visual test strings are 

not. Any differences between Experiment 3 and 4 in terms of cross modal priming 

effects can be ascribed to any one of the differences between testing procedures and are 

not necessarily supportive of the view that grapheme-phoneme translation plays an 

essential role in cross modal transfer. 

The lack of cross modal priming in second language learners was also ascribed 

to their lack of requisite knowledge of the meaning of all stimuli. However, knowledge 

of the meaning of stimuli was not assessed directly; rather, participants were asked in a 

post experimental interview whether they knew the meaning of all experimental stimuli. 

Such a measure lacks reliability. 

In short, Experiment 1 to 4 fail to provide adequate support for the claim that 

cross modal transfer is due to both grapheme-phoneme translation and semantic 

mediation. 

In order to evaluate whether the use of phonology (i.e., the grapheme-phoneme 

translation route) is responsible for the cross modal priming effect, these experiments 
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could be replicated introducing a variable of regularity of grapheme-phoneme 

correspondences; in other words, stimuli could vary in the degree with which they 

conform to the grapheme-phoneme translation rules of English (Venetsky, 1970). In 

English some words are regular (e.g., table), whereas others are not (e.g., yacht); 

irregular words cannot be accessed using phonology. If the cross modal priming effect 

were apparent only for regular words, such would indicate that cross modal priming 

effects are due to the use of the grapheme-phoneme translation route. 

Alternatively, in order to evaluate whether semantic mediation is responsible for 

cross modal priming effects, these experiments could be replicated including a variable 

of knowledge of the meaning of target stimuli. If cross modal priming effects are 

apparent only for those words for which participants know the meaning, it could be 

inferred that the use of semantic mediation is responsible for cross modal priming 

effects. 

13. The ability to segment speech is due to phonological 

sequence learning. 

The model of form learning described above claims that phonological sequence 

learning processes contribute to the development of speech segmentation skills. The 

research of Saffran and her colleagues suggest that troughs in the pattern of transitional 

probabilities between syllables may provide a cue to the location of word boundaries. 

Saffran and her colleagues have shown that both infants and adults are able to segment 

a continuous stream of speech into discreet word units on the basis of the probability 

with which syllables co-occur within the speech stream (see pp. 187 - 191). 

Nonetheless, it remains to be established whether individual differences in phonological 

sequence learning skill directly contributes to the ability to segment second language 

speech. Such a prediction could be assessed by measuring two sources of individual 

difference: the accuracy with which the second language learner is able to segment a 

continuous stream of second language speech, and phonological sequence learning 

skill. A relationship between these would provide direct support for the assertion that 

speech is segmented on the basis of distributional cues. 
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The model of word form learning described above predicts that phonological 

sequence learning and phonological short term memory competence both constrain 

vocabulary development. In other words, the model suggests that second language 

vocabulary acquisition is constrained by the following individual differences, namely: 

the efficiency with which excitatory links are formed between phonemes/syllables 

representations (phonological sequence learning); the complexity and completeness with 

which an item is represented (PSTM); the length of time activation endures within 

representational units (PSTM); and the efficiency of the rehearsal process (PSTM). 

Further, individual differences in phonological sequence learning particularly constrains 

receptive competence while PSTM function particularly constrains productive 

competence. 

This thesis provides some evidence for these claims. Experiment 5 revealed that 

performance in the PSI task (designed to measure phonological sequence learning 

ability) is related to the ability to acquire both German receptive vocabulary and German 

productive vocabulary independent of performance in the PSTM task. Similarly, 

although performance in the PSTM task (designed to measure PSTM competence) is 

particularly related to the ability to acquire German productive vocabulary, it is also 

related to the ability to acquire German receptive vocabulary independent of 

performance in the PSI task. Experiment 6 revealed that performance in the PSI task is 

related to some (but not all) measures of Spanish receptive vocabulary acquisition. 

Further, this experiment revealed that performance in the PSTM was related to some 

(but not all) measures of both Spanish receptive and Spanish productive vocabulary 

knowledge. Additionally, performance in the Spanish PSTM task (designed to measure 

both phonological sequence learning ability and PSTM competence) is related to 

virtually all measures of both receptive and productive vocabulary acquisition. 

The above supports the claims made that phonological sequence learning and 

phonological short term memory competence both constrain vocabulary development. 

Nonetheless, there are still reasons for caution. First, in Experiment 6 the 

correlations between the PSI, the PSTM task, and measures of Spanish vocabulary 

acquisition are weak. Second, neither the PSI task nor the PSTM task are related to all 
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measures of Spanish receptive or productive competence; although floor effects 

invalidate some of those measures of Spanish vocabulary acquisition which fail to 

correlate with performance in the PSI and PSTM tasks, such is not the case with all 

measures. 

There is a more fundamental design problem. It is unclear exactly what 

processes the PSI and the PSTM task measure. As explained above in Predictions 5 

and 6, the PSI was designed to measure individual differences in the ability to learn 

phonological regularities, but it is unclear whether it does so. Similarly, as explained in 

Predictions 2 and 3, the PSTM task is assumed to measure all of the following: the 

complexity and completeness with which an item is represented, the length of time that 

activation endures within representational units, and the efficiency of the rehearsal 

process. Whether it does so is, again, unclear. 

To the above may be added another problem. The argument may be circular. In 

essence the PSI measures the ability to recognise nonwords; it should therefore be no 

surprise that performance in this task is related to ability to recognise novel foreign 

language words (they are functionally equivalent to nonwords). Similarly, the PSTM 

(non-word repetition) task measures participants' ability to accurately produce 

nonwords; it should therefore be no surprise that performance in this task is related to 

the ability to accurately produce novel foreign language words. Experiments 5 and 6 

demonstrate that the efficiency with which participants recognise and produce 

nonwords is related to the efficiency with which participants recognise and produce 

foreign language words. 

In order to adequately test these claims, tasks used to measure the efficiency of 

phonological sequence learning and PSTM processes should more closely measure 

these processes. Specifically, the task suggested in Predictions 5 and 6 should be used 

to measure the efficiency with which excitatory links are formed (phonological 

sequence learning). The task suggested in Prediction 2 should be used to measure the 

complexity and completeness with which an item is represented (PSTM). The 

procedure suggested in Prediction 3 should be used to measure the length of time that 

activation endures within representational units (PSTM); and a measure of articulatory 

speed should be used to measure the efficiency of the rehearsal process (PSTM). In 

order to establish whether these sources of individual difference are related to 
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vocabulary development, it would be necessary to conduct a further longitudinal study; 

measures of the vocabulary development in a group of homogeneous second language 

learners should be administered throughout the duration of a course of study. 

Obviously, it would be better to avoid floor effects this time! 

Summary 

In sum, the model of word form learning described above receives some 

support from literature reviewed in this thesis and from the experiments reported here. 

However, in some cases, that support is undermined by methodological flaws in 

experiments conducted. There is some support for the claim that tests of PSTM tap 

three sources of individual difference, namely: (a) the accuracy with which words are 

cognitively represented; (b) the length of time activation endures within representational 

units; and (c) the efficiency of phonological rehearsal processes. However, tests of 

PSTM need to be modified to specifically measure each of these sub-processes. There 

is some evidence that there are individual differences in phonological sequence learning 

and that this is an implicit process that operates according to a chunking algorithm. 

Again, the measure of phonological sequence learning ability needs to be refined before 

there is unequivocal support for these claims. There is some evidence that phonological 

sequence learning and PSTM processes are interdependent but support is tempered by a 

need to refine measures of both phonological sequence learning and PSTM. There is 

no direct support for the claim that phonological sequence learning and excitation of 

lexical and sublexical representations underpin the repetition priming effect, however, 

some aspects of the data accord with this this claim. Moreover, the experiments 

suggest that repetition priming is a function of implicit memory but further experimental 

work needs but be carried out to assess whether both lexical and sublexical items can be 

primed. There is some indication that cross modal priming is due to both grapheme 

phoneme translation and semantic access but, again, further work is needed to 

substantiate this claim. Literature reviewed indicates that the ability to segment speech 

is due to phonological sequence learning but it remains unclear whether individual 

differences in phonological sequence learning skill directly impacts upon the ability to 

segment second language speech. Lastly, there is strong support for the claim that 
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individual differences phonological sequence learning and PSTM competence constrain 

second language vocabulary acquisition but, here again, a refinement of experimental 

procedures is required before such a claim is fully substantiated. 

Practical Implications for the Language Learner 

Exposure to second language vocabulary is important. 

Experiments 1 to 6 demonstrate that the frequency of exposure to a word is 

important both in terms of automaticity of word recognition and in terms of establishing 

a novel lexical representation. This finding carries implications for the language 

learner. 

The repetition priming studies (Experiment 1 to 4) demonstrate that the 

frequency with which a word is encountered determines the speed with which it is 

recognised; further, priming effects were more pronounced for low frequency items as 

opposed to high frequency items. This suggests that the magnitude of the priming 

effect is a function of the frequency of exposure to words primed; with each exposure 

to a word, the resultant savings in reation time decreases. This indicates that, with each 

exposure to a word, there is a reduction in the amount of time needed to identify a word 

but the benefit to the learner in terms of savings in reaction time is greater for 

infrequently heard or seen words than for frequently heard or seen words. 

The above can be translated into practical implications for the language learner. 

Kirsner (1994) noted that there is a large imbalance, in terms of frequency of exposure 

to vocabulary, between a native speaker of a language and an adult second language 

learner. Most second language learners lag behind native speakers in terms of exposure 

to vocabulary. Thus they are less automatic in their recognition of second language 

words (Meara, 1996; Magiste, 1979). The combined analysis of Experiments 1 to 4 

corroborates this last point. In short, the results of the priming studies indicate that, in 

order to become automatic in the recognition of L2 words, the learner needs much 

exposure to L2 vocabulary. 

It was argued in Chapter 2 that the development of automaticity of word 

recognition is important in that it frees up attentional resources for other processes -the 



Chapter 13: Final Discussion 

extracting of meaning from context, for instance (Stanovich, 1980; Stanovich and 

West, 1979; Favreau and Segalowitz, 1983). 

354 

In short, this thesis provides theoretical support for what many language 

learners intuitively know: in order to become proficient in a second language, it is 

necessary to have lots of exposure to that language. Further, exposure will reap large 

returns at the early stages of second language acquisition; however, the benefits of 

exposure will be less apparent for the advanced level student of a language. 

Further, Experiments 5 and 6 demonstrate that exposure is also important in the 

learning of novel words: it is only from exposure to the spoken language that a student 

is able extract the phonological regularities of a language. This research suggests that 

the learning of phonological regularities of a language is related to lexical development. 

In particular, it was argued in Chapter 9, that the learning of phonological regularities 

contributes to the ability to segment speech, to the short term retention of novel word 

forms, and to the development of automaticity. Therefore the learning of phonological 

regularities should be considered a fundamental skill -- it is the precursor to these three 

aspects of lexical development. 

These findings suggest that exposure to L2 speech may be particularly important 

at the early stages of lexical development. 

This thesis also suggests that exposure to second language input is important 

regardless of whether the meaning is understood. Simply by dint exposure the 

language learner becomes turned to the regularities of the language. This research does 

not reveal whether conscious attention to the material is needed in order to acquire the 

regularities of a second language. However, Saffran et al. (1997) suggest that the 

process of learning the phonological regularities of a language is an implicit one that 

requires no conscious effort or attention; in short, it is a fundamental property of the 

language processor. 

It is therefore good advice to instruct student to listen to second language radio, 

even though they may be able to understand only 10 percent of what they hear. 

Further, if the student complains that second language radio simply sounds like a 

continuous unbroken stream of babble, it is good advance to instruct him or her to keep 

on listening: the work of Saffran and colleagues suggests knowledge of the 

phonological regularities of a language acts as a cue to speech segmentation; simply by 
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dint of experience words will begin to emerge from the babble. Lastly, this thesis 

vindicates those second language teachers who believe that the language immersion 

experience is essential. No amount of classroom exercises can make up for the quantity 

of exposure to language that can be achieved through immersion in the second 

language. 

In sum, these findings should serve to emphasise the importance of exposure 

both in terms of the acquisition of the phonological regularities of the language and the 

development of automaticity of word recognition. 

Modality is important. 

Experiments 1 to 4 demonstrated that, although there is evidence of cross modal 

priming for native language vocabulary, this is not the case for second language learner. 

These experiments clearly demonstrate that the benefits of priming do not transfer 

across modalities. Words form learning is a modality specific process. The results of 

Experiments 1 to 4 demonstrate that, in order to learn what words sound like, it is 

necessary to hear them; conversely, in order to learn about what words look like it is 

necessary to see them. In short, hearing second language vocabulary on the radio will 

not help a novice student recognise that vocabulary in the written form. Similarly, 

reading second language vocabulary will not help a novice student identify those words 

contained in speech. 

Given that second language word form reading is a fundamental aspect of 

vocabulary acquisition, these results carry important implications for teaching practice: 

if the development of speech perception skills and visual word perception skills are 

modality specific, this implies there should be equal amounts of both spoken and 

written input in the classroom. 

The second language student should also bear in mind that the perceptual 

aspects of word reaming are modality specific. Listening comprehension and reading 

comprehension skills are not merely the product of non-modality specific explicit 

learning of word meaning, but are also a product the speed and ease with which words 

are processed. In order to promote automaticity of auditory word recognition, the 

student needs to listen to as much second language speech as possible, and in order to 
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Receptive vs productive vocabulary. 
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Experiments 5 and 6 demonstrated that different processes are involved in the 

development of speech perceptual skills and speech production skills. The ability to 

learn the phonological regularities of a language is most closely associated with auditory 

receptive vocabulary development; while phonological short term memory competence 

is most closely associated with the auditory and visual productive vocabulary 

competence. Thus the receptive skills of some second language learners may lag 

behind the productive skills, or visa versa. As stated above, the learning of the 

phonological regularities of a language is a product of exposure. Where the student 

lags behind in receptive skills, increased exposure to auditory input may allow the 

student to catch up on the learning of the phonological regularities of the language; this 

will in turn reap benefits in terms of both the short term and long term retention of 

second language vocabulary. 

A test of language aptitude. 

Performance in the PSI is clearly related to lexical competence. It is possible 

that the PSI could be adapted for use as a language aptitude test. The MLAT (Caroll 

and Sapon, 1954), commonly used as a test of language aptitude, mainly assesses 

sensitivity to syntactical structures. 

Experiments 5 and 6 demonstrated that the PSI is most strongly related to 

auditory receptive skills, whereas the PSTM task is most strongly related to both 

productive competence and reading competence. These tasks could be incorporated into 

a single test of aptitude for word form learning that is capable of identifying specific 

potential difficulties with receptive as opposed to productive competence. 
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A test of L2 lexical competence 

Automaticity of word recognition (both visual word recognition and auditory 

word recognition) is an important aspect of competence. Further, a test of automaticity, 

of word recognition could be used as a test of second language lexical competence; 

automaticity could be used to index the extent to which second language words are 

established within the lexicon. Thus the procedures used in Experiments 1 to 4 could 

potentially be adapted into tests of both visual and auditory word form knowledge. 

Implications for models of the bilingual lexicon. 

The work of Grainger and others suggests that bilingual word identification is 

not language specific (e.g., Grainger and Dijkstra, 1992). Their experiments provide 

evidence that initial lexical access procedures are language independent in bilinguals. In 

other words, initial lexical activation happens in both the native language lexicon and 

second language lexicons with language selection only occurring at a later stage. 

However, their experiments have been entirely based on visual word identification. No 

experiments have yet confirmed whether the same conclusion would arise from 

experiments based on auditory word identification. The experiments presented in this 

thesis suggest that processing required for visual word identification are different from 

those required for auditory word identification. However, the work of Grainger and 

colleagues assumes that those conclusions drawn on the basis of visual word 

identification hold as universal properties of the bilingual lexicon. This may not be the 

case. 

Similarly, the work on the structure of the bilingual lexicon fails to take into 

account of the modality specificity of the lexical subsystems demonstrated in 

Experiments 1 to 4. This body of research is mainly concerned with the nature of the 

connections between language specific representations. The debate is framed in terms 

defined by Potter, So, Von Erkhardt and Feldman (1984) who propose two models of 

the architecture of the bilingual lexicon; these are: the word association model and the 

concept-mediation model. According to the word association model, the Ll lexical 

representations are directly linked to conceptual representations, whereas the L2 lexical 
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representations are connected only to the conceptual system via the LI lexicon. By 

contrast, in the concept mediation model, both LI and L2 representations are directly 

linked to the conceptual system. Subsequent work has used a variety of paradigms, 

including cross language repetition and semantic priming (some of which were 

described in Chapter 2), picture vs word naming tasks, and Stroop interference tasks, 

in an attempt to distinguish between these two basic models. However, these 

experiments have exclusively presented words visually. Moreover, evidence of 

modality specificity leads to the conclusion that Ll and the L2 lexicons cannot be 

considered as unitary bodies: there is both an Ll visual lexicon and an Ll auditory 

lexicon and an L2 visual lexicon and an L2 auditory lexicon. Ming-Wei Lee (1995), 

discussing this issue, concluded: 

It is easy to see that the mere consideration of modality-specific 

subsystems within the 'lexicon' forces one to conclude that Potter et 

al's proposed models and experimental paradigm may have seriously 

underestimated the complexity of the issues involved (p. 4) 

Lee argues that use of visual word recognition paradigms, in order to investigate the 

structure bilingual lexicon, presents problems of generalisability. He states: 

it is worth pointing out that if this line of work continues to use 

exclusively visual word recognition tasks, it would at best work out 

how the L I orthographic subsystem, the conceptual system and the L2 

lexicon are linked. It is however highly unlikely that it would reveal 

the overall functional architecture of the bilingual lexicon. (p. 5) 

Experiments 5 and 6 further reveal that the factors that affect the development of 

the auditory input lexicon are different from those that affect the speech output lexicon. 

If the lexicon can reasonably be divided into sub-systems specialised for reading, 

writing, listening, and speaking, Potter et al.'s model becomes unworkable simply 

because there are so many possible routes by which subsystems of the LI, L2, and the 

conceptual system may be connected. 
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Recent models of the structure of the bilingual lexicon (see Kroll and DeGroot 

1997 for review) have also failed to address these issues. In sum, until models of the 

bilingual lexicon take on board considerations of the specificity of lexical 

representation, they cannot be considered psychologically plausible models of the 

functional architecture of the bilingual lexicon. 

Conclusion 

This thesis has ascertained that the processes that underpin the repetition 

priming effect are responsible for the development of automaticity of both visual and 

auditory second language word recognition. Further, automaticity is a function of 

frequency of exposure to the language and is modality-specific. The learning of the 

phonological regularities of a language are implicated in the development of lexical 

competence; they are, however, particularly related to second language auditory 

perceptual skill. Phonological short term memory competence is likewise implicated in 

the development of second language lexical competence, but it is particularly implicated 

in productive rather than receptive skill. These finding carry implications for the the 

student and the teacher of second languages, as well as the researcher of bilingual 

representation. 
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Experiment 1: The Counterbalancing System 

Condition 

Auditory 

Visual 

Control 

Priming Order 

Auditory - Visual 

Visual - Auditory 

Type one 

Block one 

Block three 

Block two 

n=4 

n=5 

Type two 

Block two 

Block one 

Block three 

n=5 

n=4 
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Type three 

Block three 

Block two 

Block one 

n=4 

n=5 
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Appendix lB 

Experiment 1: Normative Data of Hi2h and Low Frequency Stimuli 
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Low Frequency Stimuli 
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·.·.·····.·!.::i:· ... ·.·.·.·.·.t·.·.··.·.··.·· ··; · .. . ··.· .. ·.·.·.·' .. ··.·.·.·.·.·.·.· .. ·!·············1··.···.···.·.·.·.· .. ·~·.· .. ·.· .. ·.·.·.·.·.·.·r·.·.··.·.··.·.··.! .~·~· .. · .... ·.·.·.· .. r..·.·.·.·.·.·.·.·.·.·: .: .~· ... · .. ·.····· ;· ·•-•· ···: ·:~·.·.·.·.·.·.··.·.·.· 

......... choral ........ • .............. 6 ............. : ............... 2 .............. ', ............. 5 ............. .:.. ......... 41-1... ! 460 ! ....... J9..0. .......... . 
: : 

... ~!'.l_.l.C.l_.l? ....... :... . . 6 .......... L ............ 2-... . . ........... ..1 .......................... 320 ........... • ........... 402 ... . .. . .3-6-.6-

....... ~.sp_ll.a_l_t ...... ; ....... 7 ; 3 I 10 . 488 . . ,5§}. .569 

....... ll.t1!<:lt~ ...................... 6 .......... : ............. 3 .......... ___! ............ 6 ............ .J .......... 43.7 ........... ! ........... 606 ........... 1 
......... §.9.9 .......... .. 

traction ....................... 

turtle 

8 

6 

5 1 ........ :-······ ···············••·•····~············· ............ . 

8 21 

.............. • ..................... .... 645 477 . ................... . 

509 644 564 
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Block 2 

?truna· .. r·n·~
1 

.. ls.ush ..... .. ; .. No .of
7
letters .. ,, ...... K-F

0
freq ···· i,······· T-F

1
.f
3

req ....... ,i· )c1.II1
4
i1
5

.ia
5

.r.itY ... ; c.o.!:lcx.e.t~n.~si; ,, .. ..i~c1gc11:Jil.ity··· 

........................ ... . , : . : ........ 443 ........... , ......... 456 .......... . 

fc1r.t.h.ir1g .... :... .......... ~ . ... . -1--············ .Q ··········· .L .. .... L ....... (' ....... 2.i .§ ........... . 
ha.rl?().ur 7 . 0 . 0 512 . i . ' 

....... curler ........ , ............. 6 .............. ' .............. o .............. ' .............. o ........................ 501......... . ........ 600 ............. i• .......... 521 .......... . 

1:c1i;.k.e.L ..... L. ........... l?.... i o i 1 ....... ! ........ ..36.S. ...... , ........... S..Qi ........... ❖••••••• • 280 ......... . 

c:ha.s.sis 7 i 1 i 8 327 : 561 386 
......... gulle~···•···· r··············~··············1··············~··············1· .. · .......... ; ............. : ............ 2;;.····.····-r···········~·~·; ···• .. · .. ··:···········~~·~···· ...... . 

tremor ·······:··············7.. ............... 2. .............. : 2..9 . ·········•···········401. ·········:···· ... 413-7.. ..................... J91 

... .. il.~9.u..r ........ ; ............ 6 .............. :...... ..? . . ................. 9 .............. ....... .496. ....... , ........... S..9.J :········ ... 536 ... . 

. ... 3-6.L ..................... 381 .......... . 

.. 603 ........ ........... 597 ........ . 

........ blister ........ · ........... ...7 ............................ 3 ............................ i?.. ........... : ............ 462..... . ...... S..7-.3-........... i ............ 6.J.§ .......... . 
... beaver .................... 6 ............ )..... 3 I 28 : ... :4-7..9... ' ......... 589 : .......... § 12 ...... . 

... J<e.r.!:!e.L. ...... l .......... 6 ....................... 3 ·············; ........... .1.L ......... j.. ......... .1.7-7.. ...... .559 ....................... 542 .......... . 
d 6 4 ' 30 .... 469 ........... '· ........... 597 .......... ': ........... 567 ......... . ........ ecree·········:·············· ............................................. ;............. . .......... : ...... . 

.. pc1l.e.~J~ ........ L. ..... ... ? ....................... 5-........... .,.... . ... L .................. . }Q). 609 j 437 ·····················••:--............................ . 

cologne 7 9 5 407 576 586 

Block 3 

.srn.:t1.1:1l.1:1s. . . No. of letters . ..... ;I(,~f.fr.e.q ..... .l.. .... .I~.f..fre.q .. f.c1J?:1i.lic:1ritY. ... : <:or1c:r.e.~e.11_e.s.s. ...... ~ .a.g.c1l:>i_lity ... . 

croquet j 7 • 0 ) 11 418 ...... 559 ....................... 539 

...... ~~l~;·······r·············•;··············1 ......... ·····~··· .. ·········r······ ...... 6 ....... :::::1:: ......... 3~7 ........... ; ........... 426 ....................... 378 .......... . 

.. .. glutt_()r.i ....... : .............. 7.. ............. L ............ .9 ............. L ........... ..5-. ............. : ........ .430 ......... : ........... 1~~ .......... j. ........... 5-.48 
curfew ...................... 6 .............. · ............... o ............. · ............. 2 .......................... 475 . . 426 : .FL ....... . . . --~---······················· ····;···· .... . 

....... racquet .. ... ) ............. 7 .............. : .............. 1 .............. : .............. o ............. : ......... 480 ........... : ........... 567 ........... i ........... 522 .......... . 

!Tl()lJ>hu.:te. ..... L. ............ ~ .............. : .............. -1 .............. 't .... 9-.............. , .......... :4-4§ . ······· S.~9 .......... .L ........... S..5-9 ........... . 
halter j ............ 6 .............. :. ............ .1 .. . .... L ........... 9 .............. 1.... ...3-?4 . ... ) ........... 5-.5-.9 ........... i ......... 453 ........ .. 

deceit ' 6 ! 2 26 440 . 257 ...................... 338 .......... . 

···. ::: ..... :........... : I · ; '.············ ;:············• · · :~: , ::! ·····•····· ::: ·· 
6 3 ··.··.·.·()·.············· r .... 521 ., ....... 5···; ·~···········,·······• .... 5 .. ;~··········· 

........ soccer ........ :-············· ·············•:••···· ........ ·············>········· . . ........ ................ ,........... .. ........ . 

fe.11.c.itlg 7 : 4 : 0 : 395 .. !.. .......... 5-?S. j 518 
bourbon , ............ ·; ····.·· ·.·.·.··.·.·.r.-.·.·.·.·.·.·.·.·.·.·.·.·i .·.·.·.·.· .. ·.· .. ··.·r·.·.···········~····•· .. ····· . . 531 ..... 5-7-.9 ........... 1 ........... 6.Q§ ......... . 

. ························-r··················- ···············: .... 

········:::e ....... , ............. :········· ····:·············:·~········· .. ·I········· :: ····· ..... '············::: .. . . .... 585 ......... / .......... 31.3 .......... . 

• 555 
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Appendix lC 

Experiment 1: Stimulus strings used in the Test Phase 

High Frequency Strings 

Block 1 

ukkqeomohcxlumcyodgqnngpwseriesuczpjiulxvyltpyhqfkz 

fkdytqzbrygasxmtxhrlrfrjoumalbjmxnsrfxwgkjtloxgeic 

pwzhsdhrpivkuvqzkqcomfortpcyyzrbmnqobrhseyusujfsqtp 

yyenktahdegxskogonlgwdejbpvisionvfjurlqxgkuylfpfltr 

mixnoticepdojdronkzzqcjwwljpbxktzfrpqfyfkvlfjxqgxb 

tijwdjkxyiobnyfzxnqwboqagwuiydportionvxugzuvewyhukv 

qftehdgwqauublqiokpllixbyjujhncfglqtbjmynarrowjrnij 

ytvpfmrqawgkfvddrxropbvalleyllddtcxqkpzjidsolgacvoh 

kdqalsrtkiqqennxvdvpwnucgqmmysjsxnfjuwnmurderqsvppe 

mshaci btcounci lecyxi tsfpsanfvupuwsxoi vpdmtuei udlirz 

teszqjlidsabqrycjmvzurtzhynseasonfxfdqjjszvnlmajxox 

ewkjbqwykklitzgkjqxmrdktothsliudegreewizwzwbrvwtjpy 

cpvfxmbtshpyxrvsyekigzddxyfeiqhvvvfrlettervpnoqrnrnej 

ybbfrxaf gaqpwrei vrhwolpeopleq lpseqnfjerdcdstsukifwz 

gzhqyrzmpfcfwkmfjpernikgmntdptdcottonurtrwxepmzrxeg 

Block 2 

lqsnymxlojccbahbvxgpocketmuigbdomydkzetgpkapyidxnqi 

qauggygiewrsymbolepbbgrkufowonhatokovgjksjmrkjwnofo 

jtcaxogardenfnpwfdywwrmfwkmsgikxhjbjxjuygbpdyldblvl 

gyekqmhkztralvgkvmimshoulderhwxnzxzirmgnhecoyzlyxsf 

yzrnivppjlgwjghqltovdjaeopfvqmcontactnzkmtxfgxejatck 

gxnbelumnrjcitruyzogghhcolurnnizlubimhouuwujudbnzrgw 

yalnnmcmeudhbrgdyqwszmqiwbottleyqngzmfiognturqcfhsk 

gtrqzbfconcemxflzlcdcnrtdphrfiianrnsjkmjqveldougske 

zklizkkslzponsmlqpzbbnbewppxxezuowhecwattackrsappeh 

pjjbfnwdfaqozdppyufhcjxgcwsqqwritingxhycrhnqdbtxdhv 
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zcgxygrtwgpruqevdceveningruquqcncvyqegmxxxfyujlrptg 

uqojsvtjuuevbhzdvseihtnvktkgpagnjhzimemberlkiezsmmq 

ytktgzuqavgikiyojwexmarketaxkadrvmlnooqekrqhlnoyxoc 

gqfdtksbcbmehgtyxofficektlctsgwotwnawcnvfkcscsvpnsn 

Block 3 

rfokdzuxetzrmwdyrrqxugadnsuppersnnevpbjxwcfvammkoio 

wcnecccnihwunkzjntxrnihpvtdivvgqjgqenginevrgbiejekrnf 

bpjkrozkrljlcbitterxqhnpcsqsyofgsrrngvunghunvifvpks 

zbrnkersrygfbcq lfxcirclew kc gpy ldnyswzydzedofx jfaskyo 

nfjxjbqhntrnihwzzqfxnuqbycbukagptijgrtravelaubbxtnm 

gwtklnqstqabwiqelorfnqsxobjectcxotqmmgirjtouujdvtsr 

oleijzcareerzeamuxuzoiqetjygetwfqmdsoxoapeqkrpxilpp 

nbciaayvhduqtjaszrvketafzilwxedejttbattlepyumjawakb 

tdftbynrqcktijjvnhulsoensproducttymbwfxylszymofethb 

bqqfdljymubxajxupattemsokfkqudvxiwkjkrfwnbaleiofyc 

fswnbiaupehcomeroxytkbdndgukttlodncdrvqivexnpkgbnp 

fntuxvziitcwtkffpmunzmcsummerzayrwysqpsqobyfygmdnrw 

bpweugichdqqrecordvjyhgfhczdydzbqffwdulaklgpdlmmsol 

gbxopzunzcqkogiuxrqsvpersonufzasrlzolsgepioigszlizf 

yottrkakzdozxljsxqhbuloqwvazmominguymmmgqcyklurdfe 
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Low Frequency Strings 

Block 1 

un jifh jrw luamoujplixmwy lmkni yfsiixi vapouroegyuvorhg 

xhtrelwnpzdydvsojldbmbpbybeyqoqyzzyqdscgfreaperrtdv 

fynkmarheulbzwrafaocommodetqlmjyebqwiizflpyxozppyfn 

cbznscooterpaztpmdwfugmtphhyy lsvgi vreexicbviehtqasy 

vsufudnjtbgbukmhnaasepojrqxilbabscessaorqsqsbstcnrb 

mzanrrfsxtaqbgnqiggeatxrxbelfryghgfuyarfjxdpugxwqsj 

pjrzxakodfaw kuzlpbaipvpolrwrmzeobdglaciercpex wnkbiq 

iptrtjwygfzvmoxaabtdtimzqctyphoonljakrceyqzhlgfdybq 

covbembpchoralyloyresfbctypmxckaxkilkdokghojxejalvl 

yoewqurxszdlvoglxpndtrhstjxcaucusvenbnbwlrxsyzljgsb 

gjhptbazysbrigandoobwgudoqtpyftsckhabiryuykmotwamuj 

mgwolexbavezxgtmbrnitdrkvkmdzajkumujrhurdleyblgrixlu 

kuctitqnokyrufbphcegkhegvasphaltosfnmpgzkngjiaadcpc 

vnscwmbasjqchlfomkvvpbuvtractionpbstjptcxxlduxzpvop 

njixejkapfhprv kafakohnejmukjtturtleboqmvsfoidzwq bca 

Block 2 

ccnrikduxkzvkmkapaempvypsgzjzzunsjcurlericxugkzvgol 

ahfcfjoflcvzcbbtarnishdawhuwuhecvjbolpxgnyznlmlejhb 

pxigjczgcxczixrqqmmdovdharbouraqeyzymgbbtbmwxtmkrli 

jxutscwqumcfarthingbjdgiacpjcuqdytuxuhyewnifczojmmj 

ixyqzmsnnkociapyuyqbznmcpdwefqkgphicasketmmtlyiqbbe 

sclapulwugulletffnhqqaipxzlexbsqgcojdolpncrjuxmlsnu 

f ggx j sfaszkpqva jensmoyrokgfh j abih vrkarrnourkf qgeassw 

wdrultpwaekbpnuukptremortezeqxvzvshikdbrvbmsulytlld 

rsfakhpkemelgpptcxlcyrhavdpvxgwrffysyryoqwouuvjihz 

qasuqwgqiynblistergqpuzbiciunjekgtwilxxihivbiudyggz 

mcxqcngufpfssisvybnludshtoifisdgesnhyatcdecreenlume 

cqfnhbeaverpcnevmtwjfzzumesenzaywfapuichspgzhfh j ybu 

toxbhyskmpgkxkwktmbnmlrbdxpalettehjwgunfnssbhuqjusx 
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uavjcolognegvjvysholrmsmcbvbhehcfovgxsifpuhkhzjrcny 

Block 3 

qumzcafkohpakgisnpbgdyejkgtkfsqnqxktmoxaracquetkehk 

umldbqlihxxhrogrfxthwxpqeicgojunglepsaqpjwhtzzetaad 

ppiixiwwmefkwsaiffzexdjanjawrbeikcroquetqvdzekyvlrs 

jslkeknxoomritgjqjohercurfewkbnopscbmuigfuzseqzixwf 

qgibrzvi yrysuknlauoncyrbquthi vswbnyijfzpdmuzzlepgor 

aooaeijmbubqtbakrsamplertvhcbwhbjyhgqabmscfecwbeihf 

belebkkacbijlpyohaltercrkemqzbpdbidhkhcrgchvmfvjkcp 

dkemrbch prioix jugnmgzqq bjmorphineulnwyscf dpzuyrwuuf 

whdoteqdvsqyincenseulpmrdxnrhqebomvmfvtbtcklrzsmlyg 

ukyvsdchvadzdeceitwxutzsiwygatjgdeqcuvcsoxwfsoeiewv 

ovizetrsmdraydtijlywdqmaroonudzduresypjuzfcpwhxjymz 

nsmyiufzusijjngxttnkeolorsojmgudnjjgzkzsoccerrtnuwz 

zicv lswkostfpauzlztjcckf encingejohwqzsewmbwtqhl yoeq 

uhzxmpbzbthlknqmbctzvsnvxxvgluttonmhgmgiqypfzygico 

lofzlzkfczrtacuhmolrozlhwkekzvuzwklfasmwbourbonvdga 
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Appendix lD 

Experiment 1: Summary Tables of Set 1 Analyses 

Summary Table of 2 x 3 x 3 ANOV A 

Source 

Type 

Subject(Group) 

Frequency 

Frequency • Type 

Frequency • Subject(Group) 

Study Modality 

Study Modality * Type 

Study Modality • Subject(Group) 

Frequency * Study Modality 

Frequency • Study Modality • Type 

Frequency • Study Modality • Subject( ... 

Dependent: Mean Response latency (ms) 

Planned Means Comparison 

Visual 

Control 

Visual vs control. 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 104940.289 

Mean Square 104940.289 

F-Value 11.454 

P-Value .0014 

G-G .0028 

H-F .0018 

df Sum of Squares 

2 228364.419 

24 1819461.507 

1 917190.801 

2 14421.021 

24 259795.604 

2 106264.367 

4 84198.974 

48 439770.464 

2 52885.182 

4 66716.340 

48 372005.913 

Mean Square F-Value 

114182.210 1.506 

75810 .896 

917190.801 84.730 

7210.511 .666 

10824.817 

53132.184 5.799 

21049 .743 2.298 

9161.885 

26442 .591 3.412 

16679.085 2.152 

7750.123 
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P-Value 

.2420 

.0001 

.5229 

.0055 

.0725 

.0412 

.0887 
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Auditory vs control 

Auditory 

Control 

Cell Weight 

1.000 I 
-1.000 

df 1 

Sum of Squares 17019.709 

Mean Square 17019.709 

F-Value 1.858 

P-Value .1793 

G-G .1794 

H-F .1795 

Auditory vs visual 

Visual 

Auditory 

Cell Weight 

1.000 I 
-1 .000 

df 

Sum of Squares 37436 .553 

Mean Square 37436.553 

F-Value 4 .086 

P-Value .0488 

G-G .0572 

H-F .0514 
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High Frequency 

Visual vs control 
Cell Weight 

High, Visual 

High, Control 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

1.000 I 
-1.000 

5464.954 

5464.954 

.705 

.4052 

.3648 

.3817 

Auditory vs control. 

High, Auditory 

High, Control 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

Visual 

Low, Visual 

Low, Auditory 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

Cell Weight 

1.000 I 
-1.000 

757.486 

757.486 

.098 

.7559 

.6743 

.7091 

vs auditory. 
Cell Weight 

1.000 I 
-1 .000 

29646.541 

29646 .541 

3.825 

.0563 

.0687 

.0638 

Low Frequency 

Visual 

Low, Visual 

Low, Control 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

vs control 
Cell Weight 

1.000 I 
-1.000 

147611.117 

147611.117 

19 .046 

.0001 

.0004 

.0002 

Auditory vs control 
Cell Weight 

Low, Auditory 1.000 I 
Low, Control -1.000 

df 

Sum of Squares 44952.570 

Mean Square 44952.570 

F-Value 5.800 

P-Value .0199 

G-G .0300 

H-F .0257 

Visual vs auditory 
Cell Weight 

Low, Visual 

Low, Auditory 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

1.000 I 
-1.000 

1 

29646.541 

29646.54 1 

3.825 

.0563 

.0687 

.0638 
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Appendix lE 

Experiment 1: Summary tables of Set 2 Analyses 

Summary Table of 2 x 3 x 3 Mixed Samples ANOV A 

Source df Sum of Squares 

Frequency 1724110.192 

Block 2 100380.325 

Frequency • Block 2 73608.293 

Subject(Group) 84 6935088.617 
Study Modality 2 300266.489 

Study Modality • Frequen ... 2 241167.242 

Study Modality • Block 4 365270.135 

Study Modality • Frequen ... 4 232231. 794 

Study Modality • Subject ... 168 3354238.219 

Dependent: Mean Response Latency (ms) 

Planned Means Comparisons 

Visual 

Control 

Visual vs control. 

Cell Weight 

1.000 I 
-1.000 

df 1 

Sum of Squares 299852.295 

Mean Square 299852.295 

F-Value 15.018 

P-Value .0002 

G-G .0007 

H-F .0005 

Mean Square 

1724110.192 

50190.163 

36804.146 

82560.579 

150133.245 

120583.621 

91317.534 

58057.949 

19965.704 

F-Value 

20.883 

.608 

.446 

7.520 

6.040 

4.574 

2.908 
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P-Value 

.0001 

.5469 

.64 18 

.0007 

.0029 

.0016 

.0233 
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Auditory vs control 

· Auditory 

Control 

Cell Weight 

1.000 I 
-1 .000 

df 

Sum of Squares 84925.026 

Mean Square 84925.026 

F-Value 4.254 

P-Value .0407 

G-G .0522 

H-F .0496 

Auditory vs visual 

Visual 

Auditory 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 65622.412 

Mean Square 65622.412 

F-Value 3.287 

P-Value .0716 

G-G .0826 

H-F .0803 

Tukeys HSD Post Hoc Comvarisons 

Study Modality at High Freguency 

visual vs auditory q= 1.05 

visual vs control q= 0.56 

auditory vs control q= 0.50 

Study Modality at Low Freguency 

visual vs auditory q= 2.57 

visual vs control q= 7.19 

auditory vs control q= 4.62 
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Appendix lF 

Experiment 1: Summary Tables of Analyses of Error Data 

Summary Tables of 2 x 3 x 3 Mixed Samples ANOV A 

Source 

Frequency 

Block 

Frequency • Block 

Subject(Group) 

Study Modality 

Study Modality • Frequency 

Study Modality * Block 

Study Modality • Frequency • Block 

Study Modality * Subject(Group) 

Dependent: Number of errors 

Planned Means Comparisons 

Visual 

Control 

Visual vs control 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 5.693 

Mean Square 5.693 

F-Value 5.650 

P-Value .0186 

G-G .0203 

H-F .0186 

df Sum of Squares Mean Square 

19.058 19.058 

2 .178 .089 

2 .657 .328 

84 92.430 1.100 

2 6.256 3.128 

2 2.871 1.435 

4 1.453 .363 

4 9.888 2.472 

168 169.281 1.008 

F-Value 

17 .319 

.081 

.298 

3.104 

1.425 

.360 

2.453 
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P-Value 

.0001 

.9225 

.7428 

.0474 

.2435 

.8365 

.0479 
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Auditory vs control 

Auditory 

Control 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 3.396 

Mean Square 3.396 

F-Value 3 .370 

P-Value .0682 

G-G .0705 

H-F .0682 

Visual vs auditory 

Visual 

Auditory 

Cell Weight 

1.000 I 
-1 .000 

df 

Sum of Squares .295 

Mean Square .295 

F-Value .293 

P-Value .5891 

G-G .5758 

H-F .5891 
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Appendix 2A 

Experiment 2: The Counterbalancing System 

Condition 

Auditory 

Visual 

Control 

Priming Order 

Auditory - Visual 

Visual - Auditory 

Type one 

Block one 

Block three 

Block two 

n=l 

n=4 

n=2 

n = 5 

Type two 

Block two 

Block one 

Block three 

n=2 

n=S 

n=l 

n=4 

Note. n (plain type)= pilot study 1, n (bold type)= main experiment 
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Type three 

Block three 

Block two 

Block one 

n = 1 

n = 4 

n=2 

n = 5 
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Appendix 2B 

Experiment 2: Normative Data for all Stimuli 

Note. K-Ffreq = Krucera - Francis frequency, T-L freq= Thorndike- Lorge frequency 

High Frequency 

Block 1 
' ' . ' 

. stirnulus .... !No of .letter5; .... K-F .freq . J :.F..fr.~q .. j fC1111J!iC1rity.)<:9.11.c.r~.t~i:1~1,~ i!fta.ga.b..ili.tyj.b.C1.S.~1i11.~ f.f'!<: 

..... .forest ...... ! ............ 6 ........... ! .......... 6.6. ......... 1 .. .... :2-9.9-........ : ......... 5-P ......... ' ......... 6.9.9-........ ,: ......... 6.~} ..... ) .... :2-~.L.3.~.3. ... . 
question .. : ............ 8 .......... : . .... 257 ................. 1302... . ... 588 ......... , ........ 387 ........ ! ........ 398 ........ ! .... 238.857 ... . 

produce : 7 : 82 • .... §.Q.1 . ... 534 ..... < ........ 432 ..... ) ......... 396 ..... ) ...... 282.4 

...... father ..... 1 ............ 6 ........... ; ........ 183 ......... ; ....... 3235 . ..... ....... 591 ................. 594 ......... : ........ 646 ........ : ..... . 303.4 .... .. 

.... disease .... :· . ..7-........... 1 ........... ?..3.. ..... .. .[.. .... ~2.5 .... 580 ....... : ........ 504 ......... : ....... 487 ....... .i ....... 323.5 .. 

pr.~s.!'!1:tt. .... : ........... .7-........... L ..... .3-?? ...... ) ....... t975 .. 569 ........ : ......... 389 ........ : ........ 4.81 ........ : ..... 340.125 .. . 

... patient .... : ......... ] .......... : .......... 86 ......... .' ........ 392 ........ , ........ 538 ....... .i ..... 487 ........ ! ........ 526 ........ : ....... 351.-5 .... .. 

.... <:<>i:t~r.a.i:~ ... ;_ ........... ~ ........... ,:. ........ §9 ........ J ...... J O 7 ... 5-9.9-......... '. ......... 4-§? .... ) ........ 4.?? ......... [ ..... 3-9-?,.8-~3-... . 
..... flower .... J .......... 6.... .. ..... :2- :'.?. ......... L . .... 902 5-6§... ..584 ...... ) ........ 618 ...... ) .... 414.875 .. . 

dollar • 6 1 46 . 1790 611 • 575 1 611 I 432.429 ····················-··· r--·······•·············· ·························· · ····················· ····. ···················· ···•. ·························i ············ ·············: ····················-···· 

... machine ... : ......... ...7 ..... ...1.9.3-...... l.. ... 501 .. S.~.9-......... .. ... 5-'7.~ ....... : ........ 575 ........ 1 .... 457.429 .. .. 

..... student .... ! ........... 7... ..1 ........ P.1.. ..... ,... ,3-92 N2. ..... ·i .... ?..4-.?. ........ , ......... §.9.3. ........ , ....... 4-9-.3.,.5-.... . 
..... ~i.11.t~.r. .... : .......... ..§. .......... : ........... ~.3-. ....... • ........ 61.0 ....... , ........ 61.5 .... ...:,· ........ 499 ........ • ........ 621 .............. 509 .16 7 .. .. 

...... ~I~Y.i.c.~ .... ! ... ........ § ! ...... 5-.5-......... L ..... 1J4 .. 500 ........ ·. 444 I 391 ! §~8-:3..7-5- .. 
country I 7 324 1714 592 465 ; 539 i • 
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. . 

.. s.tim 1:11~5. ... ;No.. <Jf .. le.t.t~!.S, ..... K~.F. . .fr.~q ... I .... I~.F. . .fr.~q.. ; .. f.a.JP..il i.a.r:i.ty_ .; c.()i:ic:r~t.e.11e.s.{ .iJP.agc1 J:, i.l.i ~.! J:>a.~E!.lin.~ .. r.e.c. 

... college ................ ? ..........• ...... 267 ........ : ........ 930 ....... j ........ 620 ... ... ! ........ 554 .......... ........ 590 ········:·······227.5 ..... . 

coffee ., .......... 6. ........... 1" .... ..?t ........ , ......... 5..8-.Q ... ! ......... §.2..S.. ' ..... .. 61} ...... ) ........ §J.8-..... L .. 2..4-§.) .6.?. 

:::,:: : ; ' :; . ::; . !!~ ] !~~ T !;: : :::~:: 
doctor .... ; ........... 6 ........... !·······100 ........ ; .... )631 ····!········5·73 ........ : . ....... 575 ·······:·········600 .327.75 ... . 

. regi.o.~ .... ) ......... 6 ........... .......... ?6 ... ..... : ........ 149 ......... : ........ 51.1 .. ··<· ...... 441.. ...... .. 459 ...... ) .... 349.222 

.... sister ...... '············6 ..................... 38 ......... :········ 590 ........ , ........ 588 ......... ....... 575·········:········ 613 ..... ...: ....... 387.1 ...... . 

.... . dinner····<··········· 6 ···········:-····· ... 91 ..... ) ...... ..1266... . ... 621 ..... ) ......... 542 .. .... L ...... S.?.O. .1.Q?. . .?H .. . 

.. rp.a~tE!.r. ... .;.. ......... 6 ......... : ......... .?2-..... .. ·, ....... 376 ........ : ........ 495.. ··:·· ... .4-<J.§ ....... L ..... 495 ........ : ....... 420.s ..... . 

..... supply····· L .......... 6 ........... [ ....... 102 ........ ; ........ 566 ....... j ........ 539 ........ [ ........ 368 ................. 340 ....... L ... 448.75 ... . 

. .. . n.a..tt1x_e. .... :. . .. 6 . ...... : ......... 191 ....... :· .... 649 ..... ___i ........ 535 4.1..4-........ L. ..... 513 ........ • ..... 468.429 .. . 

number ... ! ........... 6 ........... ! ..... ... 472. ........ ! ......... 9-5..L ..... , ...... .. 5-9-.9 .. 395. .... ···f ·•···•···4-~.9-........ l ... 476.875 . 

..... subject ..... 1 ......... ...7 ········ ! ........ 161 ........ ! ...... 641 ......... ! ........ 590 ...... j·········4-9.§ ......... , ........ .4-J§ ......... , ....... F§A ..... . 

.... sh.a.9g'!Y . ...i ......... .9-.......... .L ......... 3-§ ........ j ........ .4.9-.L ...... I·· ...... 5..3-.6. ........ , ....... 45.? ....... 565 ........ ! ....... S.1,.6. ... 4-..... . 

message 7 64 286 557 459 438 617.333 

Block 3 

... ~t:ifl:lul.t1~ .... f N <J. o.f. JE!.tt.e.r.s. .... ~.:f. f.r.e.q ... j .... .I.: f . f.r.e.q .. i. Jarr,igic1.r.i ty j <=o.11.<;~E!.t~r1E!~~. i.rr.ia.ga.1:>.iliJy_ ]1:>as.~l.i.11.e.. r:~<= 

...... figure ...... : ............ 6 .......... 1 ......... 209 ......... ; .... 1202 ...... ; ........ 534 .... .. L ...... 472 ........ ; ........ 526 ········f·• ..... 233.5 ..... . 

...... result ... . .......... 6.···········!·········2.4-.4-......... : ......... §.9-S. ........ i ........ §2.3-...... . ... 3-.1..8-........ !-....... }2..4-........ i ..... 2..S.§.-. .4-.2-9-... . 

fellow .. ..,: ........... 6 .............. ...... 6 3 ......... • ....... 86.Q. . . ......... 4 75 .... 5.0.2. ........ J ........ .4.3-.S. ....... L.. .. 2..9-9-.-J.2.S. ... . 

mother 6 i 216 3993 , 632 j 579 638 315.222 ....... ................. ,............ ' . . ....... ~--·· ............................................... ~----····--··--········--· 

.... brother .... i ........... 7···········i··· ...... 73 ......... j ........ 659 · 1· · .... S..9-.8-....... : .. 585 ................. 589 .. ... l .... 337.25 ... . 

.... .fif.t~E!n. ...... : .......... .? ··········'.··········56 ....... ..f. ....... 4.10 ........ ' ......... 539. ····••:••···· 37.9-.... .. j ...... .4.9-.1. ....... .j.. .. }5-Q'.2..2.2. ... . 

. nation j 6 • 139 : 530 ....... ....... 5-9.8-.... . , ..... 41.5 ......... ; ........ 436 ........ L ....... 41.2 ....... . 

. .. f_ic.t_ti.r~ ... , ..... ..? ........... , ....... ) .6-.?_ . : ....... 1 .4-§.3-..... ; .... 5.9-7 5?9 .... ) ......... 581 ..... J ... 438.125 .. . 

st.i:_l.tio.n. ... .:.. ....... ..? ......... : ..... ms ....... :- ... §1.? ... .... . .. 548- ..... :. .5.72. ..... , ... S..S.4- .... ..:. .... 449.714 ... . 

volume 6 135 211 , 526 418 [ 464 • 469.6 

.... we!"tp.~
·.·.r·.···.·.•:,'························ ; ····················· :,. ························ ,.· ·························.- ························t ·····················•c························· 

. . .. 7 ........ ...: .......... 69.... • ...... .4.0.3-. ·····: .. ... 6.2.3- 43.9- ... ,. ....... 537 ........ , ······475.5 ..... . 

.... sig11.a.l. ·---f·········§ . ...f. ..... ... 63 ........ '... 14-S. ....... ... . ..5.07 464 .... ) ...... 513 ..... _) ..... 484.625 .. . 

.... 11'1.~J.e.r: .... L. ....... § .. . ...... , ........... 4.3 ................... .4-F. ................ 520 ......... 569 j 557 j 507.333 

yell()_\¥ .. . _ .......... 6 ........... _ ......... ss ........ .f ......... 597 555 5.}.?. ...... / ........ 5..98- .. j ..... 528.556 .. . 

iunior 6 75 379 470 384 391 • 
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.... S.~tt1.~S. ... •No. CJ f IE!.tt.ers, . .JS: f.. fre.q .. J.:f.. f.r.e.q ... i __f ~i l.ic1.r.i~y· lc:9.r1.c;.r.e..tE!i:iE!S.f i.I11c1gc11J.Ui.ty J.b.asel.i.r1.e..X:E!<: 

aeria.l .... ...... § ......... ........... ~ ........... L ......... ?.1 ....... : ....... ..4-~L ....... , ........ ?.l? ......... : ......... ?.9?... 221_.5 .... .. 

cleaver 7 ........ o ......... J ..... . 1. ..................... 357 .......... S..?..6-........ , ........ J?.8 .... . : ... ~.3..4-.. .. . 
. ... !JJi.s.t.er: . , 7 3 . 27 ; 462 . 573 . 616 . 241.714 
..... P.i?.t.CJ~ .. 6. ...... . ; ............ ; .......... T .......... ~ ........... ; ........ ~·~; ........ : ......... ~.~~ ........ : ...... ~.~~·. ' ·.: ... ~;~·:~·~; .. . 

.. .JJ.E!~E!.I\E! .. :· 7 . 2 • 1 ......... J ......... 318 ...... : ........ 53?. ; ........ ~J.8-........ , .... }1§.J?.~ .. .. 

. <:fr.i:z::z:IE! ..... :. .. . ... ?. . ....... .:.. .......... 5 .. ................. 1 o ...... . .5.16 ........ • ......... 558 ...... ) ......... 582 ....... ! ........ ~.J .9 ...... .. 

..... zenith ..... : ......... f .......... , ........... 6 ....................... 2 .................... 41-6. ......... ........ 430 ................ 449 .............. 369.5 .... .. 

1:tc1~c.b.e.t .. L ......... ?. . . . ) ... ..... 4 ........... 1 ........... 4 . ......... • .... 467 ................. 603 ........ ......... 527 ........ • ....... 399.5 

...... 9a.gg~ ... : 6 ...... L .. ....... 9 ....... ) ......... 11 ......... :, ........ 480 ... S.?.6-........ : ......... s..~.1 ....... .L .. 13?§ .... . 
... dandruff .. , ............ 8 ......................... 0 ........................ 0 .......... : ........ 495. ........ : ........ 546 ................. 554 ............ 451.857 

..... ~ .i::>IE!.. 7 ... : ............ 1... ..... ; .......... 6 ....... J ....... 397.. . .... S..?..?. ...... :.. ....... 5..7..0 ... .4.7-t.§.?.S. .. .. 

... ..r:r11:1.c.o.llf3 .6. ... 
1 
............ 9 ........... i ............ ?. .. ........ : ........ -26.L ..... , ......... S..?..9 ........ , ....... S.38- ... .. 59.?.:.6. . 

...... ~r.~.Ily ...... , .... ....... 6.. ...... ; ........... 0 ...................... 0 ......... • ........... ~ ............ : ........... • ........... : ............ ~ .......... ) ...... 58 7 ...... .. 

....... :: · : .:. ....... ! ................... ~; ......... i ........ ;;~ ... l ......... :·;~· ....... I ........ :·:: ..... i· ..... : ....... .. 
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stimulus No of letter~ . I<:-f..fre.q . T ~.F. .. fr.e.q··· !. fcir.n..Ui.a.r.gy) :()i:ic:r.e.te.r1.e.s.~,.iz:n.<1gc1)J.!J.ity.;1:>c1~e..Iine. .. r.e.c: 

..... stanza .................. 6 .......... j ........ R. .. ······~········· .3-......... . ..... ..385 ....... .i ........ 456 ....... L ...... 43 7 ........ • .... 228.667 .. . 
·; I 

cactus ............... 6 ...................... .0... .. . . ........ ?. ........ , ....... .4.0..0. ........ ;. ........ ~ ........... , ........... ~ ........ , ..... .2-3..4 ,6 

••• ;:::~;·•• ( ......... : ••··••·•••'•••····· : ......... . ••• ~9 •••••• '.••••••··!;!•• ;•••••·••!!! •. I••••••!;! •• ;•!!! :;: 
J.il!:.c1r4 ...... , ............ 6-........... , ............ 9. ........ , ...... P: ....... L ....... -48-.3-.... .. , .. ... S..8-.8-........ , ........ §3..2. ...... ;. ... .3-.Q~. ?H .. . 

..... \Y.il!:.a..r.4.. , ............ 6-. · ····-r······· 3. ...... ·•· ?3. .......... 1 ... . ... 473 .................. 473 551 j 332.375 

.... microbe ... :·········___7 .......... : ... ...... 0 ···········: ......... u_ ·••··-: ........ 339 ....... ., ........ 482 ........ ! ........ 394 ..... ..J .... 406.333 ... . 

...... ~qt1.ir.e. ...... : ... ....... ?. ........ ...!........ 5 ·········1··········· 9 ...........•........ 323 ........ :·········502 ........ : ........ -45.?.. ·····•········429 ..... . 

... segment ... : ......... .--7 ........ ) ......... 10 ......... : ......... 9 ........... ! ........ 451 ......... : ........ 485 .... : ....... 480 ....... ) ....... 445.5 ..... . 

gasket • 6 j 4 • 0 j 428 • 525 • 487 j 464.714 

...... settler ...... i ........... 7 ........... 
1 

. .... ••.•. 3.... : ...... 2.9. ......... i ...... 384 ........ : ........ S.3..3- ... ; ........ 528 ...... J .-48-~ .. 7-H .. 
rudder • 6 • 1 11 . 390 . 572 j 520 . 514.5 ··········----·········· .························· .······ ......................... ···············.····················--···: ·························: ·························:·················· 

!':'; r : J······· ;· .. _ 2; ) , ~· . :.·.··.·.·.·.·.·.•:7 ... ·.·.·.•··•·•··········•······~7 i : ······ 
iockev j 6 · 5 13 443 557 606 • 

Block 3 
. ' ' . 

.... ~~lllu.~ ... !N..<? .. O.f..te.Jt.e.ri .. l_S::f fr.e.q '. ..... T.:f.fre.q .. :. f<1.ri:i/I.ic1.r.ity.]c:c:>t1..c_r_e_te.ne.~~.i.ri:i:a.ga.ll.ili.ty1.!J<'I.S.e.l~ne re.c: 

.... buffoon ....•......... ...7 ....................... 5 ....... , ........ 1 ............ : ............ • ···········j ........ 61.8 ·····< ........ 433 ........ ~ ....... 230.4 ..... . 

.... boulder .. • ..... ?. .......... , . .. 10 ........ .......... 13 ..... ..'. ........ 495 ........ : ........ 597 ..... ) ......... 614 ...... L ....... 2.6-.8-,.8- . 

nectar ...... : .......... 6 ........... ·· .. .... • .... . .. :···· .. .. 4 ......... ·(······34f ........... 607 ........ . ..... 523 ...... ) .. 271.333 

chisel 6 . 4 : 30 . 469 . 597 . 567 j 302.857 ........... ...... ····••· ¼.. ............. : : : : ~ : 

mackerel.J .......... 8 ........... .. ... 2 ... , ....... ..1.9. ......... , ....... .3-.98 : 636 j .. 540 ..... J ..... 328.6 

... trombone ··.········· ···8_··· 0 .. . '······· ... 9. .......... ! ........ .48-1 ..... ) ........ 583 ....... -:--....... 579 .......... 36-6-.'.6-6-? 

...... Pliers ·····{ ........... 6 ........ ; . . .... L ......... , ........ 0 . ........ : ...... 1.9-.9-...... : ......... S.§.S. ......... l ......... S.!.l.!.l ......... l ......... 4-93 

...... r.n.~ ...... L ........... 6-......... : .. 9. ......... , ......... 8. ......... ........ 396 ................. 618-........ .......... 556 .. ·: 435.571 

.. ti..v.e..e.z.e..r. . ..:. .... .. .? .. ...... , . 0 .... . .. ......... 0 . ·· .·········496 ... . .. 5.91 ........ ..... 587 ..... ) ... -44-!.l.'.(?25 

..... tripod .... J ......... 6 .......... : ............ 3. 

. . ':".c1Ji:~~····+········· 9 ... ... : 1 

. 4 I 363 ! 614 574 I 472.833 
..... :···· ·.·.···.·~·~·.·.·.·.· .. ·.·.·.·:·.·.·.·.·.·.··.·.~~·~·.·.·.·.·.· .. r ·.·.·.·.·.·.·.·62 9·········r ····.·.·.·.·.i .~.Q·.· .. ··.·.·.·.r .·.·;;·~.~·;~· ..... 

.... .t.ra,pe.l!:e_ L .. .... .?. 0 0 . .......... 394 ............ .. 577 ...... ) 552 ··· · ··· 5·19.5.71 

.... Jo..b.~~.e.~ .... :····· ..... ?.. ........ ........... L .................. 45 ...... ··•·········:F? ...... ·• ....... 590 ....... } ........ 630 .. ····•: ............ • ... . 

beaver 6 

1 

3 

... . 6.9 ........... •. 562 : 606 641 • 
28 . 470········ ··········;~; ····· ......... 612········(· • 
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High Frequency 

Block 1 

sister 

381 

pEY TUH ZOY tAA ylli TIX sAX sAE s >llils t <AXrOSAW zEH wAA JAO DAX 

JOY yAO s >IHls t <AXrOmEY dUW bUW TIH pAO JAW <<%s >llils t 

<AXr0<<%DEH mUW CEY mAA fUW zUX Dlli %s >IHls t <AXr0%yIY fOW 

tUX mAX slli SOW TUH mUH CAE 

express 

ZUH TUW rUH pIX yAY wEY TOW IH0k s pr <<\EHl<sfEH NAY pUW TAY 

CEY rIY ZEY IH0k s pr <<\EHl<sNUH hUX pAE tAO NEH dEH rIX wUH pUW 

<<%lli0k s pr <<\EHl<s<<%TOY sEH vEY TIH ZAY zUH vAE dAW llH %IH0k 

s pr <<\EHl<s%pAW kAE zUX tAO mAO glli NIY CUH 

device 

DAO pAX zUX sIX dEH d IH0v A YlsCAX hAX TEH zOY d IH0v A YlsdUW TAA 

SAO pEY rIY gIX T AE v AO <<%d IlI0v A Yls<<%dAE n UW gUH h UX TEY NAX 

yAO Clli %d IlI0v AYls%rAE pAA mAE kAA kEH kEY mA W ZEH 

fifteen 

DEY pEH DEY TIY nIX kAE kEH vEY f >lli0f t IYlnrnzA W CEH dEY gA Y DUW 

zUH IIX mUH f >lli0f t IYlnmyAA hUW SAX TAO nEY llX sAO dlX pAO <<%f 

>IlI0f t 1Ylnm<<%ZAY sA Y dlH NAA hAX fAY gUX %f >IH0f t IYlnm%gUX 

sAX wlH nAW CAO 

message 

gEH tlH pEH mA W JAE wUX fUX ZAE m >/EH ls <AX0JzEY pUH bAO CIH ylli 

sUW fA Y kUH m >IEHls <AX0JnUW dAE CIX tOW SEY NOW SIH <<%m 

>IEHls <AX0J<<%pAE IIH CAW gEH SAY DUH fUH flY bEY %m >IEHls 

<AX0J%NUW SOW nAO ZAA hAE 

weather 

tAA vUW blli pAW w >EHlD <AXrOsAX IIY SAO tUX yA W TUX bEY w >EHlD 

<AXrOdOY DAE mAX fUH COY rIX pAO <<%w >EHlD <AXr0<<%yAW rAW 
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vIX bUX rIX %w >EHlD <AXr0%TIH yA Y kAO rIH mA Y UY 

junior 

NIY DIH TAE mIH lUW sUH dAO vIY J >UWln y AXrOZAE dUH DIY JAE bAX 

sIH J >UWln y AXrl>mOY IA Y hAX kOY <<%J >UWln y AXrl><<%sAE sUH JAO 

gOW lOW wUW CUX %J >UWln y AXrl>%SA W TIH mIY mUW JUH 

region 

lAA JIH nA W nEY mAE r >IYIJ <<UX0nNEY mUX DIX fAE DAX DIH rAO tUX 

gIY r >IYIJ <<UX0nhAE gA Y SAE zUH yUW <<%r >IYIJ <<UX0n<<%sOW lOY 

SOW NIY TIY nUW SUX %r >IYIJ <<UX0n%NUW yAY vUX NUW pAE hIX 

wAOzAA 

dinner 

ZAO pA W DAW DEY gA Y zIH tUH zEY dAX di> IHln <AXrONUH bOW JAW bIH 

kUH SIH lOW di> IHln <AXrl>mIY mA Y TEY kUH bEH yA W <<%di> IHln 

<AXrl><<%CA Y tA Y fIH NEY pAA %di> IHln <AXr0%rAA bOY fAO CIX ZIH 

ZAA 

machine 

wEY tUH NIX vAX yOY vOY m >AX0S >IYlnsOY wIX kEH rEH nEH dAY wAX 

tOW m >AX0S >IYlnSEY bEY wUH TAA kIX lAO <<%m >AX0S 

>IYln<<%mA W sOW yAA nUH yUX ZOW sIX %m >AX0S >IY1n%CAA JAY 

CAY NAA fEH bAO zIH 

volume 

lOW zOY lAW mIH v> AAll y <UW0mtOY rUW pEY ZUW vA Y NUX SAX JUX 

v> AAll y <UW0mSAY ZAX TAA tAY vOY <<%v> AAll y <UW0m<<%wIX DEH 

kAX rUH ZEY gA W dIH kAE sIX %v> AAll y <UW0m%zAA nOW pEH sIH wUH 

pIY zEH SIX kAO 

nation 

yUH wAE tUH CAY rUH TAY WX n >IEYlS <<UX0<npUH yAA vUH dIY gUH 

JUH SAE rOW n >IEYlS <<UX0<nhUX gAW sUX pAA dEH <<%n >IEYlS 

<<UX0<n<<%pEH vAA kOY SIH gIX NUX hIX vIX wEH %n >IEYlS 

<<UX0<n%TUH kIY hUX tAX nOY zAY nIX TIX dIY 

figure 

mAA sEY mAO kAE lEY tAX CIY hUX nAE f >IHlg <y AXrOvIH nEY bAO hA W 
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NAE IA W hAX JAE fUW f >II-Ilg <y AXrOnA W ZOW wEH fOY <<%f >IHlg <y 

AXr0<<%nAA bIY fIH plH mAA fUH fUH ZOW yEY %f >II-Ilg <y AXr0%mAE 

zIH NA W fAX dIX CEY mAE bAA tAA 

mother 

mAE NUH vA Y gEH m >UXlD <AXrOzUX nOW yAE tAO lIY mUX m >UXlD 

<AXrOCEH pAY sAX NEH TEH dOW yAO yIH <<%m >UXlD <AXr0<<%wOW 

fAE sAO fA W dlH NOW %m >UXlD <AXr0%vUH mEH lEY hEY rUW 

number 

rA W fIX rAA bIH yA Y hA Y zUW nA W n >UXlm b <AXrOSAE vA Y zAA lIY tAA n 

>UXlrn b <AXrOTIY fOW TIX DIX bIY <<%n >UXlm b <AXr0<<%nIH bA Y CEY 

pAA rOY kAX rOY %n >UXlrn b <AXr0%tOY vIX sUX DAE lIY lAX 

Block 2 

shadow 

vUW nEY fAO DAY gOW lUW pEY S >AEld <OW2NUX vAO NIY zIH JAX vAX 

pAA JAX kUX S >AEld <OW2SUH NAE wAW kAE <<%S >AEld 

<OW2<<%SA Y gAE tEY kAA ZOW hAX tUW %S >AEld <OW2%fA W ZOW zIY 

wUH 

lawyer 

lEY ZA Y kAE kUW bAW pAW 1 <AOl<y <IXrONOW zIY DOW vAY !OW sEY 

wAY 1 <AOl<y <IXrOSAE bOW yUW bEY wAX zAY ZAW TOW JEY <<%1 

<AOl<y <IXr0<<%nEY ZIH vAA gAA ZIY wAY hEH %1 <AOl<y <IXr0%wAO 

kUH tAA fUH wUH CIX 

motion 

sAO fAO DUW CAB yA W DAA lUW m >OWlS <UX0npOW fA W bIY DEY vAE 

vIX m >OW1S <UX0nNAA NAE fIX gUX nOW hEY dAE <<%rn >OWlS 

<UX0n<<%COY JIH ZAX NIY zOW JAX dUH kIX %rn >OW1S <UX0n%COY 

NIX tEY kOY dIH TUH pOW 

yellow 

pEY vUH wAW ZIX DAX y EHll <OW0CUH vUH sAY sUH dIX DUW hUW y 

EHll <OW0bA Y bAO sUH zAA plH !UH <<%y EHll <OW0<<%pAE kIY tAX fUH 

bA Y mA Y ZAX rUX CAW %y EHll <OW0%f AO SAY rUW zAO CIY nOY kEY 
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bUW 

signal 

wUW vAA zAO JAO wIH rAO TAB wAY s >IHlg n <AX0lkAE gUX rAX pAO wEY 

rIY vIH s >IHlg n <AXOlTAX wUW pAY yEY <<%s >IHlg n <AX01<<%vIY wEY 

yIH yUX hUX hIX %s >IHlg n <AX01%NOW tEY wIH yUX SIX zAO 

fashion 

lilI bIY kAA sUW TOW dOY DOY rnEH NA W f >AEIS <AX0nNAO zAO tAE zIH 

rnEY y AW JAW SEY DOY f >AEIS <AX0nvIY SEY CEY pIH kAX <<%f >AEIS 

<AX0n<<%TIH IIH SIY DOW pOW DAX TUH %f >AEIS <AX0n%mA Y mOY 

vAE !AA hUH DAO TOY 

brother 

sIH SIY hOY fIH JAX b r >UXID <AXrOvUH DAX fAE hUH NOY tAE b r >UXID 

<AXrOhUX dAO nIY SIY mAX COY <<%b r >UXlD <AXr0<<%ZEY kIX zIX dOY 

vUX tEY NIY %b r >UXID <AXr0%tAA hA Y wUH zOY JEH tOY 

coffee 

pAX TUW pAO JAX ZUW k AAlf<IY0gAA kEY nAX rnEY dEH NIY CAA bA W 

nA Wk AAlf<IY0pIY zAA tEH rOY lAE vEY <<%k AAlf <IY0<<%rnEY ZAE kAE 

ZAO CAA %k AA1f<IY0%1OW ZOW NIH wOY fA Y 

patient 

TIX wAX COW rUW mUW zAX p >EYlS <<AX0n tvUH nH !EH hAX pEY vOW 

wEH yUH yAO p >EYlS <<AX0n tCAW mUH fOY wIY TUW mUX sUX NUH 

fAA <<%p >EYIS <<AX0n t<<%gIH JEY JAY pAA %p >EYIS <<AX0n t%SEY 

zA Y fUH hA W wOY wOY tEY 

supply 

bUH TUH rAO vUX s <UX0p 1 AYIDIH rIX vIH dAO zEH TAA mUH pEY bAX s 

<UX0p I AYlfUX TUX pAA kEY vAA <<%s <UX0p 1 AY1<<%ZIY gAO sAW hIX 

%s <UX0p I A YI %hEY vIY nEH vOY tAX yIH 

student 

gEY NAX mUX vUW bEY SAY hAA tAA st> UWld <AX0n tgAX ZOW TIH bAO 

wAE dOY st> UWld <AX0n tsIY wAW zAX mA W vA Y <<%st> UWld <AX0n 

t<<%rA Y bAO JAW tIY nAE hUH %st> UWld <AX0n t%nUW yIX SUX pAX 

ZEY wUX yUW kA Y 
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nature 

pIX yUW JOY SAY tEH n >EYlC <AXrOfAX TEY dAY kAA CAY vAY n >EYlC 

<AXrOsEY rEH TIY gOW TAA nEY pIY <<%n >EYlC <AXr0<<%yOW TIH yEH 

TOY zEY kUW %n >EYlC <AXr0%ZAA mOW fUX gAW DEY SOY 

result 

SAW yAX IOW SIH tUH tAO fAX r <IX0z \UXll tJAY fUX vUW bEY pAA mAW 

nA Y rUH TIX r <IX0z \UXll tsIY NIY yA Y kEY mOY <<%r <IX0z \UXll 

t<<%pA W sUX SIY nEH zIY nA W tA Y ZOY %r <IX0z \UXll t%tOY IA W IOW 

wEYgIY 

present 

SUH wAO zAO pAO ZOY DIX tA Y zOW pr >EHlz <AX0n tSAE rAE zA Y tEY IUX 

sUX wOY rIH hIX pr >EHlz <AX0n tbUW pAE dA W nAO rOY kOY NIX <<%pr 

>EHlz <AX0n t<<%vAE gAO pUH NUH CAY %pr >EHlz <AX0n t%fIX mA Y 

JEHNUH 

Block 3 

flower 

sUW IOY DAE gIH v AA bEY f 1 A Wl <w<AXrOJA W ZAA bIY NA W mIH SAE 

dUW ZAA f 1 AWl<w<AXrOCIY NAO NAX ZAW rUW hOW fUW TOY <<%f 1 

AWl<w<AXr0<<%zOW rOW DUX kA Y zAX nOY %f I AWl<w<AXr0%vUH 

TOW NEH DIX yOW SUW dEH 

dollar 

pAO TEY JAE ZIY d AAll <AXrOkAA IAO IUX pUH ZIX kAE d AAll <AXrOnH 

sAO wIX NIY nUW <<%d AAll <AXr0<<%1AA mAA TIY dEH %d AAll 

<AXr0%tAA mIY pOY vIX vOY gAX 

disease 

SAX DIY dAY yUX NUW hUX sIH rUX wIX d <IIH0z>IYlzvIY TAY ZIX nAA 

JUH tIX sOY SAY d <IIH0z>IYlzJAE yUX nIY TIY nEHDUX TAE bEY <<%d 

<IIH0z>IY1z<<%NAA hEH ZIY dEY SAO hAO tEY yAY nH %d 

<IIH0z>IYlz%fUH hOW yAA nAW SAY SOW NEH 

contract 

rIX kUW kEY JUW k >AAln tr <AE2k tZAO kOW gUX kUX JAE gAE k >AAln tr 
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<AE2k tDUW JAO fEH mAO wUW CUX ZAE <<%k >AA Int r <AE2k t<<%SAA 

yOY wIY NAE JAE o/ok >AAin tr <AE2k to/obAE hAE SAX UH kAA TIY nAE yOW 

fellow 

wIY zOW NOW kUH nUX IEY mUH sOW bA W f >EHll <OW0fAX sAX mA Y pAE 

kA Y zA Y f >EHll <OW0bEH ZA Y sUX TUH ZAX bIY NAO <<%f >EHll 

<OW0<<%vOW SIX gIH bAE pAO o/of >EHI l <OW0%nAA NEH JAE JIX 

forest 

sOW kAA JAW pUX wAX sAE f AO Ir <IX0<<s tyIH JOW hAY JAO zA Y NAO 

ZEY gIX DIX f AO Ir <IX0<<s tJUX NA W mOY IOY NUH mOY hEH bEH wIH 

<<o/of AO Ir <IX0<<s t<<%vEY SUX sIY TUX SAW zAE SOW o/of AO Ir <IX0<<s 

to/omOW gAX fAY yAX 

master 

bAW rAE vAX yAO SEH hAW m >AEis t <AXrnEH pOW pUW DEY pAX d.IY 

bA W gAA NEH m >AEis t <AXrTEH zOW gUX rUW nEH yAX <<%m >AEis t 

<AXr<<%NAE mIY kAA wUH TAO o/om >AEls t <AXro/oCOW fAX ZAA IEH 

produce 

tUH SIH vAW zEH vIY kAO pr >AA0d y <UWisDIY mUW DAY kEH nAY SOY 

bAO pr >AA0d y <UWisgOY sA Y wIY pUX yOY tOY yOW SUW <<%pr >AA0d y 

<UWis<<%1EY TIX IAY JUH sUX wUH TUH dUX hEH o/op r >AA0d y 

<UWis%hAX fAA CUH DUX vEY dAE gUW dAX 

winter 

tAY nIY hOW vAO gEY IUW w >IHin t <AXrOzOY zOW pIY DUH tOW w >IHin t 

<AXrOmIY rOY ZAE UY JUX NIH vIX <<%w >IHin t <AXr0<<%JIH nIY fIH wIY 

fIH zAX o/ow >IHln t <AXr0%T AO hIH JIY JEY pAE IUH fAO SUH SEY 

doctor 

dOY CAW IAO fAO CUW TUW v AW d / AAlk t <<AXrObA Y pAX fEH IAX bAO 

fUH d/AAik t <<AXrOzEY fOW NOW yAE nAX dOW <<%d/AAik t 

<<AXr0<<%rEH NOY tEH kUW pIX DOW vAO o/od /AAik t <<AXr0%gIX vAX 

yAA hOW wAO rAX nOW nOW DUX 

station 

wUH UH hAE tIX st EYIS <<UX0nTIX DIX NAX ZAX s t EYIS <<UX0nlAW 

zA Y pAA NUX <<%st EYlS <<UX0n<<%kIY sOY DAW pA Y bEY CAW kUW 
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yUW %st EYlS <<UX0n%dlX zAY ZIY mOY TAX pUH dAX klX IUW 

picture 

CAA JUH ZAO hAA yIX p >IHlk C <lXrOhEH vAY DUW NAO zUX pUH fAY 

hOW p >IHlk C <IXrOgUX IAE rEY flY gAA ZIY CAA ZOY <<%p >IHlk C 

<IXr0<<%kUX nUX pAO hA W ZA W rAA SAE o/op >IHlk C <IXr0%klX kAE gUW 

vlH NOY yUH zIH DIX 

father 

bEY wAO CEY yAA TIH mOY JAY f >/AAlD <AXrt)JEY nAO ylH IAE pAY IAO f 

>IAAlD <AXrt)wAY vUX pOW rIY <<%f >IAAlD <AXr0<<%tOW SUH DOW plH 

%f >/AAlD <AXrt)o/omEY wOY TAO nIX zUW TIH TUX rAE 

question 

rOW JAY wIY zUX IUH mIX kw >EHls C <UX0nvAE DUW zOY kA Y wIH fUH 

SUX kw >EHls C <UX0ndOW JAY rOY sA W zIH pA W DAW <<%kw >EHls C 

<UX0n<<%ZAE IUH CIH CIH tA W gUW gUW NAE o/ok w >EH ls C 

<UX0n%yUX kAE IA W SEY tEY sUW gAO 

college 

TEY fA Y nIY nUH k <AAll IH0JmEY nA Y pUH pAO kUW k <AAll IH0JhlH dIH 

gUX TUX fUH <<%k <AAll IH0J<<%rIH fAX zUH CAY yOY mAY bEH TAY 

IA Y o/ok <AAll IH0J%zAA kAX mEY pOY SAA tUH zIH 

Low Frequeny 

Block 1 

minnow 

NEH wIH sIY DAX m >IIHln <\OW0pAW wEY TAA vAW vUH IAX m >IIHln 

<\OW0ZAA sEY kUX sOY <<%m >IIHln <\OW0<<%SA W fOW tAX bAX fA W 

o/om >IIHln <\OW0o/orAO tUW nAE CIX CAE hIX gUH dA W 

trapese 

CAY vlH nEH zIY mUH blH bOW tr <AX0p IYIY lzv AW bAX COW wOY kAA 

SAY NOW ZUX yOY tr <AX0p IYIYlzmEH JIX flX rnAX TUW <<%tr <AX0p 

IYIY1z<<%ZEY rIX SAE pUH %tr <AX0p IYIYlzo/otA W hAX pUX fA Y TIX sEH 

stanza 

dOY fAW fAX ZAY CUX TAE SAO CAO ZAA st >AEln z AX0JAE hAX wUH 
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tUH fAE JAO rEY st >AEln z AX0ZAW vEH yAX zAE yAA sAA JEY CAA <<%st 

>AEln z AX0<<%wIH SUX hAA kUX wAX TAO SOY ZAW kUW %st >AEln z 

AX0%vEH rAO hUH kA Y yUH CIH 

mussel 

TOY ZAO TIH JAE rEY mAA kAA JAY m UX:ls <<AXOlgAA yIY sOW DIY m 

UX:ls <<AXOIDUH wOW gOY vIH DIH rUX zA W tA W <<%m UX:ls 

<<AX0l<<%zEH wAA gAY JAA pAO CUW yEH %m UX:ls <<AXOl%JEY CUH 

wUW sUH pAW bOW IAY bUH rOW 

dandruff 

TUH rnIX mOY dA Y tIX nAA dUX zOY d >/AEln d r <UX:0fJEH fIX hOW JIH 

bOW DAY fIY d >IAEln d r <UX:0f!IY sAO wAE bAO <<%d >/AEln d r 

<UX:0f<<%TUH hAA IAE IAA sOY nOY nAE nA W hUW %d >/AEln d r 

<UX:0f%DEY mAA ZAX wAX gUW wEY CIH NAE 

walrus 

pUW zUH TAO wAW SAO kUX kAX bOY w AOll r <UX:0szAW DUX SOW zIH 

gIH SEH SEY hOY w AO 11 r <UX:0syOW pUH dUX rIX kUW wOY DIH gIY bIH 

<<%w AOll r <UX:0s<<%COY NAY yAO glX DIY fEY nAY vAE %w AOll r 

<UX:0s%IEH tA Y sIH kOW JAW bOW IOW tIH 

pliers 

pUW dEH tAO DUW yOY ZAY kIH zAW vAE p I AYl<<IXrOzNUH IAW kUX TEY 

p I AYl<<IXrOzsEY yAY NIX gAO dEY TOY mIH <<%p 1 AYl<<IXr0z<<%IlX 

kIX JAO DEY vIH NUX kIX %p I AYl<<IXr0z%yAE fAA mAE hAX yAX IAO 

vUHgEY 

benzene 

dAA fEH IAY fIX wIY NUW b >EHln z IY0ntAE vlX rIY yAY NAE gEY b >EHln z 

IY0nbAE TIH CIX f AX kIH <<%b >EHln z IY0n<<%hEH bIY pA W mIX vUW 

nAA zEH nAX zEH %b >EHln z IY0n%yUH pEY ZEY rAA 

tripod 

NAE NAY SOW tOW rEY tr A Yl p <AA2dT AX NEY yOW nY sAO vUX JAW IAE t 

r AYlp <AA2c!JUW zEH DIH nUX ZOW <<%tr AYlp <AA2d<<%kAO SOW tIX 

TIY bEY %tr A Ylp <AA2d%DUH yUH sIH mUW yUX 

hatchet 
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hIH wAA hAE NUW mA W rOY pAE h >AElC <lX0tgIH vAW rAX zIY yUH bAA h 

>AElC <IX0tdUH yAY TIY dA Y rAE vAW <<%h >AElC <IX0t<<%SEY yAW hOY 

mA W nOW nIY o/oh >AEl C <IX0to/obAX bA Y NAX kA WT AE TAY SEH NOW lOY 

chisel 

tUW pAX lUW nEH fAO CAW SAO C IHlz <AXOlyAY TAO wAA vIX kA Y vUX C 

IHlz <AXOldA W JAY ZOY IA W NAX NUW JAW milI <<%C IHlz 

<AX01<<%hAX DUH ZAX hUW zUX %C IHlz <AXOlo/omOW fOY tIX tIY tlY tAO 

tAXnAX 

d.rizzel 

kEH wUW zEY dAX gUX TIH kOW d r IHlz <AX0llOW ZUH fIX fOW TEY yAA 

mAE tEY pA W d r IHlz <AXOlCAO CEY JAA tEY zAO <<%d r IHlz 

<AX01<<%1OY nAA fAO sIY vUH dOY CIY rIX wOW o/od r IHlz <AXOlo/opEY JEY 

DAY NUH rEH SAA hUX SEH vAO 

trolley 

nA Y dOY yOY NEH sEY tUH CUX ZUW mAO tr AAll IY0dAO tOY nAE fUH rOW 

tr AAll IY0fAO sUH bAW TAO zIY lEY hIH nIH <<%tr AAll IY0<<%DIX mUW 

DOY sAX wUW NUW o/ot r AAll IY0o/osAW tAY TAB nUH gAE 

zenith 

SUW kEY tlH hEY z >EHln <UX0TsOY hIH DAO dAE DAE fEY v AA tAO hIY z 

>EHln <UX0TzAO pEH dIX sEH mOY <<%z >EHln <UX:0T<<%blY dOY hUW 

pAE yIX %z >EHln <UX0T%ZUW mAX IOW IIX ZIY nIX 

segment 

sUH vEH sEY wIX pAX mAX TAX kIX s >EHlg m <UX0n tglX CEY rUX TIH 

vUX s >EHlg m <UX0n ttAE w AO kUX kIY DAX TIH vOW <<%s >EHlg m 

<UX:0n t<<%hA W sAA f AA hAO o/os >EHlg m <UX:0n t%CEY mAX COY NAX 

zAYhUHTAE 

Block 2 

cleaver 

hOY wIY tEH ZIH zAO JAA k 1 IYl v< AXrOgAA zA Y sOW sUH NUH zAO vOW k 1 

IYl v< AXrOdAE rA Y pAE ZAX <<%k 1 IYl v< AXr0<<%gOY yAO nUW vEH fOW 

rUW o/ok I IYl v< AXr0%NIX DAX fUX hA Y gAO nUW NAA JEH 
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mammal 

pAY NIX tIH sAO m >IAElm <\AXOlsUW IAX tEY pEY sAA sAX yUH ZUH m 

>I AElm <\AXOIJUW pIY gAA DUW hAE kIH <<%m >I AElm <\AX01<<%nA W pIY 

wAW gIX %m >IAElm <\AX01%NEY SAW flY bIX tUH zIH 

flavour 

TAA kOW sUW sAX tEY ZUX rEY ZAX f >l EYl v <AXrOdEH tEH ZEH wEY nAO 

mAX SAA f >l EYl v <AXrOwUW DEY fOW TAX <<%f >l EYl v <AXr0<<%COW 

yOW wIY nIX CUX v AE mEH %f >I EYl v <AXr0%bEY zAA gA W zUW CAW bIH 

vOYsIX 

lizard 

tUW kAE IEH pUH sA W tAE NAY pIY IAO I IHlz <AXrOd kAO rIX pAX NAX 

bAA kA W I IHlz <AXrOd vIX nOY dIY dA Y <<%1 IHlz <AXrOd <<%fOY CAW 

dAE NUH mAW dAY %1 IHlz <AXrOd %kA W bUH SAA yUH TAX rEH CIH 

mucous 

yIY gAX IUH gIY pOY vUX my UWlk <UX0sNAA ZAE pUX flX sUW ZAW tEY 

rIY my UWlk <UX0sbAE rAY TAE dAE nAO <<%my UWlk <UX0s<<%hEY 

DAY tIH flH TUX vUH %my UWlk <UX0s%fUX vIH gAA mUH NOW bIH 

beetle 

tAW sIX DAA SUX vUH kOY tEH hUW b >IYlt <AXOlsOY wIH CIY NEY tAY 

mAO zUW IIX gAW b >IYlt <AXOINIX dIY NUX rIY <<%b >IYlt 

<AX01<<%gUX ZAO TOW TIY sUH bEH rIH mAO %b >IYlt <AX01%yAE NIH 

mIX JUX zUX dAX DIY TUH 

thimble 

TOY tUW CUH TIY yEY wUX DAO zIH T >IHlm b <AXOlrIY dUX bIX hAE CAY 

T >IHlm b <AXOlgUW fAE CUH SUW DIY <<%T >IHlm b <AX01<<%TIX kAE 

vAO fAO lOY hAO rAW %T >IHlm b <AXOl%SOW JOY NAA pAA tAO nAW CEH 

SEH 

blister 

bOW rIY vAE fAA dIY mEY vAX wUW nIY b I IHls t <AXrODOW bAW nUH TIY 

vUH mUX tIY b 1 IHls t <AXrOdIY sAA JAX yEH yAX <<%b 1 IHls t 

<AXr0<<%pAA gAE dAO nEH %b I IHls t <AXr0%bEH vIX nOY NIX 
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nectar 

kOW blY gEY dEH sAW CUW sAW kUW kUH n >EHlk t <AXrOdIX NAE vEH 

JAW nOY tAX n >EHlk t <AXrOsUX wA Y gAX ZEH DEY JAO ZAE vlH <<%n 

>EHlk t <AXr0<<%gEH lIH kAA DIH sAE CAA CAW DIX kAA %n >EHlk t 

<AXr0%fUW kEH hEY mAX DEH gEH 

nozzle 

nUW TUR bAA ZEY pAE hUH nIX sEY SEH n >AAlz <AXOlbAW dAY wAW yOY 

blH NUH rUH n >AAlz <AXOlfAO vEY ZIX COY <<%n >AAlz <AX01<<%NIH 

TIX yEH hAX sAE vAX bA Y SEH gEH %n >AAlz <AX01%zAY kUX nUH ZOW 

NEYdEY 

rubble 

zOW bUH kUX lIX r <UXlb <AXOlvAW gAX tUW DAW r <UXlb <AXOlvAE 

tOW rAW ZAW yEH <<%r <UXlb <AX01<<%JUW nAA fAO vUX %r <UXlb 

<AX01%dAX zAW ZIH hAA SOY rnEY 

jockey 

fUW pAO n UW T AE J AAI lk <IY0pUX rEH rIX dEY J AAI lk <IY0NUX fAE TIX 

DAW sA W rUH gAX <<%1 AAl lk <IY0<<%SUW ZUW dIY DOW sOW JAW TAY 

pUH %J AAI lk <IY0%tUW TOY CUX kEH 

buffoon 

ZEH CUW dEH DAW zUX yEY vEH wUW b <<UX0f >UWlnnIY hOY glH JAY 

ZAY SUW sUW wIX lOW b <<UX0f >UWlnTAX hOY TIH fUX ZIX CAY bOY 

pAE <<%b <<UX0f >UWln<<%rEY CAO TOW wAO JOY NAE tAA %b <<UX0f 

>UWln%gIH yOW nH kAA kAE gA Y gUH vAA ZAO 

cinder 

gUX NOY pUW JAA s >IIHln d <AXrOnIX tIY yUW pAE hA W hlH sAA s >IIHln 

d <AXrOCEY fUH JEY DAY <<%s >IIHln d <AXr0<<%pUH yUH lOW gOW zEY 

JUX nOW sUH kOY %s >IIHln d <AXr0%vlH pOY SAE rIX TOW wIX fIH wUW 

rUX 

mackerel 

kUX JOY glX hAE zUW NAE rIX sAW m AElk r<0AXOlnUX pEY TOW IAX wOW 

NEH IEY hAO nUW m AElk r<0AXOlfUH kAE sAE yUX <<%m AElk 

r<0AX01<<%bA Y dUH nOY CAA %m AElk r<0AX01%nUX nAO rIY zOY SUH 
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TIH rUX rAA CUX 

Block 3 

tweezer 

ZAA DIH nUH tEY zEH NUX SAO DAA t w IYlz IXrOzlEY yEY wAE bAA TUH 

gIY t w IYlz IXrOzSAW nUH ylH gOW zUW tlX rAE wAE <<%t w IYlz 

IXr0z<<%yAW nAY nOY zAW CAA zOW vAW kAA JAY %t w IYlz IXr0z%pUH 

CUXyOWpOW 

dagger 

JEH CAO tlH pEY nAE d >AElg <AXrOpAA kIY hA Y hlY NAX d >AElg 

<AXrOhA Y !EH dUH NAX rEY nA W <<%d >AElg <AXr0<<%sAO TAY JOW nA Y 

ZAA dUW nAE !AX yAA %d >AElg <AXr0%yUH bEH mUW hAW pAW zUX 

zUX 

microbe 

ZIH zUW SAA CEY DUH sAX wlY slY JIH m >A Ylk r <OW2bnAO tAX rAX rIX 

CEH dA Y wOW dAX m >A Ylk r <OW2bSA Y IOW hUH gAX yOW DOY zA W 

<<%m >AYlk r <OW2b<<%SOW JAW zIX nAA sIX %m >AYlk r <OW2b%mUH 

DIX SAO pUX 

trombone 

dA Y zUX glH pIH dUX ZAE bEY bIH rAE tr AA0m b OW lnlAX gA W JOY v AO 

TAX JAX nUH nOY fUH tr AA0m b OWlnyAO wEH dAO tAY kAE rUX sAE pAY 

<<%tr AA0m b OWln<<%rUH ZAY CUW SAO nIX lEY nUX %tr AA0m b 

OWln%dEH rIY !AO CAW rA Y 

cymbal 

IUH vlH NOY yAX tOW ZEY yEH nOW dAO s >IIHlm b <AXOINOW SAO hAA 

TIY dAO rUH pUW mA Y hAX s >IIHlm b <AXOltEH yOW sAA hIY rAE dA W JAX 

wAY <<%s >IIHlm b <AX01<<%NAO tlX yUW pOW SAX bAY bUW zAA gAW 

%s >IIHlm b <AX01%pIH pIH bUH fIX NAA nUH CIX blX mAW ,LoF,Bl 

rudder 

DAX NUX rAO mAO TUW DOY IUX JAA hAA r >UXld <AXrOvIH pAA hA W 

sEH r >UXld <AXrOvOY wUX JUX lIY dUX tUH bA W CEY <<%r >UXld 

<AXr0<<%pOW bEH tEY TUH dOW %r >UX:ld <AXr0%vOY tUH dAA JAX sAX 



Appendices: Experiment 2 

393 
kEHTEYIAE 

settler 

bAO JAY zAA rnOY SEY bAA ZAX s >EHlt t 1 <AXrOSlli fIX bIX glY vUW yAE 

h UW JUW s >EHl t t 1 <AXrOkAE vOW NUX fA W rAA <<o/os >EHl t t 1 

<AXr0<<%zUW vA Y wOW JUX bUW JAX o/os >EHlt t 1 <AXr0%sOY lEH DIY 

bAY 

sulphur 

IAO tAA fA W nUX s UX:11 f <AXrOrlli IAO rnOW wOY fA W s UX:11 f <AXrOSA Y 

zUW kOY T AA IAO ZA W CAA JUH rnOY <<%s UX:11 f <AXr0<<%DOY DAE mAE 

zAE gEY rA Y o/os UX:11 f <AXr0%TOY JUW ZIY pIX pOW CUW yOW 

wizard 

JUW DIY zIX rnUH ZIH ZUH NIY gA Y w IHlz <<IX<rOdNUX w AE TOY SIB 

mAA bIX w IHlz <<lX<rOdDUW fUW ZAW nIH <<o/ow llilz <<IX<r0d<<%rnUH 

blY nUW wIY NAY o/ow IHlz <<IX<rOdo/obAX tOW dEY CUH gIH 

gasket 

hOW dA Y hIH v AX TAO tOW DIY DUH pOY g >AEls k <<IH0tDIY zlli mAA mIH 

g >AEls k <<IH0tfAE zUX hA Y dAO <<%g >AEls k <<IH0t<<%yIY SAA nOY 

SAW yAE o/og >AEls k <<IH0to/odA W CEH SOW NAO 

squire 

NEH DAY DER rEY ZAO s kw A YlrSAE tIY plX tAX wAW TIH NIY fIX s kw 

AYlrsOY NAA ZEY rIY fAA zUX pUX TIX JUX <<%s kw AYlr<<%CUW nEH 

mEH mAO tEY nlli DAE o/os kw AYlro/ofAO TAE kAX rEH hAA hUH ZOY TAW 

poston 

zUX bA Y TOY zA Y pOW rUH yAA p >IHls t <UX0<nlAE nEY nAA fUW IAO 

rnOW gA Y pAO p >IHls t <UX0<nfAE sOY sIX DAY <<%p >IHls t 

<UX:0<n<<%SA Y TUW DAX tAA pOW kIY rUX SAO SUX o/op >IHls t 

<UX:0<n%ZAA wEY gOY gAX hAA vEH DEH gOY wIY 

aerial 

fAY vAX IIX NAW wAE yEY <!EH >EH2r IY0AXOIZUH IUX dAO ZUX sUH tAA 

<!EH >EH2r IY0AXOlkA W hAX JAA JAW sAX tOY JEH <<%</EH >EH2r 

IY0AX01<<%zUX zIH NEY mUW %</EH >EH2r IY0AXOlo/owAO yIH dAO nOY 

hA W CUX kUH pAO 
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boulder 

mA W ZOY fUX wUX yIX b >OWlll d AXrOIAX zAE JIH ZUH nAO CAE tAX 

SUW b >OWlll d AXrOwUH NEH ZUH bAO <<%b >OWlll d AXr0<<%CEY rOW 

NOY gA Y ZUW %b >OWlll d AXr0%gAW gOW vAA sOY 

cactus 

ZA Y yIX sAE tEH k <AElk t UX0sTOY UY SAW nUX zAA zOY rEH kUH pUW k 

<AElk t UX0slOY tlX SAX mIX <<%k <AElk t UX0s<<%rlY dEH IUH JAY %k 

<AElk t UX0s%fAO mIY rIX zIX SUH ,LoF,Bl3,0,cactus 
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Key to the Phonetic Code Used by Hypercard 

AE = (re) bat b = (b) bin 

EY = (e1) bait C = (lf) chin 

AO = (::,) caught d = (d) din 

AX = (a) about D = (5) them 

IY = (i:) beet f = (f) fit 

EH = (E) bet g = (g) gin 

IH = (1) bit h = (h) hat 

AY = (a1) bite J = (CB) gin 

IX = (i) roses k = (k) kin 

AA = (a) cot 1 = (1) limb 

uw = (u:) boot m = (m) mat 

UH = () book n = (n) nat 

ux = (A) bud N = (o) tang 

ow = () boat p = (p) pin 

AW = () bout r = (r) ran 

OY = (::,1) boy s = (s) sin 

s = (f) shin 

% = pause t = (r) tin 

< = shorten phoneme T = (e) thin 

> = lengthen phoneme V = (v) van 

1 = primary stress w = (w) wet 

2 = secondary stress y = (y) yet 

z = (z) zen 

z = (3) genre 
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Appendix 2D 

Experiment 2: Summary Table of Set 1 Analyses 

Summary Table of 2 x 3 x 3 ANOV A Analyses 

Source 

Type 

Subject(Group) 

Frequency 

Frequency• Type 

Frequency • Subject(Group) 

Study Modality 

Study Modality • Type 

Study Modality • Subject(Group) 

Frequency • Study Modality 

Frequency • Study Modality • Type 

Frequency • Study Modality • Subject(Group) 

Dependent: Mean Response Latency 

Planned means comparisons 

Auditor):'. vs control 

Audito ry 

Control 

Cell Weight 

1.000 I 
- 1.000 

df 

Sum of Squares 57052.321 

Mean Square 57052.321 

F-Value 56.374 

P-Value .000 1 

G-G .0001 

H-F .0001 

di Sum of Squares 

2 25297.390 

2 1 245477.244 

67460.279 

2 1687 .185 

2 1 29100.973 

2 57071.848 

4 24071.573 

42 42505.282 

2 4334 .263 

4 12575.601 

42 57015. 176 

Mean Square F-Value 

12648.695 1.082 

11 689.393 

67460.279 48.681 

843.593 .609 

1385.761 

28535.924 28.197 

6017 .893 5.946 

1012.031 

2167.131 1.596 

3143.900 2 .3 16 

1357.504 

396 

P-Value 

.3571 

.0001 

.5533 

.0001 

.0007 

.2147 

.0729 
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Visual vs Control 

Visual 

Control 

Cell Weight 

1.000 I 
-1 .000 

df 

Sum of Squares 13363.642 

Mean Square 13363.642 

F-Value 13.205 

P-Value .0008 

G-G .0012 

H-F .0008 

Auditory vs Visual 

Auditory 

Visual 

Cell Weight 

1.000 I 
-1 .000 

df 

Sum of Squares 15191 .809 

Mean Square 15191 .809 

F-Value 15 .011 

P-Value .0004 

G-G .0006 

H-F .0004 

397 
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Hieh Frequency 

Auditory vs control 

High Frequency, Auditory 

High Frequency, Control 

df 

Sum of Squares 20516.547 

Mean Square 20516.547 

F-Value 15.113 

P-Value .0004 

G-G .0014 

H-F .0008 

Visual vs control 

High Frequency, Visual 

High Frequency, Control 

df 

Sum of Squares 1244.281 

Mean Square 1244.281 

F-Value .917 

P-Value .3438 

G-G .3127 

H-F .3266 

Cell Weight 

1.000 I 
-1.000 

Cell Weight 

1.000 I 
-1.000 

Visual vs auditory 

High Frequency, Auditory 

High Frequency, Visual 

df 1 

Sum of Squares 11655.710 

Mean Square 11 655.710 

F-Value 8.586 

P-Value .0055 

G-G .0113 

H-F .0085 

Cell Weight 

1.000 I 
-1 .000 

Low Frequency 

Auditory vs control 

Low Frequency, Auditory 

Low Frequency, Control 

df 1 

Sum of Squares 37852.739 

Mean Square 37852.739 

F-Value 27.884 

P-Value .0001 

G-G .0001 

H-F .0001 

Visual vs control 

Cell Weight 

1.000 I 
-1.000 

Cell Weight 

Low Frequency, Visual 1.000 I 
Low Frequency, Control -1 .000. 

df 

Sum of Squares 16437.917 

Mean Square 16437.917 

F-Value 12.109 

P-Value .0012 

G-G .0036 

H-F .0023 

Visual vs auditory 

Low Frequency, Auditory 

Low Frequency, Visual 

df 

Sum of Squares 4401.972 

Mean Square 4401.972 

F-Value 3.243 

P-Value .0789 

G-G .0912 

H-F .0863 

Cell Weight 

1.000 I 
-1 .000 

398 
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Appendix 2E 

Experiment 2: Summary Table of Set 2 Analyses 

Summary Table of 2 x 3 x 3 ANOV A Analyses 

Source 

Frequency 

Block 

Frequency • Block 

Subject(Group) 

Study Modality 

Study Modality • Frequency 

Study Modality • Block 

Study Modality • Frequency • Block 

Study Modality • Subject(Group) 

Dependent: Mean Response Latency 

Planned Means Comparisons 

Auditory vs control 

Auditory 

Control 

Cell Weight 

1.000 I 
-1.000 

df 1 

Sum of Squares 96920.112 

Mean Square 96920.112 

F-Value 34.528 

P-Value .0001 

G-G .0001 

H-F .0001 

di 

2 

2 

83 

2 

2 

4 

4 

166 

Sum of Squares 

91 451 .594 

60704.085 

20007.506 

1965654.144 

97998.617 

19665.615 

39388.638 

965 .733 

465966.437 

Mean Square F-Value 

9 1451 .594 3 .862 

30352.043 1.282 

10003.753 .422 

23682.580 

48999.308 17.456 

9832.808 3 .503 

9847.159 3.508 

241 .433 .086 

2807.027 

399 

P-Value 

.0527 

.2830 

.6569 

.0001 

.0324 

.0089 

.9867 
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Visual vs control 

Visual 

Control 

Cell Weight 

1.0001 · 
-1.000 

df 1 

Sum of Squares 33893.089 

Mean Square 33893.089 

F-Value 12.074 

P-Value .0007 

G-G .0008 

H-F .0007 

Auditory vs visual 

Auditory 

Visual 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 16 184.723 

Mean Square 16184.723 

F-Value 5 .766 

P-Value .0174 

G-G .0 188 

H-F .0174 
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Appendix 2F 

Summary Tables of Nonparametric Analyses (Set 1) 

Analysis of High Frequency Data 

Summary table of of Friedman ANOV A analysis of the effect of 

study modality. 

a= 
# Groups 

# Ties 

Chi Square 

P-Value 

Chi Square corrected for ties 

Tied P-Value 

2 

3 

0 

17.583 

.0002 

17.583 

.0002 

Count Sum Ranks Mean Rank 

Auditory 

Visual 

Control 

24 

24 

24 

33.000 1.375 

49.000 2.042 

62.000 2.583 
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Summary table of Wilcoxan apriori planned comparison: auditory 

vs control. 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-3.971 

<.0001 

-3.971 

<.0001 

Count Sum Ranks Mean Rank 

#Ranks< 0 

#Ranks> 0 

22 

2 

289.000 13.136 

11.000 5.500 

Summary table of Wilcoxan Apriori planned comparison: visual vs 

control 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-1.114 

.2652 

-1 . 114 

.2652 

Count Sum Ranks Mean Rank 

#Ranks< 0 

#Ranks> 0 

1 6 

8 

189.000 11.812 

111 .000 13 .875 
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Analysis of Low Frequency Data 

Summary table of of Friedman ANOV A analysis of the 

effect of study modality 

[F 

# Groups 

# Ties 

Chi Square 

P-Value 

Chi Square corrected for ties 

Tied P-Value 

2 

3 

0 

19.750 

<.0001 

19.750 

<.0001 

Count Sum Ranks Mean Rank 

Low Frequency Auditory 

Low Frequency Visual 

Low Frequency Control 

24 

24 

24 

35.000 1.458 

44.000 1.833 

65.000 2.708 

Summary table of Wilcoxan apriori planned comparison: 

auditory vs control. 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-4.029 

<.0001 

-4.029 

<.0001 

Coo... Sum Ranks Mean Rank 

#Ranks< 0 

#Ranks> 0 

21 

3 

291 .000 13 .857 

9 .000 3.000 
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Summary table of Wilcoxan Apriori planned comparison: visual vs 

control. 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-2.800 

.0051 

-2.800 

.0051 

Count Sum Ranks Mean Rank 

#Ranks< 0 

#Ranks> 0 

20 

4 

248.000 12 .400 

52.000 13.000 
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Appendix 2G 

Summary Tables of Nonparametric Analyses (Set 2) 

Analyses of · High Frequency Data 

Summary table of of Friedman ANOV A analysis of the effect of 

study modality 

a= 
# Groups 

# Ties 

Chi Square 

P-Value 

Chi Square corrected for ties 

Tied P-Value 

2 

3 

0 

17 .733 

.0001 

17.733 

.0001 

Count Sum Ranks Mean Rank 

Auditory 

Visual 

Control 

45 

45 

45 

68.000 

95.000 

107.000 

1 .511 

2.111 

2 .378 
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Summary table of Wilcoxan apriori planned comparison: auditory 

vs control. 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-4.159 

<.0001 

-4.159 

<.0001 

Count Sum Ranks Mean Rank 

#Ranks < 0 

#Ranks> 0 

35 

10 

886.000 25.314 

149.000 14.900 

Summary table of Wilcoxan apriori planned comparison: visual vs 

control 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-. 796 

.4262 

-. 796 

.4262 

Count Sum Ranks Mean Rank 

# Ranks < 0 

#Ranks > 0 

27 

18 

588 .000 21.778 

447.000 24.833 
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Analysis of Low Frequency Data 

Summary table of of Friedman ANOV A analysis of the effect of 

study modality. 

a= 
# Groups 

# Ties 

Chi Square 

P-Value 

Chi Square corrected for ties 

Tied P-Value 

2 

3 

0 

15.136 

.0005 

15.136 

.0005 

One case was omitted due to missing values. 

Auditory 

Visual 

Control 

Count Sum Ranks Mean Rank 

44 76.000 1.727 

44 79.000 1 . 795 

44 109 .000 2 .477 
One case was omitted due to missing values. 
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Summary table of Wilcoxan apriori planned comparison: auditory 

vs control 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-3.664 

.0002 

-3 .664 

.0002 

One case was omitted due to missing values. 

Count Sum Ranks Mean Rank 

#Ranks< O 

#Ranks> O 

30 

14 

809.000 26.967 

181.000 12 . 929 

One case was omitted due to missing values. 

Summary table of Wilcoxan apriori planned comparison: visual vs 

control 

# O Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-3 .403 

.0007 

-3.403 

.0007 

Count Sum Ranks Mean Rank 

# Ranks< O 

# Ranks> O 

36 

9 

819.000 22. 750 

216.000 24.000 
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Appendix 2H 

Experiment 2: Summary Table of Error Data 

Summary Table of 2 x 3 x 3 ANOV A Analysis 

Source 

Frequency 

Block 

Frequency • Block 

Subject(Group) 

Study Modality 

Study Modality • Frequency 

Study Modality * Block 

Study Modality • Frequency • Block 

Study Modality • Subject(Group) 

Dependent: Number of Errors 

Planned Means Comparisons 

Auditory vs control 

Auditory 

Control 

Cell Weight 

1.000 I 
-1 .000 

df 1 

Sum of Squares 6.921 

Mean Square 6.921 

F-Value 6.884 

P-Value .0095 

G-G .0 104 

H-F .0095 

di Sum of Squares 

33.838 

2 6.007 

2 .668 

82 518.298 

2 9.920 

2 8.794 

4 23.715 

4 8.604 

164 164.883 

Mean Square 

33.838 

3.004 

.334 

6.321 

4.960 

4.397 

5.929 

2.151 

1.005 

409 

F-Value P-Value 

5.353 .0232 

.475 .6234 

.053 .9486 

4.933 .0083 

4.373 .0141 

5.897 .0002 

2 .1 39 .0782 
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Visual vs control 

Visual 

Control 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 7.924 

Mean Square 7.924 

F-Value 7 .882 

P-Value .0056 

G-G .0063 

H-F .0056 

Auditory vs visual 

Auditory 

Visual 

Cell Weight 

1.000 I 
-1.000 

df 1 

Sum of Squares .034 

Mean Square .034 

F-Value .034 

P-Value .8545 

G-G .8441 

H-F .8545 
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Appendix 21 

Experiment 2: Intercorrelations Between Measures of Automaticity, 

Priming, Imagability Familiarity, and Frequency 

1 

1. Mean R.T. overall --

2. Mean Auditory R.T.--

3. Mean Visual R.T. 

4. Mean Control R.T. 

5. K-F Frequency 

6. Familiarity 

7. Concreteness 

8. Imagability 

9. C-A 

1. CIA 

11. 2(C-A)/(C+A) 

12. C - V 

13. C/V 

14. 2(C-V)/(C+V) 

2 3 

.9** .91 ** 

.75** 

4 5 

n=90 

.87** -.16 

.66** - .15 

.70** - .07 

-.22* 

6 7 8 

-.30** .01 -.04 

.25* .01 -.01 

-.17 -.03 -.03 

-.42** .05 -.09 

.60** -.45** -.17 

-.21 * .18 

.74** 
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9 11 12 13 14 

1. Mean R.T. overall -.11 -.23* -.24* -.11 -.2 -.2 

2. Mean Auditory R.T. -.49** -.56** -.59** -.17 -.22* -.24* 

3. Mean Visual R.T. -.12 -.24* -.24* -.44** -.51 ** -.50** 

4. Mean Control R.T. .34** .20 .21 * .33** .21* .24* 

5. K-F Frequency -.07 -.12 -.09 -.19 -.22* -.21 

6. Familiarity -.25* -.23* -.20 .32** -.29** -.3** 

7. Concreteness .06 .08 .06 .11 .11 .10 

8. Imagability - .11 -.1 -.09 -.07 -.04 -.07 

9. C - A .94** .98** .59** .52** .57** 

1. CIA .98** .57** .53** .56** 

11. 2(C-A)/(C+A) .58** .53** .58** 

12. C - V .94** .97** 

13. C/V .99** 

14. 2(C-V)/(C+V) 

* 12 <.05 ** 12 <.01 

Note. C-A and C-V == priming measure ( 1) described above Cl A and C/V == priming measure (2) 

described above, 2(C-A)/(C+A) and 2(C-V)/(C+ V) == priming measure (3) described above. K-F 

frequency== Kucera-Francis frequency 
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Experiment 3: Details of Participant Aee, Nationality and Laneuaee Proficiency 

I ~-~ ~i~£( J\ge _____ --/.~•~-------- .;'.§L~~D9~ege .j.2.D~ __ t,,,ng~I9~----_ ~[d_ t,,,ng~eg_e ___ i-4•~ La,,g~eg_e ___ f lme __ sp_enL~eeming_ ~Dgli_§h 

1(V.0 .) : ............ 23; t ................. ;. Spanish ........... /.English ................... French ................... ; ................................... !.1. 3yrs 

.: ·~~.:.·: .:} ·.r·.·.··.··:·.··.·.·: ·.: .1.·; ·.·.·.·.·.·.·.·.·.· .. ·.·.·.·.T~.::.~~.·.·.·.·.·.·.·.·.·.·.·.·.·.·.·.·.··.:--1.:.~~i·:.:~.·.·.·.·.·.·.·.·.:.·.· .. ·.·.·.·.· .·; .~·:: ·:·: ·~ .. ·.·.:·.····:·.·.:·.··-i-.~.~.'.i~ .. ~:·.·~.~.~.~·~·~.·r·.i.·9.~~/.9.·~.~.~.'.·~·.·.·.~·~~.·.·.·~~.~·~·~·:.'.~·.1 

1il[llr mt: Jii;it; · 11I i!i~r ::::J~~,c~I i - !~ilL!n•;!~i•t~n• J 
,.13JG.-f3-.. J.-f·············:3·4.+J. ............... ;..C.:a.te.lc'lf) ................. f.$Pa.11i.S.~ .................. ~.n.gli.S.~ ................. ) .Er.e.n..C.~ ................... L?.9.Y.r.s. .... iD.t.e..rr:i,i_tt13.f)J ..................... . 

1mr:N rnr·· 1~~~~::: J!!~~l -- ;::~~ J~~=~~ -J;g;;':;:~~;:~!t~:~~: -
J..3-.U,.P. .. Jj ............. ~.7. j.t .................. j.9.h..1:.e.f.~.. .j .. ~.n.gli.S.~ .................. ········· ·························l•· ····················· ······)·································•·· ·•········ ·················· 

14.JC.V'.·············2·1·:·f ............... ;.Spanish ...... . .. :. English .............. German ............... ; .............................. ..1.1.0y rs ............................................... , 

:i:::~~'..:i.:L::::::::Ii.Ii:::::::::::::::::J:;:~;r:::::::::: ..... ::.l.;~~~i~~ ::::: ... :.:::::: .:;~;~~::::::::::::::::r::::::::::::::::::::::::::::::::H~~:!~rit::i :~~?:~!:~g<>.r. ....... . 
. 1.7{E.D.), ............ 34! f .. . ......... J.czeck ................... _/English ................. Russian ................ j.German ............. .i.1.3 .. yrs ...................... . 

l~1~£t ~~i~ :::::~. m;:::~ =~·:~~" 1~:~:. H~:;~~ 
,.:.;.~;:;J ......... :.;.1 .. : ....... .. ..... J..~;;:n~e.s.e. ........... l :~~:::~ .................... ~ussian ............. [.. .. . .... ················/··~·;·~;;s .. .J.n..tf3.r.~Jtte..n.t ......... . 

?-=3JY:A.:~ ............ .?.?.t t ................. ! Ja.pa.r:i13.S.8.... ).~r:igfis..h. .................. ................................... L .................................. / .. ~Y..r.!:l ...................................................... . 
24(A.H.) 56 i t i Czeck !En fish Russian !Finish !20yrs + 1yr translator 

Note. Suject = Subject number ( +initials), Sex: f = female, m = male, Time spent learning English: yrs = years, m = months, intennittent 
= some periods of both informal and formal tuition 
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Appendix 3B 

Experiment 3: Language Background Questionnaire 

Name: 

Age: 

Sex: 

Native Language: 

Second Language: 

Third language: 

No of years of English Language instruction: 
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Appendix 3C 

Experiment 3: Stimuli in The Enelish Vocabulary Knowledee Test 

Stimuli Used in Sheet One 

Words Words cont ... Nonwords 

sheep journalist hamp 

quarter yesterday condron 

corner disarmament boobier 

he cable druce 

friend attention stracker 

parcel dance martlew 

member bomb ottery 

plate fog condrick 

examination qualify beal 

kidnapper autumn sandry 

double cream verdon 

belong club allard 

sugar professor gorman 

article handbag beatman 

parking poor moule 

tree certain putbrace 

again rent hoult 

declare toast bargery 

market music spralding 

bathroom approve 

cup 
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Stimuli Used in Sheet Two 

Words Words Cont .. Nonwords 

jug cake varney 

signpost taste hobrow 

waiter write bionical 

petrol afterwards effectory 

visit fever attard 

say several bethell 

castle biography mordue 

rob read shatlock 

present skirt wardle 

carrot motorway wilding 

sanitary pedestrian roscrow 

charge bitter pither 

eighth potatoe crombie 

airline knit synott 

nine drama lampard 

then in corpulent 

vanilla emissive 

radio balfour 

mushroom harle 

wages dumbrill 

cold 

all 

lawyer 

sick 

carry 
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Stimuli Used in Sheet Three 

Words Words Cont .. Nonwords 

gym starvation orrade 

ascent wicker exprate 

gurgle enviable requined 

partisan nourishment prohonsity 

shin livery floratious 

ponder garb vessan 

commend doe brendation 

whereupon spurt philogobulous 

annoyance idleness fallology 

motto majestic karrock 

turtle acknowledgment mensible 

depot lofty mollic 

insulate carbohydrate lebrucious 

imprint ingenious destription 

explorer harp allimer 

moonlit politicure 

refrain mingose 

hasty cloakery 

wrought spunic 

cylinder pulity 

khaki 

pending 

absorption 

intensify 

celestial 
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Appendix 3D 

Experiment 3: Summary Table of Set 1 Analyses 

Summary Table of 2 x 3 x 3 ANOV A Analyses 

Source 

Type 

Subject(Group) 

Frequency 

Frequency* Type 

Frequency * Subject(Group) 

Study Modality 

Study Modality * Type 

Study Modality * Subject(Group) 

Frequency * Study Modality 

Frequency * Study Modality * Type 

Frequency * Study Modality * Subj ... 

Dependent: Mean Response Latency (ms) 

Planned Means Comparison 

Visual 

Control 

Visual vs control 

Cell Weight 

1.000 I 
-1 .000 

df 

Sum of Squares 197168.376 

Mean Square 197168.376 

F-Value 10.845 

P-Value .0020 

G-G .0026 

H-F .0020 

df Sum of Squares 

2 95991.297 

21 2878144.933 

1 3130421.310 

2 141821.300 

21 403037.127 

2 228403.982 

4 164231.748 

42 763612.993 

2 86412.494 

4 55370.021 

42 635170.615 

Mean Square F-Value 

47995.648 .350 

137054.521 

3130421.310 163.109 

70910.650 3.695 

19192.244 

114201.991 6.281 

41057.937 2.258 

18181.262 

43206 .247 2.857 

13842.505 .915 

15123.11 0 

418 

P-Value 

.7086 

.0001 

.0422 

.0041 

.0789 

.0687 

.4640 
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Auditory vs control 

Auditory 

Control 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 4755.534 

Mean Square 4755.534 

F-Value .262 

P-Value .6117 

G-G .5929 

H-F .6117 

Auditory vs visual 

Visual 

Auditory 

Cell Weight 

1.000 I 
-1.000 

df 1 

Sum of Squares 140682.063 

Mean Square 140682.063 

F-Value 7.738 

P-Value .0081 

G-G .0096 

H-F .0081 
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Hi~h Frequency 

Visual vs control 

High Frequency, Visual 

High Frequency, Control 

df 

Sum of Squares 15418.655 

Mean Square 15418.655 

F-Value 1.020 

P-Value .3184 

G-G .3051 

H-F .3182 

Cell Weight 

1 .000 I 
-1 .000 

Auditory vs control 

High Frequency, Auditory 

High Frequency, Control 

df 

Sum of Squares 741.662 

Mean Square 741.662 

F-Value .049 

P-Value .8258 

G-G .7832 

H-F .8251 

Cell Weight 

1.000 I 
-1.000 

Visual vs auditory 

High Frequency, Visual 

High Frequency, Auditory 

df 1 

Sum of Squares 9397.055 

Mean Square 9397 .055 

F-Value .621 

P-Value .4350 

G-G .4098 

H-F .4345 

Cell Weight 

1.000 I 
-1.000 

Low Frequency 

Visual vs control 

Low Frequency, Visual 

Low Frequency, Control 

df 1 

420 

Cell Weight 

1.000 I 
-1.000 

Sum of Squares 253804.872 

Mean Square 253804.872 

F-Value 16.783 

P-Value .0002 

G-G .0004 

H-F .0002 

Auditory vs control 

Low Frequency, Auditory 

Low Frequency, Control 

Cell Weight 

1.000 I 
-1.000 

df 1 

Sum of Squares 4940.859 

Mean Square 4940.859 

F-Value .327 

P-Value .5706 

G-G .5338 

H-F .5700 

Visual vs auditory. 

Low Frequency, Visual 

Low Frequency, Auditory 

Cell Weight 

1.000 I 
-1. 000 

df 1 

Sum of Squares 187921.612 

Mean Square 187921.612 

F-Value 12 .426 

P-Value .0010 

G-G .0020 

H-F .001 1 
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Experiment 3: Summary Tables of Set 2 Analyses 

Summary Table of 2 x 3 x 3 ANOV A Analyses 

Source df 

Frequency 1 

Block 2 

Frequency * Block 2 

Subject(Group) 82 

Study Modality 2 

Study Modality * Frequency 2 

Study Modality • Block 4 

Study Modality * Frequency * ... 4 

Study Modality • Subject(Group) 164 

Dependent: Mean Response Latency (ms) 

Planned Means Comparison 

Visual 

Control 

Visual vs control. 

Cell Weight 

1.000 I 
-1 .000 

df 1 

Sum of Squares 2253984.937 

Mean Square 2253984.937 

F-Value 27.448 

P-Value .0001 

G-G .0001 

H-F .0001 

Sum of Squares Mean Square 

17566512.61617566512.616 

227072.516 113536.258 

359837.991 179918.995 

32955457 .125 401895.819 

2280853.481 1140426.741 

1033760.684 516880.342 

73205.082 18301.270 

645606.587 161401.647 

13467502.122 82118.915 

F-Value 

43.709 

.283 

.448 

13.888 

6.294 

.223 

1.965 

421 

P-Value 

.0001 

.7546 

.6407 

.0001 

.0023 

.9254 

.1022 
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Auditory vs control. 

Auditory 

Control 

Cell Weight 

1.000 I 
-1.000 

df 1 

Sum of Squares 796769.605 

Mean Square 796769.605 

F-Value 9.703 

P-Value .0022 

G-G .0030 

H-F .0023 

Visual vs auditory. 

Visual 

Auditory 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 370525.680 

Mean Square 370525.680 

F-Value 4.512 

P-Value .0352 

G-G .0389 

H-F .0359 

Effects of Study Modality at Each Level of Freguency 

High Freguency 

visual vs auditory q= 0.45 

visual vs control q= 1.81 

auditory vs control q= 2.27 

Low Freguency 

visual vs auditory q= 5.28 *** 
visual vs control q = 8.50 *** 
auditory vs control q= 3.23 

422 
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Experiment 3: Summary Tables of Analyses of Error Data 

Summary Table of 2 x 3 x 3 ANOV A Analysis 

Source 

Frequency 

Block 

Frequency * Block 

Subject(Group) 

Study Modality 

Study Modality * Frequency 

Study Modality * Block 

Study Modality * Frequency * Block 

Study Modality * Subject(Group) 

Dependent: Number of Errors 

Planned Means Comparisons 

Visual 

Control 

Visual vs control. 

Cell Weight 

1.000 I 
-1 .000 

df 1 

Sum of Squares 1 .566 

Mean Square 1 .566 

F-Value 1 .416 

P-Value .2357 

G-G .2354 

H-F .2357 

df Sum of Squares 

152.506 

2 3.113 

2 4.408 

84 431.776 

2 1.567 

2 1.499 

4 1.558 

4 12.084 

168 185.827 

Mean Square F-Value 

152.506 29.669 

1.556 .303 

2.204 .429 

5.140 

.783 .708 

.749 .677 

.389 .352 

3.021 2.731 

1.106 

423 

P-Value 

.0001 

.7396 

.6527 

.4940 

.5093 

.8423 

.0308 
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Auditory vs control. 

Auditory 

Control 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares .372 

Mean Square .372 

F-Value .336 

P-Value .5628 

G-G .5600 

H-F .5628 

Auditory vs visual. 

Visual 

Auditory 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares .412 

Mean Square .412 

F-Value .372 

P-Value .5426 

G-G .5399 

H-F .5426 

424 
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Appendix 3G 

Experiment 3: Intercorrelations Between Measures of Automaticity, 

Priming and Imagability Familiarity and Frequency 

1 

1. Frequency 

2. Familiarity 

3. Concreteness 

4. Imagability 

5. Mean R.T. 

6. Visual R.T. 

7. Auditory R.T. 

8. Control R.T. 

9. C-V 

10. C/V 

11. 2(C-V)/(C+V) 

12. C - A 

13. CIA 

14. 2(C-A)/(C+A) 

2 3 4 5 6 7 8 

n=90 

.48** -.08 .11 -.33** -.26* -.31 ** .31 ** 

-.04 .43** -.54** -.39** -.56** -.5** 

.56** .01 -.03 .07 -.01 

-.22* -.16 -.22* -.21 

.86** .90** .91** 

.71 ** .67** 

.71 ** 
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9 10 11 12 13 14 

1. Frequency -.21 -.18 .23* -.09 -.09 -.07 

2. Familiarity -.34** -.25* -.32** -.11 -.09 -.08 

3. Concreteness .01 .07 -.02 -.10 -.09 -.16 

4. Imagability -.15 -.03 -. 16 -.06 -.03 -.08 

5. Mean R.T. .54** .36** .36** .27* .20 .17 

6. Visual R.T. .09 -.06 -.07 .13 .08 .11 

7. Auditory R.T. .37** .19 .25* -.13 -.16 -.21 

8. Control R.T. .80** .65** .61** .61** .52** .47** 

9. C-V .92** .87** .71** .63** .53** 

10. CN .89** .70** .70** .55** 

11. 2(C-V)/(C+V) .57** .54** .54** 

12. C - A .91** .89** 

13. CIA .89** 

14. 2(C-A)/(C+A) 

Note. Overall R.T = Overall mean response latency, Visual R.T = mean response latency of visually 

studied stimuli, Auditory R.T = mean response latency of auditorily studied stimuli, Visual R.T = 

mean response latency of control stimuli, frequency = Kucera-Francis frequency value, C - A= control 

R.T. - auditory R.T. , Cl A= control R.T./visual R.T., 2(C-A)/(C+A) = formula (3) above C - V = 

control R.T. -Visual R.T. , C -/V = control R.T./visual R.T.2(C-V)/(C+V) = formula (3) above 

* = 12 <.05, ** = 12 <.01 
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Appendix 3H 

Experiment 3: Results of the English Vocabulary Test 

. . . 

...... SubJect ..... ) No. of yrs .. of English .. Study' .. Test ... 1 ........... ..Test .. 2 ....... 1 ...... Test .. 3 .............. Mean ...... .. 

······························'-······································•••··················•·), ••·················································-····-;····························;····························· 

6.(M.K.L ......... 1.6 .. yrs ............................................... : ........ ...70 ......... .......... . ~.1 .......... : ............ .9 ...................... !?.9.,.~ ........ . 
5(C.D.) •6 vrs 90 66 8 54.6 

.1.5(L..P ·L ....... ,. 1 ... yr .past .. 4 .. m .. in .. Bangor .............. 13-.? ...................... 7.4 .......... 1 .......... ..1 .7 .......... , ......... 57_. 6 ........ . 

9.(S .. 1.L ............. 8 .. yrs ............................ ................. ......... ...78 .......... L .......... 90 ....... j ........ 28 .......... [ ........ 65 .. 3 ...... .. 

7(K.N_. ) .......... !.1.3 ... yrs .......................................... ) ........... 8.4 ...................... 7.6 .......... ! ........... 30 .................... 63_. 3 ........ . 

2(J.S.) \4 vrs school 4 vrs recent 87 85 · 32 68 

.:::~•·: :.. 1 :~:Y7Y: ... :~~:,:.::1ra1;a 1 •... ·.·.·.······~o: ·············f : : . ; .••.•......•. : ~ .[-;; s : ...... ·.·.··· 

3(E.S.) \ 20 yrs 92 95 ' 42 76.3 

..1.~.<K.-.$.:L ....... ( l?..Y..r.l>.................. : 9 8 • 8 4 .... , ........... 4.3 .......... : ........... 7 5 .......... . 

20(K .. K.L ..... + 1.2 .. yrs ......................................... • ............ 5 o .................... 6 6 ........... ~ ........... 43 ..................... 5.3 ........ .. 

. 23(Y .A.J ........ !.8 .. yrs .......................... ...... ........................ 9.0 .......... , ........... 9.5 .......... i ........... 4.5 .......... , ......... 76_. 6 ....... .. 

14 (C.V.) • 10 vrs 85 66 47 66 

;: ~~,;; I::·~:·;;~· ~~.~···........ ... ···r ········ :!··········1···········:: ······r· ::·········r···· ;: : ··· 
.12(8.O.L ....... :.1.3 .. Yrs ..1.Y.r . Engl ... school ..... : .......... 8 7 .......... : ............ 8 5 ........... : ........... 5 5 ................... 75 .. 6 ...... .. 

1(V.O.) : 13 yrs 90 76 [ 63 76 .3 

~::~:L r~ ::: :::::=:::::: 1 ;: 1:Q:~ J ~; ~ ~~:~ 
8(C.B.) :20 vrs intermittent 98 84 83 88.3 

Note. yr= year, yrs = years, m = month, Eng= England, Engl = English 

69 .6 

85 
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Appendix 31 

Experiment 3: Correlations between measures of English vocabulary 

knowledge. within modality priming and cross modal priming 

1 2 3 4 5 6 

n=24 

1. English Vocab sheet 1 1.00 .51* -.29 .49* -.31 .17 

2. English Vocab sheet 2 .51 * 1.00 .13 .74** .05 -.04 

3. English Vocab sheet 3 -.29 .13 1.00 .64** .63** .19 

4. Overall English Vocab .49* .74** .64** 1.00 .32 .21 

5. No. yrs of English study -.31 .05 .63** .32 1.00 .19 

6. No of languages known .17 -.04 .19 .21 .19 1.00 

7. Control R.T. -.18 .16 -.18 -.16 .27 -.35 

8. High Control R.T. .03 .30 -.16 .02 .23 - .33 

9. Low Control R.T. -.29 .03 - .17 - .26 .25 -.30 

10. Overall Within -.36 -.41* .01 -.34 .40 .17 

11. Overall Cross .02 .01 -.17 -.11 .11 .15 

12. High Within .02 .09 -.28 -.16 .16 .09 

13. High Cross .27 -.12 -.35 -.17 -.29 .08 

14. Low Within -.38 -.44* .13 -.27 .36 .16 

15. Low Cross -.12 .02 -.03 -.08 .28 .14 

Note. English Vocab sheet 1 = total score on the first sub score of the English vocab test, English 

Vocab sheet 2 = total score on the 2nd sub score of the English vocab test, English Vocab sheet 3 = 

total score on the 3rd sub score of the English vocab test, Overall English Vocab = Mean all sub scores 

of the English Vocab Test. No. yrs of English study.= Number of years English Study (result sub 

measure (c) of The Language Background Questionnaire), Visual R.T. = Mean response latency to 

visually studied items , Auditory R.T. = Mean response latency to auditorily studied items, Control 

R.T. = Mean response latency to control items, Overall within = overall within modality priming, 

Overall cross = overall cross modal priming, High Within = within modality priming for high 

frequency items, High Cross = cross modal priming for high frequency items, Low Within = within 

modality priming for low frequency items, Low Cross = cross modal priming for low frequency items 
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Appendix 4A 

Experiment 4: Details of Participant Age, Nationality and Language 

Proficiency 

.$.tJ.~je.~.L.A.9e. ....... 1.$..e..x. ....... U!>.t. ~.a.r1gLJc1g.e..L?.riqJ13,rigtJ.cig~}r.cJ.Jci.n..9lJ.ci.9.i .4t.b .. l,,ci.n.g.tJ.c1g~.Tirri.e. ................. . 
·············~·-·· .... ·••. . . .; .. ·• . •· ·••················; ----························ t .......... ···-····--· ---···-,········· ............... . 

...... j .. 1.4.Y.r..S. .......... . 
:9yrs 

l.Q:ze~~ 
20. (V. o.L ....... 2 .8 i. m ............. Greek.. . ......... :.English ............. :. Latin ................. :__ital i an .............. .! .1. 4 yrs .............. . 
21.(R.A) 26 i m !Arabic EnQlish ! Persian j : 1oyrs 

Note. Subject= Subject number ( +initials), Sex: f = female, m = male, Time= time 

spent learning English: yrs = years, m = months, intermittent= some periods of both 

informal and formal tuition 
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Experiment 4: Summary Table of Set 1 Analyses 

Summary Table of 2 x 3 x 3 ANOV A 

Source 

Type 

Subject(Group) 

Frequency 

Frequency • Type 

Frequency • Subject(Group) 

Study Modality 

Study Modality • Type 

Study Modality • Subject(Group) 

Frequency • Study Modality 

Frequency • Study Modality • Type 

Frequency • Study Modality • Su ... 

Dependent: Mean Response Latency 

Planned Means Comparisons 

Auditory vs control 

Auditory 

Control 

Cell Weight 

1 .000 I 
-1 .000 

df 1 

Sum of Squares 30043.991 

Mean Square 30043.991 

F-Value 10.629 

P-Value .0025 

G-G .0049 

H-F .0028 

df Sum of Squares 

2 24825.352 

1 7 785774.468 

1 19283.983 

2 1867.343 

1 7 25504.771 

2 30044.008 

4 755.217 

34 96108 .445 

2 3974.262 

4 36909.507 

34 80361.044 

Mean Square F-Value 

12412.676 .269 

46222.028 

19283.983 12.854 

933.671 .622 

1500.281 

15022.004 5.314 

188.804 .067 

2826.719 

1987.131 .841 

9227.377 3.904 

2363.560 

430 

P-Value 

.7677 

.0023 

.5485 

.0098 

.9914 

.4402 

.0103 
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Visual vs control 

Visual 

Control 

Cell Weight 

1.000 I 
-1 .000 

df 

Sum of Squares 7491 .446 

Mean Square 7491 .446 

F-Value 2.650 

P-Value .1128 

G-G .1197 

H-F .1137 

Auditory vs visual 

Auditory 

Visual 

Cell Weight 

1 .000 I 
- 1 .000 

df 

Sum of Squares 7530.575 

Mean Square 7530.575 

F-Value 2 .664 

P-Value .1119 

G-G .1189 

H-F .11 28 

431 
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High Frequency 

Auditory vs control 
Cell Weight 

HiF, Auditory 

HiF, Control 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 

H-F 

Visual 

HiF, Visual 

HiF, Control 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

Visual 

HiF, Auditory 

HiF, Visual 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

1 .000 I 
-1 .000 

1 

20204.245 

20204.245 

8.548 

.0061 

.0105 

.0068 

vs control 
Cell Weight 

1.000 I 
-1 .000 

1318 .290 

13 18.290 

.558 

.4603 

.4218 

.4529 

vs Auditory 

Cell Weight 

1.000 I 
-1.000 

11200. 703 

11200. 703 

4 .739 

.0365 

.0462 

.0384 

Low Frequency 

Auditory vs control 

LoF, Auditory 

LoF, Control 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 

H-F 

Visual 

LoF, Visual 

LoF, Control 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

Visual 

LoF, Auditory 

LoF, Visual 

df 

Sum of Squares 

Mean Square 

F-Value 

P-Value 

G-G 
H-F 

Cell Weight 

1.000 I 
-1.000 

1 

10606.294 

10606.294 

4 .487 

.0415 

.0514 

.0435 

vs control 
Cell Weight 

1 .000 I 
-1.000 

1 

74 12 .584 

74 12.584 

3. 136 

.0855 

.0948 

.0875 

vs auditory 

Cell Weight 

1.000 I 
- 1 .000 

285.289 

285.289 

.121 

.7304 

.6679 

.7 187 

432 
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Experiment 4: Summary Table of Set 2 Analyses 

Summary Table of 2 x 3 x 3 ANOV A 

Source df Sum of Squares Mean Square F-Value P-Value 
Block 2 82264.975 41132.488 1.753 .1811 

Frequency 1 39276.030 39276.030 1.674 .2002 
Block • Frequency 2 37227.011 18613.505 .793 .4566 

Subject(Group) 67 1572169.303 23465.213 
Study Modality 2 25270.790 12635.395 2.760 .0669 
Study Modality • Block 4 15950.854 3987.714 .871 .4832 
Study Modality • Frequency 2 9686.270 4843.135 1.058 .3500 

Study Modality • Block • Frequency 4 12769.311 3192.328 .697 .5951 

Study Modality • Subject(Group) 134 613424.940 4577.798 --------------------Dependent: Mean Response Latency (ms) 

Planned Means Comparisons 

Auditory vs control 

Auditory 

Control 

Cell Weight 

1 .000 I 
- 1 .000 

df 

Sum of Squares 25097.097 

Mean Square 25097.097 

F-Value 5 .482 

P-Value .0207 

G-G .0229 

H-F .0207 
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Visual vs control 

Visual 

Control 

Cell Weight 

1 .000 I 
- 1 .000 

df 

Sum of Squares 4596.401 

Mean Square 4596 .401 

F-Value 1.004 

P-Value .3181 

G-G .3123 

H-F .3181 

Auditory vs visual 

Auditory 

Visual 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 8212.686 

Mean Square 8212.686 

F-Value 1 . 794 

P-Value .1827 

G-G .1827 

H-F .1827 

434 
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Tukeys Post-hoc Pairwise comparisons 

High Freguency 

auditory vs visual q= 2.82 

auditory vs control q= 2.77 

visual vs control q= 0.04 

Low Freguenc)'. 

auditory vs visual q= 0.01 

auditory vs control q= 2.15 

visual vs control q= 2.17 
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Appendix 4D 

Experiment 4: Summary Tables of Nonparametric Analyses {Set 1) 

Analysis of High Frequency Data 

Summary Table of of Friedman ANOV A analysis of the effect of 

study modality. 

a= 
# Groups 

# Ties 

Chi Square 

P-Value 

Chi Square corrected for ties 

Tied P-Value 

2 

3 

0 

4.300 

.1165 

4.300 

.1165 

Count Sum Ranks Mean Rank 

High Auditory 

High Visual 

High Control 

20 

20 

20 

33.000 1.650 

41.000 2.050 

46.000 2.300 
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Summary table of Wilcoxan apriori planned comparison: auditory 

vs control. 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-2.576 

.0100 

-2.576 

.0100 

Count Sum Ranks Mean Rank 

#Ranks< 0 

#Ranks> 0 

14 

6 

174.000 12.429 

36 .000 6.000 

Summary table of Wilcoxan apriori planned comparison: visual vs 

control. 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-1 . 120 

.2627 

-1.120 

.2627 

Count Sum Ranks Mean Rank 

#Ranks < 0 

#Ranks > 0 

1 2 

8 

135.000 11 .250 

75.000 9 .375 
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Analysis of Low Frequency Data 

Summary table of of Friedman ANOV A analysis of the effect of 

study modality. 

CF 

# Groups 

# Ties 

Chi Square 

P-Value 

Chi Square corrected for ties 

Tied P-Value 

2 

3 

0 

2.800 

.2466 

2.800 

.2466 

Count Sum Ranks Mean Rank 

Low Auditory 

Low Visual 

Low Control 

20 

20 

20 

38 .000 1 .900 

36.000 1 .800 

46 .000 2.300 

Summary table of Wilcoxan apriori planned comparison: auditory 

vs control. 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-1 .456 

.1454 

-1.456 

.1454 

Count Sum Ranks Mean Rank 

#Ranks< 0 

#Ranks> 0 

1 3 

7 

144.000 11 .077 

66.000 9.429 
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Summary table of Wilcoxan apriori planned comparison: visual vs 

control 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-1.904 

.0569 

-1 .904 

.0569 

Count Sum Ranks Mean Rank 

#Ranks< 0 

#Ranks> 0 

1 3 

7 

156.000 12.000 

54.000 7.714 
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Appendix 4E 

Experiment 4: Summary Tables of Nonparametric Analyses (Set 2) 

Analysis of Hii:h Frequency Data 

Summary table of of Friedman ANOV A analysis of the effect of 

study modality. 

[F 

# Groups 

# Ties 

Chi Square 

P-Value 

Chi Square corrected for ties 

Tied P-Value 

2 

3 

0 

10.500 

.0052 

10.500 

.0052 

3 cases were omitted due to missing values. 

Auditory 

Visual 

Control 

Count Sum Ranks Mean Rank 

36 57.000 1.583 

36 75.000 2.083 

36 84.000 2.333 

3 cases were omitted due to missing values. 
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Summary table of Wilcoxan apriori planned comparison: auditory 

vs control 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-2. 765 

.0057 

-2. 765 

.0057 

3 cases were omitted due to missing values. 

#Ranks< 0 

#Ranks> 0 

Count Sum Ranks Mean Rank 

26 509.000 19 .577 

10 157.000 15.700 

3 cases were omitted due to missing values. 

Summary table of Wilcoxan apriori planned comparison: visual vs 

control 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-.424 

.6714 

-.424 

.6714 

3 cases were omitted due to missing values. 

#Ranks< 0 

#Ranks> 0 

Count Sum Ranks Mean Rank 

22 360.000 16.364 

14 306 .000 21.857 

3 cases were omitted due to missing values. 
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Analysis of Low Frequency Data 

Summary table of of Friedman ANOV A analysis of the effect of 

study modality 

CF 

# Groups 

# Ties 

Chi Square 

P-Value 

2 

3 

1 

3.500 

. 1738 

Chi Square corrected for ties 3.524 

Tied P-Value .1717 

2 cases were omitted due to missing values. 

Count Sum Ranks Mean Rank 

Auditory 

Visual 

Control 

37 

37 

37 

66.500 1 .797 

73.000 1.973 

82.500 2.230 

2 cases were omitted due to missing values. 

Summary table of Wilcoxan apriori planned comparison: auditory 

vs control 

# 0 Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

1 

0 

-1 . 728 

.0840 

-1. 728 

.0840 

2 cases were omitted due to missing values. 

#Ranks< 0 

#Ranks> 0 

Count Sum Ranks Mean Rank 

24 443.000 18 .458 

12 223.000 18.583 

2 cases were omitted due to missing values. 
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Summary table of Wilcoxan apriori planned comparison: visual vs 

control 

# O Differences 

# Ties 

Z-Value 

P-Value 

Tied Z-Value 

Tied P-Value 

0 

0 

-1.675 

.0939 

-1.675 

.0939 

One case was omitted due to missing values. 

#Ranks< 0 

#Ranks> 0 

Count Sum Ranks Mean Rank 

22 486.000 22.091 

1 6 255.000 15.938 

One case was omitted due to missing values. 
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Appendix 4F 

Experiment 4: Summary Table of Error Data 

Summary Table of 2 x 3 ANOV A 

Source 

Subject 

Frequency 

Frequency • Subject 

Study Modality 

Study Modality * Subject 

Frequency • Study Modality 

Frequency • Study Modality • Subject 

df 

19 

1 

19 

2 

38 

2 

38 

Sum of Squares Mean Square 

248.492 13.079 

6.075 6.075 

44.425 2.338 

8.817 4.408 

116.183 3.057 

.350 .175 

116.650 3.070 

444 

F-Value P-Value 

2 .598 .1235 

1 .442 .2491 

.057 .9447 

---------------------Dependent: Number of Errors 

Planned Means Comparisons 

Auditory vs control 

Auditory 

Control 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 6.613 

Mean Square 6.613 

F-Value 2.163 

P-Value .1496 

G-G . 1504 

H-F . 1496 
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Visual vs control 

Visual 

Control 

Cell Weight 

1.000 I 
-1.000 

df 

Sum of Squares 6.613 

Mean Square 6 .613 

F-Value 2.163 

P-Value .1496 

G-G .1504 

H-F .1496 

Auditory vs visual 

Auditory 

Visual 

Cell Weight 

1.000 I 
-1.000 

df 1 

Sum of Squares 0.000 

Mean Square 0.000 

F-Value 0 .000 

P-Value 1.0000 

G-G 1.0000 

H-F 1.0000 

445 
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Hi2h Frequency 

Auditory vs control 

Cell Weight 

High Frequency, Auditory 1.000 I 
High Frequency, Control -1 .000 

df 1 

Sum of Squares 3 .025 

Mean Square 3.025 

F-Value .985 

P-Value .3271 

G-G .3136 

H-F .3207 

Visual vs control 
Cell Weight 

High Frequency, Visual 1.000 I 
High Frequency, Control -1.000 

df 1 

Sum of Squares 2.025 

Mean Square 2 .025 

F-Value .660 

P-Value .4217 

G-G .3990 

H-F .4107 

Visual vs Auditory 

High Frequency, Auditory 

High Frequency, Visual 

df 1 

Sum of Squares .100 

Mean Square .100 

F-Value .033 

P-Value .8 577 

G-G .8190 

H-F .8396 

Cell Weight 

1.000 I 
-1 .000 
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Low Frequency 

Auditory vs control 

Cell Weight 

Low Frequency, Auditory 1.000 I 
Low Frequency, Control -1 .000 

df 

Sum of Squares 3.600 

Mean Square 3.600 

F-Value 1.173 

P-Value .2857 

G-G .2762 

H-F .2812 

Visual vs control 
Cell Weight 

Low Frequency, Visual 1.000 I 
Low Frequency, Control -1 .000 

df 1 

Sum of Squares 4.900 

Mean Square 4.900 

F-Value 1.596 

P-Value .2141 

G-G .2115 

H-F .2131 

Visual vs auditory 

Low Frequency, Auditory 

Low Frequency, Visual 

df 1 

Sum of Squares .100 

Mean Square . 100 

F-Value .033 

P-Value .8577 

G-G .8190 

H-F .8396 

Cell Weight 

1.000 I 
-1.000 
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Appendix 4G 

Experiment 4: Correlations Between Measures of Frequency 

Concreteness Imagability. Automaticity and Priming 

1. Frequency 

2. Familiarity 

3. Concreteness 

4. Imagability 

5. MeanRT 

6. Visual RT 

7. Auditory RT 

8. Control RT 

9. C-A 

10. CIA 

11. 2(C-A)l(C+A) 

12. C-V 

13. CIV 

14. 2(C-V)l(C+V) 

1. Frequency 

2. Familiarity 

3. Concreteness 

4. Imagability 

5. MeanRT 

6. Visual RT 

7. Auditory RT 

8. Control RT 

9. C-A 

10. CIA 

11. 2(C-A)l(C+A) 

12. C-V 

13. CIV 

14. 2(C-V)l(C+V) 

1 

.46** 

5 

- .02 

-.14 

.18 

.1 

.86** 

2 3 4 

- .31 ** -.16 -.01 

.03 .23* -.13 

.83** .15 

.1 

6 7 8 

.09 -.12 -.1 

-.01 -.13 -.07 

.15 .1 .02 

.17 .08 -.06 

.84** .86** -.1 

.56** .57** .03 

.56** -.57** 

.36** 
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9 11 12 

1. Frequency -.09 -.07 -.21 -.16 

2. Familiarity -.09 -.07 .02 .0029 

3. Concreteness .02 .0037 .01 -.06 

4. Imagability -.05 -.07 .07 .OS 

5. Mean RT -.08 - .11 .03 .04 

6. Visual RT .04 .02 -.43** - .42** 

7. Auditory RT -.53** -.57** .02 .05 

8. Control RT .36** .34** .5** .47** 

9. C-A .96** .98** .41** .36** 

10. CIA .99** .4** .35** 

11. 2(C-A)l(C+A) .41** .37** 

12. C-V .96** 

13. CIV 

14. 2(C-V)l(C+V) 

13 14 

1. Frequency -.17 .03 

2. Familiarity .04 .14 

3. Concreteness .02 -.25 

4. Imagability .09 -.13 

5. MeanRT .04 -.18 

6. Visual RT -.43** - .12 

7. Auditory RT .03 -.15 

8. Control RT .49** -.19 

9. C-A .39** -.04 

10. CIA .39** -.003 

11. 2(C-A)l(C+A) .4** -.03 

12. C-V .99** -.09 

13. CIV .95** -.05 

14. 2(C-V)l(C+V) -.09 

Note. Overall R.T = Overall mean response latency, Visual R.T = mean response latency to visually 

studied stimuli, Auditory R.T = mean response latency to auditorily studied stimuli, Visual R.T = 

mean response latency to control stimuli, frequency= Kucera-Francis frequency value, C - A= control 

R.T. - auditory R.T., Cl A= control R.T./visual R.T., 2(C-A)/(C+A) = formula (3) above C - V = 

control R.T. -Visual R.T., C -/V = control R.T./visual R.T.2(C-V)/(C+V) = formula (3) above 

* = 12 <.05, ** = 12 <.01 
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Appendix 4H 

Experiment 4: Correlations Between Measures of English Vocabulary 

Knowledge and Within Modality and Cross Modal Priming 

1 2 3 4 5 6 

n=24 

1. Overall English Vocab 1 .72** .79** .73** .32 .16 

2. English Vocab sheet 1 .72** 1 .83** .11 .17 .05 

3. English Vocab sheet 2 .79** .83** 1 .2 .43 .14 

4. English Vocab sheet 3 .73 .11 .2 1 .17 .15 

5. No. yrs of English study .32 .17 .43 .17 1 .26 

6. No of languages known .16 .05 .14 .15 .26 1 

7. Control R.T. .47** .59** .46 .16 -.17 .16 

8. High Control R.T. .39 .45 .35 .17 - .31 .13 

9. Low Control R.T. .48** .65** .5* .12 -.02 .17 

10. Overall Within .28 .05 .1 .36 .51* .41 

11. Overall Cross -.01 .01 -.04 .01 -.04 -.24 

12. High Within .2 .02 -.01 .31 .01 .12 

13. High Cross -.1 -.2 -.13 .03 -.29 -.12 

14. Low Within .24 .07 .14 .25 .59* .41 

15. Low Cross .13 .23 .13 -.0002 .29 -.14 

Note. English Vocab sheet 1 = total score on the first sub score of the English vocab test, English 

Vocab sheet 2 = total score on the 2nd sub score of the English vocab test, English Vocab sheet 3 = 

total score on the 3rd sub score of the English vocab test, Overall English Vocab = Mean all sub scores 

of the English Vocab Test. No. yrs of English study.= Number of years English Study (result sub 

measure (c) of The Language Background Questionnaire), Visual R.T. = Mean response latency to 

visually studied items , Auditory R.T. = Mean response latency to auditorily studied items, Control 

R.T. = Mean response latency to control items, Overall within = overall within modality priming, 

Overall cross = overall cross modal priming, High Within = within modality priming for high 

frequency items, High Cross = cross modal priming for high frequency items, Low Within = within 

modality priming for low frequency items, Low Cross = cross modal priming for low frequency items 
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Combined Analysis from Experiments 1 and 3: Summary table of 2 x 2 x 3 

ANOVA 

Source df Sum of Squares Mean Square F-Value P-Value 

Language 5595547.831 5595547.831 54.597 .0001 

Subject(Group) 49 5021962.156 102489.024 

Frequency 1 3780426.626 3780426.626 226.159 .0001 

Frequency * Language 397375.516 397375.516 23. 772 .0001 
Frequency * Subject(Group) 49 819075.053 16715.817 

Study Modality 2 320940.689 160470.345 10.832 .0001 
Study Modality * Language 2 20912.343 10456.172 .706 .4962 

Study Modality * Subject(Group) 98 1451814.178 14814.430 
Frequency • Study Modality 2 121182.993 60591.497 5.258 .0068 

Frequency • Study Modality • Language 2 20086.878 10043.439 .872 .4215 

Frequency • Study Modality * Subject(Group) 98 1129262.888 11523.091 

Dependent: Mean response latency (ms) 
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Appendix SA 

Experiment 5: Stimuli Used in the Phonological Short Term Memory 

Task 

Stimuli used in the PSTM task are listen below. Stimuli are written first in the 

phonetic code used in HyperCard and then as they might be written in English 

1 syllable 

ssAO = sa 

bbOW =bo 

bbAO =ba 

gglY = ge 

2 syllable 

nnAOggIY 

IIUWbbUW 

ppAOkkAO 

=nage 

=lubu 

=paka 

bbOWnnUW= bonu 

3 syllable 

mmAOttUWddOW = matudo 

vvUWkkUWddUW = vukudu 

IIAOkkIYnnUW = lakenu 

mmOWffUWbbUW = mofubu 

4 syllable 

nnUWggUWbbAOvvAO 

ffAOssUWllIYppUW 

ffOWnnIYmmAOkkIY 

kkUW ddOWnnOWffOW 

= nugubava 

= fasulepu 

= fonemake 

= kudonofo 
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5 syllable 

ggUWvvUWttAOffUWssUW 

ppIYttlY ddAOmmIYnnAO 

ssIYppUWttAOnnAOvvUW 

ppOWddOWggAOnnAOvvOW 

6 syllable 

= guvutafusu 

= petedamena 

= seputanavu 

= podoganavo 

ttAOggUWmmUWssAObbUWkk.UW= tagumusabuku 

ttOWddUWssOWppAOmmIYkkIY = todusopameke 

bbOWddUWffUWttIYvvOWmmUW = bodufutevomu 

kkAOffOW ddOWmmOWbbIY ssIY = kafodomobese 

7 syllable 

vvOWggUWppAOssOWllUWddUWbbAO = vogupasoluduba 

ddUWkkOWssIYbbOWvvOWttUWIIAO = dukosebovotula 

ttIY ppAOddOWnnAObbOWIIIY ssOW = tepadonaboleso 

kkIYIIUWppOWnnUWffUWssOWvvIY = keluponufusove 

8 syllable 

llUWvvUWbbOWssUWmmUWddUWffIYnnOW = luvubosumudufeno 

ddOW ssUWbbIY vv AOmmOWttAOllUWkkIY = dosubevamotaluke 

ffIY ssOW ggOWppOWbbOWttlY mmIYIIOW = fesogopobotemelo 

ppOWggOWddAOnnIYttUWmmUWssUWbbIY = pogodanetumusube 
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Appendix SB 

Experiment 5: Stimuli used in The PSI task 

Listed below are target and foils used in the PSI. All items below are written in the 

phonetic code used by HyperCard 

Tar2et items 

2 syllable 

TAYbEH 

mIXrAW 

rAOZIB 

tUHpIH 

2 syllable 

NAOTUW 

mOWCUW 

wIXnAA 

JAYvUH 

DIYNUH 

TAACEY 

JUXtAE 

JAXgAO 

pUHZAA 

IAAkEY 

zOYyAE 

3 syllable 

tAErAODAY 

CIYvAEbIX 

hIHT A YDIHUH 

TEHbOWpEH 

ZAYlUH 

vIYSAA 

JUHSAE 

zEYgAX 

CUHtOW 

kAYhAA 

IIHSAE 

SAWDAO 

sUXmOY 

JOWtAE 

pAYzAX 

4 syllable 

tEYTEHyUHTUW 

lUXkIHmlHdUH 

CAOgAArAAtAE 

mA YpAOwEHhAE 

rOWrOY 

zUXwIX 

rAAwAA 

nIYIAY 

JAAbOY 

ZAXNUH 

mOWpUH 

wUWrOW 

TOWzAO 

wAWkIH 
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3 syllable 

kOWJEYvAA lIXpOYnAY tAEtAWkOW 

kAYbUHgEY yIYkOYwIH kAYvUXZAY 

CAOZEHJAA 3 syllble cont.. tlYrnEHdAA 

ZAASOYfEH bAAnUHZAX JUHtOYJAX 

fAEgAOpAO sEYwIXrIH kAErAEnAO 

zEYhEHrAW DAXflXNEH yUXtUWtEH 

wAYpOYdUH yIHtAXgAX IlHJUWrAE 

bIXIIYtAW bEHTIXfAX NEHvEYzOY 

zlYDOWkAA CAAfIXgOY TAAhEHvIY 

JAWhEHkUH tAOsAONAA sAENOYTUW 

d.lYwUXgAY rnIYTAWTAO rnAAyIXtA YnUH 

4 syllable 

dAX.vA WZAAgW nAAkAAkA WSU wUXrAODUHfEH 

tIXJAODAOvA W vlXgEYkOWNAA zOYilXzAAsEH 

dUHTUXsAEZIH wIXvEHvUHzAO sEYtAXfIHDAA 

TIHfIYCEHtlY lIHDIXCAXyA YwAWgO NAWZAYpAASY 

sAOJEYwUXsAA YDUHyEH NIYTIXlUWtAE 

gUHnAAsA YyUH yUHzlYsAOgAA mUXnEHlOYhA Y 

TAX.kA WSUXmIX wAAkOWtAW yOYtEYpIHmUH 

4 syllable cont... hUHZUHDOY gA ylXzUHkAXNOY 

pOWgEHdA WbW zOWJUHSAX.tAA 

sUXblY gA YIAA mAEyUXnOYbIY 

hAXmOWNAOlY IUHzOWZIYZIH 

ZUHsEYrOYnEY IlXtAXrnAYrUW 
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Key to the Phonetic Code Used by HyperCard 

b = (b) bin b = (b) bin 

C = (!f) chin C = (i) chin 

d (d) din 
d = (d) din = 
D = (D) them 

D = (5) them 
f = (f) fit 

f = (f) fit 
g = (g) gin 

g = (g) gin h (h) hat = 
h = (h) hat J = (o) gin 

J = (CB) gin k = (k) kin 

k = (k) kin = (1) limb 

1 (1) limb m = (m) mat = 
n = (n) net 

m = (m) mat 
N = (N) tang 

n = (n) net 
p = (p) pin 

N = (o) tang (r) ran r = 
p = (p) pin s = (s) sin 

r = (r) ran s = (S) shin 

s = (s) sin t = (\) tin 

s (J) shin T = (TI) thin = 
V = (v) van 

t = (r) tin 
w = (w) wet 

T = (e) thin 
y = (y) yet 

V = (v) van (z) zen z = 
w = (w) wet z = (J) genre 

y = (y) yet 

z = (z) zen 

z = (3) genre 
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Appendix SC 

Experiment 5: Stimuli Used in the Author Recognition Test 

In the table below are the author names used in the author recognition test and 

details of the author's nationality details of whether they are classic (pre 1920's's) or 

modem authors and the genre of their major work(s) 

.Aµ_t}:tQr . .............................. [ Nationality ........ ! .Er.a . 
! British ! Modem C. S. Lewis 

. ............... :.~~.i:ir~ .................... . 

j childrens 

.LR.,R_. To.1.1:<i.e.ri........ ..... . ... ..1..B..r_His.11 .................. « classic_ ................ j.c.11.i.lc:lr.e.i:is. 

.:P• G. Woc:le}:101:1~ ................ i J?.r.i.ti.s..h .... j Modern .......... l.~mt?<:IY. 

Len Deil!hton ! British i Modem : crime 

A]c:lo.us .f:I1:1?< le.Y. ..................... ] .. B..r.it.is.h ............... ...f .Modern ................. !. fiction ...... . 

Da.phne .QtJ. M~.!.1.rAe.r. .......... .t.1?.r.g/.s.h .................... J.M()cl~r_11 ................... [.fic:t.i9.ri._ .. 

Roddv Doyle j British ! Modem I fiction 

.1auri.e Lee ..................... . . ) British ............ . Mode.r.n ................. ;Ji.c:.t.i.e>I1 .. . .... ..... . 

. !3ru.c:.e C:hatw.!.1:1 .....................•. l?.r.i.ti.s.ll ..................... •. Mo.cl~.r_i:i .................. .!Jic:t.i9n ......... . 

Martin Amis ! British ! Modem • fiction 

J.~~es ~lave.H ...................... :. British ................... /.Modem ................ Lfi.cti.O.I1 ..... . 

Katherine Mansfield ; New Zealand ! Classic ......... Lfic:t.i9.ri. . . . . . . - ............................. --: ............................ · ·• ... ·-~--................... . 

lohn Galsworthv • British • Classic 1 fiction 

_Ar1thol}y .B..t1r.ge.s.s. ........ •·British .................... :_classic ................... Lfi.c:J/o._i:i .. . 

W.ilki~ <;::o.IU_i:is. ...................... ;.J?.r.i.t/.s.11............ : Classic ............ :.fic:ti9.n .. . .. . .... . 

Edl!ar Rice Burroughs • American Classic ! fiction 

_Dick F_rc1nc:.is, ....................... !.British ............. . ... !.Modem. ' fiction ···············1···········•··· 

J. G. Ballc1r.c!.. .............. ... : British j Moderr1 ................... :.f.ic:ti9.n. 
. l 

Anthony Powell '. British ; Classic 1 fiction 

James Baldw.in... ... . ....... !. American ............... 10assic_ ................ ) ictie>n 

Alice Walker. ..................... _! American.. ..J.M().cl~.r.r1 ................ , fic:~ion 

Toni Morrison ! American ' Modern ' fiction 

Arthur C, qc1.r:~e. ................. :· Americ:c1I1 ···············i·M()c:lt?r.r1 ............. j fiction 

Arthur Koes.t.\e..r .. .............. . . LJ?.r.iJi.s.h ... 1 Modem : fiction ················{················--······· ···········:·••·••··· .. 

Mava Angelou 1 American ' Modem ; fiction 

Doris Less/Ilg ................. LAIIle.Jjc:c1I1 ........ ... ) M.<J.c:l.e.r.ri.......... .. .. j i.c.ti.on 

Michael Cric.M().11......... j American '. Modern fiction 

Fiann O'Brien : American j Modern . fiction 

Robert Hei.n\eir1. . ........... ..J.Ame._ric:c1_11....... .)M<:>c:l.e.r.11 

Erica long '. American j Modern 

fiction 

fiction 
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.A1:1t.11g.r ................... . 

. John. Mil ton ................ . 

. Nationality 

. . ..... • British ....................... !. Classic ........ ........... ! phoilosophy········· 

.. :m ....................... l~ ................ . 

.. [. British ........... l.MC?.4.e.1'.11 ............... ...l.P.CJe.t.ry····· .. 

· Wil.fr~cJ.~~f.l.. ... . ..... • British • Modern : poetry 

.. 
. ·;, .Arn ....... e .. n·:·c··an· .... ············· :,,•,··M····o···d··e···rn······················ ":,,. p··o···,·,:·t·,. c··a··,····· ............ . 

. Alvin.Toffler..................... . 

:. t\IJ.1e.r.ic:c1r.i ................. f .MCJ.4.e.1'.11 ................... •.$.c:kf.i ................ . 

Brian Patten ........................................... 

Isaac.Asimov ... ... . 

: British ; Modern : science ..... ···:- .................................. ·· ·· ······-----· ·········· ···············~---····· ........................... . Desmond Morris 

=~::'·............... . .. 1= ·················[::::: ............ J:;; ......................... . 
. $.i<:lrl.ey.$.11.el<:1.<>r.i ................... :. American ·················•·Modern ... ........... ) .thriller ................... . 

Iris Murdoch ! British [ Modern : thriller 
. : 

.Pc1.Il.ie.l_le..$.t~.e.I~.. ......... ..... .. . .. :.:B.~it_ish, .. .. .... ).Modern .................. !. trash ....................... . 

. .:B.c1.~_l:>c1.ra. .. C::c1.r.tl.a.r.i4 .......... . ..... •· B..rit.i~.h............ l M.odern .............. __! .tra.s.h ................. . 

. Nancy Friday .......................... ! American ................. i. Modern ................ ).trash ....................... . 

J,.<>1:1i~ .. l/ <1ll:l(?.t1.r .................... ...... l.A..IJ.1e.r:ic:c1r.i ................. • .Model'.11 .................. j..trc1~.h. ........................ . 

_J<1c:~i~ .. C::9l.Jir.is. .. : British ! Modern ............... J tra.s.h ...................... . 

Judith Krantz ; American ! Modern • trash 



Appendices: Experiment 5 

Michael Bradshaw 

Donald Waite 

Fiona Lamprey 

Charley Smyth 

Jessica Broad 

Tom Donald 

Adam Tully 

Stephen Tweed 

Anthony Fewings 

Graham Lumsdaine 

Stewart Hart 

Tony Davies 

Darren Hughes 

Elaine Tarone 

B.G.Riley 

Nigel Bums 

Dawn Williams 

Neil Ackroyd 

James Paul 

John Owen 

Michelle Higgins 

C. T. Bagshaw 

Andrew Smith 

Rebecca Wightman 

H.R.Kingsley-Williams 

Elizabeth Wiliams 

Non-authors 

Brian.J.Easthope 

A.Ching 

Anthony Jones 

Andrew Dillon 

Oliver ApGlyn 

Andrea Harbach 

Arthur Chapman 

Karen Robertson 

Benjamin Fenwick 

Steven Price 

William O'Grady 

Thomas Page 

Danny Draffin 

Simon Turnbull 

SylviaSpeirs 

Sarah Hollingworth 

Rowan Braddock 

Ricki Lane 

}.McGuire 

Andrew Williams 

Carlina DePoe 

Rachael Ward 

Melissa Bowerman 

Mark Cade 

458 



Appendices: Experiment S 

Appendix SD 

Experiment 5: The Visual Analogue Scale used in the Language 

Knowledge Test 

Now we want you to rate your proficiency in 
Consider your:. 

Understanding in 

459 

Move the mouse to the po on the above line which 
reflects your proficiency in this language and then Click on 

the mouse button. 

·····················································································································•·••···················································································--·················· 
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Appendix SE 

Experiment 5: The Stimuli Used in the German Learning Task 

Below are listed German words and associated English translation equivalents 

used in the German learning task 

Block 1 Block 2 

Ecke-comer Streichen - to paint 

Haben - to have Graben - to dig 

Brauchen - to need Klippe - cliff 

Nehrnen - to take Schere - scissors 

Doble - jackdaw Rasen - lawn 

Hose - trousers Teller - plate 

Sperre - barrier Raufen - to call 

Fliegen - to fly Zahlen - to pay 

Stellen - to put Meiten - to rent 

Kaufen - to buy Fahne - flag 

Leiter - ladder Stossen - to push 

Friseur - hairdresser Kuche - kitchen 
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Appendix SF 

Experiment 5: Nonwords and Low Frequency English Words Used in the 

English Vocabulary Test 

Nonwords 

dunphy hamp verdon beament 

artigan copner acklon boobier 

sacrumate cliss aistrope bamber 

vennard prowt condick auner 

ashill concannon nudd pinkard 

pardoe gazard alden putbrace 

mynott pocock crayonal spedding 

prelatoriat delicti on picardine cordle 

moft keable bance skine 

brind croath craddock fancett 

youde murtagh opinarchy eley 

instere spraker lanwom dowling 

lang amphJett allam druce 

rudall aimler lamble beap 

apsitis whitrow voule 

jemmett allard sandry 

stemp ashment wherp 

grandon carow disportal 

martlew berrow condron 

obsolation joyle hebulate 

ackrill bendle bechelet 

brimble ancrum ainge 
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Words 

periwig trauma abhorrence lothario 

purview apotheosis trapezoid rabbinic 

libretti fluoresce mordant anabolism 

nystagmus maelstrom quisling spheroid 

kosher ochrous edelweiss regatta 

derma protuberance grenadine fakir 

chlorosis tyrannic vaporous beatitude 

transporter quiesce regurgitate ratteen 

japonica datum juxtapose fecund 

troth igniform machete furrier 

raffish borzoi oppugn lachrymal 

gnostic hassock jocose 

quotidian uterine inched 

palmate traduce galumph 

nascent iambic bergamot 

sarcophagus sorcery glandulous 

merganser rood urbane 

neoplasm beneficency finitude 

anachronic otiose revivalist 

abdicant hustings deist 

kudos cerebration recidivist 

kemp oxymoron marrowbone 

ogive nary bicipital 
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Appendix SG 

Experiment 5: Full Correlation Matrix Including all Variables 

1. PSI P(k) overall 

2. PSI P(k) 2 syll. 

3. PSI P(k) 3 syll. 

4. PSI P(k) 4 syll. 

5. PSI P(k) bin 1 

6. PSI P(k) bin 2 

7. PSI P(k) bin 3 

8. PSI P(k) bin 4 

9. PSI P(k) bin 5 

10. PSI P(k) bin 6 

11. PSI P(k) bin 7 

12. PSI P(k) bin 8 

13. PSI RT bin 1 

14. PSI RT bin 2 

15. PSI RT bin 3 

16. PSI RT bin 4 

17. PSI RT bin 5 

18. PSI RT bin 6 

19. PSI RT bin 7 

20. PSI RT bin 8 

21. PSI Mean RT 

22. PSTM n.words 

23.PSTMmax 

24. PSTM span 

25. PSTM n.syll 

26. PSTM no order 

27. PSTM (z) 

28. ART P(k) 

29. L2 CSR. 

30. German Receptive 

31. German Productive 

32. English Vocab P(k) 

2 

.66* 

3 

.64** 

.37** 

4 

.64** 

.3 

.55** 

5 

-.25 

-.45** 

-.23 

.14 
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l. PSI P(k) overall 

2. PSI P(k) 2 syll. 

3. PSI P(k) 3 syll. 

4. PSI P(k) 4 syll. 

5. PSI P(k) bin 1 

6. PSI P(k) bin 2 

7. PSI P(k) bin 3 

8. PSI P(k) bin 4 

9. PSI P(k) bin 5 

10. PSI P(k) bin 6 

11. PSI P(k) bin 7 

12. PSI P(k) bin 8 

13. PSI RT bin 1 

14. PSI RT bin 2 

15. PSI RT bin 3 

16. PSI RT bin 4 

17. PSI RT bin 5 

18. PSI RT bin 6 

19. PSI RT bin 7 

20. PSI RT bin 8 

21. PSI Mean RT 

22. PSTM n.words 

23.PSTMmax 

24. PSTM span 

25. PSTM n.syll 

26. PSTM no order 

27. PSTM (z) 

28. ART P(k) 

29. L2 CSR. 

30. German Receptive 

31. German Productive 

32. English Vocab P(k) 

6 

.46** 

.37* 

.34* 

.33* 

-.18 

7 

.41* 

.45** 

.42** 

.4* 

-.17 

.19 

8 

.64** 

.58** 

.71** 

.6** 

-.15 

.26 

.29 
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9 

.7** 

.54** 

.7** 

.69** 

-.33* 

.32 

.37* 

.63** 
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1. PSI P(k) overall 

2. PSI P(k) 2 syll. 

3. PSI P(k) 3 syll. 

4. PSI P(k) 4 syll. 

5. PSI P(k) bin 1 

6. PSI P(k) bin 2 

7. PSI P(k) bin 3 

8. PSI P(k) bin 4 

9. PSI P(k) bin 5 

10. PSI P(k) bin 6 

11. PSI P(k) bin 7 

12. PSI P(k) bin 8 

13. PSI RT bin 1 

14. PSI RT bin 2 

15. PSI RT bin 3 

16. PSI RT bin 4 

17. PSI RT bin 5 

18. PSI RT bin 6 

19. PSI RT bin 7 

20. PSI RT bin 8 

21. PSI Mean RT 

22. PSTM n .words 

23. PSTMmax 

24. PSTM span 

25. PSTM n.syll 

26. PSTM no order 

27. PSTM (z) 

28. ART P(k) 

29. L2CSR. 

30. German Receptive 

31. German Productive 

32. English Vocab P(k) 

11 

.64** 

.49** 

.7** 

.77** 

-.01 

.18 

.35* 

.6** 

.68** 

.57** 

12 13 

.7** -.1 

.51 ** - .1 

.52** - .22 

.69** .06 

.01 - .07 

.2 .02 

.43** - .11 

.47** - .06 

.55** .04 

.42** -.13 

.78** -.14 

-.24 

14 

-.24 

-.57** 

.01 

-.05 

-.02 

-.09 

-.18 

-.09 

-.14 

- .21 

- .19 

- .2 

.11 
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15 16 17 18 

1. PSI P(k) overall -.03 -.29 - .2 -.21 

2. PSI P(k) 2 syll. -.29 - .55** -.11 -.16 

3. PSI P(k) 3 syll. .24 -.08 -.19 -.24 

4. PSI P(k) 4 syll. -.09 -.18 -.09 -.14 

5. PSI P(k) bin 1 -.13 -.12 -.06 -.12 

6. PSI P(k) bin 2 -.06 -.04 -.08 .0046 

7. PSI P(k) bin 3 -.21 -.24 -.23 -.11 

8. PSI P(k) bin 4 .07 -.28 -.1 -.23 

9. PSI P(k) bin 5 -.09 -.23 -.37* -.28 
10. PSI P(k) bin 6 -.04 -.3 -.32* -.51 ** 

11. PSI P(k) bin 7 .05 -.23 -.03 -.18 

12. PSI P(k) bin 8 -.08 -.31 -.02 -.04 

13. PSI RT bin 1 -.1 .09 .16 .27 

14. PSI RT bin 2 .63 .78** .28 .07 

15. PSI RT bin 3 .68** .32* .08 
16. PSI RT bin 4 .36* .1 

17. PSI RT bin 5 .5** 

18. PSI RT bin 6 

19. PSI RT bin 7 

20. PSI RT bin 8 

21. PSI Mean RT 

22. PSTM n.words 

23.PSTMmax 

24. PSTM span 

25. PSTM n.syll 

26. PSTM no order 

27. PSTM (z) 

28. ART P(k) 

29. L2 CSR. 

30. German Receptive 

31. German Productive 

32. English Vocab P(k) 
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19 20 21 22 

1. PSI P(k) overall -.26 -.32* -.26 .13 

2. PSI P(k) 2 syll. -.15 -.22 -.39* -.08 

3. PSI P(k) 3 syll. -.21 -.2 -.2 .21 

4. PSI P(k) 4 syll. -.07 -.28 -.07 .17 

5. PSI P(k) bin 1 -.12 - .1 -.13 .22 

6. PSI P(k) bin 2 -.09 .18 -.03 .04 

7. PSI P(k) bin 3 -.21 -.28 -.25 -.01 

8. PSI P(k) bin 4 -.15 -.25 -.16 .15 

9. PSI P(k) bin 5 -.21 -.16 -.15 .33* 

10. PSI P(k) bin 6 -.37* -.42** -.33* .27 

11. PSI P(k) bin 7 -.18 - .36* -.23 .18 

12. PSI P(k) bin 8 -.13 -.45** -.32 .05 

13. PSI RT bin 1 .29 .54** .8** -.04 

14. PSI RT bin 2 -.01 .04 .57** .11 

15. PSI RT bin 3 - .04 .05 .39* .09 

16. PSI RT bin 4 .15 .21 .58** .03 

17. PSI RT bin 5 .67** .36* .52** - .3 

18. PSI RT bin 6 .71** .57** .46** -.24 

19. PSI RT bin 7 .62** .47** - .34* 

20. PSI RT bin 8 .62** -.07 

21. PSI Mean RT -.07 

22. PSTM n.words 

23. PSTMmax 

24. PSTM span 

25. PSTM n.syll 

26. PSTM no order 

27. PSTM (z) 

28. ART P(k) 

29. L2 CSR. 

30. German Receptive 

31. German Productive 

32. English Vocab P(k) 
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23 24 25 26 

-------------------- . - ------------------------------------------ ·---

1. PSI P(k) overall .3 - .01 .21 .28 

2. PSI P(k) 2 syll. .2 -.06 .06 .13 

3. PSI P(k) 3 syll. .31 .09 .03 .02 

4. PSI P(k) 4 syll. .26 .14 .2 .2 

5. PSI P(k) bin 1 .04 .16 .19 -.0014 

6. PSI P(k) bin 2 .11 .23 .1 .06 

7. PSI P(k) bin 3 .11 -.04 .02 .07 

8. PSI P(k) bin 4 .18 -.03 .09 .06 

9. PSI P(k) bin 5 .48** .29 .27 .34* 

10. PSI P(k) bin 6 .43** .17 .29 .37* 

11. PSI P(k) bin 7 .3 .11 .08 .07 

12. PSI P(k) bin 8 .22 -.05 .09 .12 

13. PSI RT bin 1 -.22 -.07 -.02 .01 

14. PSI RT bin 2 -.16 -.04 .1 .09 

15. PSI RT bin 3 -.09 -.13 - .01 .01 

16. PSI RT bin 4 -.15 .02 -.01 .01 

17. PSI RTbin5 -.28 -.37* -.23 -.25 

18. PSI RT bin 6 -.34* -.26 -.37* -.37* 

19. PSI RT bin 7 - .18 -.3 -.28 -.28 

20. PSI RT bin 8 -.05 .04 -.08 - .1 

21. PSI Mean RT - .3 -.16 -.08 -.07 

22. PSTM n .words .52** .77** .62** .51 ** 

23.PSTMmax .55** .64** .57** 

24. PSTM span .5** .4* 

25. PSTM n.syll .91** 

26. PSTM no order 

27. PSTM (z) 

28. ART P(k) 

29. L2 CSR. 

30. German Receptive 

31. German Productive 

32. English Vocab P(k) 
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27 28 29 30 

1. PSI P(k) overall .19 .04 .03 .45** 

2. PSI P(k) 2 syll. .03 .09 .22 .23 

3. PSI P(k) 3 syll. .19 .17 .13 .47** 

4. PSI P(k) 4 syll. .23 -.01 .02 .34* 

5. PSI P(k) bin 1 .18 - .1 -.13 -.18 

6. PSI P(k) bin 2 .14 .14 .13 .03 

7. PSI P(k) bin 3 .02 .14 .09 .29 

8. PSI P(k) bin 4 .12 -.09 .19 .31 

9. PSI P(k) bin 5 .41* .11 .03 .54** 

10. PSI P(k) bin 6 .35* .1 .16 .53** 

11. PSI P(k) bin 7 .2 .09 .16 .36* 

12. PSI P(k) bin 8 .09 -.0016 .07 .32* 

13. PSI RT bin 1 - .1 -.17 .05 -.13 

14. PSI RT bin 2 .0035 -.12 .14 -.02 

15. PSI RT bin 3 -.04 -.16 .22 .13 

16. PSI RT bin 4 -.03 -.01 .15 .08 

17. PSI RT bin 5 - .35* -.24 .37* -.15 

18. PSI RT bin 6 -.36* -.13 -.15 - .19 

19. PSI RT bin 7 - .33* -.04 -.09 -.06 

20. PSI RT bin 8 -.05 -.07 .0011 -.09 

21. PSI Mean RT -.19 -.21 .15 - .1 

22. PSTM n.words .87** .02 .13 .32 

23.PSTMmax .81** .09 .04 .39* 

24. PSTMspan .84** .23 .15 .21 

25. PSTM n .syll .82** -.01 .18 .29 

26. PSTM no order .72** .06 .13 .4* 

27. PSTM (z) .1 .15 .36* 

28. ART P(k) .1 .24 

29. L2CSR. .15 

30. German Receptive 

31. German Productive 

32. English Vocab P(k) 

---------------------------------------------------------------------
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31 32 

-------------------------------------------
1. PSI P(k) overall .46** .04 

2. PSI P(k) 2 syll. .24 -.05 

3. PSI P(k) 3 syll. .43** .06 

4. PSI P(k) 4 syll. .29 - .05 

5. PSI P(k) bin 1 -.25 -.15 

6. PSI P(k) bin 2 .03 .12 

7. PSI P(k) bin 3 .26 - .14 

8. PSI P(k) bin 4 .28 -.11 

9. PSI P(k) bin 5 .5** .03 

10. PSI P(k) bin 6 .63** .15 

11. PSI P(k) bin 7 .32 .07 

12. PSI P(k) bin 8 .29 .1 

13. PSI RT bin 1 - .04 - .17 

14. PSI RT bin 2 - .0004 .18 

15. PSI RT bin 3 .12 .39* 

16. PSI RT bin 4 .08 .31 

17. PSI RT bin 5 - .22 .05 

18. PSI RT bin 6 - .37* -.18 

19. PSI RT bin 7 - .21 -.14 

20. PSI RT bin 8 -.21 -.1 

21. PSI Mean RT -.08 .01 

22. PSTM n.words .36* .15 

23.PSTMmax .36* .13 

24. PSTM span .23 .24 

25. PSTM n .syll .45** .38* 

26. PSTM no order .5662** .38* 

27. PSTM (z) .42** .27 

28. ART P(k) .16 .18 

29. L2 CSR. .21 .41* 

30. German Receptive .86** .2 

31. German Productive .31 

32. English Vocab P(k) 

Note. PSI P(k) 2 syll. = PSI P(k) 2 syllables, PSI P(k) 3 syll. = PSI P(k) 3 syllables, PSI P(k) 4 syll. 

= PSI P(k) 4 syllables, PSI Mean RT= PSI Mean RT overall , PSTM (z) = the amalgamation of all 

measures of PSTM, ART P(k) = Author Recognition Test score, L2 CSR = L2 competence self report, 

German Receptive= German receptive vocabulary acquisition, German Productive= German productive 

vocabulary acquisition, English Vocab P(k) = English Vocabulary Test score 
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Correlations Coefficients Between Measures of PSTM and PSI 

Competence 

PSTM 

n.words 

PSI P(k) overall .13 

PSI P(k) bin 1 .22 

PSI P(k) bin 2 .04 

PSI P(k) bin 3 -.01 

PSI P(k) bin 4 .15 

PSI P(k) bin 5 .33* 

PSI P(k) bin 6 .27 

PSI P(k) bin 7 .18 

PSI P(k) bin 8 .05 

PSI Mean RT -.07 

PSI RT bin 1 -.04 

PSIRTbin2 .11 

PSI RTbin3 .09 

PSI RTbin4 .03 

PSI RT bin 5 -.3 

PSI RT bin 6 -.24 

PSI RT bin 7 -.34* 

PSI RTbin8 -.07 

PSTM 

span 

-.01 

.16 

.23 

-.04 

-.03 

.29 

.17 

.11 

.09 

-.16 

-.07 

-.04 

-.13 

.02 

-.37* 

-.26 

-.3 

.04 

PSTM 

n .syll 

.21 

.19 

.1 

.02 

.09 

.27 

.29 

.08 

.12 

-.08 

-.02 

.1 

- .01 

-.01 

- .23 

- .37* 

-.28 

-.08 

----------------------------------------------------
Note. * p <.05, **p <.01 
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Appendix 6A 

Experiment 6: Spanish Word and Nonword Stimuli used in The Spanish 

Recoenition Task 

The following are the word and nonword stimuli used in the Spanish recognition task. 

Words are listed in order of frequency. 

Words 

agua estado lobo fundar criar 

del guinea obrero prernio copa 

flor saltar favor frondoso ello 

me distinto rniel seda arrastrar 

por situar fino zona lancha 

tuyo meter bote alumna crema 

poner espanol arreglar porque loma 

amigo derecho lazo rezar amargo 

cosa sufrir batata templo industrial 

quedar diez lata carpintero someter 

dulce prestar pichon helado tesoro 

aquel e entero ajo huerfano 

alto cara espacio cuello adomo 

segmr acercar seco morder frutal 

viejo ante brillar chafer siquiera 

trabajo base asunto danza almanaque 

pollo calorcorto clave! semejante mancha 

hora caballero lanzar judio republica 

caja rato pozo flaco mozo 

piedras gobemador asiento olor 

morir reina maltratar jarro 

dinero sal insular peinar 

voz habitacion raiz encargar 

yerba sonar sencillo juventud 

p1so parada puerco acudir 
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Nonwords 

menola carabanco bocidar estuor 

nocivinista afichida dardete curtillo rameciano 

vinuo termar mugidoso espadago autido 

pepilar cayete trompitar exaltable atropez 

violedar apolyal correza acosiga esmetro 

doliego calmagro elirninicio orda exogate 

gratuna acondonar ciliganza embudar remaquir 

geresura sempitio tormantal apercitud apostolver 

rojomas resoltido radiozona ahundir telesa 

brujeral acapoyar detestiente perendar envintar 

presechar apedrancia laderal cabalgario recorral 

posibilir vandaci6n carambozar penibrigo entrelutista 

bermillon malarca sadulate rezalete constabiliad 

escanvar hocitar despliciaco chinura santificorad 

mudibar pozerente polochar rabiosera bido 

reniegamo ciregar desgarraler colaboragaz paracena 

munetela zafadumbr cordeste peristela gantear 

aselaria abrachar benecanto bovidar subjarar 

atrifecfa eloaje peregrimn evojado tentallo 

salucir alcorrer copendario endiente aligante 

taurete embulicios henchista colundir alticante 

moradiar calabagio cobrosame-nte azadar 

venitrio implacallar paqueso lodecisto 

intentosamente regedad ventonar mesibio 

mufieleca heromar fisiganta zecuado 
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Appendix 6B 

Experiment 6: Results of the Wordlikeness Pretest Used to Construct 

Stimuli for the Spanish Phonological Short Term Memory Task 

The following are the nonwords the results of the pretest questionnaire. 

Nonwords items and associated mean wordlikeness ratings are listed below. This 

information was used in the selection of nonword stimuli for use in the Spanish 

Phonological Short Term Memory Task 

mangual 2.9 movilido 3.1 

tresor 2.4 eapadago 2.0 

termar 3.6 sucursina 3.1 

tolla 2.9 antiembre 2.6 

bido 2.0 desboroto 3.5 

crosar 3.4 barajento 2.4 

deca 3.2 cobrosamente 4.4 

baldor 3.2 estancioso 4.9 

ardal 4.0 calabagio 2.2 

orda 4.4 acrecentera 4.0 

curtillo 3.8 anodario 3.0 

heromar 3.0 rabiosera 3.6 

taurete 3.8 cuadrefecto 3.4 

firagar 2.8 reniegamp 2.6 

ampato 2.9 oprimalmente 4.0 

patanco 3.8 ernitancia 2.6 

bocidar 3.5 santificorado 2.9 

mermaller 4.1 enigirniento 2.5 

laderal 3.9 embulicioso 4.1 

autido 2.9 conespidiente 3.2 

munetela 1.9 elirninicio 3.5 

titrona 3.4 proseguienda 3.2 

acopoyer 1.4 abastologia 3.5 

fisiganta 1.9 partiferencia 3.1 
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Appendix 6C 

Experiment 6: Nonwords Used in The Spanish Phonological Short Term 

Memory Task 

Nonwords used in the Spanish PSTM task and associated wordlikeness ratings 

are listed below: 

2 syllable emitancia 2.6 

termar 3.6 oprimalrnente 4 

baldor 3.2 

ardal 4 6 syllable 

orda 4.4 santificorado 2.9 

embulicioso 3.5 

3 syllable eliminicio 3.5 

taurete 3.8 conespidiente 3.2 

patanco 3.8 proseguienda 3.2 

mermallar 4.1 abastologia 3.5 

laderal 3.9 

7 syllable 

4 syllable decacuadrefecto 3.2 + 3.4 

movilido 3.1 trasoranaderi o 2.4 + 3 

sucursina 3.1 curtillobarajento 3.8 + 2.4 

antiembre 2.6 autidodesampato1 2.9 +? 

desboroto 3.5 8 syllable 

crosarpartiferencia 3.4+3.l 

5 syllable tironanoci vinista 3.4 + 

cobrosamente 4.4 mangualsolteramente 2.9 + 

estancioso 4.9 ampatodebicario 2.9 + 

acrecentera 4 1 underlined portions of nonwords were 

rabiosera 3.6 not included in the pretest 
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Appendix 6D 

Experiment 6: Test Items and Associated Spanish Translation 

Equivalents Used in the Spanish Productive Knowledge Task 

Test items used in the Spanish Productive Task and associated Spanish 

translation equivalents are listed below. These are presented in the order used at test. 

The Spanish Translation equivalents represent the target response 

American americano there alla 

the bill cuenta angel angel 

to learn aprender goat cabra 

tired cansado clean limpiar 

coconut coco tomorrow/morning manana 

that eso medico medico 

to leave dejar to serve servir 

medicine medicina path camino 

to stop parar wide ancho 

the next siguiente to dance baile 

before antes tape/band cinta 

to know conocer boy chico 

to convert convertir to rest descansar 

when cuando movie pelicula 

stamp sello skin peligro 

worker trabajador own prop10 

university uni versidad the el 

I yo the end fin 

here aqui pink rosa 

a brother hermano to defend defender 

the same mismo May mayo 

plate plato long largo 

green verde to run correr 

pleasant agradable never nunca 
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gold oro ring sortija 

to appear parecer all todo 

bag saco only-unique unico 

alone/only solo to believe creer 

mad loco below abajo 

TV channel cadena for para 

countryside campana luck/chance suerte 

man senor take tomar 

dirty sucio already ya 

true verdadero load /burden cargar 

useful util to amuse divertir 

the effect/impression efecto sugar azucar 

to speak hablar to exist existir 

to loose perder school teacher maestro 

a bean habichuela to remove guitar 

to belong pertenecer a bit pedazo 

to build construir plan proyecto 

to destroy destruir flour harina 

to draw dibujar to make/do hacer 

electicity electrico a pound libra 

human humano return regresar 

baby/child nene to cry llorar 

pay pagar new nuevo 

word palabra sow sembrar 

pigeon paloma fat gordo 

then pues beautiful hermoso 

cloths ropa yes si 

Saturday sabado much mucho 

young lady/Miss senorita government gobierno 

place sitio 
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Appendix 6E 

Experiment 6: The Spanish Exam Paper 

Spanish--Levd One (L1N!2J 

1.-YIDEO. Read this rubric carefully .before watching the video. You will see six brief 
inten.iews, in which Spanish students are asked about their ability in foreign languages. They 

478 

\ Vill be shown three times. ,-.ith ·pauses for you to make notes. , ... 1-2-m_a_r_ks_· 

What langu~es does each student How well? 
claim to s1:1eak? (tick the box) 

weak fair pretcy ex.:ellent 
well 

Student 1. (blonde, in red) 

Student 2 (blue&. white stripes) I 
Student 3 (m white, long hair) 

Student 4 (white collar, short hair) 

Student 5 (man) I 
Student 6 (woman, in blue) I 

2. -LISTEl"il:NG CO:MPREHENSIO~. Read these questions, and then listen to I 12marksj 

the audio recording of two short conversations. . 
a) Rosa 1-faria finds out ,vhere the city ofr.·Iendoza is. Describe its location (in English) as 

fully as you can. 

b) Angeles asks where Belchite is. What does she find out? 

Second conversation 
l\laria asks if she can occupy a seat nert to Alfonso, in a bar. They start talking. 

1. \\'here ·do they each come from? ................................. · ............................................ . 

2. \vb ere are they now? .... .......................................................................................... . 

····································· .. ····················································· .. .................................. . 
3 \Ht. • "1 · ' t· ? d Alfi ' ? · . ,~ uat ts 1.,,· ana s occupa 10n. an onso s ............................................. ............... . 

4. \\'hat do they each have to drink? ............................................................................ . 

-1-
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Spanish-Levd0ne(LIN12) ' j20 marks \ 
3. READ!J.'\'"G. Read the follo~ing passage, and then answer the four questions. 

(1bree unfamiliar words are translated in the glossary below.) 

El arguitecto v el albafiil 

Don Antonio "iene de la calle, entra en la casa, saluda a su mujer, y pregunta: 
- l,D6nde estan los ninos? 
- Estanjugando abajo; rniralos, se los vc dcsde cl balc6n. Escucha a lv!iguelito: 
(w1iguelito): -l,Hacemos una casa, Pablito? · 
(Pablito): -Bueno, pero yo soy cl arquitecto hoy. 

-No, cl arquitecto soy yo-rcsponde Miguelito-, tu cres el albaii.il. 
-Yo no quiero ser albaii.il, no me gusta scr albaii.il. Prefiero ser arquitecto, contesta 

Pablo. 
-Bueno, bueno, si quieres, yo soy el albaii.il y tu me ayudas, l,eh? 
-Bueno. · 
-l,COn cuantos pisos? 
-Con dos pisos. Debajo, el piso bajo, y encima, el primer piso. Detras hacemos 

unjardin .. 
-La cocina, l,abajo o arriba? 
-Abajo hacemos el salon, la cocina, y el comedor. Amba cuatro habitaciones: mi 

habitaci6n, la habitaci6n de los padres ... 
-Mi habitaci6n primero-insiste Pablo. 
-Bien-responde ?v!iguelito. Esta es tu habitaci6n, bien grande; esa es la mfa. 
-li,Y aquella?-pregunta Pablito. 
-l,Aquella? Aquella para la abuelita. El cuarto de baiio aqui. Ahl el pasillo. 

Ahora, las ventanas. Una terraza, dos balcones, y cuatro vcntanas. 

(Glossary: jugar = to play; ayudar = to help; albafiil =brick-layer. Other words can be 
guessed from the context, when you have read it through.) 

Questions (You may answer in English.) 

I. \Vhich boy is going to play the part of the brick-layer? ............................................... . 

2. Describe the house they are going to build: .................................... : .......................... . 

3. What can you say about Pablito's bedroom? ................................. : ........................... . 

4. \Vhich boy seems more agreeable? (Justify your choice) ........................................... · . 

........... .,. 

-2-
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TEATRO 

Spanish--Level One _(LlN12J 

TOWN PLA.r'I; 

480 

PLAZA D!:: TOROS 

c/Alrne:-ia o:: ES?ANA c/Gran2ca 

OFICINAO!:: 

~~ INFORMACION Y 
l7,j TIJRISMO 

CATEDRAL · =r-C-O_R_R-EO_S_,.....I ~-- -. -J;i!f-~-1 --

LI~ I 

LIBRERIA 

cNal~nc:c 

c/Zar2;oza 

c:: 
~ c/ic.le=o 

:E 
L:.! _, _, 
< u 

c / Ea:-ce!ona 

l~I 
!Tu es:as 2c::i! 

CIN::11 
es::;r::%:;11 

You haYe the aboYe town-plan, and are at position marked X at the bottom. A Spanish acquaintance, 
Teresa, phones to give you directions to meet her. First, ask her whether the Hotel Esplendido that you're 
going to is near the cathedral, as you want to go there first. She says it's right opposite the 
cathedral, and tells you how to get there on foot. j20 marks I 
·write down the telephone conversation you might han (in Spanish, of course). .._ ___ __, 

YOU: .......................................................................................................................................... .. 

····························································································································"'''''''''''''''''''''''' 
TERESA: ......................................... .. .......................................................................................... . 

···················································································· .. ,······""·························""''"'•"······"········ 

She goes on to say that, from the hotel, this is the way to reach her: 

"Siga por la calliz dt! Valencia hasta la calle 1\.fayor. Luego gire a la i:quierda, y cruce la plaza. Siga 
todo recto, y coja la primera calle a Ia izquierda. Esto.v en el edificio a mano derecha. " 

1. \\'here do you reckon she is? .................................................................................................. . 

••••••••••••••••••••••••••••••••••••••••••••••••••t•••••••••• ••••••••••••• • ••••••••••••• •••••••••••• •••••••••••oo•••••••••••••••••• • oo•••••••••••••••• 

2. Ask her where the museum is. Is it near the Tourist Office, which you know? 

• • •••• ••••• •••••••••••• • • ••••••••oo•••••••••••••••••••••••••••••••••••"'''''•••••••••••••••oo••••• • • ••••••• • •••••••••••••••••••,.••••••• •• oo•• ••oo••• 

••••••• • ••••••••••• • ••••••••••••••••••••••••• •••••••• •• ••••••••••••••••••••oo••••• • ••••••••••••••••••••••••••"•"•••••••••••""'•••• ••••••••••• ••••• 

-3-



Experiment 6: Appendices 
481 

Spanish--Level One: (L1Ni2.l 

5. WRITI.t'lG Write up to 50 words, in Spanish. 
I 12 marks! 

to describe the amenities of the town sho\vn on the plan above. 
(Guidance: An inhabitant might say: "Tenemos unX", "Hay dos Y", or "Si quiero, puedo ir a Z". You 
are not an inhabitant, but can also mention what you like, or find lacking in the town.) 

6.-VOCABUL.'\RY. OPPOSITES 
I 12 marks! 

Arrange words from these lists in pairs of "opposites"-words that can rc:asonably be contrasted: 
ciuda,t vacacioms, poco, algo, campo, dificil, trabafo, grande, nada, mal, rmifer, pequeno, 
derecha, bien, lejos, marido,ag11a, tinto, aqu~ cerca, afueras, ~oltero, izquierda, alli, vino, casado, 
mucho, facil. 

--------. -------~------------.--
----------------r---------------
----------------,---------------

:===============l =============== ----

7. \Vrite the questions that got the following answers. 
(Use the formal mode of address): 

a) Lo siento, no tengo cerveza ingksa. 

b) Si, vivo aqui cerca. 

c) En el centro, no. Tenemos un piso en las afueras. 

CONTINUED ON NEXT PAGE 

-4-
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Spanish--Level One (LlN12) 
7. (Continued) Write the questions that got the following answers. (Use the formal mod~ of address): 

d) No, la playa no me gusta mucho. 

e) lMi herrnano? No, es mi novio . 

•••••• • ••••• •• •••• •• • ••••• J ·· ···· · ·························· ···· ·· · · · · · · ··· · · · • . •··· · ···· · ····· ····· · ············· ··········· ······· · ·········· 

f) Si, estoy de vacaciones . 

.......... · .. ................................................................................................................................... . 

g) Si, hablo ingles, pero muy poco. 

h) No, no soy espanol, soy de Swansea. 

-5-
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Appendix 6F 

Experiment 6: Full Correlation Matrix Including all Variables 

1. Tl PSI P(k) 
2. T2 PSI P(k) 
3. PSI P(k) 2syll 
4. PSI P(k) 3syll 
5. PSI P(k) 4syll 
6. PSI P(k) Bin 1 
7. PSI P(k) Bin 2 
8. PSI P(k) Bin 3 
9. PSI P(k) Bin 4 
10. PSI P(k) Bin 5 
11. PSI P(k) Bin 6 
12. PSI P(k) Bin 7 
13. PSI P(k) Bin 8 
14. Mean RT 
15. PSI RT Bin 1 
16. PSI RT Bin 2 
17. PSI RT Bin 3 
18. PSI RT Bin 4 
19. PSI RT Bin 5 
20. PSI RT Bin 6 
21. PSI RT Bin 7 
22. PSI RT Bin 8 
23. PSTM Tl n.words 
24. PSTM Tl max 
25. PSTM Tl span 
26. PSTM Tl n.syll 
27. PSTM Tl no order 
28. PSTM T2 n .words 
29. PSTM T2 max 
30. PSTM T2 span 
31. PSTM T2 n.syll 
32. PSTM T2 no order 
33. SpPSTM n .words 
34. SpPSTM span 
35. SpPSTM n .syll 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. Exam QI 

1 2 

.58** 

3 

.75** 
.31* 

4 

.82** 

.43** 

.5** 
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1. Tl PSI P(k) 
2. T2 PSI P(k) 
3. PSI P(k) 2syll 
4. PSI P(k) 3syll 
5 . PSI P(k) 4syll 
6. PSI P(k) Bin 1 
7. PSI P(k) Bin 2 
8. PSI P(k) Bin 3 
9. PSI P(k) Bin 4 
10. PSI P(k) Bin 5 
11. PSI P(k) Bin 6 
12. PSI P(k) Bin 7 
13. PSI P(k) Bin 8 
14. MeanRT 
15. PSI RT Bin 1 
16. PSI RT Bin 2 
17. PSI RT Bin 3 
18. PSI RT Bin 4 
19. PSI RT Bin 5 
20. PSI RT Bin 6 
21. PSI RT Bin 7 
22. PSI RT Bin 8 
23. PSTM Tl n.words 
24. PSTM Tl max 
25. PSTM Tl span 
26. PSTM Tl n .syll 
27. PSTM Tl no order 
28. PSTM T2 n.words 
29. PSTM T2 max 
30. PSTM T2 span 
31. PSTM T2 n.syll 
32. PSTM T2 no order 
33. SpPSTM n.words 
34. SpPSTM span 
35. SpPSTM n.syll 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/ Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. ExamQl 
47. Exam Q2 
48. ExamQ3 
49. Exam Q4 
50. Exam Q5 

5 6 

.68** -.02 

.57** .02 
.21 -.06 
.35* .02 

.0027 

7 

.58** 
.2 
.5** 
.46** 
.31* 

-.01 

8 

.77** 

.45** 

.5** 

.58** 

.68** 
.26 
.36* 
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1. Tl PSI P(k) 
2. T2 PSI P(k) 
3. PSI P(k) 2syll 
4. PSI P(k) 3syll 
5. PSI P(k) 4syll 
6. PSI P(k) Bin 1 
7. PSI P(k) Bin 2 
8. PSI P(k) Bin 3 
9. PSI P(k) Bin 4 
10. PSI P(k) Bin 5 
11. PSI P(k) Bin 6 
12. PSI P(k) Bin 7 
13. PSI P(k) Bin 8 
14. Mean RT 
15. PSI RT Bin 1 
16. PSI RT Bin 2 
17. PSI RT Bin 3 
18. PSI RT Bin 4 
19. PSI RT Bin 5 
20. PSI RT Bin 6 
21. PSI RT Bin 7 
22. PSI RT Bin 8 
23. PSTM Tl n.words 
24. PSTM Tl max 
25. PSTM Tl span 
26. PSTM Tl n .syll 
27. PSTM Tl no order 
28. PSTM T2 n.words 
29. PSTM T2 max 
30. PSTM T2 span 
31. PSTM T2 n.syll 
32. PSTM T2 no order 
33. SpPSTM n.words 
34. SpPSTM span 
35. SpPSTM n .syll 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. ExamQl 
47.Exam Q2 
48.ExamQ3 
49. Exam Q4 
50. Exam Q5 

9 

.7** 
.3 
.59** 
.6** 
.39* 

-.09 
.26 
.44 
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10 11 12 

.79** .79** .64** 

.53** .58** .46** 

.65** .49** .57** 

.65** .8** .31* 

.51 ** .52** .63** 
.04 -.17 -.0039 
.49** .26 .28 
.57** .59** .44** 
.39* .54** .34* 

.59** .67** 
.41 ** 
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1. Tl PSI P(k) 
2. T2 PSI P(k) 
3. PSI P(k) 2syll 
4. PSI P(k) 3syll 
5. PSI P(k) 4syll 
6. PSI P(k) Bin 1 
7. PSI P(k) Bin 2 
8. PSI P(k) Bin 3 
9. PSI P(k) Bin 4 
10. PSI P(k) Bin 5 
11. PSI P(k) Bin 6 
12. PSI P(k) Bin 7 
13. PSI P(k) Bin 8 
14. Mean RT 
15. PSI RT Bin 1 
16. PSI RT Bin 2 
17. PSI RT Bin 3 
18. PSI RT Bin 4 
19. PSI RT Bin 5 
20. PSI RT Bin 6 
21. PSI RT Bin 7 
22. PSI RT Bin 8 
23. PSTM Tl n.words 
24. PSTM Tl max 
25. PSTM Tl span 
26. PSTM Tl n.syll 
27. PSTM Tl no order 
28. PSTM T2 n.words 
29. PSTM T2 max 
30. PSTM T2 span 
31. PSTM T2 n.syll 
32. PSTM T2 no order 
33. SpPSTM n.words 
34. SpPSTM span 
35. SpPSTM n.syll 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. Exam Ql 
47. ExamQ2 
48. ExamQ3 
49. ExamQ4 
50. Exam Q5 

13 

.75** 

.5** 

.62** 

.74** 
.34* 

-.03 
.29 
.37* 
.48** 
.62** 
.77** 
.59** 

14 

-.13 
-.26 

.04 
-.19 
-.07 
-.34* 
-.24 
-.26 
-.06 
-.18 
-.02 
.13 
.1 

15 

.08 
-.01 
.17 
.09 
.03 

-.1 
-.15 

.01 

.08 

.13 

.22 

.23 

.23 
.68** 
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16 

.13 
-.24 

.24 

.02 

.09 
-.41 ** 
-.0032 
-.01 

.04 

.08 

.17 

.26 

.24 
.77** 
.59** 
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1. Tl PSI P(k) 
2. T2 PSI P(k) 
3. PSI P(k) 2syll 
4. PSI P(k) 3syll 
5. PSI P(k) 4syll 
6. PSI P(k) Bin 1 
7. PSI P(k) Bin 2 
8. PSI P(k) Bin 3 
9. PSI P(k) Bin 4 
10. PSI P(k) Bin 5 
11. PSI P(k) Bin 6 
12. PSI P(k) Bin 7 
13. PSI P(k) Bin 8 
14.MeanRT 
15. PSI RT Bin 1 
16. PSI RT Bin 2 
17. PSI RT Bin 3 
18. PSI RT Bin 4 
19. PSI RT Bin 5 
20. PSI RT Bin 6 
21. PSI RT Bin 7 
22. PSI RT Bin 8 
23. PSTM Tl n.words 
24. PSTM Tl max 
25. PSTM Tl span 
26. PSTM Tl n.syll 
27. PSTM Tl no order 
28. PSTM T2 n.words 
29. PSTM T2 max 
30. PSTM T2 span 
31. PSTM T2 n.syll 
32. PSTM T2 no order 
33. SpPSTM n.words 
34. SpPSTM span 
35. SpPSTM n .syll 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. ExamQl 
47. ExamQ2 
48. ExamQ3 
49. ExamQ4 
50. Exam Q5 

17 

.09 
-.08 

.19 
-.01 

.11 
-.12 
-.02 

.01 

.07 

.05 

.17 

.23 

.24 
.8** 
.81 ** 
.72** 

18 

-.16 
-.28 
-.02 
-.33* 

.04 

.04 
-.17 
.02 

-.35* 
-.18 
-.18 

.14 
-.04 

.71** 

.44** 

.67** 

.64** 

19 

-.01 
-.11 

.12 
-.2 

.12 
-.18 
-.14 
-.15 

.02 

.03 
-.07 

.31* 
.07 
.9** 
.68** 
.68** 
.78** 
.66** 
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20 

-.17 
-.29 
-.04 
-.04 
-.26 
-.52 ** 
-.27 
-.38* 

.02 
-.3 

.09 
-.08 

.14 
.85** 
.53** 
.6** 
.6** 
.36* 
.57** 
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21 22 23 24 

1. Tl PSI P(k) .11 -.13 .07 .21 
2. T2 PSI P(k) -.12 -.26 .12 .27 
3. PSI P(k) 2syll .23 .04 .19 .21 
4. PSI P(k) 3syll .04 -.19 -.0049 .13 
5. PSI P(k) 4syll .08 -.07 -.07 .11 
6. PSI P(k) Bin 1 -.23 -.34* .5** .17 
7. PSI P(k) Bin 2 -.07 -.24 .18 .1 
8. PSI P(k) Bin 3 .0029 -.26 .05 .16 
9. PSI P(k) Bin 4 .07 -.06 -.06 .2 
10. PSI P(k) Bin 5 .1 -.18 .25 .25 
11. PSI P(k) Bin 6 .21 - .02 -.15 .12 
12. PSI P(k) Bin 7 .27 .13 .08 .05 
13. PSI P(k) Bin 8 .26 .1 .07 .22 
14.MeanRT .84** 1 ** -.3 -.04 
15. PSI RT Bin 1 .9** .68** -.16 .19 
16. PSI RT Bin 2 .86** .77** -.16 .1 
17. PSI RT Bin 3 .94** .8** -.16 .17 
18. PSI RT Bin 4 .65** .71** -.01 .12 
19. PSI RT Bin 5 .8** .9** -.17 .07 
20. PSI RT Bin 6 .64** .85** -.43* -.2 
21. PSI RT Bin 7 .84** -.18 .17 
22. PSI RT Bin 8 -.3 -.04 
23. PSTM Tl n.words .56** 
24. PSTM Tl max 
25. PSTM Tl span 
26. PSTM Tl n.syll 
27. PSTM Tl no order 
28. PSTM T2 n.words 
29. PSTM T2 max 
30. PSTM T2 span 
31. PSTM T2 n.syll 
32. PSTM T2 no order 
33. SpPSTM n.words 
34. SpPSTM span 
35. SpPSTM n.syll 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. ExamQl 
47. ExamQ2 
48. ExamQ3 
49.ExamQ4 
50. ExamQ5 
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25 26 27 28 

l. Tl PSI P(k) .26 .23 .16 .07 
2. T2 PSI P(k) .11 .29 .26 .12 
3. PSI P(k) 2syll .39* .35* .29 .23 
4. PSI P(k) 3syll .18 .07 - .02 - .09 
5. PSI P(k) 4syll - .01 .07 .07 .02 
6. PSI P(k) Bin 1 .42* .26 .28 -.1 
7. PSI P(k) Bin 2 .33* .21 .14 .11 
8. PSI P(k) Bin 3 .25 .17 .16 .03 
9. PSI P(k) Bin 4 .16 .07 -.02 .03 
10. PSI P(k) Bin 5 .33 .3 .26 .1 
11. PSI P(k) Bin 6 -.07 .01 -.07 .08 
12. PSI P(k) Bin 7 .2 .21 .19 .08 
13. PSI P(k) Bin 8 .18 .22 .12 .04 
14. Mean RT -.3 -.06 -.06 .0042 
15. PSI RT Bin 1 - .1 .12 .12 -.001 
16. PSI RT Bin 2 -.09 .1 .1 .13 
17. PSI RT Bin 3 -.16 .14 .09 .08 
18. PSI RT Bin 4 -.08 .11 .15 .02 
19. PSI RT Bin 5 -.16 .07 .06 .01 
20. PSI RT Bin 6 -.41 * -.22 -.24 - .01 
21. PSI RT Bin 7 -.13 .14 .12 .08 
22. PSI RT Bin 8 -.3 - .06 -.06 .0042 
23. PSTM Tl n .words .77** .8** .79** .44** 
24. PSTM Tl max .49** .72** .69** .35* 
25. PSTM Tl span .73** .69** .38* 
26. PSTM Tl n.syll .97** .51 ** 
27. PSTM Tl no order .49** 
28. PSTM T2 n.words 
29. PSTM T2 max 
30. PSTM T2 span 
31. PSTM T2 n.syll 
32. PSTM T2 no order 
33. SpPSTM n .words 
34. SpPSTM span 
35. SpPSTM n.syll 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. ExamQl 
47. ExamQ2 
48. ExamQ3 
49. ExamQ4 
50. ExamQ5 
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29 30 31 32 

l. Tl PSI P(k) .34* .OS .15 .13 
2. T2 PSI P(k) .38* .07 .35* .28 
3. PSI P(k) 2syll .27 .05 .29 .23 
4. PSI P(k) 3syll .25 -.04 -.01 -.01 
5. PSI P(k) 4syll .25 .12 .04 .07 
6. PSI P(k) Bin 1 -.07 -.02 -.04 -.03 
7. PSI P(k) Bin 2 .07 .1 -.04 -.06 
8. PSI P(k) Bin 3 .25 .07 .03 -.0022 
9. PSI P(k) Bin 4 .22 .14 .12 .11 
10. PSI P(k) Bin 5 .35* -.02 .21 .19 
11. PSI P(k) Bin 6 .32* -.01 .11 .1 
12. PSI P(k) Bin 7 .22 -.01 .15 .17 
13. PSI P(k) Bin 8 .26 -.1 .19 .18 
14. Mean RT .OS -.06 -.02 .04 
15. PSI RT Bin 1 .24 -.01 .04 .08 
16. PSI RT Bin 2 .18 .06 .06 .12 
17. PSI RT Bin 3 .15 -.02 -.02 .03 
18. PSI RT Bin 4 -.04 -.04 -.05 -.03 
19. PSI RT Bin 5 .09 .0018 .06 .11 
20. PSI RT Bin 6 .03 -.09 -.06 -.01 
21. PSI RT Bin 7 .22 .01 .03 .09 
22. PSI RT Bin 8 .05 -.06 -.02 .04 
23. PSTM Tl n.words .45** .38 .58** .55** 
24. PSTM Tl max .61** .47** .64** .59** 
25. PSTM Tl span .4* .32 .47** .4* 
26. PSTM Tl n.syll .62** .46** .73** .69** 
27. PSTM Tl no order .61** .46** .73** .71** 
28. PSTM T2 n.words .63** .7** .78** .75** 
29. PSTM T2 max .54** .76** .77** 
30. PSTM T2 span .63** .62** 
31. PSTM T2 n.syll .96** 
32. PSTM T2 no order 
33. SpPSTM n.words 
34. SpPSTM span 
35. SpPSTM n.syll 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. ExamQl 
47. ExamQ2 
48. ExamQ3 
49. ExamQ4 
50. ExamQS 
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33 34 35 36 

1. Tl PSI P(k) .37* .36* .33* .26 
2. T2 PSI P(k) .4** .43** .41** .14 
3. PSI P(k) 2syll .3 .35* .26 .23 
4. PSI P(k) 3syll .27 .21 .18 .32 
5. PSI P(k) 4syll .28 .26 .31* .07 
6. PSI P(k) Bin 1 -.07 -.05 -.13 -.28 
7. PSI P(k) Bin 2 .01 .17 .01 -.08 
8. PSI P(k) Bin 3 .26 .32* .19 .16 
9. PSI P(k) Bin 4 .24 .06 .19 .14 
10. PSI P(k) Bin 5 .28 .34* .28 .27 
11. PSI P(k) Bin 6 .35* .31* .3 .38* 
12. PSI P(k) Bin 7 .32* .37* .35* .07 
13. PSI P(k) Bin 8 .3 .35* .32* .21 
14.MeanRT -.08 -.09 .02 .31 
15. PSI RT Bin 1 .28 .25 .28 .49** 
16. PSI RT Bin 2 .02 .04 .11 .41* 
17. PSI RT Bin 3 .01 .11 .11 .24 
18. PSI RT Bin 4 -.09 -.04 -.06 .17 
19. PSI RT Bin 5 -.04 -.07 .07 .29 
20. PSI RT Bin 6 -.07 -.09 -.0014 .27 
21. PSI RT Bin 7 .12 .15 .19 .43** 
22. PSI RT Bin 8 -.08 -.09 .02 .31 
23. PSTM Tl n.words .18 .16 .18 .04 
24. PSTM Tl max .27 .17 .32 .31 
25. PSTM Tl span .25 .31 .23 -.02 
26. PSTM Tl n.syll .46** .5** .52** .25 
27. PSTM Tl no order .49** .53** .53** .25 
28. PSTM T2 n.words .16 .17 .23 .03 
29. PSTM T2 max .47** .39* .48** .49** 
30. PSTM T2 span .08 .01 .12 .21 
31. PSTM T2 n.syll .34* .24 .39* .18 
32. PSTM T2 no order .32* .22 .38* .18 
33. SpPSTM n.words .71** .87** .49** 
34. SpPSTM span .78** .34* 
35. SpPSTM n .syll .48** 
36. L.K.T. 
37. Tl Spanish rec 
38. T2 Spanish rec 
39. T2-Tl Spanish rec 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. Exam Ql 
47. Exam Q2 
48. Exam Q3 
49. Exam Q4 
50. Exam Q5 
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37 38 39 40 

1. Tl PSI P(k) .09 .09 .01 ~.13 
2. T2 PSI P(k) .15 .09 -.04 -.17 
3. PSI P(k) 2syll .02 -.05 -.06 -.04 
4. PSI P(k) 3syll .04 -.04 -.08 -.05 
5. PSI P(k) 4syll .07 .23 .16 -.04 
6. PSI P(k) Bin 1 -.12 -.12 -.02 .08 
7. PSI P(k) Bin 2 .02 -.02 -.04 -.15 
8. PSI P(k) Bin 3 .01 .03 .03 -.13 
9. PSI P(k) Bin 4 -.05 .05 .09 .09 
10. PSI P(k) Bin 5 .06 .05 -.0023 -.08 
11. PSI P(k) Bin 6 .06 -.07 -.12 .02 
12. PSI P(k) Bin 7 .1 .17 .08 .07 
13. PSI P(k) Bin 8 .1 -.1 -.19 -.01 
14. Mean RT -.02 .04 .06 .26 
15. PSI RT Bin 1 .16 .08 -.07 .33* 
16. PSI RT Bin 2 .05 .02 -.02 .1 
17. PSI RT Bin 3 -.01 -.01 -.01 .27 
18. PSI RT Bin 4 -.0045 .04 .04 .06 
19. PSI RT Bin 5 .01 .06 .06 .24 
20. PSI RT Bin 6 -.04 .01 .04 .28 
21. PSI RT Bin 7 .08 .04 -.04 .26 
22. PSI RT Bin 8 -.02 .04 .06 .26 
23. PSTM Tl n.words -.02 -.05 -.03 -.12 
24. PSTM Tl max .13 .03 -.08 -.29 
25. PSTM Tl span .07 -.15 -.21 -.18 
26. PSTM Tl n.syll .19 .06 -.1 -.18 
27. PSTM Tl no order .23 .11 -.09 -.2 
28. PSTM T2 n.words -.07 -.16 -.1 -.04 
29. PSTM T2 max .11 .17 .06 -.13 
30. PSTM T2 span .01 -.02 -.03 -.03 
31. PSTM T2 n.syll .06 -.03 -.09 -.16 
32. PSTM T2 no order -.04 -.03 -.0006 -.06 
33. SpPSTM n.words .42** .29 -.08 -.13 
34. SpPSTM span .31 .07 -.2 -.18 
35. SpPSTM n.syll .34* .2 -.1 -.14 
36. L.K.T. .28 .24 -.01 -.01 
37. Tl Spanish rec .43** -.45** -.56** 
38. T2 Spanish rec .61** -.16 
39. T2-Tl Spanish rec .33* 
40. T2/Tl Spanish rec 
41. Spanish Productive 
42. German receptive 
43. German productive 
44. Exam all 
45. Exam rec 
46. Exam Ql 
47. Exam Q2 
48. Exam Q3 
49. Exam Q4 
50. Exam Q5 
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41 42 43 44 

1. Tl PSI P(k) -.02. .27 .27 .23 
2. T2 PSI P(k) .04 .21 .37 .2 
3. PSI P(k) 2syll .15 .06 .17 .12 
4. PSI P(k) 3syll -.06 .18 .05 .14 
5. PSI P(k) 4syll - .18 .44* .42 .25 
6. PSI P(k) Bin 1 - .33* -.01 .41 -.19 
7. PSI P(k) Bin 2 - .04 .08 .25 -.07 
8. PSI P(k) Bin 3 - .24 .07 .2 .12 
9. PSI P(k) Bin 4 -.09 .4* .14 .19 
10. PSI P(k) Bin 5 .09 .1 .1 .16 
11. PSI P(k) Bin 6 -.03 .27 .05 .15 
12. PSI P(k) Bin 7 .13 .26 .34 .23 
13. PSI P(k) Bin 8 .09 .2 .1 .13 
14. Mean RT .08 .17 -.14 .1 
15. PSI RT Bin 1 .1 .1 -.0029 .08 
16. PSI RT Bin 2 .1 .15 -.31 .1 
17. PSI RT Bin 3 - .03 .24 -.15 .12 
18. PSI RT Bin 4 -.09 -.11 -.19 - .05 
19. PSI RT Bin 5 .09 .25 .05 .17 
20. PSI RT Bin 6 .12 .16 - .24 .08 
21. PSI RT Bin 7 .07 .18 -.17 .11 
22. PSI RT Bin 8 .08 .17 -.14 .1 
23. PSTM Tl n.words .06 .19 .29 - .02 
24. PSTM Tl max .12 .36 .18 -.04 
25. PSTM Tl span -.02 .18 .32 - .03 
26. PSTM Tl n.syll .3 .28 .3 .18 
27. PSTM Tl no order .31 .16 .31 .15 
28. PSTM T2 n .words -.09 .11 .15 .07 
29. PSTM T2 max .06 .28 .41 .21 
30. PSTM T2 span - .1 .21 .21 -.03 
31. PSTM T2 n.syll .17 .15 .29 .14 
32. PSTM T2 no order .17 .18 .24 .16 
33. SpPSTM n.words .45** .1 .58* .52** 
34. SpPSTM span .36* -.21 .3 .3 
35. SpPSTM n.syll .51 ** .13 .57* .61** 
36. L.K.T. .37* .05 .1 .3 
37. Tl Spanish rec .48** .15 .47* .25 
38. T2 Spanish rec .26 .37* .61** .29 
39. T2-Tl Spanish rec - .16 .19 .12 .08 
40. T2/Tl Spanish rec -.3 .03 -.14 -.19 
41. Spanish Productive .19 .35 .57** 
42. German receptive .79** .45* 
43. German productive .65** 
44. Exam all 
45. Exam rec 
46. Exam Ql 
47. Exam Q2 
48. Exam Q3 
49. ExamQ4 
50. ExamQS 

------------------------------------------------ - ------ -------------
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---------------------------------------------------------------------
45 46 47 48 

---------------------------------------------------------------------
1. Tl PSI P(k) .3 .36* .12 .19 
2. T2 PSI P(k) .27 .25 .27 .27 
3. PSI P(k) 2syll .05 .12 -.03 .02 
4. PSI P(k) 3syll .3 .29 .15 .15 
5. PSI P(k) 4syll .31 .46** .15 .28 
6. PSI P(k) Bin 1 - .15 -.14 -.13 -.14 
7. PSI P(k) Bin 2 -.01 .03 -.03 -.14 
8. PSI P(k) Bin 3 .25 .45** .13 .14 
9. PSI P(k) Bin 4 .17 .23 -.01 .2 
10. PSI P(k) Bin 5 .16 .17 .03 .11 
11. PSI P(k) Bin 6 .27 .38* .13 .21 
12. PSI P(k) Bin 7 .15 .28 .0026 .05 
13. PSI P(k) Bin 8 .19 .18 .04 .16 
14. MeanRT .04 .1 .02 .11 
15. PSI RT Bin 1 .13 .21 .06 .36* 
16. PSI RT Bin 2 .04 .15 - .16 .23 
17. PSI RT Bin 3 .1 .2 -.01 .26 
18. PSI RT Bin 4 -.1 .02 - .13 .06 
19. PSI RT Bin 5 .03 .08 .0005 .16 
20. PSI RT Bin 6 .09 .12 .1 .04 
21. PSI RT Bin 7 .1 .21 - .04 .31 
22. PSI RT Bin 8 .04 .1 .02 .11 
23. PSTM Tl n.words -.06 -.07 - .13 .12 
24. PSTM Tl max -.01 .0034 - .13 .31 
25. PSTM Tl span -.08 -.03 - .19 .11 
26. PSTM Tl n.syll .18 .17 .06 .41* 
27. PSTM Tl no order .17 .14 .07 .38* 
28. PSTM T2 n.words -.01 -.02 -.02 .16 
29. PSTMT2 max .25 .3 .15 .35* 
30. PSTM T2 span .08 .18 .02 .21 
31. PSTM T2 n.syll .09 .01 .07 .35* 
32. PSTM T2 no order .13 .07 .08 .36* 
33. SpPSTM n.words .5** .36* .41* .48** 
34. SpPSTM span .39* .34* .33* .39* 
35. SpPSTM n.syll .61** .46** .49** .55** 
36. L.K.T. .35* .44** .31 .3 
37. Tl Spanish rec .26 .16 .3 .38* 
38. T2 Spanish rec .21 .15 .22 .21 
39. T2-Tl Spanish rec -.01 .02 - .03 -.11 
40. T2/Tl Spanish rec -.24 -.04 - .27 - .07 
41. Spanish Productive .44** .28 .43** .33* 
42. German receptive .29 .46* .13 .27 
43. German productive .57* .59* .71** .22 
44. Exam all .86** .61 ** .73** .48** 
45. Exam rec .78** .9** .56** 
46. Exam Ql .61** .42* 
47. Exam Q2 .34* 
48. Exam Q3 
49. Exam Q4 
50. Exam Q5 

--------------------------------------------------------------------
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---------------------------------------------- --- ------- - - - - - - -------
49 50 51 52 

---------------------------------------------------------------------
1. Tl PSI P(k) .28 .15 .35* .11 
2. T2 PSI P(k) .14 .03 .28 .08 
3. PSI P(k) 2syll .2 .14 .13 -.06 
4. PSI P(k) 3sy11 .25 .07 .38* .08 
5. PSI P(k) 4syll .16 .11 .2 .26 
6. PSI P(k) Bin 1 -.15 -.12 - .11 - .18 
7. PSI P(k) Bin 2 .06 -.03 .03 -.17 
8. PSI P(k) Bin 3 .07 - .04 .1 -.06 
9. PSI P(k) Bin 4 .36* .09 .26 .1 
10. PSI P(k) Bin 5 .15 .21 .27 .14 
11. PSI P(k) Bin 6 .21 .01 .32* .1 
12. PSI P(k) Bin 7 .14 .29 .2 .3 
13. PSI P(k) Bin 8 .23 .15 .34* .19 
14. Mean RT - .04 .13 -.11 .33* 
15. PSI RT Bin 1 - .03 .07 -.13 .21 
16. PSI RT Bin 2 .08 .12 .05 .23 
17. PSI RT Bin 3 .05 .06 -.05 .2 
18. PSI RT Bin 4 -.2 -.03 -.28 .16 
19. PSI RT Bin 5 .03 .21 -.1 .36* 
20. PSI RT Bin 6 -.01 .07 .01 .25 
21. PSI RT Bin 7 .03 .09 -.05 .24 
22. PSI RT Bin 8 -.04 .13 -.11 .33* 
23. PSTM Tl n .words .11 .02 .06 -.25 
24. PSTM Tl max -.01 -.19 .05 -.16 
25. PSTM Tl span .06 -.05 .01 -.41* 
26. PSTM Tl n .syll .2 .13 .14 -.14 
27. PSTM Tl no order .13 .13 .09 -.12 
28. PSTM T2 n.words -.001 .05 .04 - .35* 
29. PSTM T2 max .13 .03 .2 -.01 
30. PSTM T2 span -.15 -.11 -.04 -.11 
31. PSTM T2 n .syll .04 .12 .15 -.16 
32. PSTM T2 no order .05 .19 .21 -.04 
33. SpPSTM n.words .43** .42** .35* .11 
34. SpPSTM span .35* .3 .17 .04 
35. SpPSTM n.syll .57** .47** .42** .19 
36. L2 C.R.S. .28 .14 .05 .47** 
37. Tl Spanish rec .12 .19 .01 .12 
38. T2 Spanish rec .09 .24 .1 .46** 
39. T2-Tl Spanish rec -.02 .07 .09 .35* 
40. T2/Tl Spanish rec -.12 - .08 -.24 .09 
41. Spanish Productive .44** .6** .39* .31 
42. German receptive .38 .1 .46* .12 
43. German productive .5* .29 .33 .24 
44. Exam all .77** .8** .76** .41* 
45. Exam rec .61** .66** .68** .45** 
46. Exam Ql .44** .29 .35* .41* 
47. ExamQ2 .43** .56** .49** .45** 
48. Exam Q3 .42* .47** .24 .16 
49. Exam Q4 .63** .67** .27 
50. ExamQ5 .66** .47** 
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Appendix 6G 

Experiment 6: Summary Tables of ANOV A Analyses (Exam Performance 

x Wordlikeness) 

1. Where the Dependent Variable is Mean Exam Mark 

Source df Sum of Squares Mean Square F-Value P-Value 

Exam skill 1 .046 .046 2.044 .1614 

Subject(Group) 36 .808 .022 

word likeness 1 .488 .488 64.060 .0001 

wordlikeness * Exam skill 1 .038 .038 5.046 .0309 

wordlikeness * Subject(G ... 36 .275 .008 

Dependent: PSTM n.syll 

2. Where the Dependent Variable is Mean Receptive Exam Mark 

Source df Sum of Squares Mean Square F-Value P-Value 

receptive exam marks 1 .095 .095 4.487 .0411 
Subject(Group) 36 .759 .021 

wordlikeness 1 .474 .474 69 .670 .0001 

wordlikeness • receptive exa ... 1 .068 .068 9.968 .0032 
wordlikeness * Subject(Group) 36 .245 .007 
Dependent: PSTM n.syll 
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