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Abstract
This study aimed to evaluate the utility and applicability of electrooculography 
(EOG) when studying ocular activity during complex motor behavior. Due to its 
lower spatial resolution relative to eye tracking (ET), it is unclear whether EOG 
can provide valid and accurate temporal measurements such as the duration of 
the Quiet Eye (QE), that is the uninterrupted dwell time on the visual target prior 
to and during action. However, because of its greater temporal resolution, EOG 
is better suited for temporal-spectral decomposition, a technique that allows us 
to distinguish between lower and higher frequency activity as a function of time. 
Sixteen golfers of varying expertise (novices to experts) putted 60 balls to a 4-m 
distant target on a flat surface while we recorded EOG, ET, performance accu-
racy, and putter kinematics. Correlational and discrepancy analyses confirmed 
that EOG yielded valid and accurate QE measurements, but only when using cer-
tain processing parameters. Nested cross-validation indicated that, among a set 
of ET and EOG temporal and spectral oculomotor features, EOG power was the 
most useful when predicting performance accuracy through robust regression. 
Follow-up cross-validation and correlational analyses revealed that more accu-
rate performance was preceded by diminished lower-frequency activity immedi-
ately before movement initiation and elevated higher-frequency activity during 
movement recorded from the horizontal channel. This higher-frequency activ-
ity was also found to accompany a smoother movement execution. This study 
validates EOG algorithms (code provided) for measuring temporal parameters 
and presents a novel approach to extracting temporal and spectral oculomotor 
features during complex motor behavior.
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1   |   INTRODUCTION

With the broad aim of understanding what factors char-
acterize expertise in complex goal-directed actions, ex-
tensive interest has been directed towards the Quiet Eye 
period (QE; Vickers, 1996, 2007). The QE period is oper-
ationalized as the uninterrupted dwell time wherein the 
gaze is maintained within a certain area of interest, typ-
ically of 3° of visual angle, centered around an object or 
spatial location that is critical for the task.

For example, in golf putting, the critical location is 
the ball until the ball is struck and, after that, it becomes 
the location previously occupied by the ball. The QE pe-
riod must start before movement initiation but can ex-
tend indefinitely as long as the gaze lies within the area 
of interest. Despite some contrasting findings (e.g., Harris 
et al., 2021; Lee, 2015), there is substantial evidence that, 
for various motor skills, a longer QE is associated with 
better performance (for the most recent meta-analysis see 
Lebeau et al., 2016). For example, more skilled golfers tend 
to maintain their gaze on the ball longer than less skilled 
golfers when putting (Vickers,  1992). When it comes to 
assessing oculomotor activity during movement, head-
mounted camera-based eye-tracking glasses (ET) are the 
de facto standard (Vickers, 2007); however, electrooculog-
raphy (EOG) is emerging as a potentially complementary 
tool (e.g., Gallicchio et al., 2018; Gallicchio & Ring, 2020; 
Gonzalez et al., 2017; Mann et al., 2011; Xu et al., 2021; 
Yoshikawa et al., 2019). Being relatively underdeveloped 
for mobile applications, the EOG poses some technical 
challenges as well as yet-unexplored opportunities.

The EOG detects changes to the electric dipole generated 
by the corneoretinal potential of each eye. As the eyes ro-
tate within their sockets so do their dipoles. Therefore, an 
array of electrodes applied on the skin around the eyes can 
detect their rotation (Shackel, 1960; Young & Sheena, 1975). 
Spatially, the EOG signals provide only basic information in 
the form of voltage fluctuations indicating whether the eyes 
have rotated and, if so, in what direction (i.e., towards/away 
from which electrode) and by how much (i.e., how large the 
fluctuation). Because EOG-detected oculomotor activity is 
relative to the eye sockets—thus regardless of head move-
ments—voltage fluctuations can indicate saccades or vestibu-
lo-ocular adjustments. The former is an attention-orienting 
mechanism that shifts the gaze from one location to another, 
whereas the latter is a reflex that allows the gaze to be kept 
on an object or location while the head moves. The absence 
of prominent fluctuations indicates that the eyes are rela-
tively still; however, it is impractical to determine the exact 
spatial location of the gaze, and researchers can only assume 
the gaze location based on task instructions. Accordingly, it 
is unclear whether EOG-based QE measurements are valid 
and accurate when compared to those obtained through ET.

Complicating matters further, the EOG confounds eye 
movements with other biological activity that can be de-
tected through electrodes applied on the skin around the 
eyes but that is not indicative of oculomotor activity (e.g., 
facial and neck muscular activity, eyelid movements). The 
impact of these biological confounders can be lessened 
through appropriate skin preparation, electrode placement, 
and signal processing (Marmor et al., 2011). However, each 
algorithmic choice—for example, how to filter the signals or 
whether to rely on a horizontal rather than a vertical elec-
trode montage—leads to forks in the processing path that 
result in many alternative measurements for each index of 
interest. While the large number of choices is, in principle, 
an opportunity to finely tune the data to be most sensitive 
to the phenomenon of interest, it represents, in practice, a 
challenge to making reliable inference.

A potential advantage of EOG is that it can record data 
at a much greater sampling rate (e.g., 1000 Hz in Mann 
et al., 2011; 2048 Hz in Gallicchio & Ring, 2020) than most 
mobile ET (e.g., 30 Hz in Vickers, 1996; 120 Hz in Harris 
et al., 2021). Not only can the resulting higher temporal 
resolution provide more precise temporal measurements 
but it can also enable spectral decomposition, a signal-pro-
cessing procedure that extracts the frequency components 
from a time series. Because the spectral content of saccadic 
movements is dominated by lower frequencies and that of 
fixational movements is dominated by higher frequencies 
(Krauzlis et al., 2017), spectral decomposition may allow 
to evaluate which eye movements contribute to behavioral 
performance and quality of movement within periods of 
critical importance for the task. Spectral decomposition is 
routinely used in electrophysiology (e.g., Cohen, 2014) but 
its applicability to EOG signals has scarcely been explored.

This study's overarching aim was to explore the utility 
of the EOG when studying complex behavior such as put-
ting a golf ball to a target. We had three objectives. First, to 
evaluate the validity and accuracy of EOG-based QE mea-
surements when compared with those obtained from ET 
data. Second, to compare ET-based and EOG-based tem-
poral and spectral measurements in their ability to predict 
behavioral indices of performance. Finally, to explore the 
crossmodal link between oculomotor activity and kine-
matics parameters of movement quality.

2   |   METHOD

2.1  |  Participants

Sixteen participants (14 males, 2 females) were recruited 
through convenience sampling among local golf clubs 
and within the University's student population. The par-
ticipants varied in expertise, indexed by golf handicap 
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(a lower number corresponds with better ability) and 
amount of recent practice (see Figure  1). Their median 
age was 24.5 years (IQR = 6.25, range = [18, 36]) and their 
median height was 180 cm (IQR = 10.75, range = [170, 
190]). All participants were right-handed putters; how-
ever, responses to the Edinburgh Handedness Inventory 
(Oldfield,  1971) identified 14 right-handed individuals 
(laterality quotient: Mdn = 88.85, IQR = 36.58, range = [20, 
100]) and two left-handed individuals (laterality quo-
tient: Mdn = −54.70, IQR = 25.29, range = [−80, −29.41]). 
Participants reported no neurological, cardiovascular, 
or ocular disorder that could not be corrected through 
contact lenses. Participants provided informed consent 
and were treated in respect of the Helsinki Declaration 
on Human Rights. Ethical approval was granted by the 
University Ethics Committee.

2.2  |  Procedure and task

Participants completed a single 2-hour laboratory session 
and were instructed to refrain from alcohol, caffeine, and 
nicotine in the three hours before testing. Upon arrival in 
the laboratory, participants were briefed and completed 
the Edinburgh Handedness Inventory (Oldfield,  1971). 
Following the application of psychophysiological and kin-
ematics sensors (described below), participants performed 

15 practice putts and then completed the experimental 
task, which consisted of 60 putts separated into 4 blocks of 
15 putts. The shortest interval between consecutive putts 
had a median of 25.77 s across participants (IQR = 3.09, 
range = [21.15, 30.90]), ensuring an adequate preparation 
for each putt. Prior to each block, participants completed 
the gaze calibration to ensure accurate ET measurements 
and to record the EOG data necessary for the conversion 
from voltages to degrees of visual angle. For more details 
on the calibration, see the online supplemental material.

Participants putted regular-sized golf balls (Titleist Pro 
V1) to a 4-m distant target on a green flat putting surface, 
an AstroTurf with a Stimpmeter reading of 12.46 feet corre-
sponding to a fast speed. The target consisted of a bicolored 
dot sticker (1.9 cm diameter white on top of 2.5 cm diameter 
red). Participants were encouraged to use their own putter but 
were given the option to use our blade-style putter (Odyssey 
White Hot Pro 2.0, length = 33 inches). To promote an eco-
logically valid interpretation, participants were encouraged 
to think of the task as a lag putt with the goal to ‘get the final 
position of the ball as close as possible to the target’. No per-
formance feedback or comments were given during the task.

Participants were instructed to perform the following se-
quence of events for each putt. First, stand upright in a re-
laxed position and maintain their gaze on the ball positioned 
a step away in front of their feet. Second, upon hearing an 
acoustic tone (duration = 200 ms, frequency = 1200 Hz, gen-
erated by an Arduino-controlled buzzer; Arduino, Italy) step 
forward and adopt their usual putting stance with the put-
ter head positioned to the right of the ball and aligned with 
an infrared sensor used to detect the initiation of the back-
swing movement. The position of this sensor was adjusted 
by the experimenter during the practice to fit the partici-
pant's technique. Third, rest their eyes on a red dot sticker 
(diameter = 0.8 cm) positioned 9 cm to the right of ball until 
receiving verbal confirmation to proceed by the experi-
menter. This fixation was used as reference to recalibrate the 
eye tracker online prior to each putt. Fourth, feel free to ex-
plore the visual scene and, whenever ready, execute the putt. 
Finally, step back to allow the experimenter to reposition the 
golf ball for the next putt. Figure 2 illustrates the setup as 
recorded by the scene camera of the mobile eye tracker.

2.3  |  Data recording and processing

2.3.1  |  Performance

After each putt, the experimenter took a photo using a digi-
tal camera (X20 4K 20MP Action Camera, Campark, Hong 
Kong) mounted on the extension pole of a tripod and posi-
tioned above the putting area (cf. Neumann & Thomas, 2008). 
Each photograph was processed offline in MATLAB to 

F I G U R E  1   Scatterplot of self-report golf handicap (Mdn = 9, 
IQR = 13.55, range = [0, 24]) as a function of self-report recent 
practice, operationalized as times played golf in the past 12 months 
(Mdn = 24.5, IQR = 89.75, range = [3, 200]). Values on the x-axis are 
log spaced. Five participants reported no official golf handicap, 
so they were placed above a dotted line, and a small vertical jitter 
was added for them to avoid overlap between two observations 
reporting the same practice amount. Color is used to rank 
participants' accuracy at the putting task (median radial error) from 
worst (red) to best (blue).
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identify the positions (in cm) of the target and of the ball in a 
rectangular 2D space defined by the anteroposterior and me-
diolateral axes with origin on the target position.

Robust versions of the bivariate radial and variable er-
rors described by Hancock et al. (1995) were obtained by re-
placing the mean with the median in the formulas. Namely, 
radial and variable errors were computed, separately 
for each participant, respectively as Mdn

(√(
xi−x0

)2
+
(
yi−y0

)2
)

t
 

and 
√
Mdn

((
xi−xc

)2
+
(
yi−yc

)2)

t
 where xi and yi denote the co-

ordinates of the final ball position for the trial i, x0 and 
y0 denote the coordinates of the target position, xc and 
yc denote the coordinates of the centroid computed as (
Mdn

(
xi
)
t
,Mdn

(
yi
)
t

)
, and Mdn(. )t denotes the median 

across all trials. In lay terms, radial and variable errors can 
be respectively interpreted as accuracy and consistency. 
Upon a preliminary exploration of the dataset, we found 
that radial and variable errors were highly and positively 
correlated (Spearman's ρ = .94, p < .001), indicating that par-
ticipants who were on average more accurate were also more 
consistent. Therefore, the analyses reported in the following 
sections were conducted on radial error only, after applying 
a log transformation to unskew the data distribution.

2.3.2  |  Eye tracking

Binocular eye movements were recorded through the mo-
bile SMI system (SensoMotoric Instruments, Germany), 

composed of ETG 2w wearable glasses interfaced via USB 
with a laptop running the iViewETG software. This sys-
tem tracked head-centered binocular positional eye move-
ments through corneal reflection (sampling rate: 60 Hz) 
and overlaid them on the visual-scene video (sampling 
rate: 30 Hz) to show the gaze location. To ensure an ade-
quate mapping of the gaze location onto the visual scene, a 
three-point calibration was performed prior to each block 
of 15 putts (for more details, see the online supplemental 
material) and a one-point calibration was performed as an 
additional check prior to each putt to ensure a valid meas-
urement. The ET data were used to score QE durations.

ET-based QE duration: QEET

The onset and offset of the QE period were identified 
through the frame-by-frame inspection of the raw camera 
data showing the gaze location superimposed onto the 
visual scene, using the BeGaze software (SensoMotoric 
Instruments, Germany). The gaze location was marked by 
a semi-transparent circular cursor with diameter of 3° of 
visual angle (see Figure 2). The diameter of the circular 
cursor was determined empirically for each block of 15 
putts by matching its size with that of calibration circles 
with diameters depending on the participant's eye-floor 
distance (for details, see the online supplemental mate-
rial). The scoring procedure consisted of adding in-soft-
ware annotations corresponding with the timings of (a) 
movement initiation, (b) QE onset, and (c) QE offset. 
Movement initiation was defined as the earliest clear indi-
cation of the putter head moving backward. QE onset and 
offset were identified as the farthest time points—respec-
tively, preceding and following movement initiation—
with the cursor overlapping any part of the golf ball. These 
annotations were exported to MATLAB to compute the 
durations (in seconds) of QEpre as the interval between QE 
onset and movement initiation, QEpost as the interval be-
tween movement initiation and QE offset, and QEtotal as 
the interval between QE onset and offset. The total QE pe-
riod was distinguished into the pre- and post-movement 
initiation components to take into account the different 
stages of movement preparation and execution. If the cur-
sor moved away from the ball and returned to the ball 
within 3 frames (i.e., 99 ms) the QE period was not inter-
rupted. Similarly, if it disappeared and reappeared on the 
ball, we considered it as either a blink or a temporary 
tracking loss, and the QE period was not interrupted. If 
the cursor did not overlap the ball at movement initiation 
or if the time on the ball lasted less than 100 ms, no QE 
onset and offset were identified. As noted by Chia 
et al. (2017), there is no consensus on scoring trials with 
no QE period, with some discarding them and others as-
signing a duration of 0 s. Due to the impact that zeros can 
have on measures of central tendency, we chose to discard 

F I G U R E  2   Visual scene recorded by the SMI mobile eye 
tracker (SensoMotoric Instruments, Germany) as the participant 
was about to initiate the backswing. The shaded orange circle 
represents the gaze location and has a diameter of 3° of visual 
angle. The red sticker on the right of the putter head was used as 
additional calibration prior to each putt. The bottom of the figure 
shows the SAM PuttLab sensor (Science Motion GmbH, Germany) 
mounted on the shaft of the putter. The top of the figure shows the 
three sensors used to mark the instants of movement initiation and 
impact on the EOG signal.
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these trials; however, we offer a comparative analysis of 
the two approaches in the supplemental material. 
Participants did not seem to always have their gaze on the 
ball at movement initiation: on average, the cursor over-
lapped the ball for 86.07% of trials (Mdn = 94.99%), how-
ever, there was a noteworthy variability across participants 
(SD = 19.63%, IQR = 19.17, range = [36.67, 100]%).1

2.3.3  |  Electrooculography

The EOG was recorded via the ActiveTwo system (BioSemi, 
The Netherlands)2 from active electrodes (i.e., amplified at 
the sensor level) applied to six mildly abraded skin sites 
near the eyes: two at the outer canthi, two at the bottom of 
the eyes, and two above them (on forehead sites Fp1 and 
Fp2 as described in the 10–20 system; Jasper, 1958). Signals 
were recorded in monopolar. Two scalp electrodes were 
used as common mode sense and driven right leg channels 
to enhance the common mode rejection ratio of the signal. 
The signal was amplified and digitized at 2048 Hz with 24-
bit resolution. Because the acquisition system was battery 
operated and placed far from mains-powered devices, the 
signals were not contaminated by alternating-current 
power (50 Hz). No online filter was applied.

A bespoke sensor system (see Figure 2) controlled by 
a set of microcontrollers (Arduino Micro, Arduino, Italy) 
was used to send triggers (i.e., TTL pulses) to the signal 
acquisition system to allow the offline identification of (a) 
the initiation of the backswing movement and (b) the put-
ter-ball impact during the downswing. The system's input 
came from two proximity switches (E18-D80NK) and 
one sound switch (KY-037). Each proximity switch sent 
a trigger whenever an object crossed or moved away from 
its infrared beam whose depth was adjusted through a 
built-in potentiometer. One of the proximity switches was 

positioned to the right of the ball in line with the putter 
head to detect the initiation of the backswing movement. 
The other proximity switch was positioned approximately 
20–30 cm to the left of the ball so that, offline, we could 
confirm whether the ball had been struck following a po-
tential backswing initiation trigger. The sound switch was 
positioned near the impact zone and sent a trigger when 
a sound exceeded a certain intensity threshold, which 
was manually adjusted through a built-in potentiometer. 
A bespoke MATLAB program was used to identify the 
relevant markers within the EOG recordings and label 
them accordingly. This setup proved highly sensitive as 
it detected 100% of backswing initiations and 99.60% of 
impacts. Across the whole dataset, only four impacts were 
undetected.

Monopolar channels were converted to bipolar to ob-
tain one horizontal and one binocular vertical channel.3 
Following this transformation, voltage increases (or de-
creases) on the horizontal channel indicated eye move-
ments to the left (or right), whereas voltage increases (or 
decreases) on the vertical channel indicated eye move-
ments up (or down). The EOG time series were segmented 
from −15 to 10 s relative to movement initiation (0 s). 
Voltages were converted to degrees of visual angle by di-
viding the voltages by the scaling factor obtained for each 
block through the calibration procedure described in the 
online supplemental material (for a similar approach, see 
also Acuña et  al.,  2014, and Gonzalez et  al.,  2017). 
Following these preliminary processing steps, the EOG 
signals were processed separately to compute QE dura-
tions and time-frequency power, described in turn below.

EOG-based QE duration: QEEOG

Each 25-s time series was linearly detrended (by subtract-
ing the least-square line) to minimize any low-frequency 
drift, and the horizontal and vertical EOG time series 
were zeroed to the value at time 0 s. Then, a combined 
channel was computed as the vectorial sum of the hori-
zontal and vertical channels by applying the Pythagorean 
theorem (cf. Henn & Cohen, 1973). Two algorithms, de-
scribed below, were used independently to identify QE 
onsets and offsets. QE durations were computed as the 
intervals between QE onset and movement initiation 
(QEpre), between movement initiation and QE offset 
(QEpost), and between QE onset and QE offset (QEtotal). 

 1Interestingly, the participant with the lowest percentage of trials with 
gaze on the ball at movement initiation (36.67%) was an expert golfer, 
who reported a golf handicap of 2 and 150 practice sessions in the 
previous 12 months. In a conversation immediately after testing, this 
participant revealed that his strategy was to end the backswing/begin 
the foreswing on an imaginary spot ahead of his right foot to maintain 
consistency in the club path. The ET data confirmed that for most putts 
his gaze moved to a spot ahead of his right foot prior to or shortly after 
initiating the backswing. The interested reader can inspect the 
individual EOG waveforms in the supplemental material. Accordingly, 
for those trials with a fixation on the ball at movement initiation, his 
QEpost durations were short (Mdn = 135.45 ms). This participant was the 
best performer in terms of radial error (15.54 cm) and the second best 
for variable error (14.05 cm).
 2Beside the EOG, electrophysiological signals also included EEG and 
ECG. These additional data were collected to address questions not 
directly related with oculomotor activity and have not yet been 
analyzed.

 3The horizontal channel was computed as LO1 − LO2 , where LO1 and 
LO2 indicate the left and right outer canthus, respectively. The 
binocular vertical channel was computed as 
2−1

∑
(Fp1 + Fp2) − 2−1

∑
(IO1 + IO2), where IO1 and IO2 indicate the sites 

below the left and the right eye, Fp1 and Fp2 indicate the left and right 
forehead sites, and 2−1 ∑(. ) represents the mean of the two time series.
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6 of 20  |      GALLICCHIO et al.

For each of the two algorithms described below, the scor-
ing procedure yielded 240 different measurements for 
each QE measure (pre, post, total): 3 channels (horizon-
tal, vertical, combined) × 8 filter options × 10 thresholds 
(depending on the algorithm; described below). Sample 
data (horizontal EOG in Figure  3) and MATLAB code 
for extracting QE durations from EOG signals are avail-
able in the repository described in the Data and Code 
Availability section.

Dispersion algorithm
This algorithm identified QE onsets and offsets by first 
smoothening each EOG time series through median fil-
tering and then comparing the signal against a thresh-
old. When computed over a time series, the median filter 
replaces each data point with the median of the data 
points within a surrounding time window. The length 
of this window—referred to as filter order—determines 
the smoothness of the resulting signal: a longer window 
corresponds to a larger filter order and yields a smoother 

waveform. Median filtering was preferred over high-pass 
filtering to avoid low-frequency distortions that would 
impair the ability to identify ocular fixations (cf. Acuña 
et al., 2014; Marmor et al., 2011; Yoshikawa et al., 2019). 
Median filters are particularly useful for highlighting 
stepwise features in the EOG waveforms because they 
reduce short-time bumps and valleys (ocular overshoots, 
blinks, and high-frequency activity) while preserving flat 
and vertical portions of the signal indicative of fixations 
and saccades respectively (Juhola, 1991). Figure 3 illus-
trates the effect of the median filter on the raw EOG sig-
nal. To avoid committing a priori to a certain filter order 
and to inform future similar research, we employed a 
range of filter orders including 64, 128, 192, 256, 384, 
512, 640, and 768 points, which, with our sampling rate, 
corresponded respectively to window lengths of 31.25, 
62.5, 93.75, 125, 187.5, 250, 312.5, and 375 ms. Each time 
series was zeroed to the value corresponding with move-
ment initiation so that at time 0 s (i.e., movement initia-
tion) the visual angle was 0°. Finally, the visual angle 
of each data point was evaluated against a dispersion 
threshold (e.g., 3°) starting from 0 s and sliding one point 
at the time backward for QE onset and forward for QE 
offset. When the algorithm detected a 100-ms window of 
data points entirely suprathreshold, the data point im-
mediately preceding the farthest point of the window 
was marked as QE onset or offset, depending on the di-
rection of the evaluation. To avoid committing a priori to 
a certain threshold and to offer an unbiased comparative 
evaluation, we used 10 thresholds linearly spaced from 
1° to 10°. Each filter setting and threshold was applied 
on independent iterations of signal processing.

Velocity algorithm
This algorithm identified QE onsets and offsets by first 
computing eye movement velocities (°/s) and then com-
paring the signals against a threshold. Eye movement 
velocities were obtained through Savitzky–Golay dif-
ferential filtering, a procedure that computes the nth 
derivative of a signal over time while minimizing differ-
entiation noise (Savitzky & Golay, 1964). This filter per-
formed the following steps. First, it selected a window of 
a certain length (i.e., filter order), fitted a polynomial of 
a certain degree through the least-square method, then, 
it computed the first derivative of that polynomial, and 
finally replaced the central point of the window with the 
central point of the differentiated polynomial. Figure 3 
illustrates the effect of the differentiation filter on the 
raw EOG signal. To explore a wide range of settings, we 
used filter orders of 511, 639, 767, and 895 points (ca. 
250, 312.5, 375, and 437.5 ms) for a 3rd-degree polyno-
mial and filter orders of 767, 895, 1023, and 1151 points 
(ca. 375, 437.5, 500, and 562.5 ms) for a 5th-degree 

F I G U R E  3   Effects of filters on saccadic EOG data. The blue 
lines represent the positional time series (light blue: no filter; blue: 
with 125-ms median filter; dark blue: with 1000-ms median filter). 
The red line represents the velocity time series obtained through 
a 5th-degree 767-point Savitzy-Golay 1st-derivative filter applied 
to the unfiltered signals. The two green vertical lines indicate 
QEET onset and offset. The black dashed vertical line indicates the 
putter-ball impact. Time 0 s coincided with the initiation of the 
backswing movement. Note that, while the time series were zeroed 
to the value at time 0 s, the value at time 0 s itself represented 
not one point but either a weighted average of the neighboring 
points (when using the median filter) or a derivative computed 
on polynomials fitted including also neighboring points (when 
using the Savitzky–Golay filter). The extent to which points were 
considered neighbors depended on the filter order.
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      |  7 of 20GALLICCHIO et al.

polynomial. The velocity time series was zeroed to the 
value corresponding with movement initiation so that at 
time 0 s (i.e., movement initiation) the velocity was 0°/s. 
Finally, the velocity of each data point was compared 
with a threshold (described below), sliding one data 
point at the time backward or forward from time 0 s. 
When a suprathreshold velocity was detected, the time 
point that preceded it was marked as QE onset or off-
set depending on the sliding direction. We evaluated 10 
velocity thresholds, logarithmically spaced between 25 
and 60°/s and rounded to the nearest integer: 25, 28, 30, 
33, 37, 41, 45, 49, 54, 60°/s. We probed such a wide range 
because of the novelty of this approach and to inform fu-
ture research towards a narrower threshold range. Each 
filter setting and threshold was applied on independent 
iterations of signal processing.

Time-frequency EOG power
The time series were zeroed to the value at time 0 s, 
and the combined channel was computed as the vec-
torial sum of the horizontal and vertical channels. A 
Multi-Taper short-time Fast Fourier Transform (FFT) 
decomposition was applied to the three EOG channels 
(horizontal, vertical, and combined) to extract their 
time-frequency content (see Figure 4). In addition, the 
same processing—except for the preliminary voltage-
to-degrees conversion described above—was performed 
on a bipolar mastoid channel examined for inferential 
control, that is to evaluate whether any potential EOG 
power effect was also evident from a cephalic non-EOG 
channel. In lay terms, this transformation enabled us 
to distinguish slower and faster oscillatory activity as a 
function of time. In more detail, 97,500-ms time win-
dows with 87.5% overlap were identified with center 
points ranging from −4 to +2 s relative to movement 
initiation (i.e., 0 s). Each 500-ms window was mean-
centered and multiplied by one of four Slepian tapers in 
separate iterations. No zero-padding was applied. This 
procedure generated, for each taper iteration, complex-
valued FFT coefficients with a temporal resolution of 
1/16 s (62.5 ms), a frequency resolution of 2 Hz, and a 
frequency precision of 10 Hz. Separately for each taper 
iteration, power was computed in the time-frequency 
plane as the elementwise product of each FFT coeffi-
cient with its complex conjugate (equivalent to ampli-
tude squared). Power values obtained for each taper 
iteration were then averaged (arithmetic mean), and 
the values within the [−4, 2] s time interval and the [0, 
100] Hz frequency interval were retained for the analy-
ses. MATLAB coding tutorials for Multi-Taper FFT and 
baseline normalization are widely available in literature 
(e.g., Cohen, 2014; Prerau et al., 2017). Broadly speak-
ing, there are two ways to examine power: relative to 

a baseline or by itself. To avoid biasing future studies 
towards either approach, we computed both types and 
evaluated them separately.

Relative power: RPEOG.  A baseline is often employed 
in physiological analyses to minimize non-task-related 
interindividual differences. We defined the baseline as 
the [−1, 0] s interval relative to the onset of the putting 
prompt (0 s), that is, while participants were resting their 
eyes on the ball prior to adopting their putting stance. 
The time between the putting prompt and movement 
initiation had a median of 13.14 s across participants 
(IQR = 4.39, range = [9.35, 18.46]). Power in the baseline 
window was computed using the same decomposition 
procedure described above except for using 17 
overlapping windows. A decibel (dB) conversion was 
performed separately for each channel through the 
formula 10log10

Atime,freq,trial

Bfreq
 , where Atime,freq,trial identified 

power in each time-frequency point for each trial for 
the peri-movement “activity” period and Bfreq identified 
“baseline” power for each frequency after that values 
across time and trials were median-averaged. After the 
dB conversion, positive (or negative) values within the 
activity period indicate increased (or decreased) activity 
in that specific time-frequency compared to the baseline 
period.

Absolute power: APEOG.  Values that are not expressed 
relative to a baseline are not influenced by the signals 
recorded during a separate interval. However, they 
are potentially biased by interindividual differences. 
For example, small phasic changes may be masked by 
tonically large or small values when running between-
participant statistical analyses. To address this bias, 
we computed the Mdn-scaled log transformation (cf. 
Gallicchio et  al.,  2016), whereby each participant's 
values were first scaled by the median computed 
across all time points and trials separately for each 
frequency and channel, and then submitted to a 10log10 
transformation. After this transformation, positive (or 
negative) values indicate greater (or less) power, scaled 
in a way that each participant has an equal number of 
positive and negative values across all frequencies and 
channels.

2.3.4  |  Kinematics

The SAM PuttLab system (version 2010, Science Motion 
GmbH, Germany) was used to record the three-dimen-
sional kinematics of the golf club following the laser-
based calibration protocol described by Marquardt (2007). 
The acquired data were available for 95.42% of trials 
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8 of 20  |      GALLICCHIO et al.

(Mdn = 100%, IQR = 1.65%, range = [56.67, 100]%). The 
system uses small lightweight ultrasonic transmitters at-
tached to the club shaft (see Figure 2) and sends pulses 
to a receiver hosting a set of microphones. The acquired 
positional data have a spatial resolution of ca. 0.1 mm and 
a temporal resolution of 210 Hz. The key events—back-
swing initiation, top of backswing, and end of downswing 
movement—were automatically identified by the SAM 
PuttLab software. The time series for velocity, accelera-
tion, and jerk (i.e., the first, second, and third derivative of 
position with respect to time) in the mediolateral axis were 
submitted to a kernel-based differentiation filter using fil-
ter orders respectively of 90, 110, and 130 (Marquardt & 
Mai, 1994). The resulting time series (time resolution of 
70 Hz) were further processed in MATLAB to compute 
two indices of movement quality related to smoothness: 
log dimensionless jerk (LDLJ) and spectral arc length 
(SPARC). Both indices were computed separately during 
the backswing phase (i.e., from movement initiation to 
top of backswing) and the downswing phase (i.e., from top 
of backswing to end of swing after the putter-ball impact).

LDLJ defines smoothness by quantifying the extent 
to which movement acceleration changes across time 
by the temporal analysis of jerk. We computed it as 
− log

(
(t2−t1)

3

s2
peak

∫ t2
t1
j(t)2dt

)
, where ∫ t2t1 j(t)

2dt indicates the integral 
of the squared jerk time series j(t) over the time points 
in the [t1, t2] interval, (t2−t1)

3

s2
peak

 is a normalization factor that 
makes LDLJ dimensionless with s2

peak
 being the maximum 

speed in the [t1, t2] interval (Hogan & Sternad,  2009), 
and log(. ) being a natural log transformation used to in-
crease the index's sensitivity by reducing ceiling effects 
(Balasubramanian et al., 2012).

SPARC (Balasubramanian et  al.,  2015) quantifies 
the complexity of the velocity profile as the arc length 
of its frequency representation. We computed it as 

− ∫�c
0

√(
1

�c

)2
+

(
dV̂ (�)

d�

)2
d�, where V̂ (�) is the velocity 

spectral amplitude V (�) scaled by its largest value, V (�) 
is the spectral amplitude of velocity over the angular fre-
quencies � and obtained through FFT, with the data being 
zero-padded to reach a length of 2⌈log2(n)+4⌉ time points 
with n indicating the number of time points in the velocity 

F I G U R E  4   Spectrograms showing EOG time-frequency power and amplitude for each channel (horizontal, vertical, combined, and 
mastoid). The left panels show Mdn-scaled log power (APEOG) in the baseline and peri-movement period. Note that, for visual purposes, 
median-scaling in this figure was performed across all trials and time points from the pooled baseline and peri-movement periods. However, 
to keep the peri-movement period independent from the baseline in the analyses, median-scaling was performed on the peri-movement 
period only. The right panels show dB power (RPEOG) in the peri-movement period relative to the baseline. Each time-frequency value is 
the median across trials. Time 0 s indicates the putting prompt for the baseline and the movement initiation for the putting period. On the 
left panels, the thick magenta line represents the median EOG amplitude across trials, whereas the thin green lines represent each trial's 
amplitude (as degrees of visual angle for the EOG channels and as μV for the mastoid channel). This figure shows one participant's data for 
illustrative purposes; however, all participants' data are reported in the online supplemental material.
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      |  9 of 20GALLICCHIO et al.

time series within the interval of interest, log2(. ) being the 
base-2 log transformation, the number 4 being a constant, 
and ⌈. ⌉ indicating the ceiling function, dV̂ (�)

d�
 is the deriva-

tive of V̂ (�) with respect to �, �c is the largest angular fre-
quency so that � ≤ 2� 10 Hz and V̂ (�) ≥ 0.05 with 10 Hz 
and 0.05 being constants, and ∫�c

0
. d� is the integral over 

the [0, �c] angular frequency interval.
For both LDLJ and SPARC, we used the Riemann sum 

computed through the trapezoidal method to approximate 
the integrals. Both measures are unitless, and the negative 
sign at the beginning of each formula makes them directly 
proportional to movement smoothness (i.e., larger values 
correspond to greater smoothness).

2.4  |  Data analysis

We adopted a stepwise approach. First, we evalu-
ated validity and accuracy of the EOG-based QE dura-
tions by comparing them to those obtained through ET. 
Second, we used nested cross-validation to rank the five 
techniques describing oculomotor activity—eye-track-
ing-based QE (QEET), EOG-based QE with dispersion 
algorithm (QEEOG-dispersion), EOG-based QE with velocity 
algorithm (QEEOG-velocity), absolute time-frequency EOG 
power (APEOG), and relative time-frequency EOG power 
(RPEOG)—for their estimated ability to predict golf putting 
accuracy on out-of-sample data. Third, we selected the 
best performing technique and examined its association 
with performance accuracy and movement smoothness. 
For all analyses, trial-level data were median-averaged 
to yield one value per participant for each processing 
parameter.

Power analyses conducted through G*Power 3.1.9.4 
(Faul et  al.,  2007) indicated that with a sample size of 
16, statistical significance threshold of .05, and statistical 
power of .80, our two-tail analyses were sensitive to detect 
large effects corresponding with correlation coefficients 
more extreme than ±.50. The participant-level dataset 
used for these analyses is available in the repository de-
scribed in the Data and Code Availability section.

2.4.1  |  Validity and accuracy of QEEOG

Concurrent validity
These analyses aimed to describe the changes in the 
Pearson correlation coefficient computed between QEEOG 
and QEET as a function of phase (pre, post, total) and EOG 
processing options (channel, filter, threshold). We evalu-
ated the statistical significance of each coefficient through 
nonparametric permutation testing corrected for mul-
tiple comparisons using the extreme-value method (for 

p < .05 with 5000 iterations; Cohen,  2017). Coefficients 
were computed as P

(
Mdnmt=1

(
QEETp,t

)
:Mdnmt=1

(
QEEOGp,t

))

p
, where 

QEETp,t  and QEEOGp,t  indicate the QE durations for partici-
pant p and trial t  obtained, respectively, through ET and 
EOG, Mdnmt=1(. ) indicates the median across all m trials, 
and P(x: y)p indicates the Pearson correlation coefficient 
computed between two vector variables x and y across all 
participants. Correlation coefficients larger than .10, .30, 
and .50 were used as references to describe respectively 
‘small’, ‘medium’, and ‘large’ effects (see reference values 
in Cohen, 1992). In addition, we considered coefficients 
greater than .80 as corresponding to ‘very large’ effect.

Accuracy
These analyses aimed to evaluate the accuracy of QEEOG 
scores by computing the temporal discrepancy (ms) with 
QEET scores, as a function of phase (pre, post, total) and EOG 
processing options (channel, filter, threshold). We assessed 
temporal discrepancy through two scores: median abso-
lute deviation (MdnAD) and median deviation (MdnD). 
The former evaluates the expected unsigned temporal dis-
crepancy over multiple trials, whereas the latter evaluates 
any directional bias due to the EOG algorithm consistently 
under or overestimating the QE durations compared to 
QEET. MdnAD and MdnD scores were computed, respec-

tively, as Mdn
n
p=1

(||||
Mdnmt=1

(
QEETp,t

)
−Mdnmt=1

(
QEEOGp,t

)||||

)
 

and Mdnnp=1
(
Mdnmt=1

(
QEETp,t

)
−Mdnmt=1

(
QEEOGp,t

))
, where 

QEETp,t  and QEEOGp,t  indicate the QE measurements for par-
ticipant p and trial t  obtained, respectively, through ET 
and EOG, Mdnmt=1(. ) indicates the median across all m tri-
als, and Mdnnp=1(. ) indicates the median across all n par-
ticipants, and |. | indicates the absolute value.

2.4.2  |  Technique selection

This set of analyses aimed to rank the utility of each of five 
oculomotor techniques when predicting performance ac-
curacy. In line with our exploratory aims and to maximize 
the reliability of the results, we adopted a machine-learn-
ing approach to within-study replication, broadly referred 
to as cross-validation, whereby a predictive model is fit 
(i.e., trained) on a subset of the data and then fit (i.e., 
evaluated) on a subset of the data that was held out from 
model fitting (Muller et al., 1983). Below, we describe in 
turn the predictive model and cross-validation procedure.

Our predictive model was a Theil–Sen univariate lin-
ear regression (Sen, 1968; Theil, 1950). We chose it to 
ensure robustness of fit and linear interpretability of its 
main model parameter, the regression slope. In this re-
gression model, the output variable (i.e., target) was 
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radial error, whereas the only input variable (i.e., fea-
ture) was in turn each of the ET or EOG measurement 
corresponding with the following hyperparameters4: 3 
stages (pre, post, total) for QEET; 3 channels (horizon-
tal, vertical, combined) × 8 median filter settings × 10 
thresholds × 3 stages (pre, post, total) for both 
QEEOG-dispersion and for QEEOG-velocity; and 4 channels 
(horizontal, vertical, combined, mastoid) × 437 time-​
frequency areas of interest (AOI) for APEOG and RPEOG. 
Time-frequency AOIs were computed to reduce the 
data dimensionality and, therefore, to decrease the 
computational resources needed to perform the analy-
ses. Each AOI was defined as a 0.5-s × 10-Hz rectangle, 
covering the (−4, 2] s time interval and the (0, 100] Hz 
frequency interval, with 50% overlap between contigu-
ous AOIs. More in detail, the rectangular AOIs were 
built so that, for any frequency, there were 23 8-point 
time intervals (i.e., (−4, −3.5], (−3.75, −3.25], …, (1.5, 
2] s), and for any time, there were 19 5-point frequency 
intervals (i.e., (0, 10], (5, 15), …, (90, 100] Hz). EOG 
power values within each AOI were median averaged to 
yield a single value.

We used nested cross-validation (Varma & 
Simon, 2006) to estimate the out-of-sample generaliza-
tion error yielded by each of the five oculomotor tech-
niques when predicting performance accuracy. This 
procedure uses two cross-validation loops nested within 
one another. In the outer loop, the full dataset was it-
eratively split into an outer-training set and a test set, 
and in the inner loop, the outer-training set was further 
split iteratively into an inner-training set and a valida-
tion set. The iterative splits were obtained through the 
leave-one-out procedure, hence yielding 15 inner-loop 
iterations for each of the 16 outer-loop iterations.

Within each outer loop, the predictive model was fit on 
the inner-training set using each hyperparameter individ-
ually as input variable. Then, separately per each of the 
five techniques, we identified the best hyperparameter as 
that yielding the lowest median squared logarithmic error 
across the validation sets (MdnSLEvalidation), computed as 

Mdnni=1

([
log

(
yobs
i

+1
)
− log

(
y
pre
i

+1
)]2)

inner
, where yobs

i
 

indicates the radial error observed in the validation set i, 
y
pre
i

 indicates the radial error in the validation set i as pre-
dicted through the inner-training set, and Mdnni=1(. )inner 
indicates the median across the n (15) inner loops. In 
lay terms, the purpose of inner cross-validation was to 

identify the best validated hyperparameters (a procedure 
also known as hyperparameter tuning) per each oculomo-
tor technique and feed them to the outer cross-validation 
loop which performed the so-called technique selection, 
described next.

For each outer loop, the predictive model was fit on the 
outer-training set using each technique's best hyperpa-
rameter as predictor and then evaluated on the test set by 
computing the logarithmic errors. This procedure yielded 
a pool of 16 test-set logarithmic errors (one per each outer 
loop) which were used to estimate (a) the generalization 
error of each technique as the median squared logarith-
mic error across the test sets (MdnSLEtest) and (b) its sta-
bility through the interquartile range of the logarithmic 
errors (IQRLEtest). MdnSLEtest and IQRLEtest were com-
puted, respectively, as Mdnmj=1

([
log

(
yobs
j

+1
)
− log

(
y
pre
j

+1
)]2)

out
 and 

IQRm
j=1

(
log

(
yobs
j

+1
)
− log

(
y
pre
j

+1
))

out

, where yobs
j

 indicates the ra-
dial error observed in the test set j, ypre

j
 indicates the radial 

error in the test set j as predicted from the outer-training 
set, and Mdnmj=1(. )out and IQRm

j=1(. )out indicate, respec-
tively, the median and the interquartile range across the 
16 m outer loops.

The three next and final analytic steps focused on the 
best-performing oculomotor technique selected through 
nested cross-validation. Because the details of these anal-
yses are technique-dependent, it is worth anticipating that 
the technique yielding the smallest generalization error 
and greater stability was relative time-frequency EOG 
power (RPEOG).

2.4.3  |  Hyperparameter tuning

This set of analyses was subsequent to the technique se-
lection described above and aimed to identify the RPEOG 
best-validated hyperparameters for predicting subsequent 
radial error (performance accuracy). To do so, we used 
the same Theil–Sen regression model described for nested 
cross-validation. However, differently from the hyperpa-
rameter tuning occurring for each outer loop of nested 
cross-validation, this procedure used all available data for 
a single cross-validation. The full dataset was iteratively 
split into training and validation sets through the leave-
one-out procedure, which yielded 16 loops. The validation 
error was computed for each hyperparameter (4 chan-
nels × 437 AOIs) as the median squared logarithmic error 
(MdnSLEvalidation): Mdnvk=1

([
log

(
yobs
k

+1
)
− logy

pre

k
+1

]2) , 

where yobs
k

 indicates the radial error observed in the 
validation set k, ypre

k
 indicates the radial error in the 

validation set l as predicted through the training set, 
and Mdnvk=1(. ) indicates the median across the v (16) 

 4The term hyperparameter identifies each data processing choice in an 
algorithm (e.g., channel, filter order). The prefix “hyper” is used in the 
machine-learning literature to distinguish this type of processing 
parameter from the parameters estimated by a predictive model (e.g., 
intercept and slope for a regression model).
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cross-validation loops. The hyperparameters with rela-
tively small MdnSLEvalidation (i.e., below the 5th percentile) 
were highlighted and the associated full-dataset Theil–Sen 
regression slopes were reported.

2.4.4  |  Oculomotor antecedents of 
performance

This set of analyses aimed to examine the changes in 
correlation coefficients describing the linear (Pearson's 
r) and monotonic (Spearman's ρ) association between 
radial error (performance accuracy) and RPEOG, as a 
function of each 97 time × 51 frequency points in each of 
the four channels (horizontal, vertical, combined, mas-
toid). Cluster-based multiple-comparison correction 
was applied separately for each of the two sets of corre-
lations (5000 iterations; Cohen,  2017). To describe the 
effect size of significant results, coefficients within sig-
nificant clusters were Fisher z transformed,5 and the 
back-transformed median and IQR were reported. The 
results of the same analyses conducted on the other four 
oculomotor techniques are reported in the online sup-
plemental material.

2.4.5  |  Kinematic concomitants of 
oculomotor activity

This set of analyses aimed to explore the functional 
meaning of oculomotor activity by describing the 
changes in the linear (Pearson's r) and monotonic 
(Spearman's ρ) association between the two indices 
of movement smoothness in the two movement stages 
(i.e., backswing LDLJ, downswing LDLJ, backswing 
SPARC, downswing SPARC) and RPEOG as a function 
of each 97 time × 51 frequency points in each of the four 
channels (horizontal, vertical, combined, mastoid). To 
identify significant time-frequency clusters, we used 
nonparametric permutation testing (i.e., participants' 
values were permuted) corrected for multiple compar-
isons across the four smoothness indices and the four 
channels using the cluster-size method (p < .05, 5000 
iterations; Cohen, 2017). To describe the effect size of 
significant results, coefficients within significant clus-
ters were Fisher z transformed, and the back-trans-
formed median and IQR were reported to describe the 

effect size. The results of the same analyses conducted 
on the other four oculomotor techniques are reported 
in the online supplemental material.

3   |   RESULTS

3.1  |  QEEOG validity and accuracy

The first set of analyses aimed to test the concurrent 
validity between QEET and QEEOG through Pearson cor-
relations. The second set of analyses aimed to evalu-
ate the accuracy of QEEOG measurements against QEET 
measurements through two discrepancy scores. Across a 
wide range of processing options, correlation coefficients 
were ‘very large’ (Figure  5a,b) and discrepancy scores 
were small (Figure  5c–f). To provide reference values 
for optimal parameters, the dispersion algorithm applied 
to 256-point median filtered horizontal channel with a 
3° threshold yielded correlation coefficients of .97, .74, 
and  .99, MdnAD scores were 161, 184, and 88 ms, and 
MdnD scores were 70, 32, and 16 ms for QEpre, QEpost, 
and QEtotal, respectively. The velocity algorithm applied 
to the horizontal channel filtered through a 5th-degree 
767-point Savitzky–Golay differentiation filter and using 
a 33°/s threshold yielded correlation coefficients of .99, 
.90, and .99, MdnAD scores of 127, 65, and 133 ms, and 
MdnD scores of 127, −47, and 99 ms for QEpre, QEpost, 
and QEtotal, respectively. Additional analyses were run 
to evaluate the intra-individual concurrent validation 
and its consistency across participants on the same com-
bination of processing parameters described above. We 
computed the Pearson's correlation coefficient across 
trials separately for each participant, then submitted 
each pool of coefficients to a one-sample Wilcoxon exact 
signed-rank test against the zero-median null hypothesis 
and reported the back-transformed median of the Fisher 
z transformed correlation coefficients. When using the 
dispersion algorithm and the parameters combination 
of horizontal channel, 256-point median filter, and a 3° 
threshold, the coefficients were consistently greater than 
0 (QEpre: Mdn = .70, W = 134, p < .001; QEpost: Mdn = .24, 
W = 124, p = .002; QEtotal: Mdn = .46, W = 136, p < .001). 
Similarly, when using the velocity algorithm and the 
parameters combination of horizontal channel, 5th-
degree 767-point Savitzky–Golay differentiation filter, 
and a 33°/s threshold, the coefficients were consist-
ently greater than 0 (QEpre: Mdn = .73, W = 130, p < .001; 
QEpost: Mdn = .39, W = 136, p < .001; QEtotal: Mdn = .64, 
W = 132, p < .001). The QE durations obtained from EOG 
with these settings are reported alongside those obtained 
from ET in Table 1.

 5The Fisher z transformation (i.e., inverse hyperbolic tangent) is applied 
to correlation coefficients prior to further computations (Corey 
et al., 1998).
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12 of 20  |      GALLICCHIO et al.

F I G U R E  5   Validity and accuracy of QEEOG measurements. QEEOG:QEET Pearson's correlation coefficients are reported in panels a and 
b. The ✕ symbol indicates a statistically significant result (p < .05) obtained through permutation testing with the extreme-value correction 
for multiple comparison (5000 iterations; Cohen, 2017) conducted separately for each of the two algorithms. Median absolute deviation 
scores (MdnAD) are reported in panels c and d. Dark-red stars highlight scores lower or equal than 133 ms (small star), 100 ms (medium 
star), and 67 ms (large star). Median deviation scores (MdnD) are reported in panels e and f. Orange stars highlight scores between −100 and 
100 ms (small star), between −67 and 67 ms (medium star), and between −33 and 33 ms (large star). The left panels (a, c, and e) pertain to 
QEEOG-dispersion and the right panels (b, d, and f) to QEEOG-velocity. Within each panel, scores are reported as a function of channel (horizontal, 
vertical, combined), filter parameters (filter order for the dispersion algorithm and polynomial degree and filter order for the velocity 
algorithm), threshold (10 values depending on the algorithm), and QE phase (pre, post, total).
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      |  13 of 20GALLICCHIO et al.

3.2  |  Technique selection

Nested cross-validation indicated that the RPEOG tech-
nique yielded the smallest generalization error (92.77% 
smaller than QEET) followed by APEOG (67.76% smaller 
than QEET), QEEOG-velocity (19.86% smaller than QEET), 
QEET, and finally QEEOG-dispersion with the largest generali-
zation error (80.84% larger than QEET). RPEOG also had the 
greatest stability, followed by APEOG, QEEOG-velocity, QEET, 
and finally QEEOG-dispersion (Table 2).

A descriptive analysis of the nested cross-validation 
hyperparameter tuning of the RPEOG technique (Table 3) 
indicated that the horizontal channel, a time window be-
tween 0.75 and 1.25 s, and a frequency window between 
75 and 100 Hz were consistently selected for the outer 
loops. The outer-training sets' slopes associated with these 

rounds of hyperparameter tuning were negative, suggest-
ing an association between lower radial error (i.e., better 
putting accuracy) and larger relative EOG power within 
the channel-time-frequency space mentioned above.

3.3  |  Hyperparameter tuning

The follow-up cross-validated Theil–Sen regression anal-
ysis for tuning the RPEOG hyperparameters (Figure  6a) 
indicated that the lowest predictive errors were mostly 
localized to the horizontal channel, in the AOI overlap-
ping movement execution (within the [−0.75, 1.25] s in-
terval), and with a frequency content larger than 40 Hz. 
For these hyperparameters, the full-dataset Theil–Sen 
regression slope was consistently negative (Mdn = −0.08, 

Technique Pre Post Total

QEET 1569.75 (731.26) 905.73 (409.75) 2582.25 (1532.15)

QEEOG-dispersion 1562.38 (942.57) 1073.49 (618.84) 2523.32 (1336.61)

QEEOG-velocity 1552.98 (746.64) 884.28 (488.59) 2417.48 (1521.00)

Note: Each cell represents Mdnnp=1
(
Mdnmt=1

(
QE

q
p,t,s

))
, where QEqp,t,s indicates the QE duration for 

participant p in trial t  obtained through the technique q (ET, EOG-dispersion, EOG-velocity) for the 
movement stage s (pre, post, total), and Mdnnp=1(. ) and Mdnmt=1(. ) indicate, respectively, the median across 
all n participants and the median across all m trials. QEEOG-dispersion values are reported for a 3° threshold 
with a 256-point median filter applied to the horizontal channel. QEEOG-velocity values are reported for a 
33°/s threshold with a 5th-degree 767-point Savitzky–Golay differentiation filter applied to the horizontal 
channel.

T A B L E  1   Median (and IQR) of the 
QE durations (ms) across participants, 
after that trial-level values were median-
averaged within each participant.

Technique MdnSLEtest∙104 IQRLEtest∙102 RangeLEtest∙102

QEEOG-dispersion 124.02 22.74 [−15.36, 27.88]

QEET 68.58 16.37 [−14.88, 20.22]

QEEOG-velocity 54.96 15.36 [−32.66, 26.27]

APEOG 22.11 11.61 [−8.48, 25.57]

RPEOG 4.96 5.49 [−7.68, 31.16]

Note: MdnSLEtest is reported as a measure of generalization error. IQRLEtest is reported as inverse index of 
technique stability. RangeLEtest indicates the range of the test-set logarithmic errors. Rows are sorted for 
descending MdnSLEtest. Values are reported as multiplied by 104 and 102.

T A B L E  2   Nested cross-validation 
results for the five oculomotor techniques 
(QEET, QEEOG-velocity, QEEOG-dispersion, 
APEOG, RPEOG).

Hyperparameter combination Count
Mdn 
slope

IQR 
slope

Channel: horizontal; AOI: (0.75, 1.25] s × (80, 90] Hz 7 −0.11 0.0018

Channel: horizontal; AOI: (0.75, 1.25] s × (90, 100] Hz 4 −0.13 0.0081

Channel: horizontal; AOI: (0.75, 1.25] s × (75, 85) Hz 4 −0.11 0.0033

Channel: horizontal; AOI: (0.75, 1.25] s × (85, 95) Hz 1 −0.12 –

Note: The dash replaces a non-meaningful IQR (computed across one value). Each row identifies a 
combination of hyperparameters (channel and AOI). Each combination is reported along with how many 
times it was selected across the outer loops (i.e., count out of 16), the median of the slopes obtained from 
the outer-training sets (i.e., Mdn slope), and their interquartile range (i.e., IQR slope).

T A B L E  3   Hyperparameter tuning 
for the RPEOG technique for the 16 outer 
cross-validation loops.
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14 of 20  |      GALLICCHIO et al.

IQR = 0.02, range = [−0.12, −0.06]), indicating that par-
ticipants showing larger increases within this AOI putted 
more accurately.

3.4  |  Oculomotor antecedents of 
performance accuracy

Pearson's correlation tests revealed a positive linear as-
sociation between RPEOG and radial error, indicating 
that worse performance accuracy was preceded by larger 
RPEOG within a time-frequency cluster identified by the 
final second before movement initiation (namely, within 
the intervals [−0.875, −0.375] s, [−1.0625, −0.4375] s, 
and [−1, −0.4375] s respectively for the horizontal, verti-
cal, and combined channels) and by a frequency content 
lower than ca. 20 Hz (namely, within the intervals [0, 10] 
Hz, [0, 16] Hz, and [0, 20] Hz respectively for the horizon-
tal, vertical, and combined channels) across all three EOG 
channels but not in the control mastoid channel. For the 
cluster in the horizontal channel, Pearson's rs had a me-
dian of .55 (IQR = 0.08, range = [.50, .67]) corresponding 

to a large effect. For the remaining clusters, the reader is 
directed to Figure 6b.

Spearman's correlation tests highlighted a negative 
monotonic association between RPEOG and radial error, 
indicating that better performance was preceded by larger 
RPEOG within a time-frequency cluster overlapping move-
ment execution ([0, 1.375] s) and with frequency content 
larger than 18 Hz limited to the horizontal channel only. 
Within this cluster, Spearman's ρs had a median of −.54 
(IQR = 0.08, range = [−.77, −.50]) corresponding to a large 
effect (Figure 6c).

3.5  |  Kinematic concomitants of 
oculomotor activity

Pearson's and Spearman's correlation tests revealed a pos-
itive linear and monotonic association between greater 
RPEOG and movement smoothness immediately before 
and during movement execution (Figure  7). For both 
LDLJ and SPARC, this association was more evident dur-
ing the downswing and for the EOG channels.

F I G U R E  6   Panel a: Full-dataset Theil–Sen regression slopes describing RPEOG hyperparameters (4 channels × 437 AOIs) as predictors 
of performance accuracy (i.e., radial error). The contour lines highlight the slopes corresponding with cross-validation errors below the 5th 
percentile. Panels b and c: Pearson and Spearman correlation coefficients between performance accuracy (i.e., radial error) and RPEOG as a 
function of 4 channels, 97 times, and 51 frequencies. The contour lines highlight statistically significant results (p < .05) obtained through 
cluster-corrected permutation testing. For each time-frequency plot, the largest cluster, among those larger than 20 time-frequency points, 
was further explored visually through scatterplots.
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      |  15 of 20GALLICCHIO et al.

For downswing LDLJ and the horizontal channel, the 
largest Pearson's r cluster was identified in the [−2.3125, 
2] s time interval and [16, 100] Hz frequency interval with 
a median of .68 (IQR = 0.31, range = [.50, .92]). The largest 
Spearman's ρ cluster was identified in the [−2.5625, 2] s 

time interval and [0, 100] Hz frequency interval with a me-
dian of .72 (IQR = 0.34, range = [.50, .94]). For downswing 
SPARC and the horizontal channel, the largest Pearson's r 
cluster was identified in the [0.0625, 1.625] s time interval 
and [68, 100] Hz frequency interval with a median of .55 

F I G U R E  7   Correlation coefficients (panel a: Pearson's r; panel b: Spearman's ρ) between smoothness metrics (LDLJ for backswing, 
LDLJ for downswing, SPARC for backswing, SPARC for downswing) and RPEOG as a function of 4 channels, 97 times, and 51 frequencies. 
The contour lines highlight statistically significant results (p < .05) obtained through cluster-corrected permutation testing. For each time-
frequency plot, the largest cluster (among those larger than 50 time-frequency points and ending after −1 s) was further explored visually 
through scatterplots.
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16 of 20  |      GALLICCHIO et al.

(IQR = 0.09, range = [.50, .71]). The largest Spearman's ρ 
cluster was identified in the [−0.875, 1.625] s time interval 
and [68, 100] Hz frequency interval with a median of .54 
(IQR = 0.06, range = [.50, .69]). These coefficients corre-
sponded to a large to very large effect. For all clusters, the 
reader is directed to Figure 7.

4   |   DISCUSSION

This study had three goals. First, to evaluate validity and 
accuracy of EOG-based QE measurements. Second, to 
compare the utility of various temporal and spectral in-
dices of oculomotor activity when predicting behavioral 
performance. Third, to explore the cross-modal link be-
tween eye movements and movement quality. We found 
that the EOG can provide valid and accurate QE measure-
ments for certain processing parameters and algorithms 
at both group and individual level. However, EOG-based 
metrics accounting for both temporal and spectral content 
proved more useful when predicting movement outcome 
and moment quality.

4.1  |  QEEOG validity and accuracy

The EOG signals showed a relative flatness around move-
ment initiation, which corresponded with the QE period 
(see Figure 3 for a sample trial and the supplemental mate-
rial for all trials). This correspondence provides face valid-
ity to EOG-based QE measurements. To formally identify 
and quantify such flatness, we tested two algorithms, each 
with various processing parameters. Then, we compared 
these measurements with those obtained through ET to 
evaluate their validity and accuracy. These analyses, re-
ported in Figure 5, revealed the following general trends.

First, the most valid and accurate measurements 
emerged when using the horizontal channel alone. The 
lesser utility of the vertical channel, alone or combined 
with the horizontal channel, may be attributed to biolog-
ical factors, as for example the eyelid movements con-
found the vertical channel more than the horizontal (Yee 
et  al.,  1985), or to task-specific factors, as all key visual 
elements in golf putting (i.e., the ball and the target) lie 
along the mediolateral axis and therefore require horizon-
tal saccades.

Second, when applied to the horizontal channel, the dis-
persion algorithm performed best with a threshold of 3°. 
Because ET-based QE durations were also scored using a 3° 
threshold, this finding provides a quality check validating 
the specificity of the dispersion algorithm. In combination 
with the 3° threshold, a median filter order corresponding to 
a window between 62.5 and 125 ms provided more valid and 

accurate measurements. Although larger filter orders could 
simplify the waveforms more by enhancing the stepwise 
morphology of the EOG waveforms, it appeared that some 
short-time features (e.g., ocular overshoots) may be useful 
when detecting the onset of a fixation following a large sac-
cade and therefore should not be filtered out (we point the 
reader to the difference between the 125-ms and the 1000-ms 
median filters in Figure 3 around the QEET onset).

Third, overall, the velocity threshold algorithm yielded 
more valid and accurate measurements than the disper-
sion algorithm. The superiority of the velocity algorithm 
was especially evident for QEpost. In comparison with 
QEpost, the relative worse performance of the velocity al-
gorithm for QEpre may be due to the greater tendency for 
ocular overshoots and blinks to occur immediately before 
the QE onset than immediately after the QE offset. Any 
of the differential filter parameters explored in this study 
appeared to be valid when applied in combination with 
a certain velocity threshold. While the optimal velocity 
threshold in saccade detection algorithms is greatly in-
fluenced by data types and signal processing choices, it is 
noteworthy that commonly used algorithms for the auto-
matic saccade detection from ET data also apply velocity 
thresholds similar to the ones that resulted optimal in our 
study (e.g., 30°/s; Nyström & Holmqvist, 2010).

4.2  |  Temporal and spectral features

A data-driven selection conducted among several temporal 
and spectral oculomotor features grouped under five broad 
categories, QEET, QEEOG-dispersion, QEEOG-velocity, APEOG, and 
RPEOG, indicated that the latter (i.e., RPEOG) was the tech-
nique yielding the lowest and most stable estimation of the 
out-of-sample generalization error when predicting subse-
quent performance accuracy (Table  2). The hyperparam-
eter tuning embedded within the nested cross-validation 
(Table 3), as well as that conducted in the follow-up non-
nested cross-validation (Figure 6a), indicated that the RPEOG 
parameters most reliably predicting performance accuracy 
were those defining high-frequency activity recorded from 
the horizontal channel at a time overlapping movement 
execution. The evaluation of the regression slopes indi-
cated that individuals with greater activity within this time-
frequency AOI performed more accurately. These findings 
partly converged with those resulting from the linear and 
monotonic correlation analyses (Figure 6b,c). Overall, these 
analyses revealed two main clusters.

The first cluster consisted of lower-frequency activ-
ity occurring immediately before movement initiation 
and emerged mainly through linear correlations. The 
inspection of Pearson's r coefficients indicated that 
greater activity in this cluster had a large detrimental 
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effect on subsequent performance accuracy. This cluster 
occurred before movement initiation and appeared, al-
though only as a trend, in the control mastoid channel, 
suggesting that this effect may not entirely be attributed 
to eye movements. Accordingly, this effect may indicate 
a suboptimal motor preparation consisting of not only 
lower-frequency oculomotor activity (e.g., saccades) 
but also head adjustments, reflecting a postural re-ori-
enting that happened too close in time to the initiation 
of the movement. This finding is aligned with previous 
research indicating that psychomotor quietening before 
movement initiation is a feature of expertise in target 
sports (e.g., Cooke et al., 2014).

The second cluster consisted of higher-frequency ac-
tivity occurring during movement execution and emerged 
through cross-validated regressions as well as mono-
tonic correlations. The inspection of regression slopes 
and Spearman's ρ coefficients indicated that greater ac-
tivity within this cluster had a large beneficial effect for 
subsequent performance accuracy. Its occurrence during 
the QE period (Table  1), its specificity to the horizontal 
EOG channel while being absent in the control mastoid 
channel, and its high-frequency content suggest that this 
cluster may reflect fixational activity. Indeed, oculomotor 
activity within a frequency range overlapping this cluster 
has been previously observed when individuals fixate a 
visual target (30–150 Hz; Young & Sheena, 1975) and can 
be linked to fixational movements such as ocular tremor 
that prevent sensorial decay at the retinal level (Krauzlis 
et al., 2017). The golf putting swing is inevitably accom-
panied by head and trunk rotation and, therefore, this 
high-frequency cluster may reflect compensatory vestibu-
lo-ocular adjustments promoting the persistence of a clear 
retinal image. It is noteworthy that the high-frequency 
cluster correlated positively with various indices of move-
ment smoothness (Figure  7), potentially suggesting that 
a stable visual percept, supported by high-frequency fix-
ational eye movements, facilitates a less jerky, less con-
trolled, and smoother movement execution.

Interestingly, the duration of the QE was not associated 
with individual performance (see supplemental material). 
While this is in contrast with most of the QE literature to 
date, there is increasing experimental evidence that the lo-
cation and duration of the gaze are not as important for per-
formance as initially thought (Harris et al., 2021; Lee, 2015).

4.3  |  Limitations and future directions

Despite probing a vast parameter space, a residual QEET-
QEEOG temporal discrepancy remained. This residual dis-
crepancy may be intrinsic to a series of factors including, 
for example, data type (video frames for ET, voltages for 

the EOG), scoring procedure (subjective evaluation for ET, 
computational analysis for the EOG), gaze location data 
(visually evaluated for ET, assumed from instructions for 
EOG), or differences in temporal resolution (greater for 
the EOG). Future research interested in decreasing this 
residual discrepancy could attempt to address the major 
shortcoming of the EOG—its poor spatial resolution—by 
supplementing it with a head kinematics sensor.

Because the EOG signals depend on the electrode 
placement and the corneoretinal potential, which in turn 
is influenced by individual and ambient characteristics, 
we recommend researchers to perform a frequent gaze 
calibration whenever using the EOG to examine oculomo-
tor activity, as done in this study. In absence of individual 
calibration data, researchers should avoid adopting a one-
size-fits-all approach and evaluate how the results vary 
as a function of the processing parameters (cf. Gallicchio 
et al., 2018; Gallicchio & Ring, 2020).

The demonstrated strong associations of time-fre-
quency EOG activity with behavioral performance and 
movement quality describe novel phenomena. Because 
the current EOG technology is not mature enough to ac-
curately detect small eye movements and no other studies, 
that we are aware of, have examined the contribution of 
different ocular movement types to movement outcome 
or quality, our interpretations of low-frequency activity 
as gross orienting (e.g., saccades) and of high-frequency 
activity as fixational movements await confirmatory ex-
perimental testing. Despite the precise biological source 
of the high-frequency activity remains undefined, it re-
mains that this activity regards an ocular, or at least perio-
cular, phenomenon occurring at a time of relative ocular 
quiescence.

4.4  |  Conclusion

Compared to the frame-by-frame visual inspection of ET 
data, EOG signal processing reduces the opportunity for 
human error, it increases the objectivity of data analysis, it 
obviates the need of multiple human scorers, it increases 
the reproducibility of the results, and it allows to tune pro-
cessing parameters through repeated data scoring. While 
temporal features of the EOG signals can be used to ap-
proximate measurements obtained through ET under 
controlled experimental settings, using both temporal and 
spectral EOG features provides unique information that 
increases the utility of the EOG signals when predicting 
behavioral performance.
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SUPPORTING INFORMATION
Additional supporting information can be found online 
in the Supporting Information section at the end of this 
article.
FIGURE S1. The calibration sheet was a white A4 paper 
sheet with four markers (black circles, diameter = 8 mm) 
positioned at the edge of the four sides. The distance 
between the left and right markers was 25 cm and the 
distance between the top and bottom markers was 17 
cm. At the center of the sheet there was a black cross 
and three concentric circles with diameters measuring 
1°, 3°, and 5° of visual angle when seen from a certain 
height. For each of the three angles, the linear lengths 
of the diameters (i.e., in cm) depended on the eye-floor 
distance.
FIGURE S2. EOG gaze calibration processing steps 
demonstrated for 1-s median-filtered horizontal (top) 
and vertical (bottom) EOG signals. For each channel, the 
light blue and dark gray waveforms show the EOG data 
respectively before and after linear detrending. The red 
portions of the detrended EOG identify the central 20% of 
the data between consecutive acoustic tones. The absolute 
differences between the medians of each central section 
are summarized by the boxplot on the right. The median 

 14698986, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/psyp.14461 by T

est, W
iley O

nline L
ibrary on [20/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1016/0010-4825(91)90034-7
https://doi.org/10.1016/0010-4825(91)90034-7
https://doi.org/10.1098/rstb.2016.0205
https://doi.org/10.1123/jsep.2015-0123
https://doi.org/10.1123/jsep.2015-0123
http://hdl.handle.net/10871/17707
https://doi.org/10.1007/s10339-011-0398-8
https://doi.org/10.1007/s10339-011-0398-8
https://doi.org/10.1007/s10633-011-9259-0
https://doi.org/10.1260/174795407789705479
https://doi.org/10.1016/0165-0270(94)90053-1
https://doi.org/10.1016/0165-0270(94)90053-1
https://doi.org/10.1111/j.1469-8986.1983.tb03290.x
https://doi.org/10.1111/j.1469-8986.1983.tb03290.x
https://doi.org/10.3758/BRM.40.3.892
https://doi.org/10.3758/BRM.40.3.892
https://doi.org/10.3758/BRM.42.1.188
https://doi.org/10.3758/BRM.42.1.188
https://doi.org/10.1016/0028-3932(71)90067-4
https://doi.org/10.1152/physiol.00062.2015
https://doi.org/10.1021/ac60214a047
https://doi.org/10.1021/ac60214a047
https://doi.org/10.1080/01621459.1968.10480934
https://doi.org/10.1080/01621459.1968.10480934
https://doi.org/10.1136/bjo.44.2.89
https://doi.org/10.1136/bjo.44.2.89
https://doi.org/10.1186/1471-2105-7-91
https://doi.org/10.1068/p210117
https://doi.org/10.1037/0096-1523.22.2.342
https://doi.org/10.1037/0096-1523.22.2.342
https://doi.org/10.1007/s10339-021-01036-3
https://doi.org/10.1007/s10339-021-01036-3
https://doi.org/10.1111/psyp.13502
https://doi.org/10.1111/psyp.13502
https://doi.org/10.3758/BF03201553


20 of 20  |      GALLICCHIO et al.

of these absolute differences was used as the voltage 
associated with a saccade between two fixation markers.

FIGURE S3. Scaling factor as a function of Median filter 
order and Channel. Error bars indicate the SE of the mean.
FIGURE S4. Scatterplots showing performance accuracy 
(log-transformed radial error, in cm) as a function of 
QE pre, post, and total durations (in ms). Each marker 
represents the median across trials for each participant. 
QE durations are scored using both the ‘discard’ approach, 
whereby trials with a QEtotal shorter than 100 ms or with 
no fixation on the ball are discarded from analysis (blue 
circles), and the ‘zero’ approach, whereby those trials are 
given a duration of zero (orange xs). It is noteworthy that, 
for all participants except two, adopting either approach 
made a negligible difference; however, this is due to 
the robustness of median averaging values across trials: 
averaging across trials through the arithmetic mean would 
have produced larger differences between the ‘discard’ 
and ‘zero’ approaches. The blue-dotted and orange-solid 
lines indicate the least-square best fit respectively for the 
‘discard’ and ‘zero’ approaches.
FIGURE S5. Pearson's (panels a and b) and Spearman's 
(panels c and d) correlation tests between performance 
accuracy (radial error) and QE pre, post, and total durations 
as a function of channel, filter settings, and thresholds. 
The results obtained with dispersion algorithm are 
reported in panels a and c, whereas those obtained with 
the velocity algorithm are in panels b and d. No significant 
result (p <  .05) emerged through permutation testing 
with extreme-value multiple-comparison correction (5000 
iterations; Cohen, 2017) conducted separately for each 
panel.
FIGURE S6. Correlation coefficients between putting 
performance (radial error) and RPEOG as a function of 4 
channel, XX times, and YY frequencies are reported in 
panels b (Pearson's r) and c (Spearman's ρ). The contour lines 
highlight statistically significant results (p < .05) obtained 
through cluster-based multiple-comparison-corrected 
permutation testing. For each time-frequency plot, the 
largest cluster, among those larger than 20 time-frequency 
points, was further explored through scatterplots.

FIGURE S7. Pearson's (panels a–d and i–l) and 
Spearman's (panels e–h and m–p) correlation tests 
between smoothness (LDLJ during backswing, LDLJ 
during downswing, SPARC during backswing, SPARC 
during downswing) and QE durations (QEpre, QEpost, 
and QEtotal) obtained from EOG data scored through 
the dispersion algorithm (panels a–h) and the velocity 
algorithm (panels i–p), as a function of channel, filter 
settings, and thresholds. No significant result (p < .05) 
emerged through permutation testing with extreme-value 
multiple-comparison correction (5000 iterations; Cohen, 
2017) conducted separately for each panel.
FIGURE S8. Correlation coefficients (panel a: Pearson's 
r; panel b: Spearman's ρ) between smoothness metrics 
(LDLJ for backswing, LDLJ for downswing, SPARC 
for backswing, SPARC for downswing) and APEOG as a 
function of 4 channels, 97 times, and 51 frequencies. The 
contour lines highlight statistically significant results (p 
< .05) obtained through cluster-corrected permutation 
testing. For each time-frequency plot, the largest cluster 
(among those larger than 50 time-frequency points and 
ending after −1 s) was further explored visually through 
scatterplots.
TABLE S1. Pearson's r and Spearman's ρ describing the 
linear and monotonic correlations between smoothness 
(LDLJ during backswing, LDLJ during downswing, 
SPARC during backswing, SPARC during downswing) 
and QE durations (QEpre, QEpost, and QEtotal) obtained 
from ET data, separately for the discard and zero method 
of scoring trials with no QE duration. Note: uncorrected 
p values.
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