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Abstract 

Data has been analysed from two independent investigations into the dynamics of 
Upper Loch Linnhe. The first data set, collected between February 1991 and 
February 1992 by Fisheries Research Services (FRS), was made available by the 
British Oceanographic Data Centre. The second set of data was collected between 
November 1992 and June 1993 by G. Allen. Comparison with the earlier data backs 
up the original conclusions of Allen (1995) that an energetic mode l internal tide is 
present in the basin. Further the residual flows during a renewal event have also 
been found to compare favorab ly with those taken from the current meter moorings 
of the earlier FRS data during a similar renewal event. 

The dynamics of the mode 1 internal tide have been simulated using two differing 
numerical models. The hydrostatic model of Gi llibrand (1993) has been compared 
with a model developed for this study based around the non-hydrostatic model 
presented in Bourgault and Kelley (2004). The hydrostatic model fails to reproduce 
the phase of the internal tide, in error by approximately 180°. The non-hydrostatic 
model reproduces this internal tidal stream within the error bounds of the harmonic 
analysis at the surface and bed. The errors in the middle of the water column were 
larger, at 60m the disagreement was 33° ± 15. The gross lack of agreement of the 
hydrostatic model w ith the data was found to be due to its inability to simulate flow 
separation from the lee of the sill. 

Subsequently the non-hydrostatic model was used to investigate the flows during 
renewal events. The deep depression in the isopycnals, attributed by Allen and 
Simpson (2002) to a baroclinic adjustment to the density gradients at slack water, 
has been reproduced by this model, showing its generation is due to several flood 
streams advecting dense water over the sill. 

Further analysis of this model output is suggestive of three processes that can lead 
to the formation of an internal tidal response in a jet fjord. Firstly Bernoulli forcing 
involves a low pressure created in the lee of the si ll drawing deep waters seaward 
during a flood. The second process is the vertical advection of the density gradient 
up the slope at the northern end of the basin. This has been termed aspirational 
forcing. The third and most significant mechanism has been identified as time 
variant density, caused by density variations over the tidal cycle in the waters 
overflowing the Corran sill. 

It is proposed that these processes go someway to explaining the conundrum posed 
by Stigebrandt (1999b); how can a jet fjord create an internal tide? 
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Chapter 1 - Review of previous study & thesis aims 

1. 1 Introduction 

1.1.1 The origin of Lochs 

The word 'loch' is a Celtic expression for what is termed a 'fjord' in Scandinavia. 

Thi s in tum comes from the Norse word 'jjorthr' used to describe all types of 

marine inlet and sometimes associated with fresh water. The words ' loch' and 

'fjord' are both used here, reflecting the terminology used by the original authors. 

The marine inlets seen today are the products of glacial retreat and sea level 

changes that have occurred since I 0,000 years before present. 

A loch can be formed by the retreat of ice and inundation by the sea into the valley 

previously carved out by the g lacier. It has been suggested that lochs can be formed 

in val leys eroded by flowing water alone. However lochs are only fo und in high 

latitudes that have been previously subject to glaciation; the characteristic ' U' 

shaped valley created by g laciers matches with their cross sections. 

Lochs and fjords are found at high latitudes beyond 42° South and 56° North. 

Among the most widely studied areas having fjordic coastlines are those in 

Scandinavia, Canada and Scotland. Fjords have also been studied in the Southern 

Hemisphere, in Chile and New Zealand. 

1.1.2 Classification 

An ideal loch is deep, narrow, has freshwater input at the head and a shallow sill at 

the mouth. There are many variations but they are all types of estuary. A 

topographic defin ition outlined by Dyer (1996) is that they have a width to depth 

ratio of approximately 10: 1 and only a thin bottom sediment layer. Fresh water flow 

is considered small compared to the total volume of enclosed water, but it can be 

large compared with the tidal prism . This latter point is a consequence of most 
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research into lochs emanating from Norway, (hence the termjjord is more common 

in scientific literature) where tidal ranges are small. Tidal ranges in Scottish lochs 

can be large, for example 4.5m in Loch Torridon and Loch Carron located in the 

NW. There are also lochs with smaller tidal amplitudes of less than 1 m, found to 

the south of the Scottish West Coast, near the Sound of Jura (Syvitski et al., 1987). 

A commonly used classification of the stratification and circulation is the Hansen

Rattray (HR) diagram (Hansen and Rattray, 1966). It consists of a two dimensional 

representation of stratification on the y-axis, and circulation on the x-axis (figure 

1.1). The stratification parameter is the ratio of the vertical salinity difference over 

the entire water depth to the mean salinity; the circulation parameter is the ratio of 

the surface and net fluxes (U/U1).The longitudinal time-mean velocity at the 

surface (Us) can be measured directly. The net flux (U1) is defined as the river 

discharge per unit area of cross section of the estuary. This circulation parameter 

can also be derived from other measurements of the velocity profile so long as the 

vertical gradient of the streamfunction is known (see section 3.3 for a definition of 

the streamfunction). 

Based on this system fjords generally occupy type 3b of the diagram; high 

stratification, however they can change classification to type 3a due to changes of 

fresh water flow (Farmer and Freeland, 1983). This classification system 

differentiates fjords from the other types of estuary (table 1.1 ). 
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Figure 1.1 - The Hansen Rattray diagram 

Table 1.1 - Summa,y of the Hansen Rattray estuarine class(fication after Dyer (J 996) 

Type Name Description Salt Transfer Mechanism 

1 a/ 1 b Well Mixed Net flow seawards at all D iffusion 
depths. Stratification tn 

type b. 

2a / 2b Partially Flow reversed at depth. Advection and Diffusion 
Mixed 

3a Fjord (weak Advection 
stratification) 

3b Fjord Lower layer so deep that Advection 
(stratified) circulation does not 

extend to the seabed. 

4 Salt Wedge Greatest stratification. 
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The HR classification demonstrates the typical 2-layer flow associated with fjords 

and lochs. They can, however, exhibit other types of estuarine classification as 

seasonal changes alter fresh water run-off and mixing mechanisms. Syvitski et al. 

(1987) explain that temperate fjords may be 2-layer systems during the spring, 

summer and autumn due to large fresh water flow from precipitation and ice-melt. 

During the winter mixing may dominate creating a vertically well-mixed estuary. 

Si lls are shallow areas often found at the mouth of a loch, or at the junction of two 

lochs. The definition of a s ill used by Edwards and Sharples (1986) is a shal low 

region, ½ the depth of the basin it bounds. It can appear to be arbitrary in deep 

water where a ' sill ' may not have any of the dynamics normally associated with 

them, and the term should be applied cautiously. 

The sill of a basin serves to separate the deeper waters from the adjacent coastal 

water. Above this sill level the circulation can be thought to be estuarine; a brackish 

surface layer moving seaward over a more saline landward flowing layer. The 

landward :flowing layer is forced by entrainment of the saline water upwards into 

the outflow. The two layer circulation is described by the scheme of Hansen and 

Rattray. Fjords also have another circulation system in the deeper, isolated water 

below sill depth. When the inflowing water is denser than that at depth the deep 

water is lifted and can exit the basin in the seaward flowing surface layer. 

lf the two vertical circulation systems interfere with one another the basin can be 

described as overmixed by the classification of Stigebrandt (1981 ). Basins that 

exhibit an intermediate layer between the two systems were regarded as ' normal' 

fjords (N-type), as opposed to the overmixed (O-type) fjords. The mathematical 

division of the two relies upon the depth of the lower layer over the entrance sil l. 

Therefore it cannot distinguish lochs and fjords that have a fully mixed water 

column over the sill. 
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A fu rther classification was introduced by Stigebrandt and Aure (1989) to 

differentiate between fjords by reference to their tidal forc ing. It was found that 

fjords with weak tidal forc ing over the sill exhibited stronger internal tides than 

those with strong tidal forcing. The difference was attributed to the formation of 

jets in those fjords where tidal forcing was strongest. In these cases the inflowing 

stream separates from the bottom topography and forms a high speed jet in the 

upper part of the water column. The inflow in the cases with weaker forcing 

fo llows the topography; water is advected vertically causing an internal tide. The 

quantitative definition of these types involved the ratio of the inflowing tidal 

velocity to the speed of internal waves. This Froude number is discussed further i.n 

the fo llowing section. 

1.2 Tides 

1.2.1 Barotropic Tides 

The tidal ranges for ports in the areas where lochs are most studied are shown in 

table 1.2. This demonstrates the larger tidal ranges generally found in the Scottish 

Lochs compared against those in Scandanavia and North America. The tidal range 

in Oslo is remarkably small due to its position landward of several shallow sills. 

Data for the North American ports is not directly comparable as the tidal regime 

there is mixed diurnal / semidiurnal. Therefore the mean ranges have been given. 

While the tidal forcing in the Norwegian fjords is the smallest of those covered in 

table 1.2, the Norwegian Hydrographic Service also give the maximum and 

minimum water levels recorded at their ports. For Oslo the greatest observed high 

water is 2.6m above chart datum. This clearly demonstrates that non-tidal forcing 

can be at times far more significant than tidal forcing alone. 
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Table 1.2 - Tidal ranges (m) near jjordic studies 

Location MSR MR MNR Source 
Scandinavia 

Byfjorden 0.35 Luingman 
et al (2001) 

Oslo 0.36 0.2 NHS 
Bergen 1.3 0.5 ATT 
Trondheim 2.5 1.2 NHS 
Narvik 2.7 1.3 ATT 

North America 
Port Townsend 1.63 NOAA 
(Admiralty Inlet) 
Neah Bay (Strait of 1.68 NOAA 
Juan de Fuca) 
Seattle 2 .3 NOAA 

Scotland 
Oban 3.3 1.1 ATT 
Ullapool 4.5 1.8 ATT 

MSR - Mean Spring Range, MR - Mean Range, MNR - Mean Neap Range. 
NHS - Norwegian Hydrographic Service, A TT - Admiralty Tide Tables, 
NOAA - National Oceanic and Atmospheric Administration (USA). 

lf the phases of the surface elevation and horizontal velocities at a point are in direct 

quadrature then the surface tidal wave is reflected and there is no removal of energy 

from the barotropic tide. Any deviation from this 90° re lationship suggests a 

progressive component to the flow and that energy is being lost from the barotropic 

tide. Two independent methods of estimating the loss of energy from the barotropic 

tidal wave at a sil l have been used by ]nail et al (2004) in loch Etive. The first 

method uses the phase difference of the barotropic tide ( ¢1) either side of the sill 

(equation 1.1) to estimate the energy loss from the surface tidal wave. The second 

method relates the phase shift from quadrature ( ¢2 ) to the energy flux from the 

barotropic tide (equation 1.2). 

E1 = _!_ pgA;eva~ sin(2¢i) 
4 

l 
E2 = 2pgA.,a0U0 cos(¢2 ) 

[1.1] 

[1 .2] 



A; is the surface area landward 

As the cross sectional area of the sill 

ao the amplitude of the vertical tide 

Uo the amplitude of the barotropic current 
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The fate of this energy taken from the barotropic tide is discussed in section 1.5. ln 

general the larger proportion of energy extracted from the barotropic tide, the more 

progressive the tidal wave will be. Manifested as the lag of the time of high water at 

the head of a loch, the progressive wave w ill contribute to asymmetry in the tide. 

1.2.2 Baroclinic Tides 

While studying the influence of the wind upon the thickness of the brackish surface 

layer found in Alberini Inlet (British Columbia), Farmer and Osborne (1976) found 

a semi-diurnal change in thi ckness. The semi-diurnal changes in the layer 

thicknesses were only apparent at the station nearest the head of the loch and it was 

suggested that it was forcing of the stratifi cation over a slope that led to the 

formation of the internal response. 

The 2-layer c irculation regime, a brackish seaward flowing upper layer over a 

saline lower layer, is not confined to sealochs. All types of estuary (except fully 

mixed) show two (or more) layers of differing density often flowing in different 

ways. In the case of a sealoch fresh water fl ows into a stagnant basin of seawater, 

the acceleration due to surface s lope is balanced by entrainment of stagnant water 

into the upper layer. Entrainment draws water in at depth (+ve estuarine c irculation). 

Such circulation is shown in figure 1.2. The difference between th is and the ideal 

estuarine c irculation system is that the lower layer is far deeper than the salt wedge 

found in c lassic estuaries. 
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Figure 1.2 - Ideal 2-layer fjord circulation (Syvitski et al. 1987) 

It was 3 years after the publication of a theoretical description of internal tidal 

forcing in fjords (Stigebrandt 1976) that observations were presented to confirm the 

presence of a progressive M2 internal response in the Oslofjord (Stigebrandt 1979). 

These observations were based around current meters located at the Drobak sill and 

some 10km landward. The internal t ide was inferred from the fact that the 

amplitude of the M2 signal was greater at the location farther from the sill . This 

would not be true for a barotropic flow in which the flow would be reduced at the 

location with the greater cross sectional area; thus the M2 response must be 

baroclinic in nature. The phase lag of the observed M2 signals was shown to be 

consistent with a progressive baroclinic tidal wave. A barotropic signal with a large 

phase lag cannot exist over such a small horizontal separation. 

More recent observations of the M2 internal tide have been presented in Ellis 

(2001) for the Gareloch. This is a small Scottish sealoch 8km in length, 

approximately 35m deep with a 15m deep sill connecting it to the C lyde Sea. At a 

location approximately half way up the loch the upper layer thickness was observed 

from ADCP data to be at approximately 1 Om. The current meter records from 3 and 

15m depth are presented in figure 1.3 and ADCP data for a shorter time period 

shown in figure 1.4. 



Review of previous study & thesis aims 9 

Sierra Buoy Aanderaa Velocity Data 
201 --.-----.-----.--------,--- - -,----,----;::::;:======;7 

I= ~~ I 
10 

- 10 

Along-L.och 

-20~- -_,_ _ __ .,__ __ ___._ _ _ _ .,__ __ ___,_ ___ .,___ _ _ -----1. __ __J 

0 

3.63 

8.63 

13.63 

E 
.i::. 

~ 
QI 
O 18.63 

23.63 

28.63 

10 20 30 40 
lime (Hours) 

50 60 70 

Figure 1.3 - Current meter data.ft-om the Gareloch (Ellis 2001) 
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Figure 1.4 - ADCP data .from the Gareloch (Ellis 2001) 
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A more quantitative investigation of the M2 internal tide was taken by Allen and 

Simpson (1998b) on the data set used in the current study. Comparison was made 

between harmonic analysis of the along loch components of velocity and the 

theoretical internal waves from fitting normal modes. 

The 7 months of data were split into 6 periods of s imilar stratification before 

analysis was undertaken. There were significant differences in the behaviour of the 

internal tide between these periods. The best agreement between the mooring data 

and the normal mode derived from theory was found in the centre of the loch. 

These results are shown in figure 1.5. 
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Fig ure 1. 5 - Amplitudes (A) and phases (B) of the M2 velocity, circles observations, line 
normal mode theory (Allen and Simpson 1998b) 
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As can be seen in figure I .5 the depth at which there is minimum amplitude the 

phase changes abruptly in both the observations and the theoretical wave. This is 

the classic mode 1 response. 

1.3 Renewal 

Should the water flowing into a basin over a sill become denser than the ambient 

waters in the basin the inflow will initia lly sink. The importance of this process in 

sealochs cannot be overstated as it controls the major exchange of deeper waters. 

Broadly there are 3 factors controlling the density of water at a sill, wind, 

freshwater runoff and tidal range. 

Onshore winds and storms can pile water up against the coast, increasing the 

sealevel at the entrance to a loch and encouraging landward flow at the surface. 

When the sealoch is connected via an intermediate stretch of water to the open 

ocean then the simple picture is complicated. Evidence is presented (Cannon et al. 

1990) that salinity variations outside Puget Sound are statistically related to 

changes in the mean sea level lagged 6½ days. These changes in mean surface level 

are shown to be the result of winter storm activity, thus this gives seasonality to the 

process of renewal. The same paper attributes a period without such intrusions to a 

lack of horizontal density gradients fo llowing storms and increased mixing. 

While modelling the same data set Lavelle et al. (1991) showed that during these 

winter renewal events there was a corresponding net outflow at the surface of Puget 

Sound. 

The assessment of flushing in Loch Ai lort (Gillibrand et al. 1996) compares the 

flushing characteristics of Lochs Etive and Sunnart. Loch Etive has a flushing 

frequency of 16 months and Loch Sunnart 3 weeks. The difference is caused by the 

variability of fresh water inflows. Fresh water flows into Loch Etive via the 

freshwater Loch Awe and so the supply of fresh water is buffered against periods of 
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low flow. This is not the case in Loch Sunnart where fresh water flows are more 

variable. It was proposed that periods of low freshwater input are required for 

renewal to take place. 

Using statistical arguments Allen and Simpson (1998a) show that of the three 

factors (fresh water input, tidal range and along-loch windspeed) the fresh water 

input via the River Lochy accounted for 71 % of the variance of the horizontal 

density gradient in Loch Linnhe. It was stated that the river flow must be below 

180m
3
s-

1 
for a renewal event to take place. It was also noted that during the spring 

months inflows occurred on a fortnight ly basis, although none of these inflows 

were sufficient to completely renew the deep basin waters. This suggests a 

re lationship with tidal range, in that larger tides advect more dense water from 

further seaward and from a greater depth by aspiration. This process involves 

strong flows over sills drawing water up from depth; water from twice the sill depth 

has been observed crossing the sill in Loch Etive (Inall et al. 2004). 

The strait separating Vancouver Island from the mainland of British Columbia, the 

Juan de Puca Strait, has been studied extensively. This body of water is the seaward 

end of many of the well studied North American fjords. A summary of previous 

studies (Masson and Cummins 2000) indicates that a fortnightly modulation of 

surface salinity exists. During springs there was an increase in surface salinity, 

attributed to an increase in mix ing over the many si lls . 

The re lationship between the spring neap cycle and dense water inflows was shown 

to be reversed in Puget Sound . The flow over the si ll was stratified; therefore at 

spring tides more vertical mixing took place between the brackish surface layer and 

the bottom water reducing its salinity. Dense water intrusions were therefore 

associated with neap tides when mixing was less intense (Cannon et al. 1990). 

The near-sill process of renewal has been measured in the Gareloch by Ellis (2001). 

ADCP data were collected showing a negatively buoyant jet flowing down the lee 
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side of the 15m deep sil.l to a depth of approximately 25m. A gravity driven 

component to the flow was estimated to enhance the flood speed of the jet by 50% 

above the barotropic estimate. 

To say that deep water renewal is simply the exchange of the dense deep water for 

juvenile dense water that has crossed the sill is to simplify matters. Luingman et al 

(2001) use the concentrations of oxygen in the deep water prior and following 

renewal, to estimate that the deep basin water after renewal was made up of equal 

measures of juvenile and existing basin waters. The density of the inflowing water 

was greater than that at depth during the entire period of the inflow, suggesting that 

'total renewal ' had taken place. The main mechanism for this mixing was shown to 

be entrainment of old 'basin' water into the plume of juvenile water as it flows 

down the slope from the sill to the depths of the basin. It was estimated that the 

volume of the plume grew by a factor of between 2 or 3 due to entrainment. 

Edwards and Edelsten (1977) used data from Loch Etive to quantify entrainment in 

an analytical model. This study also relied on dissolved oxygen concentrations as a 

tracer to indicate the mix ing of juvenile water with stagnated basin water. Mixing 

was related to empirical constants derived from the observations which successfully 

hindcasted other renewal events. 

1.4 Mixing by internal waves 

1.4.1 Theoretical Description 

Where the internal Froude number changes from less than unity (sub-critical flow) 

to greater than unity (super-critical flow) a hydraulic jump is said to occur; 

conversely a change from super-critical to sub-critical flow causes a hydraulic drop. 

Both situations are characterised by a change in layer thickness and a breaking 

internal wave. The internal Froude number is the ratio of the flow speed (u) to the 

speed of interfacial waves in the undisturbed system (upstream of any obstacle). 

This Froude number (F) can be given for each layer in a 2-layer system for the 
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upper layer (Baines 1984, Anni 1986) where the lower layer is considered to be 

static and infinitely deep. 

u 
Fr= 1 

( 
~p )½ g- hi 
p 

[1.3] 

u I is the flow speed of the upper layer 

h I is the thickness of that layer 

The density difference (~p) and the density of the lower layer (p) multiplied by 

the acceleration due to gravity give the ' reduced' gravity (g'). This does however 

use a simplification to the expression for the speed of a wave in a two-layer system. 

There are two simplified expressions for the speed of a wave on an interface, both 

are shown in table 1.3 (Pond and Pickard 1998). 

Table 1.3 - Expressions for wave speeds in a two-layer system 

Expression for wave speed Applicable 

c-(g' h,h, t Both layers are considered to be shallow with 
[A] respect to the wavelength (A-) of the interfacial 

hl + h2 wave ( ;i, > 20h1 and ;i, > 20h2 ) 

C = (g'h1)½ [BJ Upper layer is shallow and the lower layer is 
infinitely deep 

Expression A for the speed of internal waves has been used by Armi (1986) in 

relation to flume tank experiments and by Stigebrandt (1976) where the interfacial 

wave under consideration was the M2 internal tide, with a wavelength far greater 

than 20 times the layer depths. 
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Expression B was originally put forward by Ekman and used to describe 

observations in the deep ocean from the research vessel the Fram. Its use in coastal 

oceanography, although ubiquitous, should be qualified by its overestimate of wave 

speed when the lower layer is not infinite. When applied to Froude number 

calculations this underestimates the Froude number and so the threshold of critical 

flow would occur at Fr< 1. 

Comparing the flow speed to the speed of long internal waves may not fully 

describe the flow conditions. (Farmer and Smith, 1980) introduced the concept of 

comparing speeds against the wave speeds for different modes of internal waves. 

They showed through observations that differing flow characteristics were observed 

when the flow changes from critical to supercritical with respect to the mode 2 

internal wave speed, as well as the faster mode 1 wave. 

The composite Froude number (Farmer and Armi, 1986) describes the situation for 

an interface between two fluids moving with differing speeds. The Froude number 

is calculated in each layer separately, and then combined according to; 

[1.4] 

lf the lower layer is considered to be stationary, F/ becomes zero and the 

composite Froude number reduces to the expression given previously 

corresponding to an infinitely deep ocean (equation 1.3). Less intuitively, if the 

velocities in the two layers are equal (u = u1 = u2) , it can be shown that the 

composite Froude number reduces to the ratio of the flow speed to the expression 

for interfacial wave speed where both layers are considered shallow (equation A in 

table 1.3), as shown below. 

[1.5] 
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The undular internal bore was found in laboratory experiments in a two layer 

system upstream of an obstacle. It also marks a change in layer depth and a 

transition from sub to super critical flows (Lane-Serff, 2002). 

Where the stratification is found to be a continuous change of density with depth 

rather than the simple 2-layer case internal waves can propagate at an angle to the 

horizontal. The changing stratification can be described by the buoyancy frequency 

(N) which is a measure of the natural frequency of oscillation of such a stratified 

system (equation 1.6). lt is also referred to as the Brunt- Vaisala frequency and can 

be approximated by ignoring the term containing the speed of sound (C) through 

the system (Pond and Pickard, 1998). 

N2 = g[- _!_ ap _ _K_] ~ g[- _!_ ap] 
p az C 2 p oz 

[1.6] 

The slope of the phase velocity vector of such an internal wave is given by equation 

1.7 assuming a fixed frequency (cv) and a fi xed buoyancy frequency (N) and 

ignoring the effects of the Coriolis force. Internal waves are called transverse waves, 

in that the group velocity is perpendicular to the phase velocity, therefore the 

direction of propagation is perpendicular to the slope defined in equation 1.7. 

Therefore for a small frequency (tidal frequency) the group velocity will be nearly 

horizontal. However higher frequency waves, can propagate at appreciable slopes 

to the horizontal (a), especially in situations of weak stratification (large values of 

N). 

= +[ '{[12 ]½ a - 2 2 
N - tIT 

[1.7] 

Where internal waves can propagate at an angle to the horizontal a comparison of 

their slope (a) with that of the bottom topography (oH!ax) can be used to 

distinguish two types of wave that show distinct characteristics. 
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The review of Ylasenko et al. (2005) describes the case where a > oH/ox as having 

a subcritical topographic slope w ith respect to the s lope of the internal wave rays. 

The situation where a < oH/ox is described as having a slope supercritical to the 

internal wave rays. This creates a wave beam where the internal waves propagate 

vertically, reflecting from the surface and seabed. An overview of the mechanisms 

for t he creation of internal waves under a variety of conditions is presented in fi gure 

1.6, reproduced from Vlasenko et al. (2005). The lat itude (qi) is included as these 

generation regimes are also applicable to shelf edge scales where the Coriolis 

parameter can become signifi cant. The region where the frequency of the internal 

waves is less than the Coriolis parameter (j = 2Q.sin(qi), where Q is the frequency 

of the Earth 's rotation) is above the critical latitude. This modification of internal 

waves by the Coriolis force is unlikely in fj ords and lochs due to the narrow 

channels and high latitudes. The generation regime pertinent to Upper Loch Linnhe 

is that in the bottom right of figure 1.6. 

~ Fr« 1 Fr~1 Fr>1 

y 

e 

Flat bottom Linear theory Nonlinear theory Nonlinear theory 

~ .. /~ /~ .. 
' . ' .. ',: = = .. 

<=:, V c:::,. --:ii.__ ~ ------ --:ii.__ 
1/1 

q> < <J> c : firsi-mode harmonic q> < cpc: first-mode baroclinic tides, weak baroc/inic bores, [<,'-/'] di-I 
N' - a' »-;;; baroclinic tides evolution into bore, weak unsteady lee waves 

nonlinear wave packets, 
everywhere <p ><pc: no solution solitary internal waves 

<p > IP0 : weak unsteady lee waves for any latitude 

Steep bottom Linear theory Nonlinear theory 'Nonlinear theory 

Ck_ y_ ~ ~ ~ ~ . 
I 

[a:-<j "' _ tlH cp < cp c: baroclinic tidal beam; 
cp < fPc :multimodal baroclinic tides, 

strong unsteady lee waves, evolulion to 1st and 2nd N·-a · dx muttimodal solution mode wave trains and SJW. solibores, water mixing, 
mixed unsteady tee waves solitary internal waves 

in some region 
cp > IPc : q> > C?c: multiple harmonics, no solution cnoidal and lee waves for any latitude 

Figure 1. 6 - Scheme of generation mechanisms of tidally induced internal waves for 
different oceanic conditions (Vlasenko et al., 2005) 
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1.4.2 Internal wave observations 

Observations of these phenomena in oceanography have benefited greatly from the 

increasing spatial resolution offered by modem instruments. Acoustics allow the 

water column to be sampled from a moving vessel, giving both spatial and temporal 

coverage. Initially echo sounder images illustrated the presence of lee waves using 

the amplitude of backscatter. 

More recently ADCP' s have been used, both frame mounted on the seabed (Inall et 

al, 2004) and vessel mounted (Farmer and Anni, 1999), to give high resolution 

velocity data. The high spatial resolution enables features such as leewaves and jets 

to be eluded. 

Perhaps the observations to have generated the most study are those taken in Knight 

Inlet by Farmer and Armi (1999). The flows over this sill have previously been 

studied (Farmer and Smith, 1980), however never with the high resolution that was 

afforded by the use of simultaneous vessel mounted ADCP, sonar images and 

undulating CTD. The ADCP and CTD data gave velocity components and density 

profiles respectively. The sonar image gave an indication of the density interfaces. 

Scatterers were thought to concentrate at these locations, and the plots of 

backscatter show lee waves on the density interface (figure 1. 7). 

The use of vessel mounted ADCP to measure flows over si lls has also revealed the 

spatial extent of the jet generated downstream of the sill in loch Etive (Figure 1.8). 

This data set also shows lee waves, along with fl ow separation and a reverse flow at 

depth. 
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Figure I. 7 - Flow over a sill in Knight Inlet (Farmer and Armi, 1999) 
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The ability to make measurements over large areas enabled A llen (1995) to show 

the presence of a basin scale internal tide in the study area. Each section along the 

axis of Upper Loch Linnhe took approximately 1 hour; therefore a time series of 

current observations, covering most of the water column and the entire length of the 

basin, was constructed at hourly intervals. The analysis by A llen and Simpson 

(1998b) of these observations compares the ADCP data to current meter data 

collected at the same time, thus giving two independent observations of an internal 

tide. 

1.4.3 Mixing by the internal tide 

The most significant contribution to the theoretical understanding of internal tides 

comes from work by Stigebrandt (1976) applied to the Oslofjord in Sweden. 

Conceptually the model was of a 2-layer system with the pycnocline at sill depth. 

The current over the s ill produces an internal wave on e ither side 180° out of phase. 

The period of the waves is assumed to be equal to the tidal forcing frequency. The 

speed of propagation uses case A from table 1.1 under the assumption that the 

wavelength of the tide is far greater than the depth of either layer. The flow over the 

sill is assumed to be subcritical, i.e. the Froude number is less than 1 and no 

hydraulic jump or jet is produced. Later work by Stigebrandt and Aure (1989) 

suggests that the demarcation between jet and wave fjords should be approximately 

F;=½. 

The internal tide thus generated is assumed to decay to turbulence at the edges of 

the basin via internal wave steepening and breaking. In this way the energy 

supplied by the cross-sill barotropic tide is transferred to internal tide and 

subsequently to mixing. This simple energy pathway was used to estimate the flux 

Richardson number in the Oslofjord, which is comparable with other estimates. 
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Building upon his earlier theory of barotropic to baroclinic energy transfer, 

Stigebrandt (1999b) summarises other work since publi shed to relate the removal of 

energy from the barotropic tide to a phase shift of the barotropic tide over the si ll. 

Here frictional losses due to the interaction of a boundary layer with the seabed are 

included. It is stated that these only become important when the length of the sill 

becomes significant. 

The concept of barotropic form drag is also described in Stigebrandt (1999b ). The 

flow is considered to accelerate into the sill constriction and therefore there is a 

reduction of pressure and hence sea level. The down sill flow separates from the 

seabed and therefore the deceleration is less rapid so the pressure drop is not 

entirely reversed. This results in a net loss of energy. This process is thought to be 

dominant in supercritical Uet type) fjords. It is suggested that baroclin ic wave drag, 

the process by which an M2 internal tide was seen to be generated in the Oslofjord, 

is the dominant energy pathway in subcritical (wave type) fjords. 

1.5 Energy pathways 

Using the above theory of energy pathways, !nail et al. (2004) simplify matters for 

Loch Etive to give the ratio of the energy lost by bottom friction (E1), barotropic 

form drag (Ea) and baroclinic wave drag (Ew) to be given by equation 1.6: 

E · E · E - C L · ½ · dhCg 
[ ' a•"'- D . 2'( ) d+h U 

[1 .8] 

The first two energy pathways in equation 1.8 are fixed by the topography. It is 

only baroclinic wave drag that is a function of the stratification and the tidal forcing. 

It was shown by lnall et al. (2004) that over the spring / neap cycle dominant 

pathways of energy changed from being almost exclusively barotropic form drag at 

springs, to a combination of barotropic form drag and baroclinic wave drag at neaps. 

Thus the classification of jet and wave basins cannot be considered fixed in time or 

a straight forward distinction. 
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Work by Tinis and Pond (200 1) in Sechelt Inlet, a Canadian jet-type fjord, showed 

that most of the incident tidal energy was removed by friction at the sill. The 

second largest energy loss (5%) suffered by the barotropic tide was due to the 

formation of the jet in the lee of the si ll. Approximately ½% was lost to the 

progressive internal t ide via the mechanism described by Stigebrandt (1976). 

Recently similar techniques have been used (Stacey, 2005; Stacey and Valle

Levinson, 2006) to compare the pathways of energy losses in a review of North 

American Fjords, and in the Paso Galvarino in Ch ile. The comparison enabled a 

distinction to be made between deep silled fjords such as Knight Inlet, and shallow 

silled fjords (Sechelt Inlet and e l Paso Galvarino) based on the processes extracting 

energy from the tidal forcing. The internal tide was the largest sink of energy in 

Knight Inlet; the shal lower si lled fjords extracted most energy via friction at the sill. 

Work by !nail et al (2005) has sought to investigate the energy dissipated by 

turbulence in a jet produced in the lee of a shallow sill. Their revised energy budget 

for the Loch Etive sill showed that the internal hydraulic jump accounted for only 

I 0% of the energy extracted from the barotropic tide. The greatest sources were 

found to be internal wave radiation and horizontal eddy formation. 

These energy pathways to mixing from barotropic tides play an important role in 

the g lobal balance of mixing surface and deep waters. Similar processes are played 

out at the shelf edges and over seamounts in the deep ocean. Thus the study of these 

isolated basins at high latitudes has global implications. 
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1.6 Consequences of the oceanography of sealochs 

Given the sheltered nature of sealochs, they make ideal areas to study vertical 

mixing processes relevant to general oceanography. During periods where wind 

stirring can be ignored, and when no cross sill density exchanges take place, the 

tidal stirring and its resultant mix ing of the stratification can be quantitatively 

studied. Such work was the ultimate goal of the initial work of Stigebrandt (1976). 

The assumptions involved are that all of the energy passed to the internal tide via 

baroclinic wave drag is converted to turbulent mixing in the lower layer. lt was 

proposed that this mixing occurs at the edges of the fjord where internal waves 

break against the boundary. Therefore horizontally integrated stratification needs to 

be used to assess how much mixing has taken place in the entire system. Once the 

vertical exchange co-efficient (K) has been estimated from observations over time, 

an estimate of the Flux Richardson number (R1) can be obtained from equation 1.9. 

[1.9] 

The exchange co-efficient (K) and the buoyancy frequency (N) are integrated over 

the volume of the basin (V) and the internal wave energy (&i) is summed over all the 

frequencies of interest (cv ). 

Applying the above theory to the Oslofjord an estimate of the Flux Richardson 

number was found to be 0.05 . An extensive investigation by Stigebrandt and Aure 

(1989) yielded estimates from 35 fjords on the Norwegian coast, encompassing 

both jet and wave type basins. While there are differences between the total energy 

put into each type of system, the values for Flux Richardson number for each were 

shown to be in good agreement, and with the estimate for the Oslofjord previously 

published. 
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Long periods between renewal events can lead to a loss of oxygen from deeper 

waters due to the biological demand exceeding the mixing down of oxygen rich 

surface waters. In the absence of oxygen H2S can be fonned which is detrimental to 

the health of virtually all marine organisms. 

The tidal flows in Scottish sealochs and exchanges with the open sea are of concern 

for the study of pollutant pathways, most notably in the fonn of fish farm waste. 

Along with decomposition of excess food and excretion products from the fish 

themselves, the most serious pollutant from the fish farming industry is Diclorvos 

(DDVP). Parasitic crustaceans often infect farmed salmon and this 

organophosphate is used to irradiate them. Concerns about using such a chemical in 

large quantities in the environment have lead to studies of its pathways and effects. 

Mixing studies in Scottish sealochs have been undertaken (Gillibrand and Turrell, 

1997) to assess if safe limits are likely to be exceeded. 

Excess nutrients in sealochs give rise to plankton blooms (Watts et al. 1998) that 

can interfere with the shellfish cultivation and fish farms. Silicates are added to the 

Loch Linnhe system via fresh water runoff at the northern end of the basin. 

Phosphates and N itrates were found to be in the greatest concentrations in the 

inflowing seawater. Therefore the mixing of these nutrients by physical processes 

will influence the nature and timing of phytoplankton blooms. With the addition of 

nutrients by commercial fish farming there is a mechanism for conflicting interests 

between the fish farms and the existing shell fish industry. It is therefore vital to be 

able to accurately predict the impacts of new and existing fish farms on nutrient 

levels inside the lochs. 

The study of our sealochs has great significance to industry, and to pure science. In 

addition, the ecological importance of our sealochs cannot be overstated. The 

Knoydart peninsular, between Lochs Hourn and Nevis, is the largest area of 

wilderness left in the British Isles, and among the largest left in Western Europe. 



Review of previous study & thesis aims 25 

1. 7 The study area 

1. 7.1 Location 

Firth of Lorne is a large wide opening on the West Coast of Scotland formed by the 

Great Glen Fault which runs from the South West to the North East of Scotland, 

bisecting the Scottish mainland forming the Caledonian Canal. It is approximately 

25km long, the North Eastern end joins Loch Linnhe where it is 5km wide; at the 

southern end where it joins the North Atlantic it is approximately 10km wide. The 

North Western shore is formed by the Isle of Mull, the opposite shore is mainland 

Scotland. The land surrounding the Firth of Lorne, and the rest of the study area is 

the Scottish County of Argyle and Bute. The locations are shown in figures 1.9 and 

1.10. 

Taken together by Edwards and Sharples (1986) Upper Loch Linnhe and Loch Ei l 

contain 5 sills. The two important sills for this study are those at Corran Narrows 

and A nnat Narrows. These two shallow sills (18m and Sm deep at LW respectively) 

form the ends of the Upper Loch Linnhe basin which has a maximum depth of 

155m. The surface area of the two lochs together is nearly 36 km2 at HW. Joining 

the system at the landward end of Upper Loch Linnhe is the river Leehy, the major 

local source of fresh water. Bio-chemical studies in this basin have been reported in 

Overnell and Young (1995), Overnell et al (1995) and Watts et al (1998). 

Dynamical investigations, resulting from the second data set used in this study, are 

reported in Allen (1995), Allen and Simpson (1998a), A llen and Simpson (1998b) 

and Allen and Simpson (2002). 

Other lochs mentioned in this study are Lochs Etive and Creran. The former joins 

the Firth of Lorne at Dunstaffnage and the later is joined to Loch Linnhe, further 

north. Loch Etive is close to 30km in length and has 6 sills (Edwards and Sharples 

1986). The only sill relevant to this study is the most landward, enclosing the upper 

basin from the lower reaches of the loch. It has a depth of 13m and a width at LW 

of 200m. Due to the isolation of this upper basin from the coastal waters it 
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undergoes renewal of the deep water on average every 16 months (Gill i brand et al. 

1996). This has made it the subject of many recent studies, both into the chemistry 

(Overnell 2002) and the dynamics of the system (lnall et al. , 2004, lnall et al., 2005 

& Stashchuk et al. In Press). 

Loch Creran is the smallest of the Lochs mentioned here, being 12.8 km long and 

containing 2 basins. These are separated by an extremely shallow sill of 3m depth. 

It is the flood stream over this sill , and the tidal intrusion front generated in the 

upper basin that has fonned the only dynamical study in this loch (Booth 1987). 

Loch Leven joins Loch Linnhe' s Eastern Shore just south of Corran narrows. Its 

length, 13.4km, is slightly longer than Loch Creran. It has 5 sills; the most seaward 

consists of 2 sills of 6m depth separating a small basin 36m deep. The total length 

of this sill system is 2.5 km. Towards the landward end of the loch a 4m deep sill 

separates the upper, 47m deep 4km long basin from the rest of the loch. Recent 

investigations into the mussel culture in this loch have found them to be 

contaminated with polycyclic aromatic hydrocarbons thought to emanate from an 

aluminum smelter (McIntosh el al. 2004). 

60 ,------,----,-----.----,----,----r---rr, 

Figure 1. 8 - Scotland showing the extent of figure 1 .9. 
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Figure 1. 10 - The Firth of Lorne and the sea lochs 

1. 7 .2 Ecological importance 

The region around the Firth of Lorne is a European Special Area of Conservation 

and a designated site of National Scenic Beauty. The Northern shore of Loch Etive 

is a Specia l Area of Conservation due to the deciduous woodlands found there. 

There are in total 116 Sites of Special Scient ific Interest (SSSI) in Argyll and Bute, 

(approximately 8% of the total in Scotland) covering a total area of 62,000 ha 

(roughly 6 % of the total area of a ll SSSI's in Scotland)1. 

1 Scottish Natural Heritage - Facts and Figures 2004 - 2005 
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1. 7.3 Economic factors 

The farmed salmon industry has grown significantly on the West Coast of Scotland. 

Estimated by the Scottish Executive to be worth £260 million in 1998, makes it 

worth more than Highland beef and lamb sales put together. Over the decade 1988 

to 1998 the quantity of Scottish farmed salmon rose 10 fo ld2
. Recently the WWF 

Scotland have put forward a possible link between high levels of nutrients in the 

water, thought to be associated with the fi sh farming industry, and toxic 

phytoplankton blooms that adversely affect oyster fisheries 3 . The aquaculture 

industry in Scotland, in total, accounts for 90% of the total in the United Kingdom 4, 
which means its importance in the locality cannot be overstated. 

1.7.4 Tourism 

The ecotourism industry is active on the West Coast of Scotland. Cetacean and 

sha rk observing has become popular and is reportedly worth £1.7 million annually5. 

N umerous other forms of marine tourism such as recreationa l pleasure boating and 

diving take place in the study area. Although not in this locality, in the Highlands 

and Is lands region of Scotland the marine wildlife tourism industry accounted for 

£57 million in 2004, involving more than 2,670 jobs4
. 

2 Friends of the Earth Scotland - Salmon farming - The One That Got Away 
3 World Wildlife Fund - Scotland' s Secret? Aquaculture, nutrient po llution eutrophication and 

toxic blooms 
4 The Scottish Executive - Developing a Strategic Framework for Scotland' s Marine Env ironment 

(2004 - 2006) 
5 H ebridean Whale and Dolphin Trust annual report 2005 
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1.8 Aims and Objectives 

The Shel lfish Waters Directive covers 104 sites in Scotland and lays down in law 

the levels of pollutants and measures to control them at each location6
. This is due 

to end in 2013 when full implementation of the EU Water Framework Directive 

replaces the current regulat ions. Currently the major designated sites in the study 

area include most of Loch Etive, Loch Creran (from Port App in to the narrows) and 

Loch Leven. There are currently 6 smaller sites in Loch Linnhe north of Oban7
. 

When the legislative control of these areas changes there are plans by the Scottish 

Executive to increase the number of such sites8
. 

Initiated in March 2003, the Strategic Framework for Scottish Aquaculture set out 

to enable a sustainable industry to be achieved. The goal was to ident ify research 

priorities to assist the industry. Their document titled ' Recommendations on 

Research Priorities Consultat ion - May 2004' has as its first statement 'Improving 

the specific modelling tools used to assess the cumulative impact of nutrient inputs 

to a de.fined area of sea.' 

The simulati on of the short-term pathways of pollutants is of considerable interest 

in the management of port and naval operations around the West Coast of Scotland. 

In the review article of the state-of-the-art in oil spill models, Reed el al. (1999) 

suggest that future work would involve the simulation of processes at scales of 10 -

1 OOOm. The same rev iew begins with the assertion that oil, having a density similar 

in magnitude to that of seawater, requires 3 dimensional models to predict its 

movement. Tkalich (2006) shows that the treatment of the advection is critical to 

the success of any spi ll code; both in terms of the advection of the slick itself, or 

advection in the water column. With the extensive use of the West Coast sealochs 

6 European Community Shell fish Waters Directive (79/923/EEC) 
7 Scottish Environmental Protection Agency - Designated Shellfish Waters in Scotland 
8 

Scottish Executive Environment Group - Developing a Strategic Framework for Scotland's 
Marine Environment - 2004 -06 
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by the Royal Navy both for berthing and testing vessels, there is a considerable 

need to accurately simulate the water movements over timescales of hours in order 

to manage a response to any spill. 

In a broader context, the simulation of ever more complex geophysical fluid 

dynamics is becoming possible with advances in computer technology. The 

simulation of turbulent atmospheric flow in the lee of mountains (Smith, 1985) has 

challenged numerical methods in a similar fashion to the observations of jets and 

lee waves in the lee of sil ls in Knight Inlet (Farmer and Armi, 1999). Numerical 

techniques must therefore advance, both to take advantage of the increased 

computational power available, and to accurately simulate observations of new 

phenomena. 

It is with these goals in mind that the non-hydrostatic model has been developed. 

The intention is to outline a sea loch model capable of answering the needs of 

environmental planners and managers. 

Firstly it will be validated against laboratory experiments and against existing data 

from Scottish lochs. There will then be a comparison against the slice model 

previously applied to Scottish lochs by Gillibrand (1993) to investigate the 

consequences of the different treatment of the pressure fields. 

The validation of the non-hydrostatic model with the data of Allen (1995) will 

enable some of the complex oceanographic processes to be described, processes 

fundamental to the mixing and circulation of these waters. The simulation of the 

internal tide in the Upper Loch Linnhe basin will identify the processes important 

in its creation. This has been the subject of discussion since these data were first 

published a decade ago. 
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Chapter 2 -Loch Linnhe Data Analysis 

Two data sets have been made available for this study. They both used similar 

deployments of current meter moorings and have been examined together with 

rainfall and riverflow data. The seasonal variations of density structure are shown to 

influence the nature of the internal currents. In particular two responses of the basin 

are shown; firstly a mode 1 internal tide and secondly a more complex flow regime 

associated with a renewal event. 

2. 1 Cruises and Data Overview 

2.1.1 FRS data set 

Research undertaken by the Fisheries Research Services (Aberdeen) into the 

physical processes in several sea lochs yields the first data set used in this study. 

These data were then made available by the British Oceanographic Data Centre. A 

wide area was covered with current meter moorings in Upper Loch Linnhe as well 

as the basin seaward, Loch Linnhe. The three stations shown in figure 2. 1 are the 

most northerly of a larger data set extending seaward to the Firth of Lome and also 

into Loch Etive. The mooring deployments lasted from 23rd February 1991 to 12th 

February 1992. During deployment the mooring design varied and including the 

inevitable effects of instrument failure yields a patchy data set yet exceptionally 

long and with high temporal resolution. This data set bas been used in a description 

of the bio-chemical processes in the loch by Watts et al (1998). 

Stations 1 and 3 consisted of current meters also recording temperature and 

conductivity. The depths of the instruments are shown in table 2. 1, however data 

does not exist at every depth for the entire deployment period. Station 2 consisted of 

a temperature and conductivity sensor mounted on the seabed. All data were 

averaged over a period of 10 minutes, except that recorded after 14th December 

1991 which was every 30 minutes. 
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Table 2.1 - Temporal data coverage of the FRS data set 

Station 1 Station 3 
Sm 05/10/91 to 10/ l 0/91 l l /08/91 to 15/08/91 

09/11/91 to 14/11/91 
13 to 15m 12/03/91 to 09/ 11/91 23/02/91 to l l /02/92 

14/ 12/91 to 12/02/92 
40 to 42m 24/02/91 to 02/05/91 23/02/91 to 14/07 /9 l 

18/05/91 to 15/06/91 11/08/91 to 11/02/92 
13/07 /9 l to 12/02/92 

80 to 84m 22/03/91 to 06/04/91 23/02/91 to 11/02/92 
20/04/91 to 30/04/91 

100m 18/05/91 to 15/06/91 No deployment 
13/07/91 to 05/ 10/91 
09/ 11/91 to 12/02/92 

140m 15/06/91 to 2 7 /06/91 No deployment 

56'54' 

56'52' Loch Eil 

56'50' 

56°48' Upper Loch Linnhe 

56°46' 

56°44' 

56°42' 

55•40• 

56"38' 

56"36" 

5"25' 5' 15' 5'10' 5'05' 5'00' 

Figure 2.1 - Spatial coverage of the selected p ortion of the FRS data set 
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2.1.2 Allen data set 

Subsequently collaboration between University of Wales, Bangor and Dunstafnage 

Marine Laboratories yielded a further data set concentrating just on the Upper Loch 

Linnhe basin. Much of this data and subsequent analysis are published in Allen and 

Simpson (1998a), Allen and Simpson (1998b) and Allen and Simpson (2002) along 

with the thesis of Allen (1995). Moorings were laid between November 1992 and 

June 1993 at the two locations (LL14 and LL04) shown in figure 2.2. The LL14 

mooring is approximately co-incident with station I from the FRS data set. There 

are gaps in the data caused by instrument failure and the monthly retrieval and re

deployment. 4 Aanderaa RCM-7's were deployed at each site at depths of I 0, 30, 

60 and 11 Om. Current, temperature and conductivity data were averaged over I

hour time bins. 

Tide gauges were also deployed at two locations, one close to the LL14 mooring 

and the other 12km south of Corran Narrows in Loch Linnhe itself. A CTD sensor 

was also deployed on the seabed close to the shore in Corran Narrows, in a similar 

fashion to station 2 in the FRS data set. 
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Figure 2.2 - Moored instnunents of Allen (1995) 

56" 52' 

56" 36' 

In addition to the moored instruments an undulating CTD and Ship-Mounted ADCP 

survey was undertaken over one tidal cycle on the 3rd June 1993. Repeated runs 

were made along the axis of the basin at approximately hourly intervals, 
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commencing at 05:45 at the seaward end until 19:10, just short of the seaward end. 

The track of the ship is shown in figure 2.3. 

56'52' 

56"40' 

5'20' 5-,5· 5•10· 5"05' 

Figure 2.3 - Track of ADCP and Searover CTD survey 

In addition to the oceanographic data, other environmental data has been obtained 

for this study. The closest rainfall station in the MIDAS Land Surface Observation 

dataset is at the Mucomir generating station (figure 2.4) location (56°54.6' N, 

004°59.1 'W). This Met. Office data was made available via the British 

Atmospheric Data Centre. Data exists from Jan 1961 to December 1998. 

River flow data for the River Lochy was distributed by the Centre for Ecology and 

Hydrology Wallingford. The data represent average daily flow over the period 

September 1980 to December 2003. The gauging station is at Camisky (56°52.7' N, 

005°02.7'W), also shown in figure 2.4. 
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Figure 2. 4 - Location of rainfall (A) and river.flow (B) data 

sites with significant swface drainage features 



Loch Linnhe Data Analysis 37 

2. 2 Annual Cycles 

2.2.1 Fresh Water Addition 

The rainfall data for 1991 and 1993 are presented in figure 2.5. Red areas show 

where data is missing and do not represent zero rainfall. 

199 l - Prior to day l 00 the two largest amounts of rain to fall in one day occurred, 

65 and 83mm. There are also periods during this time when no rainfall was 

recorded, the longest such event being between days 30 and 45. Subsequently 

between day l 00 and 240 the maximum peaks are generally less than 20mm per day, 

with the mean daily rainfall of 2.8mm per day. 

l 993 - Between days 1 and 30 the average daily rainfall was 13.5mm. This 

represents the largest amount of rain falling over a sustained period where data 

exists. From days l 00 to 175 rainfall was less sustained but with peaks of up to 

20mm per day. The mean daily rainfall for th.is period was 2.4mm per day. 
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Figure 2.5 - Daily Rainfall at Mucomir generating station 1991 (A), J 993(B) 
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A comparison of figures 2.5 and 2.6 shows that a relationship certainly exists 

between rainfall and river flow, however with such a large amount of data missing 

over the two years presented a statistical relationship may suffer. 
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Figure 2.6 - River Loch River Discharge 1991 (A) and 1993 (B) 

400 

During 1991 the River Lochy flow rarely exceeded 400m3s·1
• From day 1 to 105 

there were episodic peak flows of over 250 m3s·1
• Following this, the summer 

period extended from day 106 to day 255. This was characterised by low flows, a 

peak of 61m3s·1 with 30m3s·1 only exceeded on 4 occasions. The autumn saw flows 

increase to similar levels observed at the start of the year with two peaks of over 

400m3s·1• 
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By contrast in 1993 the summer period of low flow extended between days 100 and 

340, approximately 90 days longer than in 1991 . During this time the river flow was 

generally below 40 m3s- 1 only exceeding this level between days 100 and 120 and 

then on two occasions, day 140 and days 220 to 225. The situation before day 100 

and after day 340 was that the flow peaked at 700m3s-' and rarely fell below 

100m3s-1
• 

Table 2.2 - Mean river discharge and variation during 1993 

Period Yearday Mean Flow 95% confidence 
(m3s-1) interval 

2 3 to 34 217.8 167.4 

3 29 to 59 73.4 56.0 

4 60 to 109 58.3 55.8 

5 109 to 145 21.2 13.6 

6 140 to 172 8.6 4.8 

2.2.2 Salinity Gradient from Timeseries 

The time series of temperature and salinity at the sill can be used to construct a 

spatial density gradient. Neglecting diffusion and assuming that only horizontal 

motions and gradients are important allows the advection equation (2.1) to be re

arranged to give a spatial gradient in terms of a timeseries (2.2). 

as as 
-=-u-ot ax [2.1] 

as 1 as 
ax u at [2.2] 
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In this case the time period chosen has been the flood stream (approx 6.2 hours). 

The salinity difference taken has been the two extreme values from the 

measurements at Corran sill during each event. 

The flood stream speed shown is taken from the 1 D channel model outlined in 

appendix 1. To obtain a time averaged velocity for the duration of the flood the 

maximum value (Umax) has been multiplied by _¾ . This factor arises from the 

integration of the function sin(t) over the limits Oto n. 

Table 2.3 - Estimates of spatial salinity gradient 

Event Date M umax ms-1 a¾ m-1 OX 
I 09/12/1992 15 1.50 -7.29lx10·04 

2 29/12/1992 - - -

3 08/02/ 1993 17 1.75 -7.O82x 10·04 

4 16/02/ 1993 4 0.90 -3.24Ox 10·04 

5 27/02/1993 8 1.00 -5.833x I 0·04 

6 I l /O3/1993 3.5 1.60 - l.595x 10·04 

7 11 /04/ 1993 5.5 1.50 -2.673x 10·04 

8 29/04/1993 - - -

9 09/05/1993 - - -

10 25/05/1993 - - -

11 11/06/1993 3.5 1.00 -2.552x I 0·04 

SeaRover 03/06/1993 1.5 1.50 -7 .291 X 10-0S 

The salinity gradients for the renewal events shown in table 2.3 are plotted in figure 

2. 7. The time axis is measured in days from 1st Jan 1993 so event 1 occurring on the 

9th December 1992 is shown at day -22. 
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Figure 2. 7 - Derived horizontal salinity gradients for renewal events 

2.2.3 Salinity Gradient from Spatial Measurements 

Data from the FRS dataset can be used to form a comparison with the gradients 

derived in the previous section. Salinity from stations 1 and 3 (figure 2.1) have been 

used to arrive at a salinity gradient between the centre of the Upper Loch Linnhe 

basin and a point 18km to the south in Loch Linnhe. The two moorings differed in 

design (the depths are 13m and 15m, 41m and 42m), however an approximate 

comparison can be made between salinity at 14m and 41.5m depth over the period 

24
th 

Feb 1991 to 15th Dec 1991. Assuming a constant linear gradient between the 

two stations over a distance of 18.87 km the gradients are shown in figure 2.8. 
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Figure 2. 8 - Horizontal density gradients in 1991 

The measurements from 199] between the two moorings show in general a greater 

gradient at 14m than at 4] ½m depth. There is also a larger variability in the 

shallower gradient. Both timeseries show a larger gradient and larger variabi]jty 

before day ] 00 and after day 250. This matches the river flow data for the River 

Lochy (figure 2.6a), which was greatest during these periods. 

2.2.4 Stratification and the Internal Tide 

The changing stratification over the year influences the way in which the internal 

tide behaves. Calculations of the wavelengths of the internal tide were undertaken 

by Allen (1995) and are presented in table 2.4. The naming of the time periods has 

been altered to match the later publications of Allen and Simpson (I 998a & b). 
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Table 2.4 - Wavelength of the Internal Tide (Allen, 1995) 

Period Yearday Wavelength (km) 
M2 S2 

Mode 1 Mode2 Model Mode2 
All 24.58 14.68 23.75 14.18 
1 329 to 1 32.29 18.40 31.82 17.78 
2 3 to 34 30.51 17.04 29.48 16.47 
3 29 to 59 32.29 18.40 31.82 17.78 
4 60 to 109 19.43 11.63 18.77 11.24 
5 109 to 145 17.21 9.67 16.24 9.34 
6 140 to 172 13.40 7.37 12.95 7.12 

The variation of the internal tide is evident from the large spread of values in table 

2.4. The length of the Upper Loch Linnhe basin is approximately 15km in length; 

the exact position of the northern end being indeterminate as the Annat sill is 

preceded by another shoal near McLean's rock. A comparison of this length with 

the values of internal tide wavelength would suggest that during periods 5 and 6 

there is the possibility of resonance and a mode-] internal seiche developing. It is 

also of interest, but not explored further, that during period 2 there is the possibility 

of a mode-2 internal seiche becoming resonant. 
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2.2.5 Tidal range 
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Figure 2.9 - Tidal range at Oban 1993 

As shown in figure 2.9, the difference between the spring and neap ranges at this 

location (Ohan) is large. During 1993 the greatest difference between the tidal range 

over the spring - neap cycle occurred between days prior to day 100 and around day 

250. Of the standard ports on this coast the ratio of the mean spring range (MSR) to 

mean neap range (MNR) is the largest (see table 2.5). 

Table 2.5 - Spring and Neap ranges for Standard Ports in NW Britain 

Location Tidal Ranges (m) MSR:MNR 

Spring Neap 

Lerwick 1.6 0.7 2.28 

Ullapool 4.5 1.8 2.50 

Ohan 3.3 1.1 3.00 

Greenock 3.1 1.8 1.72 

Barrow 8.2 4. 1 2.00 

Liverpool 8.4 4.5 1.86 

Source: Admiralty Ttde Tables 
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2.2.6 Density and tidal range 

The depth mean density of the water recorded at the Corran Sill is plotted with tidal 

range for 1991 (figure 2.10) and 1993 (figure 2.11) . 
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Figure 2.10 - Tidal range and sill density (1991, data.from FRS) 
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The 1991 data (figure 2.10) demonstrates no clear correlation between sill density 

and tidal range. The period of best fit is after day 250 up to day 290, excluding the 

neaps around day 300 where there is no apparent reduction in sill density. The 

relationship is then visible from day 317 to 345. 

Figure 2.11 gives the same data for 1993. During period 5 ( day 109 to 145, 1993) 

the sill density data are missing. These data have been subsequently inferred in 

section 2.3.2. At times during 1993 there is a clear relationship between tidal range 

and sill density. Two brief periods exist during the winter (the first being in 1992, 

days -35 to -20) where the sill density changes have the greatest amplitude over the 

spring - neap cycle. Later in the year, from day 40 to 109, the changes are of 

smaller amplitude but clearly follow a pattern of higher density (1023 kgm.3
) at 

springs and less at neaps(< 1020kgm·3). 

There is also a relationship at other times in the 1993 data. After day 200 the 

density changes by less than lkgm·3 over the spring neap cycle, but there is still an 

obvious fortnightly variation. 

2.3 Period 5 

To illustrate some of the many processes at work in this system, preferably in 

isolation from one another, further analysis and comparison with the models has 

been undertaken on a small portion of the data. The main temporal focus is shifted 

to what was tenned period 5 in Allen and Simpson (1998b). This period of time 

runs from 20th April 1993 to 26th May 1993 (Yearday 109 to 145). The focus of 

interest is on the internal tide, its creation by topographic interactions, and its 

modification by density variations. 

It can be seen from figure 2.5 that the maximum rainfall during this period did not 

exceed 20mm per day, a reduction from the maximum values earlier in the year of 
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over 50mm per day. There was also a reduction in the variation of the River Lochy 

flow. Analysis of the river flow data is shown in table 2.2. This indicates that prior 

to period 5 the flow was on average nearly 3 times and the variation of the flow was 

approximately 4 times greater. This would suggest that during period 5 there should 

be a reasonably constant stratification regime. 

Immediately prior to period 5 it can be seen from both figures 2.5 , 2.6 and table 2.2 

that a substantial amount of rain fell and fresh water flowed into the basin. Without 

the direct measurements of the salinity gradient from the 1991 fieldwork the only 

indicator of such a gradient is the derived gradients from timeseries presented in 

section 2.2.2. The estimates before and after period 5 (table 2.3) are in agreement, 

suggesting that the seaward horizontal salinity gradient did not change appreciably 

during period 5. 

It is for the reasons outlined above that the rest of this study focuses on the events 

of period 5. Undoubtedly there are many differing processes present in other parts 

ofthis large and varied data set. 

2.3.1 Tidal Range 

The tidal ranges during period 5 are shown in detail in figure 2.12. This shows that 

spring tides occurred at or around days 113, 127 and 141 and neap tides occurred at 

days 120 and 134. The difference between the spring and neap ranges during this 

period of time was approximately a factor of 3, typical for this location but greater 

than other ports in NW Britain (table 2.5). 
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Figure 2.12 - Tidal range at Oban during p eriod 5 

2.3.2 Sinusoidal density variation 

Unfortunately due to instrument failure the temperature and salinity sensor mounted 

on the seabed at the Corran sill was not recording during most of period 5, the 

timeframe of interest in this study. This bas necessitated the estimation of this 

information from the set of spring tides centred about yearday 100, immediately 

before period 5. The data are needed as boundary forcing for the model, in order to 

investigate the influence of the inflowing density upon the circulation. The 

assumption that the along loch density gradient between the Upper Loch Linnhe 

basin and the basin seaward did not vary during this ti.me has been investigated 

previously (section 2.2.2). The salinity gradient was found to vary by 5 % between 

days 100 and 161. 

Harmonic analysis has been undertaken on the difference between the inflowing 

density at the sill and that recorded at I Om depth at the LL04 mooring site. The 

amplitude of this variation should be proportional to the tidal range if the along loch 

density gradient is assumed constant. If the short term variation is entirely attributed 

to the variation at the sill rather than at the LL04 mooring this gives a method of 

prediction of the sill density. The standard deviations for both timeseries of density 

are shown in table 2.6; this confirms that the sill density varies an order of 

magnitude more than that at the LL04 mooring. Figure 2.13 shows the density 
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difference and the flood stream derived from the 1D model (Appendix !) starting 

from 09:00 on day JOO of 1993. 

Table 2. 6 - Mean density and standard deviation at LL04 and Carran sill 

Location Mean density (cr1 k2m-3
) Standard Deviation 

LL04 (10m) 24.38 0.11 
Corran Sill 23.59 1.30 
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Figure 2.13 - Density difference between the sill and LL04 mooring (solid line) and 
flood stream ( dotted line) starting day 100 

It can be seen that during the majority of the time the density of the inflowing water 

was less than that at 1 Om depth at the LL04 site. (The zero point on the density axis 

of figure 2.13 is offset). There are fresh water sources at the Corran sill, however 

this density deficit can also be attributed to the water column over the sill being 

thoroughly mixed (Allen 1995). This mixing will mix the less saline surface waters 

down to sill depth, thus lowering the salinity. 

The inflowing water bad a greater density at and just after maximum flood. As the 

stream changed direction there was a dramatic fall in the density difference of up to 

4kgm-3. It can be seen that at maxinmm ebb there was also an increase in the 

density difference; however it still remained below zero during the entire ebb 

stream. This rise can be explained by aspiration taking place; the vertical advection 
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of a stratified water column. The rise in the inflowing density during the ebb, while 

demonstrating aspiration, is of secondary interest to the prediction of the density 

during the flood; the boundary condition is not required during the ebb. With this in 

mind harmonic analysis has been undertaken for only the M2 variations. Relating 

the phase of the density variation to the phase of the flood stream gives equation 2.3. 

An appreciable M4 signal was found but this has not been included in this work. 

!ip(t)= -0.78 + l.18x sin(ot + 11°) [2.3] 

The uncertainty of the amplitude was ±0. lkgm-3 and the phase error was 5°. 

2.3.3 Stratification 

Despite being a period of time when the overall stratification of the system 

remained reasonably constant there are also periods of change evident from a closer 

inspection of the data. Figure 2.14 shows the density recorded at the 4 depths of the 

LL04 mooring. Between days 115 and 120 there was a significant change in the 

stratification of the loch. The density at 1 Om rose by over l while there were 

significant rises at all depths. This rapid increase in density is indicative of a 

renewal event taking place. In the analysis of Allen and Sin1pson (1998a) this event 

was identified as renewal event 9 on the 8th May 1993. 
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Figure 2.14 - Timeseries of density.from the LL04 mooring during 
period 5. (]Om black, 30m red, 60m green & 1 JOm blue) 

2.3.4 Mode I Internal Tide 

From section 2.2.5 it was shown that there are 2 periods of spring tides and 2 

periods of neaps during period 5. Figure 2.15 shows that the amplitudes of the 

streams are greater at all depths during springs. These were determined using the t

tide package (Pawlowicz et al, 2002). Time series of 50 hours, starting 5 hours 

apart, were separated from the current meter records and haimonic analysis was 

undertaken on each separate time series. This yields hannonic constants for the 

centre time of that series. 

The results ofthis show the first set of springs, centred about day 113, have streams 

more than double the amplitude of the second set of springs centred about day 127. 

This is an inverse relationship with the tidal range. It is also evident from figw-e 

2.15 that the two depths with the largest ainplitudes were the sw-face and the bed, 

contrary to conventional channel flow where flows diminish toward the bed. 
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The reasons for these large tidal streams at 1 Om and 11 Om depth at this time are 

illustrated by a plot of the actual currents on day 113 (Figure 2. 16). This shows 

that on day 113 the streams at 10m and 3Om depth were approximately in phase, 

with the flows at 6Om and 11 Om being shifted out of phase with the two surface 

measurements. 
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Figure 2. 16 - Flood streams at LLJ 4 mooring size on day 113 
1 Om black, 3 Om red, 6Om green & 11 Om blue. 

114 

To form a comparison with the data collected in 1991 by FRS, figure 2.17 shows 

the current meter data from station l (approximately co-incident with LL! 4) for two 

days in September. The depths of the current meters do not match exactly the 

configuration of the moorings of Allen (1995), but it is clear that the upper and 

lower streams are entirely out of phase with one another. The mid-depth stream 

does not show a clear semi-diurnal signal; a quarter diurnal signal is evident with 

maxima associated with maxima at both the 15m and l OOm records, particularly on 

day 236. 
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Figure 2.17 - Stream at LLJ 4 site.from FRS data 1991 

18 

In order to illustrate the phase shifts in the water column on day 1 1 3 hannonic 

analysis was undertaken on 2 days of data. The results of this are presented in figure 

2.18. This shows that the surface flood begins at about the same time as the flood 

over the Corran sill. At 30m depth this flood stream is lagged by approximately a ½ 

hour or 15°. The streams at 60m and 11 Om depth are out of phase, some 200° after. 

OD 
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Figure 2.18 - Harmonic analysis of currents at LLJ 4 on day 113 
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One section of the ADCP data is presented in figure 2.19. This shows the situation 

towards the end of the ebb stream. Clearly visible is the two layered nature of the 

flow at the northern end of the basin. The upper 25m of the water column is ebbing 

while below this depth the lower part of the water column is flooding, each layer 

has comparable but opposite velocities of up to lms·1• 

0 

150'------'-----'-----'--- -........l.------''------' 
2 4 6 8 
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10 12 14 

Figure 2.19 - ADCP section on day 131, (HW Oban +6¼ hours at 
13km from the Carran sill to HW+ 7 ½ hours 2km from the sill) 
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2.3.5 Renewal Event Residual Flow 
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Figure 2.20 - Residual circulation from ADCP data (Allen and Simpson 1998a) 

Figure 2.20 shows the residual flows calculated from ADCP data collected on day 

l ih May (yearday 131) by Allen and Simpson (1998a) . This shows a multi-layer 

structure to the circulation. The surface layer, above sill depth flows seaward, at the 

Corran end of the basin. This probably continues along the length of the loch, 

however toward the Annat end of the basin this layer disappears above the reach of 

the ADCP. Immediately below this is a landward flow, which extends along the 

entire length of the basin, gaining depth up the loch. Between 30m and 70m depth 

there is a seaward flowing layer extending 10km up the basin. At the bed the flow is 

indeterminate until a point 4km up the basin, after which a predominantly landward 

flow is seen at depth. 
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This flow structure following a renewal event is comparable with that derived from 

the FRS data. During the 1991 data set, the longest period of sustained renewal 

occurred between days 147 and 167. This has been shown by a comparison of the 

density at Corran Narrows and that at 15m depth in the centre of the basin, shown in 

figure 2.20. (There was no equivalent to the LL04 mooring in this fieldwork). 
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Figure 2.21 - Density at Corran. sill and mid-loch location during renewal (1991) 

The currents were recorded over 10 minute intervals, in order to evaluate this over a 

tidal cycle these currents were interpolated onto 5 minute intervals and then 4473 of 

these measurements were averaged to give a 30 tidal cycle mean flow. The results 

of this analysis are summarised below in table 2.7, the current meters at 80m and 

140m were not recording at this time. 

Table 2. 7 - Residual fl.ow between day 14 7 and 162. 5 in 1991 

Depth (m) Uplocb flow (ms-1
) 

15 I.Sx 10-2 

42 -4.0x10-3 

80 --

100 2.9x 10-2 

140 --
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The values of residual flow derived over such a long period of time from the FRS 

data compare favourably with the profile at x=7.4km in figure 2.20. This backs up 

the observation of a landward flow at the seabed and a landward flow in the layer 

10 to 30m. Between these two layers exists a thick layer of seaward flow. 

2.4 Summary of the Data 

From the two years of data there is a common seasonal cycle of high rainfall and 

therefore riverflow in the spring and autumn. The summer is characterised by lower 

levels of rainfall. This pattern is reflected in the horizontal salinity gradient between 

Upper Loch Linnhe and the larger seaward basin Loch Linnhe itself. 

During periods of strong horizontal salinity gradients there is a correlation between 

dense water flowing over the sill at Corran narrows and large tidal range. This is 

particularly pronounced in the spring if the reduction in riverflow occurs at about 

the same time as the spring equinox tides. 

The stratification of the basin changed appreciably during the data collection. The 

analysis of internal wavelengths by Allen (1995) shows that at some times the mode 

1 internal tide may become resonant; caused when the wavelength approximates the 

length of the basin. This is most noticeable around the spring tides of day 113 in 

1993; however it would be expected to occur at other times. 

The pattern of residual flow observed during periods of renewal has been recorded 

by both the ADCP survey of (Allen and Simpson 1998a) and a separate current 

meter deployment undertaken by FRS. The distinct layered pattern is evident in 

both sets of data suggesting it is consistent with the renewal process in general 

rather than a peculiarity of the flow regime at one instance in time. 
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Chapter 3 - Numerical Models 

3. 1 The hydrostatic approach 

3.1.1 Development of hydrostatic width integrated slice models 

2D slice models, where a vertical grid is arranged in the x-z plane (figure 3.1) were 

developed in the late 1960's and are based on original work by Leedertse ( 1967) 

and Heaps (1969). This followed a desire to model the theory and observations of 

density driven estuarine flows undertaken by many workers, most famously by 

Hansen and Rattray ( 1965). 

Figure 3.1 - Slice Model Domain 

Hamilton (1975) presents a s imilar model of the Rotterdam Waterway. The 

governing equations are presented below; equations 3 .1 to 3 .4 represent the depth

averaged continuity, continuity, salt conservation and momentum balance equations 

respectively. 
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a77 1 a [ " ] -+-- B fudz = 0 
at Bax -,, 

o ow -(Bu)+B- =0 
ox az 

au OU au ( )as 817 a ( au) -+u-+w-=-ag z+7J --g-+- A,.-
at ax az ax ax az oz 

B is the channel width 
u the width-integrated along channel velocity in the x direction 
w the width-integrated vertical velocity, positive downwards in the z direction 
s the salinity 
11 the surface elevation relative to the undisturbed level 
g the acceleration due to gravity 

a the rate of change of density with respect to salinity (;::;: 7.8 x 10"4
) 

A., the vertical eddy viscosity 
Kh and Kv the horizontal and vertical components of eddy diffusivity 

[3. I] 

[3.2] 

[3.3] 

[3.4] 

Of note here is the different treatment of width changes in the horizontal and 

vertical in equations 3.2 and 3.3. This reflects the model design of a rectangular 

channel, i.e. width (B) varies with horizontal distance but not with depth. 

The advection of momentum in equation 3.4 is of the flow form, subsequent models 

have favoured the transport or flux form of these terms. The finite difference form 

of these terms uses upwind differencing to maintain stability. [t has been reported 

that oscillations can be created by using centred difference approximations to 

gradients close to fronts (James 1986), however the upwind scheme, always stable 

and positive, creates massive numerical diffusion. Most models have combined 

centred and upwind differences for the advection of momentum, others have 

removed the advective term all together (Gillibrand, 1993). 
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A similar model was later applied to the same location, the Rotterdam Waterway, 

by Smith and Takhar (198 1). The main aim was to test more advanced turbulence 

schemes that had been developed in atmospheric sciences during the l 970' s, and 

apply them to a partially mixed estuary. 

Dunbar and Burling (1987) applied a derivative of this model to a loch in British 

Columbia, finding that the generated internal t ide was somewhat more complex than 

the analytical models of Stigebrandt (1976) might suggest. The use of implicit 

techniques was found to be of little advantage owing to the non-linear nature of the 

flows in Burrard Inlet. High values of horizontal diffusion coefficients were required 

to suppress high frequency oscillations that occurred in the solution. Values of 

horizontal diffusion were I 06 higher than the corresponding vertical diffusion. 

Stacey et al. (1995) applied a version of this type of model to Knight Inlet in British 

Columbia. This time the transport, or flux form, of advection was used, and an 

expression for friction at the sides of the channel introduced. In contrast to the 

model of Hamilton (1975) width was considered to vary in both the horizontal and 

vertical. The grid spacing in this model was allowed to vary in both the horizontal 

and vertical directions. The same model was used by Stacey and Gratton (2001) to 

investigate the tidal dynamics of Saguenay Fjord, also in British Columbia. 

The most common restriction on the size of the timestep is that the Courant number 

should be less than unity. In words this dictates that any surface waves cannot travel 

more than the distance between successive grid points in one t imestep. Surface 

waves travel faster than any internal waves. Mathematically it is expressed in 

equation 3.5. This shows that in general a fine horizontal resolution and deep water 

requires a small timestep. 

[3.5] 
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In order to remove this restrictive timestep the barotropic mode (surface wave) was 

separated out from the internal so that a short timestep was used on the barotropic 

mode, and a larger timestep was used on the more complex internal velocity field. 

This meant that for the application to Knight Inlet a timestep 20 times larger could 

be used for the internal dynamics. A different technique for undertaking the same 

task was presented by Wang and Kravitz (1980). Here the surface elevation 

(barotropic mode) has been calculated by evaluating the continuity equation 

implicitly. Subsequently the internal dynamics are calculated using explicit 

equations; both calculations are on a larger timestep, not constrained by the phase 

speed of surface waves. 

3.1.2 Outline of the hydrostatic model used in this study 

The model used here is in essence that of Wang and Kravitz (1980); the 

developments of Kerner (] 985) and later work of Gillibrand (1993) are also 

included. The latter added variable grid spacing in the ve11ical and applied the 

hybrid advection scheme of James (1986) to scalars. The scheme of Hamilton was 

also added to allow the free surface to move through the grid points. With the large 

tidal ranges found in Scotland this removed the need for the near-surface grid 

spacing to be larger than the tidal range. 

Dynamics 

The governing equations for the horizontal momentum balance and scalar balance 

are given in equations 3.6 and 3.7 respectively. A rigorous derivation of these 

equations is given in the thesis of Kerner (1985), chapter 1. An overview can be 

found in Wang and Kravitz (1980) which details the application of the model to the 

partially mixed estuary of the Potomac River in North America. Equation 3.7 is 

posed in terms of a general scalar (¢) but has been applied to salinity, temperature 

and a passive tracer in the model. 
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~(uB)+ a (uuB)+ ~ (uwB)- ~(BAh au)-~(sA. au) 
at ax oz ax ax az oz 

I I as a17 Bg a hf , +C0 uu-+Bg-+-- pdz =0 
az ox Po ax _,, 

[3.6] 

a¢B + a<f,uB + a¢ws _ a (sK a¢)- a (sK a¢)= 0 at ax az ax I, ax az " az [3.7] 

Those symbols not previously defined are: 

CD the co-efficient of bottom friction 
p and Po the density and depth mean density respectively 
A1, the horizontal component of eddy viscosity (not considered in the model of 
Hamilton 1975) 

Equations 3.6 and 3.7 are solved in conjunction with two continuity expressions, the 

first integrated over the width of the channel (B), the second also integrated over the 

water depth from the surface (-17) to the depth of the water column (h). 

~ (uB) + _f_ (wB) = 0 ax az [3.8] 

a a I, 

- (B77 )+- f (uB)iz = 0 a, ax _,, 
[3.9] 

The equations are solved on a staggered Arakawa C grid. The horizontal grid 

spacing is constant, while the vertical grid spacing is fixed but can vary spatially. 

This allows the surface layer to be well represented with a fine vertical grid spacing, 

while larger vertical intervals deeper in the water column reduce the computational 

requ irement in areas where grad ients are expected to be weak. 

Density is assumed to vary linearly with salinity (S), a simplification commonly 

used in ocean models, using co-efficients a and /3 derived from a best-fit to the 

equation of state within the salinity range expected. 

[3 .1 OJ 
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Numerical scheme 

The finite difference approximations to equations 3.6 to 3.9 are treated as centred in 

space and time. The centred time scheme requires the filter of Asselin (1972) to 

remove oscillations caused by the computation. The computation of the free surface 

is undertaken twice in each timestep, by differing methods. Initially the horizontal 

momentum equation (3 .6) is integrated over the water depth and solved explicitly 

using Gausian elimination (Wang and Kravitz 1980). The new value of surface 

elevation is then used in the momentum equation (3.6) to describe the sea-surface 

slope term. Once the velocity field is calculated the surface elevation is then re

calculated using an explicit scheme to ensure that continuity is satisfied. 

The semi-implicit scheme of Wang and Kravitz (1980) gave an eight-fold decrease 

in model runtime when applied to an estuarine system. When the same model was 

subsequently applied to sea lochs by Dunbar and Burling (1987) and Gil librand 

(1993) there was no computational advantage. This was attributed to highly non

linear nature of the flow field over steep changes in topography found in sea lochs 

and not in estuaries. The inability of this type of mode l to cope with non-linear 

flows was further illustrated by G illibrand (1993). The advective terms had to be 

removed from the computation all together in a study of Loch Sunart to maintain 

stability. In summing up he questions the applicability of using this model in the sea 

loch environment. 

Turbulence Scheme 

Based on initial work by Munk and Anderson (1948), numerous schemes relating 

vertical viscosity (Av) and diffusivity (Kv) to the Richardson Number (Ri) have been 

presented (equation 3.11). The work of Bowden and Hami lton (1975) has been 

followed in this study. Relating the mixing coefficients to Ri al lows the effects of 

stratification to reduce any vertical transfer of momentum and scalars. Various 

equations have been given for the relationship between Av and K 11 with Ri. They are 

generally of the form of equations 3.12 and 3.13 often using site-specific coefficients 

determined empirically from fie ld data. 



Ri =Kap (au)-2 
p az az 
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[3 .11] 

[3.12] 

[3.13] 

Values for the constants a, /J, p and q are given by Munk and Anderson (1948) to be 

I 0, 3.3, -½ and -1 ½ respectively. The value of Ao represents values for a non

stratified system. In a direct comparison of methods of parameteris ing eddy diffusion 

and viscosity, Bowden and Hamilton (1975) showed that the minimum values should 

vary as a function of both the mean flow multiplied by the water depth, and the local 

instantaneous Richardson number. In this case these minimum values have been 

prescribed as constants. 

3.1.3 Modifications to the hydrostatic model used by Gillibrand 

Sigma co-ordinates for the open boundarv scalar profi les 

A llowing the surface to move through the upper grid points in the model can cause 

problems where strong vertical salinity variations exist in the upper part of the 

water column. If each grid point is assigned a fixed salinity value on the open 

boundary, the surface salinity will vary depending upon which grid point is at the 

free surface. The refinement to the model of Gill ibrand (1993) presented here 

stretches a boundary salinity profile between the free surface and the bottom salinity 

point such that the surface (and depth averaged) salinity does not jump as grid 

points are included and rejected by the surface moving through them. 

The open boundary profile is specified as the salinity at an equally spaced number 

of depths on the open boundary. The surface point of the boundary profile is not the 

same as the uppermost model grid point which usually is some distance below the 
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surface. The bottom point is used to give the salinity at the lowest model salinity 

point. This uses the assumption that there is little spatial gradient near the seabed 

and so the shift of ½.L\z is unimportant. A linear interpolation is used between the 

two 'sigma boundary' points above and below each model grid point on the open 

boundary. An outline of the scheme is shown in figure 3.2 and equation 3.14. 

➔ u point 

J, w point 

x S point (model) 

S point (boundary) 

z 

s --- '\ 
' 

Figure 3.2 - Relationship between model grid and sigma co-ordinate boundary grid 

The model grid salinity points are shown as crosses and the sigma co-ordinate 

boundary grid points are circles; the salinity at po int ~ is therefore given by equation 

3 .14. In this case the nearest surface model grid point is used, the procedure is the 

same for the others. 

[3 .14] 
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Spinup 

Other modifications required were to hold the initial density structure fixed during a 

spin up period (7), which itself was introduced to reduce the level of surface seiching 

generated in the basins. During this time the amplitude of the tidal forcing was 

increased according to a sine wave between the limits 1/T e [o,n-/2]. 

3.2 Non hydrostatic models 

The assumption that pressure in a fluid is hydrostatic and hence purely a function of 

depth, density structure and surface elevation has been widely used in oceanography 

to vastly simplify both numerical and analytical models. In this type of numerical 

modelling the vertical velocity equation is omitted and vertical acceleration is 

neglected; the vertical velocities are chosen to satisfy continuity. Therefore no 

account of vertical momentum is taken. By calculation of the pressure field, and the 

full use of equations to describe the momentum in both horizontal and vertical 

directions the non-hydrostatic model can resolve many more features of 

oceanographic flows. 

3.2.1 Historical development of non-hydrostatic models 

This group of models has developed out of engineering models aimed at small scale 

and complex flows. It is only recently that increases in computational power have 

made their application possible to oceanographic scale flows. Conceptually the only 

difference between a hydrostatic model and a non-hydrostatic model is the 

treatment of the spatial pressure derivatives. However, the hydrostatic model must 

calculate the vertical velocity by continuity alone and totally ignore the vertical 

momentum equation. 

Complicating matters by introducing the compressibility of gas and Coriolis forces, 

Janjic, Gerrity et al (2001) propose an add-on computation of pressure to correct an 

initial hydrostatic system of equations for an atmospheric model. It is on ly recently 
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that such methods have been applied to atmospheric simulations, however the 

underlying concept is not new. The first freely distributed code solving such a 

problem came out of work at the Los Alamos Labs (Hirt et al. 1975). 

The SOLA code was a continuation of the Marker and Cell (MAC) approach where 

the Poisson Equation for pressure was first solved. With its extension to use the 

Volume of Fluid (VOF) method to compute the free surface the model is outlined in 

Hirt and Nichols (1981 ). It has a variable mesh size in both dimensions and the free 

surface can pass through any of the points such that the fluid can occupy any part of 

the model domain. 

The computation of each timestep took three stages: 

l. The momentum equations are solved without pressure gradient terms. 

2. An iterative so lution of the Poisson Equation is undertaken in conjunction with 

adjustments to the velocity field . 

3. The fluid region and the surface is calculated. 

Here the iterative approach adapts both the pressure and velocities simultaneously 

whereas the approach used in the model developed later in this study uses an 

iterative scheme to calculate a pressure correction that is later applied to the 

velocity field. This is the Projection method of Chorin (1968). The first calculation 

is of velocity, ignoring the non-hydrostatic pressure gradient terms, subsequently 

the non-hydrostatic pressure field is calculated and later a correction is applied to 

the ve locity field. 

Charin (I 968) investigates the merits of several iterative schemes that will yield a 

solution to the Poisson equation, recommending the Successive Over-Relaxation 

(SOR) scheme. It is pointed out by the author that this primitive equation scheme (3 

equations, 2 velocity vectors and pressure) does not suffer from instabilities in the 

same way that the 2-dimens ional vorticity - stream function calculation can. 
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Vlasenko et al. (2002) have used this vorticity - stream function form of the Navier 

- Stokes equations to give a non-hydrostatic laterally averaged model. This was 

applied to the Trondheimsfjord in Norway and reproduced residual transport due to 

non-linear internal waves. 

3.2.2 The need for non-hydrostatic models in sea loch simulation 

Marshall et al. (I 997) give various conditions for the applicability of the hydrostatic 

approximation. In simple terms if the vertical acceleration is insignificant compared 

to the buoyancy (b in equation 3.15), then the hydrostatic approximation holds. 

b--g(5p/ ) 
/ Pref 

[3 .15] 

Posing the buoyancy in terms of the Brunt-Vaisala frequency leads to the following 

inequality, which if true, the hydrostatic approximation is valid. U is a characteristic 

velocity, La characteristic length scale and Nthe Brunt Vaisala frequency. 

ui 
- , - 2 << l 
L-N 

[3.16] 

It follows from equation 3.16 that large velocities in small channels with little stable 

buoyancy will require a non-hydrostatic model. These conditions would be 

expected near to a sill in a loch where mixing would reduce stable density gradients. 

It is also argued that when the horizontal length scales under consideration become 

similar in magnitude to the water depth hydrostatic equations break down (Marshall 

et al. 1997). The length scales at which the hydrostatic approximation breaks down 

is thought to I ie in the range 1 km to 10km in the open ocean, somewhere between 

the geostrophic and convective length scales. 

Hydrostatic models cannot operate properly under conditions of density inversions, 

where denser water overlies . less-dense water resulting in overturning motions. 
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Previous solutions to this problem have been to artificially mix such phenomena 

instantly. Such dense water cascades reported in the Gareloch by Ellis (2001) could 

therefore not be reproduced using such a scheme. They would be better modelled 

with a non-hydrostatic model capable of handling such unstable stratification and 

reproducing the density driven cascades they cause. 

Modelling the Knight Inlet data has been undertaken by Cummins (2000) using the 

hydrostatic Princeton Oceanographic Model. The topography in the lee of the sill 

had to be artificially changed to mimic flow separation. While the steady state 

solution did match the observations, the evolution of flow up to that steady state did 

not. The model output shows a large breaking internal wave, absent from the data. 

When boundary layer separation was forced to take place by altering the topography 

the breaking internal wave was removed from the solution. He suggests future work 

should focus on a fine resolution non-hydrostatic approach that incorporates a high

order turbulence closure model. 

Modelling dynamically similar flows, but on a far smaller scale, Johns and Xing 

(1993) presented two non-hydrostatic models. The inclusion of non-hydrostatic 

pressure effects was required in order to simulate flow separation on the lee flank of 

a bottom sandwave. Earlier hydrostatic work by the same author was criticised for 

being unable to reproduce this flow separation. 

The non-hydrostatic approach of Vlasenko et al (2002) shows that non-linear lee 

waves, generated by sills, induce a residual circulation influencing the long term, 

large scale flow of these systems. Observational evidence of non-hydrostatic events 

such as flow separation and lee waves has been recently put forward by Inall et al. 

(2004) in Loch Etive. 

The width averaged hydrostatic approach to sealoch modelling, taken by Bourgault 

and Kelley (2004) has the advantage of high resolution at less computational cost 

than a 3d model. In this model the grid spacing was reduced near to the sill and 
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increased in the centre of the basin such that the small-scale, near-sill dynamics 

were accurately reproduced. 

The two non-hydrostatic slice models in the literature (Vlasenko et al. 2002, 

Bourgault and Kelley 2004) differ fundamentally in the treatment of pressure. The 

former eliminates the pressure equation all together by using the stream function 

vorticity formulation of the Navier - Strokes equations. The latter introduces the 

width variation into the Poisson equation for pressure and subsequently solves this 

using the conjugate pressure gradient method. The model put forward in this study 

is essentially a simplification of the mathematics of Bourgault and Kelley (2004); 

the Successive Over Relaxation (SOR) method is used to solve the same width 

integrated Poisson equation. 

It is an attempt to model the non-hydrostatic phenomena that have been shown to 

control the dynamics of other sill-basin systems, and the implication for basin scale 

circulation in the study area, that this non-hydrostatic model has been developed. Its 

performance will be compared against the model used by Gillibrand (I 993) to 

assess the criticisms raised by the author of the applicability of an estuarine model 

to sea lochs. 

3.2.3 The mathematical formulation of the Bourgault and Kelley model 

The model equations presented in Bourgault and Kelley (2004) are shown overleaf. 

They are the width-averaged equations for horizontal and ve1tical momentum, 

continuity, depth-averaged continuity and the tracer (¢) transport equation. They 

have been solved on a variable spacing Arakawa C grid with the x direction along 

the channel and the z direction positive downwards with the origin at the 

undisturbed sea surface. 



au au au 
-+u-+w-
8t ax az 

l aP l [ a ( au) a ( au) ] =---+- - BA,,- +- BA,,- -S uiul 
Po ax B 8x ax 8z 8z 1 

8[aw +uaw +waw] 
at ax az 

= _ _!_ aP + _£_ g + §_[~(BA1, aw)+ ~(BA,, aw)] 
p 8z Po B 8x 8x 8z 8z 

8Bu + 8Bw = 0 
ax az 

a77 , a H 

-=---fbudz 
at . Blz=O ax-,, 

Numerical Models 73 

[3.17] 

[3. 18] 

[3.19] 

[3.20] 

[3.2 1] 

Although similar to previous width-averaged models there are some notable 

differences. Firstly advection is here described in the flow form and not the flux or 

transport form as other workers have preferred. The formulation for side-friction is 

only applied to the horizontal momentum equation 3.17 and assumes a symmetrical 

channel. This is in contrast to the more complex formulation of Stacey et al. ( 1994) 

where both channel sides are described. The value of the side friction coefficient is 

thus g iven by equation 3.22; the constant So is a tunable parameter from Lavelle et al. 

( 199 1). 

[3.22] 

The pressure grad ients in the horizontal and vertical momentum equations are 

expressed by two further equations, 3.23 and 3.24 respectively. 
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[3.23] 

[3.24] 

The variation of the mean water level with respect to the geoid (ao) has been included 

in the horizontal pressure equation. The vertical pressure equation includes the 

hydrostatic pressure. The terms containing P' are the deviation of pressure due to 

non-hydrostatic effects. This pressure field is calculated by solving the width 

integrated Poisson equation for pressure (equation 3.25). The solution method used 

by Bourgault and Kelley (2004) was the preconditioned conjugate pressure gradient 

method as outlined in Marshall et al. (1997). The velocity field is subsequently 

'corrected' for the effects of non-hydrostatic pressure, as undertaken in the original 

projection method of Chorin (1968). 

[3.25] 

Restrictions on the timestep are removed by the implicit treatment of the advective 

and diffusive terms in both the momentum and scalar equations. The surface wave 

speed restriction is also removed by the implicit method of Wang and Kravitz 

(1980) in the barotropic pressure gradient term. All terms were solved on a grid 

with variable grid spacing in both horizontal and vertical dimensions. The surface 

grid points were allowed to move with the free surface; meaning that the surface 

grid spacing must be larger than the tidal range. 

This model includes a switch variable that allows the same code to be run in 

hydrostatic and non-hydrostatic modes. The vertical momentum equation (3 .18) has 

this switch (b) included which can vary between 0 (hydrostatic) and 1 (non

hydrostatic ). 
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3.2.4 Outline of the non-hydrostatic model used in the current study 

The model developed for use in this study has simplified the maths and numerics of 

the scheme of Bourgault and Kelley (2004). The computational grid, and the 

positions of the variables, is shown in figure 3.3. The grid is of fixed and constant 

spacing, and the rigid lid approximation is used such that the surface does not move 

(Vlasenko et al. 2002). 

W;j+ I 

X 
U;.Jj+ I P;J+ I 

W;+JJ 

X 
U;.JJ P;+ 1J U;+Jj 

W;.JJ-1 W;+ JJ-1 

U;.J J-1 U;+ I J-1 

Figure 3.3 - The computational grid used in this study 

The model equations are presented in equations 3 .26 to 3.28. These are the 

horizontal and vertical momentum equations and the scalar transport respectively. 

Initially equations 3.26 and 3.27 are solved without the pressure gradient terms (the 

last terms in separate square brackets). This gives an initial estimate of the velocity 
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components ( u & w respectively). Subsequently the width-integrated Poisson 

equation for pressure is solved using these initial estimates. This gives the pressure 

gradient that augments the initial estimates of velocity. 

Equation 3.28 gives the evolution of any scalar ( cf>), in the current version of the 

model salinity is the only scalar. Temperature is the other state variable that can be 

modeled in this way. More complex turbulence schemes involve the transport of 

turbulent kinetic energy and dissipation that can use the same mathematics and code. 

[3.26] 

ow= [_!_(J_(A,,B ow)+ J_(A,,B ow)-s wlwl)- a(Bw
1

) _ a(Buw)l 
at B az az ax ax I az ax 

-[_!_ . aP ]- g 
p az 

[3.27] 

a¢ 1 [ a ( a¢) a ( a¢)] a a - =-- - K,,B- +- K,,B- --(Bu¢)--(Bw¢) at o-'t, · B ax ax az az ax az [3.28] 

Advection 

The advection of momentum has been handled using the flux or transport form 

rather than the advective form. The two schemes can be shown identical but the flux 

form is often favoured for its conservative properties (Xue and Lin 2001). The 

integration of this term over the width of the channel differs from the more common 

depth integration (George KJ, Pers. Comm.) in that the length over which 

integration is undertaken cannot vary with time. The numerical treatment of this 

term is centred in space scheme. 
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Note that this scheme differs from that given by Griebel et al. (1998) in that the 

centred difference is not combined with an upwind difference to maintain stability. 

A weighted averaged of a centred and upwind scheme is often used, the weighting 

factor (y) can be chosen arbitrarily (Griebel et al, 1998) or calculated in relation to 

the local gradients (James, 1986). The use of the upwind term is kept to a minimum 

to reduce numerical diffusivity. This step was not required in the sealoch 

simulations, although the model can use an upwind weighting factor if required. 

By contrast the advection of scalars, identical to equation 3.21 of Bourgault and 

Kelley (2004), is handled with a TVD advection scheme as described in James 

(1996) and Souza and James (1996). This is compared against a centred difference / 

upwind scheme in the next chapter. 

Momentum Coefficients 

The velocity distribution across a channel varies from the mean value. Therefore the 

non-linear terms in the equations of motion will, if posed in terms of the mean 

velocity, be in error. The inclusion of the co-efficient (/JJ in the advective term 

(equation 3.29) allows for this effect. This situation was first addressed in 1877 by 

Boussinesq (Xia and Yen, 1994) who proposed equation 3.30 for the momentum 

coefficient (/J). 

(213-1)u au 
ax [3.29] 

[3.30] 

If a velocity profile is considered to vary sinusoidally across a channel, equation 

3.30 gives a value for /J = 1.23. A parabolic profile yields a value of 1 ½, although in 

turbulent flow it can be as large as 2 (Chadwick and Morfett, 1998). The maximum 

velocity found in a cross section of open channel flow is slightly beneath the free 
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surface. The ratio of the sectionally averaged mean velocity to the maximum is 0.64 

and 0.67 for the sinusoidal and parabolic distributions respectively; similar 

quantities have also been quoted in the literature. Armaly et al (1983) found a value 

of ½ in a laboratory flume while Campbell et al (1998) relate the sectionally 

averaged velocity to the depth mean velocity in the centre of the Menai Strait with a 

co-efficient of 0.87. Including the influence of variations of velocity with depth, 

Tinis and Pond (2001) related the maximum recorded velocity over a sill in Sechelt 

Inlet with the sectional average by a factor of 0.24. 

Clearly across channel variations of the velocity field are s ignificant. Xia and Yen 

(1994) include the momentum co-efficients in the advective term as shown in 

equation 3.29. The same paper also includes modifications to the non-hydrostatic 

pressure terms to account for cross channel variations. This has not yet been 

explored with the current model. 

Methods to solve the Poisson Equation 

A brief discussion of the various methods used to solve this type of equation is 

outlined here, showing the development of the method chosen for this study, 

Successive Over Re laxation (SOR). 

The matrix method involves writing equations for each point in space and solving 

one large matrix problem. In one dimension the Poisson equation can take the form 

of equation 3.31, discretised in equation 3.32 using a centred difference. 

82 p = u(x) 
ox2 [3 .31] 

[3.32] 
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By specifying the boundary values for U at i = 0 and i = n + I this can be written in 

the matrix form A x P = u (equation 3.33). Solving for P involves inverting the 

sparse matrix (A) which when n is large can be inefficient to implement even in one 

dimension. 

-2 pl u1 -Uo 
1 - 2 Pz Uz 

1 
[3 .33] X = Lix2 

1 -2 1 P,,-1 u,,_1 

-2 P,, u,, - U,,+1 

Iteration involves an initial approximation of a solution across the entire 

computational domain. A series of steps are undertaken whereby the values are 

modified according to a formula across the entire domain. Each successive step 

gives a better approximation to the solution to the problem than the last. As the 

approximations converge on the correct answer the differences between each 

successive answer becomes less. The process is stopped when this difference falls 

below a pre-determined threshold ( I o-9 p, where P is the mean pressure). 

The s implest iterative method of solution is the Jacobi method. Re-arranging 

equation 3.32 for P; gives equation 3.34. Starting with an initial estimate pk the value 

of P at iteration k+ I can be approximated by; 

P k+I 1 (A _,2~ pk p k ) :::::-- LUU - -
i 2 i i-1 i+ l [3 .34] 

The Gauss-Seidel method uses the value previously estimated at i-1 in the current 

iteration (equation 3.35). Assuming we sweep across the calculation spatially from 

i = 1 to i = n. 

P k+I ~_.!_(A .,2~ _ p k+I _ pk ) 
i ~ 

2 
LU U; i- 1 i+l [3.35] 
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A refinement to this is to make the correction to the approximation larger by some 

factor, thus accelerating convergence to the correct solution. This is achieved by the 

parameter cv, which varies between the limits 1 and 2. Setting cv to unity gives the 

Gauss-Seidel method. The value of P/ has been added outside the brackets on the 

right hand side of equation 3.36, and subtracted inside giving the Successive Over 

Relaxation (SOR) equation; 

P k+I ~ pk - CV (A ,.2- 2Pk - pk - pk- I) - ~ - LU U - + . . I . I 
I I 2 I I 1- I+ [3 .36] 

In practice the optimum value for the relaxation parameter (cv) can be found by trial 

and error. Being purely a function of the computational grid a modest model run 

can be used as a test case and the number of iterations, required to bring the 

pressure field within the specified tolerance, reduced to an acceptable level. The 

optimum value needs to be found to 2 decimal places, (Bourgault D, Pers. Comm.) 

as varying the second digit can half the number of iterations required in some 

simulations. This numerical experiment is outlined in chapter 6. 

Any convergent iterative system shows a decrease in the magnitude of the 

corrections applied at each successive iteration. Various methods for quantifying 

the errors all use the difference between successive approximations and relate this 

to an a llowable error. In this model the allowable error has been scaled in 

proportion to the mean pressure across the computational domain. 

The maximum magnitude of the correction is calculated at each iteration across the 

model domain. If this fa lls below a value typically of 1 x 10-9 p then the cycle is 

stopped. 
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Figure 3.4 - Grid scale pressure variation 

The discretisation of the spatial gradient of pressure in the SOR algorithm ( equation 

3.36) requires the pressure at i+l and i-1. The situation where pressure varies at 

grid scale as shown in figure 3.4 could arise, leading to the calculation that the 

pressure gradient is zero everywhere. 

To remove the possibility of this occurring rather than sweeping the iteration across 

the domain one cell at a time, the computation is undertaken at every even 

numbered cell. Following this sweep the values at odd numbered cells are 

calculated. In two dimensions this produces a chessboard pattern, often referred to 

as ' chess board' or ' red-black SOR' . 

Including width variation in the Poisson Equation 

In this study the Poisson equation for pressure (equation 3.25) contains the channel 

width ins ide the derivatives on the left-hand side, which complicates its so lution. 

The two examples of a non-hydrostatic s lice model previously published use 

differing techniques here. Vlasenko et al. (2002) eliminates the pressure equation 

all together by the use of the stream function - vorticity formulation of the 

equations of motion. Bourgault and Kelley (2004) modify the conjugate pressure 

gradient method to allow for changes in channel width, although gives no details. 

The method of solution taken in this study is to modify the SOR algorithm to allow 

the total pressure to be solved. (equations 3.37 and 3.38). The next estimate of 

pressure at iteration k+l is given by the SOR equation (3 .37). The derivation of this 

in a w idth-varying channel is outlined in Appendix 2 . 
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[3.3 7] 

where RHS;J is the right hand side of the Poisson equation, evaluated at the point i,j 

at time level t and given by equation 3.38: 

RHS . . = Po i+½,i ' ,J i-½,i i - 1,J + i,i+½ 1,1 i,i - ½ ,,1-1 

[

B u1 
-B u1 

. B w1 
-B w' · ] 

I , ) f},.f Lix f}.y 
[3.38] 

Boundary conditions 

The surface is considered to be a rigid lid. This enables a simple boundary condition 

to be applied in that the pressure immediately above is zero. The influence of sea

surface slope is still retained, via the pressure gradient found by solving the Poisson 

equation. The influence of the change of channel cross section while the tide rises 

and falls is not included. Lochs and fjords have steep sides so this effect is reduced; 

this is not the case for many channels where this assumption could not be justified. 

Boundary conditions for pressure at the remaining boundaries are that there is no 

gradient normal to the boundary. This follows from Newton ' s 2nd law that every 

force should have an equal and opposite reaction. The boundary exerts the same 

pressure to the fluid that the fluid exerts to it. 

The vertical velocity at the surface is set to zero. Horizontally the free slip condition 

is used in that the velocity above the surface is set to the value below. For the small 

scale analytical proofs the bottom boundary uses a no-slip condition, assuming that 

the scale of the model enables the boundary layer to be resolved. This involves 

setting the value of velocity normal to the boundary but outside to - 1 times the 

value inside. Interpolation of the two yields zero on the boundary. 
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For the larger sealoch scale simulations a free slip condition is applied at the bottom 

boundary, and a purely quadratic friction term is specified. This assumes that the 

boundary layer fa lls entirely between the lowest grid point and the wall. Neither the 

free-slip or no-slip condition will satisfy the boundary layer problem at all times at 

all locations in the model. The thickness of the boundary layer will change over 

time and space. However, as the velocity changes logarithmically the assumption 

that the lowest velocity is outside the boundary layer will only be a slight 

underestimate if it is inside the outer limits of this layer. 

The TVD advection scheme uses a free-slip boundary condition for the advection 

term only. The outflowing boundary has a no-gradient condition. 

As a consequence of the s implification at the surface the open boundary forcing 

must be undertaken using a velocity profile rather than specifying the boundary 

elevation as is done in the hydrostatic model. The profile used is given by equation 

3.39 (Prandle, 1985). This assumes a constant viscosity and a bed stress co-efficient 

of 0.0025, both reasonable assumptions in the application. The consequence of this 

is that the open boundary must be at a point in the system where there is no 

baroclinic activity and the flow can be represented by this idealised profile, hence 

the use of the Corran sill as the seaward boundary. 

u_ =0.89u --+z+ --{- z
2 

Tl'} 
- 2 4 

[3.39] 

Turbulence scheme 

The turbulence scheme of Munk-Anderson (1948) outlined in section 3.1.2 has been 

trialed but yielded results little different from setting all mixing parameters to 

constants. This simple scheme where va lues for diffusion and viscosity are set as 

constants has been used with all the simulations presented in this thesis. Horizontal 

turbulent mixing parameters have been either calculated using the scheme outlined 
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m Stacey et al (1995), a width-averaged adaptation of the original work of 

Smagorinsky (1963 ), or simply specified as a constant. 

A more complex K-L scheme (Rodi, 1984) has been coded to calculate the vertical 

mixing parameters with this model but is not presented here. The turbulence models 

have been separated from the dynamical model such that they can be easily changed 

(see next section). 

Coding 

The non-hydrostatic model has been coded using a combination of the C and C++ 

programming languages. The principal advantage of using this approach is that the 

computationally .intensive time-stepping section has been written in C, optimising 

run-time speed. In the same code the model initialisation and input/output sections 

are written in a more objective way, making full use of the flexibility and 

adaptability of the object orientated techniques in C++. The classes CDataFile and 

CgridFile are examples of this where a stream object has had functionality added to 

read or output parameters. 

The other main use for Objects has been the coding of the turbulence model as a 

separate object. Several versions of this object have been created, varying in 

complexity, however they all share a common interface with the dynamic model. 

This enables the turbulence scheme to be changed by using different header and 

class implementation files and re-linking with the model. The main model and the 

rest of the code don ' t require re-compilation. 

To increase the flexibility of the code the size of the computational domain is 

chosen at run-time rather than at the compilation stage. The flexible memory 

allocation and array indexing systems in C remove the need to hard code maximum 

domain sizes and make possible the concept of spatial sweep lists. 
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Computational domains consist of fluid and non-fluid cells. Computations are only 

undertaken in the fluid section, cells outside this are ignored. Differentiating 

between fluid and non-fluid cells can involve time wasting tests. This has been 

overcome by the use of spatial sweep lists. At the initialisation stage lists are 

constructed of the iJ indices of cells where computations of velocity and pressure 

are to be undertaken. The spatial sweep across the computational domain inside the 

time-stepping routines is then a matter of reading the indices from the appropriate 

list one cell at a time. This means that the non-fluid cells are never interrogated by 

the model, saving more computational time in domains where the majority of the 

cells are non-fluid. 

Optional parts of the code are selected at compile-time usmg pre-processor 

directives. This has been used in three cases; 

1. To enable outputs to be selected without time consuming tests at run-time. 

2. To switch between different equations, or to select different scientific 

options; e.g. buoyancy driven flow, radiation boundary conditions and 

inflow profiles. 

3. To enable different sections to be selected depending upon which platform 

the code is being compiled for. This enables one piece of code to work 

across different platforms, making upgrading and maintenance a far simpler 

task. The current model compiles under Solaris, Linux and Windows. 
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3.3 Width Integrated Stream Function 

The stream function of the resultant flow field has been calculated and is used in the 

presentation of the output. Contours of the stream function, streamlines, are curves 

that are parallel to the velocity vector at all poi nts. The flux of mass perpendicular 

to two planes between two streamlines is a constant. Where the fluid is considered 

to be incompressible and density variations are ignored, the volume fluxes are also 

identical. In the width-averaged case the width of the channe l needs to be included 

in the calculation to maintain continuity of volume. 

The stream function ( t;J) is said to satisfy the integrability condit ion (Griebel et al. 

1998) in that the order of the derivatives can be changed (equations 3.42 and 3.43). 

a2t;1 a2lfl 
--=--axay cyax 

a2w _ a2w = 0 axay ayax 

!(~;)-~(~:)= o 

[3.40] 

[3 .41] 

[3.42] 

A comparison of equation 3.42 with the expression for continuity (equation 3.43) 

reveals the equalities given in equations 3.44 and 3.45. 

~ (B -u)-~ (B-w) = 0 ax ay [3.43] 

aw= B-u 
ay [3.44] 

aw -=B-w ax [3.45] 
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The stream function is an optional output from the model and is calculated by fixing 

If/ = 0 at the bottom boundary and using the relationship in equation 3.44. The 

contour plot of the stream function shows the streamlines. The streamline at v1 = 0 is 

used to evaluate where the flow detaches and attaches itself to the bathymetry. This 

has been used in the backwards facing step example to establish the re-attachment 

length. Where the flow is complicated by reverse eddies it is useful to space the 

contour values out exponentially rather than linearly. If more contours are located in 

the bottom end of the range of stream function values, then areas of slow flow and 

reverse flowing eddies are better visualised. The computation of this width-integrated 

stream function has been added to the hydrostatic model and included in the 

development of the non-hydrostatic model. 
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Chapter 4 - Non Hydrostatic Model Validation 

Presented in this chapter are test case scenarios used to investigate the performance 

of the non-hydrostatic model described in the last chapter. The model has been 

tasked with simulating a variety of small scale laboratory experiments that show its 

ability to re-produce processes important in this study. The fundamental processes 

include flow separation and density driven flows, the model' s abilities and 

shortcomings are examined. This chapter concludes with a simulation of the Loch 

Etive data presented in Inall et al (2004). This high resolution data depicts a jet in 

the lee of a shallow sill. It is perhaps the best British data set for such purposes; 

similar in scope to the Knight Inlet data set so often the subject of numerical 

simulations in North America. 

4.1 Backwards facing step 

Flow through a narrow channel where a sudden increase in depth occurs has been 

the subject of flume and numerical experiment. A thorough experimental 

investigation has been undertaken by Armaly et al (1983) under a range of flow 

conditions from the purely laminar through to turbulent flow regimes. It has since 

been frequently used to validate computational fluid dynamics schemes (Zhu 1995). 

A schematic of the experiment is given in figure 4.1; of primary interest here is the 

re-attachment length of the flow following the re-circulation zone behind the step. 

The estimation of this length from numerical simulation is taken from the point 

where the contour of I// = 0 ( dashed line in fig 4.1) intersects the lower boundary of 

the model. 
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Figure 4.1 - Backwards facing step flow experiment 

In the simulation the step height (s) was taken to be 0.75m and the re-attachment 

length was normalised to this ( x/s ). The grid consisted of 100 x 30 points 

representing a domain of 30m x 1.5m. The upper boundary and lower boundaries 

were given a no-slip condition and left and right boundaries were inflow and 

outflow respectively. The inflow velocity was set to lms-1 at all points on the open 

boundary, and had reached an equilibrium profile by the time it reached the top of 

the step atx = 7.5m. (see figure 4.4) 

The Reynolds number is a measure of the inertial forces to the viscous forces. The 

definition given in Armaly et al .(1983) uses the hydraulic diameter (D=2h) 

whereas subsequent works have used the depth of water (h) in the channel as a 

length scale ( equation 4.1 ). Throughout this work the water depth has been used to 

define the Reynolds number 

Re = Uh 
V 

[4.1] 

At a Reynolds number of 125 the re-attachment length, nonnalised to the step 

height was found by numerical means (Zhu 1995) to be within the range 5.08 to 

5.29, dependant upon inlet length and grid size (The grid used was 640 x 64 points). 

The flume experiments of Armaly et al (1983) give a re-attachment length of 

approximately 6 from flume tank observations at this Reynolds number. 
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As previously discussed the upwind difference parameter (r) allows the numerical 

diffusivity of the model to be 'tuned'; at Re = 125 the value of r was chosen to be 

0.1 to give a re-attachment length of 4.9. The experiment was then repeated at Re= 

250 and Re = 500, using otherwise identical input parameters; the results are 

tabulated in table 4.1 and the streamlines are shown in figure 4.2. The simulation 

was allowed to run for a maximum of 320 seconds (at Re = 500) and in each case a 

steady state was reached. This took considerably less time for the lower Reynolds 

number simulations. 

Above Re = 500 the flow never reaches a steady state, eddies are shed into the 

stream and replaced with new ones (figure 4.3). Therefore the mean re-attachment 

length has been calculated by averaging the stream function over the time interval 

of 100 to 191 seconds; chosen to cover the generation of 20 eddies behind the step. 

Table 4.1 - Re-attachment length vs. Reynolds number 

Reynolds number 

125 250 500 1000 
Annaly et al (1983)* 6 10 16 13.7 

Griebel et al ( 1998) - 5.8 8.3 -
Zhu (1995) 5.08 - 5.29 6 7 3.5 

This study 4.9 8.9 15.9 8.1 

* Reynolds number definition used in Annaly el al (1983) has been altered following 
Zhu (1995). Using channel height (h) rather than the hydraulic diameter (2h) reduces the 
reported Re of Arrnaly el al (I 983) by a factor of 2. This has been taken into account here. 
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Figure 4.2 -Streamlines at Re = 125, 250, 500 & 1000 respectively, 
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Figure 4. 3 - Instantaneous streamlines at Re = 1000 
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Figure 4. 4 - Along channel 
velocity profiles at Re= 250 

At higher Reynolds numbers the flow is no longer steady. Zhu (1995) concludes 

that this marks the point at which the flow is not laminar but transitional. There is a 

reduction in re-attachment length and a second re-circulating region is seen on the 

upper boundary immediately downstream of the first eddy behind the step. 
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Although this model has been tuned to give a reasonable answer at Re = 125, re

attachment lengths are reproduced throughout the laminar flow regime and into the 

transitional one. The reduction of re-attachment length at Re = 1000 is reproduced 

by the model, although an underestimate by a factor of 40%. The model results 

from this study are in closer agreement to the flume experiments of Armaly et al 

(1983) than either of the two numerical studies that form a comparison. Perhaps this 

may, in part, be due to the fact that the model of Zhu (1995) used no tuning and that 

of Griebel et al ( 1998) used a different advection scheme. 

4.2 Flow along a channel of varying width 

The model was set to calculate the flow along a channel of uniform depth but 

varying width. The dimensions of the channel were taken from the apparatus of 

experiments reported in Lane-Serff et al. (2000). The channel has a length of 1.16m 

and a depth of 0.29m; the width varies from 0_05m at the centre to 0.13m at either 

end. The width (B) is given by equation 4.2: 

B = r-.Jr2 -x2 + Be when lxl~ 0.29 

otherwise B = B0 

x = 0 at the centre of the channel. 

Bo= 0.13m 

Be= 0.05m 

r = 0.5775m (the radius of the curved contraction) 

[4.2] 

,,::f~: :~: :~: ;~: :~: :~: j 
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Figure 4. 5 - Width variation in the Lane-Se,:ff channel 
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Conservation of volume 

A computational grid of 116 by 29 points (t.x = ~y = 10·2m) was used, at one end a 

uniform inflow velocity was set to be lms·' and at the other an outflow condition 

was set. A time step of 10·3 seconds was used; over the initial 5 seconds of 

simulation the inflow velocity was accelerated from rest and the output was 

examined after 10 seconds. 

The cross sectional area of the channel is therefore 0.0377 m2 at the ends and 

0.0145 at the narrowest section in the centre. The current profiles at x=Om and 

x=0.58m are shown in figure 4.6. The depth averaged velocities and volume fluxes 

are given in table 4.2. From this the error of flux conservation can therefore be 

estimated to be 4.99x 10-4. 

Velocity Profiles 
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0.1 0.2 0.3 0.4 0.5 
Velocity (ms-1) 

Figure 4.6 - Velocity profiles at the centre of the channel, x=O (circles) and at the end of 
the channel, x=0.58m (crosses) 
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Location Section (m2
) Mean velocity (mf1

) Volume flux (m-'s-1
) 

Centre (x=O) 0.0145 0.25987006897 0.00376811600006 

End (x=0.58) 0.0377 0.09999996552 0.00376999870010 

4.3 The Jock exchange experiment 

The study of flows created by a horizontal density gradient has often been used to 

draw parallels to estuarine circulation. In this standard fluid dynamics experiment a 

long narrow channel is divided into two sections by a lock gate as shown in figure 

4.7. To the left is an unstratified fluid of density p . To the right is a stratified 

region where the lower fluid has the same density p and the upper has a density p . 

The lock gate is opened and the flow caused by the horizontal density gradient in 

the upper layer is modelled. 

p 
p 

___ P __ t 

The model domain used was 5.0 metres in length and 1.0 metres deep. The 

computational grid was 50 by IO giving both horizontal and vertical resolutions of 

10-1m. Salinities were specified to be 34 and 28 giving densities of p and p as 

1026.26 kgm-3 and 1021.57 kgrn-3 respectively. 
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Figure 4. 8 - (a) Contours of salinity and (b) velocity (ms·') after 20 seconds 
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Equating the change in potential energy from the stratified to the mixed system to a 

change in kinetic energy yields an eKpression for the speed of the gravity head ( U) 

shown in equation 4.3 (Simpson, JH. lecture notes). 

1 2 ME =--D.pgh 
2 

D.KE = phU2 

1 
--D.pgh 2 + phU2 = 0 

2 

. -Ff'h .. u -
2 

[4.3] 

where g' is the reduced gravity given by g( D.%). 
Using the parameters of the experiment a value of U can be calculated to be 

0.106ms·1
• 

The maximum value of horizontal velocity can be seen from figure 4.8 to be 

located at the head of the brackish intrusion at the surface as it flows over the 

denser water. From the model data the maximum is 0.118 ms· ', in close agreement 

with but slightly larger than the value derived from energy considerations. This 

increase in velocity may be due to the isohalines being locally inclined the other 

way (figure 4.8 a, from x=2.0 to x=2.2m), providing an extra density driven 

component to the surface flow. 

4.3.1 Comparison of advection schemes 

To form a comparison of the effectiveness of the two scalar advection schemes 

outlined in chapter 3, identical simulations were run with the TVD (case A) and 

transpo1t form (case B). Contours of salinity are shown after only 3 seconds of 

simulation in figure 4.9. Case B, the transpo1t form, uses an equal mixture of 

upwind and centred differences. As can be seen case B shows a grid scale pattern 

caused by the classic centred difference overshoot problem. The TVD scheme ( case 
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A) does not exhibit any of this pattern and has not diffused the sharp gradient any 

more than case B. 
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B 
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Figure 4. 9 - Contours of salinity from lock exchange using TVD 
(A) and transport.form (B) of the advection equation for salinity 
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4.4 Density Driven flow through a constriction 

In order to investigate the exchange through the Bab al Mandab Strait between the 

Red Sea and the Gulf of Aden, Lane-Serff et al (2000) made use of a laboratory 

flume experiment using the flume already described in section 4.3. In this case both 

ends were sealed and three fluids of different densities were introduced at rest, and 

then allowed to move due to density driven flows once a barrier was removed. The 

initial conditions are shown in figure 4.10 A & B; the depths of the fluids (Yt- and 

Y1+) are varied to produce 3 experiments outlined in table 4.3. 

A 

YI-1 
B 

y, 1 

Fluid 3 
--------------- ------- --- ---- -- ---- ----------.. 

Fluid 1 

Fluid 3 

. . . 

: . . . 

Fluid 2 

Fluid 2 

.. -_---_--_--_-~--~-~-i-~_-;_· -_--_--_--_--_---_--_--_--_--_--_--_---~ -_--_--_--_-~--~-~-:~_--1_- -_- - _- - _-- _- - -_- -_--_- -_--_- -_- -_- -_- -_· l y I ' 

Fig ure 4.10 - The inilial density structure of the Lane-Se,:ff experiments 

Experiment 1 coincides with case A (figure 4.10) with the depths of fluids 1 and 3 

equal. Experiment 2 is an example of case B where fluid 1 occupies the lower half 

of the flume on both sides of the barrier. Experiment 3 is another case B set-up, this 

time with the depths of fluid I different each side of the bani er. 
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Table 4. 3 - Relative Fluid depths f or the Lane-Ser.ff experiments 

Experiment YI- Y1+ 
1 0.5 -
2 0.5 0.5 
3 0.5 0.25 

Although the salinities in table 4.4 are outside the ranges used to calculate the linear 

approximation to the equation of state (chapter 3) they yield the densities of the 

original experiment. The model domain used is the same as that used for the 'Flow 

along a channel of varying width' simulation except the spatial resolution was 

doubled to L'.lx = Lly = 5mm over a computational domain measuring 1.16m long by 

0.29m high. 

Table 4.4 - Density and Salinity of the Lane-Ser.ff fluids 

Fluid Density 
(kgm-3) 

Salinity 

1 1150 19.6 

2 1075 9.5 

3 1000 0.0 

When released the intermediate layer (fluid 2) moves through the curved 

constriction in the centre of the channel and interleaves fluids 1 and 3. In 

experiment fluid I also pushes a density d1iven cun-ent towards the right, a similar 

but less dense intrusion occurs at the surface where fluid 3 moves towards the right. 

The shear created causes interfacial waves to appear on both of the fluid boundaries 

in expe1iment I and on the upper boundary in experiments 2 and 3 (Figure 4.11 ). 
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Figure 4. 11 - The results of the Lane-Ser.ff experiments 1, 2 and 3 
(Lane-Serif et al. 2000) 

1 

2 

3 
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Figure 4.12 - Model inter.face positions for the 3 experiments 
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The extent of the photos in figure 4.11 is an exact match for the scale of the plots of 

model output in figure 4.12 so a direct comparison can be made. Only the centre 

section of the experimental flume is shown, there is another 0.18m at either end not 

shown. The extent of the curved contraction is visible in the photos and is shown in 

the plots as a vertical dashed line. 

In general the interface positions match well with the experiment. However the 

small scale instabilities present on both interfaces in experiment 1 and on the upper 

interface in the other two experiments are not reproduced. Not shown is the level of 

diffusion of the initial sharp interface. By the end of the simulation, after 18 

seconds, the interface has spread to approximately 15 mm wide. This would have 

the effect of spreading the velocity shear over this distance, and so locally reducing 

it to a level where the production of shear instabilities was not possible. This 

numerical diffusion is a product of the large grid resolution (5mm) necessary to rnn 

the simulation in an acceptable time. Another possible explanation for the missing 

shear instabilities is that the grid resolution itself may be too coarse to resolve 

waves of this scale. The other major deficiency in this work is the resolution of the 

bottom boundary layer in experiment 1. Again the coarse resolution of the grid is 

the likely cause. 

Experiments 2 and 3 have been reproduced by the model simulation. In experiment 

2 the rise of the interface to the left of the constriction, coupled with a fall to the 

right produces the same interface slope on the lower layer. The kink in the lower 

interface at 0.4m from the left of the tank is sharper in the model than in the 

experiment, but present in both. At the same time the less dense fluid from the left 

has spread across to the right. Experiment 3 shows a wave on the lower interface in 

both model and flume tank, similar in length to the constriction. Lane-Serff et al 

(2000) also note a 'small hydraulic jump on the lower interface to the !~ft of the 

constriction.' This is also reproduced by the model (the remnants of it are visible at 

x=0.4m ); it is the remains of the step in the lower interface at startup ( figure 4.10). 
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4.5 Loch Etive Sill 

A small, high resolution model has been constructed of a section of Loch Etive in 

order to form a comparison with the data published rn Inall et al (2004) and 

collected as a part of the Northern Seas Programme at SAMS. The grid used 

consisted of 333 by 69 points covering a domain of 3.33km long by 138m deep 

giving a horizontal resolution of L1x = 1 Om and L1z = 2m. The location is shown in 

figure 4.13 (depth contours in fathoms). The origin of the model is at the sill to the 

upper basin in Loch Etive, the other open boundary is approximately 1 km 

southwest of Glenoe Bay. The extent of the model is shown in red. The bathymetry 

data were taken from Admiralty chart 28146
, a survey undertaken in 186 l; the area 

around the sill has been taken from more recent surveys. The channel widths used 

for the model domain are shown in figure 4.14. 

Figure 4. 13 - Loch Etive 
model location 
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Figure 4.14 - Loch Etive model widths 

Open boundary velocity has been taken from Inall et al. (2004), where a bed 

mounted ADCP recorded velocity profiles at the sill. These have been depth 

averaged and give a maximum cross-sill jet speed at the sill of 1.3 ms-1
. A sine 

wave has been used as the forcing with this amplitude and a period of the M2 tide. 

The stratification data was not available so a constant salinity gradient was assumed. 

It was found by trial and error that provided the gradient remained in the range 

0.01 S'. as¾ s; 0.0589 the simulation was little influenced. The upper limit is oz 

coincident with the buoyancy frequency quoted in lnall et al. (2004) as the 

stratiucation above sill level. Toward the upper end of this stratification range the 

size of the areas of flow separation were reduced. 

The observations ran over a tidal cycle, however the transect presented (figure 4.15) 

illustrates the situation. Maximum flood occurred at 15:40 so this is ½ hr before. 

The flow detachment was at 35m depth, the wavelength of the leewaves was 

estimated to be of the order of 1 00m and their maximum amplitude was 15m (Inall 

et al. 2004). The model streamline output is shown in figure4. J 6 for the same time 

(LW slack + 2brs 35mins). 
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Figure 4.15 -ADCP data in the lee of the Loch Etive sill (Ina!!, et al. 2004) 
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Figure 4.16 - Model streamlines in the lee of the Loch Etive sill 

It can be seen from a comparison of figures 4.15 and 4. 16 that the modelled point of 

separation is slightly shallower than the data at approximately 30m. The lee waves 

observed downstream of the separation are not reproduced by the model. The bold 

streamline represents the point of separation so it is of interest to note that towards 

the bottom right comer of the figure there is a flow separation of the reverse flow 

from the unseen shoal to the right of the data. This is suggested in the ADCP data 

as areas of light near to the bottom blanking zone of the data. 
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The underestimate of the depth of the flow separation point may in part be due to 

the omission from the model output of the stagnant patch. This process has been 

described for the flow over Knight Inlet by Farmer and Armi (1999). A wedge of 

stagnant water is produced by entrainment of water from the lower layer. The effect 

of this stagnant patch is to confine the flow toward the seabed and to push the 

separation point down the lee of the sill (Lamb 2004). Here the lack of a stagnant 

patch may be contributing to the separation point being too shallow. 

Two theories regarding the processes leading up to the creation of the stagnant 

patch have been proposed, either lee wave breaking or entrainment of water from 

the lower layer. Both would require the reproduction of small scale shear 

instabilities and mixing on scales less than the grid scale of this model. Without a 

high order turbulence scheme the model is not capable of simulating this mixing. 

The same simulation is presented in Stashchuk et al (In Press.), shown in figure 

4.17. This model is that presented in Vlasenko et al (2002), and in this instance has 

a horizontal interval of 2 ½ m and a ve1tical grid spacing of between 0.07m and l m 

in the deepest parts of the domain. The output suggests that two separate regions of 

flow separation are produced, whereas the simulation from the present model shows 

these two regions merged into one. The model output immediately prior to figure 

4.16 is included (figure 4.18) covering the region of the Stashchuk et al (In Press.) 

plot. The far higher grid resolution of the comparative model is the likely cause for 

this discrepancy, and for the lack of lee waves in this coarser model. Both models 

show two distinct regions of flow separation with a hydraulic jump between. 

Lamb (2004) concludes that the accurate simulation of a bottom boundary layer is a 

prerequisite for the accurate modelling of flow separation from the Knight Inlet sill. 

He uses a model with a fine vertical grid spacing of 0.5m over the sill. This, and the 

model forming this comparison would suggest that the simulation provided by the 

present model may not fully capture the subtleties of the bottom boundary layer as a 

quadratic friction formulation has been used. 
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4.5 Summary 

The model has been assessed against standard test cases. It reproduces the 

backwards facing step problem as well as any other numerical scheme that forms 

part of the comparison. It has been shown that the model conserves volume through 

a channel that changes widths. It also reproduces density driven flows in a 

rectangular tank (lock exchange) and through more complex geometry (Lane-Serff 

2004). 

Finally the model has been compared with observations and numerical simulation 

of flows over a sill in a Scottish sea loch. In view of the simplifications involved in 

this model the major processes are well reproduced. The model ignores any 

horizontal density gradients. It also has only a simple turbulence scheme and so 

viscosity is poorly related to the dynamics of the flow. The simulation of flow 

separation and areas of reverse flow is therefore proof of concept for the model. 
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This chapter describes the results from the non-hydrostatic model developed in 

chapter 3. The velocity forcing has been derived from the 1D model (Appendix 1) 

and the salinity data has been taken from measurements by Allen (1995). In this 

chapter the application to a horizontally uniform density structure is first presented. 

The model has then been used to simulate renewal situations; the results of these 

experiments are discussed in chapter 7. 

5.1 The model domain, parameters & initial conditions 

The model domain is shown in figure 5. 1; this covers a region from Corran Point 

(56°43'.28N, 005°14'.38W) landward to include Upper Loch Linnhe and Loch Eil. 

The widths and depths of the channel have been taken from Admiralty chart 2380 at 

½ cable intervals, and then subsequent interpolation has been unde1taken to arrive at 

the required spatial interval. 

The domain was covered with a grid of 289 horizontal points and 77 ve1tical points; 

Llx = 1 00m and Llz = 2m. The horizontal grid interval required that the maximum 

pressw·e e1TOr be 10·9 times the mean pressure. The propagation of the tide along a 

channel of this length is driven by changes in sea surface slope. In this type of 

model the variation of pressure simulates this process so that any errors, or 

umesolved gradients, will introduce an error. Reducing dx means that there 

becomes a need to resolve iJP between adjacent grid points to a higher level of 

accuracy. This introduces a new limit on the grid scale imposed by the nature of the 

iterative solution of the pressure field. Thus the horizontal resolution of the model 

could not be further reduced without incurring a disproportionate increase in 

computational load. 
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Figure 5. 1 - Model Domain Section showing channel width 

30 

A modification to the topography was necessary to account for the horizontal gyre 

found by Allen (1995) immediately north of Corran NarTows. Here, due to the sill 

being offset to the axis of the loch, the flow separates from the Northern shore and 

forms a significant horizontal gyre. The effect of this gyre is to cause the inflowing 

jet to be longer than if the flow spread to the entire loch width. From the ADCP data 

of Allen (1995), shown in figure 5.2, the centre of this gyre was estimated to be 

3.5km from Corran. The cross loch component significantly reduced 4.5km from 

Corran. Therefore the topography was modified as follows. The maximum width up 

to 3 .5km from the sill was set to that at the northern end of Corran Shoal 

(56°43 ' .6N, 005° 14' .8W). Between 3.5 and 4.5km the width was increased linearly 
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to the full width of the loch. This is referred to as the ' thinjet ' topography in the rest 

of this work. 
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Figure 5.2 - Cross loch flow from ADCP data showing horizontal gyre 

5.1.1 Optimising the SOR acceleration 
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As outlined in chapter 3 the optimum value for the acceleration or relaxation 

parameter in the SOR algorithm is grid dependent. So for each application either 

one of the expressions involving the Jacobi Radius needs to be evaluated or a series 

of numerical experiments performed to detennine the optimum value. 

The model grid was used in a simulation from rest for the first 30 minutes of the 

flood stream. The time step used was 0.5 seconds. The total number of pressure 

iterations was totalled and the value of the acceleration parameter was varied 

between l .5 and 1.9. The results are shown in figure 5.3. 

100 
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Figure 5.3 - The influence of the acceleration parameter 

A figure of 1. 7 is often quoted in the literature (Griebel et al. 1998) and has been 

shown to be suitable in this case. The advantage of the SOR scheme over the Gauss

Siedel iteration scheme ( m= 1) is approximately a five times increase in speed. 

It is worth noting here that in this configuration the upper boundaty condition is that 

pressure is zero above the surface. This enables real values for pressure to be 

calculated. If this boundary condition is changed for a no-gradient condition the 

absolute values of the pressure can vary en01mously. However if only the gradient 

of the pressure is of interest the real values need not be calculated. Using this 

system of pressure the SOR cycle requires less iterations to an-ive at an acceptable 

solution within the en-or bounds. This has not been implemented in this study. 

5.1.2 Choice of turbulence parameters 

Values of the background levels of the turbulence parameters (Eddy viscosity and 

diffusivity) have traditionally been used to tune numerical models to fit a particular 

data set. Theoretical investigations by Buitenhuis (2003) give values for vertical 
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eddy viscosity in a large Norwegian Fjord in the range 5x10·3 to 2.5x10·2 m2s" 1
. 

Analysis of data from Puget Sound gave Cannon et al. (1990) values of vertical 

eddy diffusivity (Az) between l.74x 10·2 to 4.6x10·2 m2s·1
. The mean value of 

2.84x I 0·2 was subsequently used in theoretical arguments. Chapter 3 outlines the 

turbulence schemes coded for the model. In this application the turbulence 

parameters have been held constant for simplicity at a value of Ix I 0·2 m2s·' . This 

undoubtedly underestimates mixing near the sills and overestimates it in other areas. 

The value of horizontal tw·bulence parameters applied to slice models has been 

previously undertaken in an arbitrary fashion, usually to maintain stability (Stacey 

et al. 1991). Values quoted there are I 0m2s· '. Values from the non-hydrostatic 

model ofVlasen.ko et al (2002) are between 10 and 22m2s· ' . 

There is no need to control stability in this application and hence res01t to excessive 

horizontal viscosity; however it is likely that this parameter does vary significantly 

between the turbulent sills and relatively calm basins of lochs. The parameterisation 

of Smagorinky used in Stacey et al (1995) and by Bourgault and Kelley (2004) has 

been coded for this model but is not included here. 

5.1.3 Choice of time step 

The maximum horizontal velocity in the model domain is 2.4 ms· ' located in the 

Annat NaITows at maximum flood; the maximum ve1tical velocity is 0.105 1ns· 1
, a 

downwelling against the slope of the Annat sill. Given the model resolution of 1 00m 

in the horizontal and 2m in the ve1tical these velocities can be used to estimate 

minimum timesteps from equation 5.1 , the Courant-Friedrichs-Lewy (CFL) condition. 

[5. l] 

Assuming equality, i.e. a CFL number of unity, the limiting timestep for horizontal 

and vertical motions is 41.6 and 19.0 seconds respectively. However, the stability of 
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the vertical diffusion equation must also be satisfied. The simple explicit diffusion 

scheme used in this model dictates that: 

[5.2] 

Given a typical value for Av= 0.01 m2s"1 this limiting timestep would be of the order 

of 1 ¼ seconds. It is therefore this criterion that limits the timestep, and also the 

vertical resolution of the model. 

In order to relax this constraint an implicit treatment of vertical diffusion would 

speed up the computation. The semi-implicit Duffort-Frankel method is the most 

obvious; however this would require centred time differences rather than the 

forward time discretisation used currently. 

5.1.4 Stratification 

Initial conditions for the model run corresponding to the SeaRover and ADCP data 

collection were taken from the SeaRover data itself. Allen and Simpson (2002) give 

the salinity section at L W +¼ hours. This data describes the situation in the centre 

section of the basin down to 70m depth. There is a region 1.3 NM long near to the 

sill where there is no information, along with a further 3 NM at the northern end of 

the model. Both the northern and southern sections of missing data were filled by 

assuming there to be no horizontal salinity gradient. In the case of the southern 

section data does exist; the salinity given by the seabed mounted CTD at the 

Narrows was 31.955 at low water. This corresponds well with the surface layer 

salinity of 32 so it is a good approximation to assume no horizontal gradient, at least 

in the surface layer at slack water. The SeaRover salinity data was then interpolated 

onto a grid matching the model scalar points. 
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During the flood stream the salinity measured at the seabed mounted conductivity 

sensor on the sill increased, suggesting a seaward horizontal salinity gradient. This 

variation of salinity has been simulated using the harmonics derived from timeseries 

of sill salinity (section 2.3.2). 

Density profiles presented in Allen and Simpson (1998b) have been averaged over 

periods of approximately 30 days. These are based on long term measurements at 5 

depths at two mooring sites (LL04 and LL14 sites shown in chapter 2). These are 

complemented by CTD casts and show good agreement. Therefore this profile bas 

been used across the entire model domain. Little data exists north of the LL14 

mooring in the centre of Upper Loch Linnhe, and none has been found for Loch Eil. 

The assumption that stratification does not change landward cannot be assessed 

without further fieldwork. 

The profile for Period 5 (days 109 to 145 of 1993) is shown if figure 5.4, taken from 

Allen and Simpson (1998b). With the assumption of a constant temperature of 10°C 

this has been converted to a salinity profile. 
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Figure 5.4 - Density profile f or period 5, LL04 (0) and LL14 (x), 
CTD profiles (line) (Allen and Simpson 1998b) 

The conversion from density to salinity is the reverse of the linear approximation to 

the equation of state (chapter 3). If density can be expressed as a linear relationship 

with salinity (equation 5.3) then equation 5.4 represents the reverse. Coefficients of 

po = 1024 kgm-3, So=34.05 and a=7.6xl0"4 have been used which is a good 

approximation at 10°C (see figure 5.5). 

p = Po + a(S - S0 ) 

S =So+ (p - Po) 
a 

[5.3] 

[5.4] 

This creates a field of ' effective ' salinity that yields the original density pattern 

created by both temperature and salinity vaiiations. The approach has been used 

previously by Lavelle et al. (1991) amongst others, and should introduce little enor 
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location where the cross sectional area changes rapidly, there will undoubtedly be 

anomalies between the cross sections and hence velocities. 

To overcome this possibility, and to include the effects of the free surface changing 

the channel cross section over the tidal cycle, the volume flux from the lD model 

was used instead of the raw velocity output. The volume flux was outputted from 

the ID model (at point 40 in the Loch Linnhe branch) corresponding to Corran 

Narrows. This flow was then divided by the cross sectional area of the non

hydrostatic model at this point to obtain velocity time series for forcing. 

During the initial 5 minutes of simulation a 'soft forcing approach' was taken. Over 

the entire model run a radiation condition was applied to the boundary velocities to 

allow short period waves to escape. The velocity profile was assumed to follow that 

described by the work of Prandle (1985) (chapter 3). 

5.2.2 Salinity 

This follows the assumption that the water column is fully mixed over the sill. The 

boundary value has been taken from the modified current meter installed on the bed 

of the sill in Sm of water. Clearly the river Lochy influences the density by 

continuous addition of fresh water immediately south of the Annat sill. The mean 

tidal flux at the point where the River Lochy joins Upper Loch Linnhe is 

approximately 2x l03 m3s-1
• From Chapter 2 the mean river flow during period 5 is 

approximately I 0% of the tidal flux. This would suggest a reduction of salinity by the 

same amount at this location. There are many other sources of fresh water over the 

model domain. With no salinity data from the Northern end of the loch, the influence 

of fresh water cannot be assessed. This is perhaps the single largest source of 

discrepancy and the dynamics associated with this residual flow and any horizontal 

density gradients cannot be assessed without further fieldwork. 
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5.3 Model runs 

Firstly the model has been applied to the situation of no horizontal variation of the 

density field. This simulation uses the tidal forcing present on day 113 and has been 

undertaken with this model, and in chapter 6 with the hydrostatic model. The 

comparison of these two simulations can be found in chapter 7. 

Subsequently the non-hydrostatic model has been applied to conditions of renewal. 

Three model runs were unde1taken, all using the initial conditions of the Searover 

density slice (Allen and Simpson 2002) at LW +¼ hour. Firstly this initial state was 

forced without introducing any new horizontal density variation. The inflowing 

water was given the same density profile as exists in the model. The other two 

simulations used increasing density at the inflow. The first had an equilibrium depth 

of 40m, and the second was slightly denser than the densest water found in the basin. 

The results from this group of simulations are compared with the data in chapter 7. 

5.4 Results 

The results of the model simulation using a horizontally uniform density field are 

presented here. The flow field is visualised every hour over the 13 hours of the tidal 

cycle starting at LW slack and continuing for a fmther 12 hours until approximately 

½ how· before the next L W slack. 

5.4.1 Flow Field 

The figures on the following pages show current vectors describing the flow field 

every hour. The horizontal axis measures distance from the Corran sill (at x=O) to 

the Annat sill (x=l6km) at the North Eastern end of the Upper Loch Linnhe basin. 

The vertical velocity component has been scaled by a factor of approximately 102 to 

maintain the aspect ratio of the plots. Therefore the large vertical velocities should 

be placed in the context that they appear roughly 100 times larger than the 

horizontal. 
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Figure 5.6a - Current field at LW slack 
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Figure 5. 6b - Current field at LW slack + I hour 
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Figure 5. 6c - Current field at LW slack + 2 hours 
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Figure 5. 6d - Current field at LW slack + 3 hours 
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Figure 5.6e - Current field at LW slack +4hours 
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Figure 5. 6/ - Current field at L W slack + 5 hours 
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Figure 5. 6k - Current field at LW slack+ IO hours 
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Figure 5.61 - Current field at LW slack +I I hours 
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Figure 5. 6m - Current field at L W slack + I 2 hours 

The sequence of flow shown in figures 5.6a to 5.6m show that hour after the 

commencement of the flood stream the flow has detached itself from the 

topography and formed an area of re-circulation 4km long in the lee of the Corran 

sill. Two hours after L W slack this re-circulation encompasses the entire basin, 

causing a strong downwelling against the slope of the Annat sill. The flood stream 

then begins to reduce in speed and causes the re-circulation to reduce in extent, so 

by L W slack +4 hours the downwelling at the Annat sill has turned to an upwelling. 

At L W slack +6 hours, shortly before the start of the ebb stream, 2 distinct waves, 

characterised by vertical eddies, are visible at the Annat end of the basin. 

The ebb stream has started in figure 5.6h, LW slack +7 hours. However at this time 

the stream is still flooding out of the basin at the Annat end. The waves upstream of 

the Annat sill have grown in amplitude. Another hour into the ebb stream shows the 

ebb flowing strongly over the Annat sill. At the surface and at the bed there are 
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strong streams, separated by a region of weaker flow at mid-depth. At L W slack 

+ 10 hours a region of flow separation and reverse flow appears; subsequently this 

expands to fil] the basin by L W slack + 12 hours. 

5.4.2 Flows at mooring sites 

Time series of the currents extracted at the two mooring sites are presented below in 

figures 5.7 and 5.8. The mooring closer to the sill (LL04) shows a jet above sil1 

level on both phases of the tide. This flows above a relatively stagnant lower layer. 
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The modelled timeseries for the LL14 site in the centre of the basin shows a jet in 

the upper 1 Sm of the water column, similar to that at the near-sill mooring site. In 

the lower part of the water column there is evidence of a weak reverse flow, 

stronger at 120m depth. 

5.4.3 Harmonic Analysis 

In order to undertake harmonic analysis of the modelled velocities the barotropic 

component was removed by subtracting the depth-mean velocity at each column. 

Harmonic analysis was undertaken using the t-tide package (Pawlowicz et al. 2002) 

and only the M2 signal has been examined. This analysis was conducted for each 

grid point in the model domain; in this section only the columns con-esponding to 

the LL04 (near sill) and LL14 (mid-basin) mooring locations are shown. 
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The plot of the residual flow at the LL04 mooring site (figure 5.9) shows a seaward 

flow above the sill depth of I Om. Immediately below this there is an equal and 

opposite landward flowing layer down to a depth of 30m. The phase shift and the 

amplitudes of the flow at this location are broadly similar to those at the LLI 4 

mooring site (figure 5.10). 

Residual flows at the mid-loch mooring are at their strongest in the upper 10m, a 

maximum value of 5mms·' is found at the surface. The depth of phase change 

coincides with a landward residual flow; however below 40m depth this is reduced to 

approximately zero. This landward flowing layer is far weaker than that shown in 

figure 5.9 for the LL04 mooring. 
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Figure 5.10 shows a distinct 2-layer structure to the flows at the mid-loch location. 

The upper 20m of the water column are lagged approximately 20° to the inflowing 

stream over the sill. Between 20m and 30m depth there is an abrupt change in the 

phase, below this point the flood stream is lagged a little over 200°. This shows two 

layers completely out of phase, the classic mode 1 internal tide. At the depth of phase 

change there is a velocity minimum with the amplitude of the M2 stream as little as 

0.01 ms-'. The maximum amplitude is found at the surface, a value of 0. l 7ms-1
, 

values in the lower layer are typically 0.02ms-' showing a slight increase near to the 

bed. 

5.5 Summary of results 

The harmonic analysis and the sequence of sections through the flow show the 

presence of a mode 1 internal tide. The surface and bottom waters flow in separate 

directions throughout much of the tidal cycle. There is, however, a marked 

asymmetry to this response. Following the start of the flood stream the reverse flow 

is established within one hour. At the other end of the tide, and the other end of the 

basin, there is a three hour delay before recirculation takes hold in the lower layer. 

Thus the flow in the lower layer will deviate from the purely sinusoidal. 
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The model used by Gillibrand (1993), outlined in the first part of chapter 3, is here 

applied to the study area. The modifications made in chapter 3 have been 

implemented in the code. In order to form a comparison both with the hydrostatic 

model and the data, this simulation covers day 113 of 1993. The comparable data is 

presented in section 2.3.4; the comparable non-hydrostatic simulation was shown in 

sections 5.3 and 5.4. 

6.1 The Model Domain and forcing 

The extent of the model domain for this hydrostatic model was necessarily greater 

than that used in the previous chapter for the non-hydrostatic model. This is partly 

due to the need to keep the open boundary distant from the Corran sill, which in 

trial simulations caused instabilities to grow. The landward boundary is the head of 

Loch Eil such that the modelled channel only has one open end. The horizontal grid 

spacing was 50m (fmer than the non-hydrostatic model). A cross section of the 

model domain, including the non-uniform vertical grid spacing, is shown in figure 

6.1. The positions of the two moorings LL04 and LL14 are indicated. 

The use of the non-uniform vertical grid spacing is well illustrated in figure 6.1. The 

47 vertical grid points vary their spacing from lm near to the surface to 10m in the 

deepest parts of the loch. This allows the near surface layer to be well resolved 

while at the expense of the boundary layer in the deepest parts of the loch. 
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Figure 6.1 - Cross section through model domain 

The modified 'thinjet' topography (section 5.1), where the widths in the lee of the 

Corran sill have been reduced to account for horizontal flow separation from the 

Northern shore was tried with this model. The model failed to run. It is assumed 

that the nature of the fast flowing jet could not be reproduced by the mathematics of 

this model. 

6.1.1 Choice of Turbulence Parameters 

Gilli brand (1993) chose a value of background vertical eddy viscosity of 1x 10·3 

nis· 1 for his simulation of Loch Sunnart. Values derived from observations are 

discussed in chapter 5, but tend to be around 2.5x 10·3 m2s•t. In order to keep this 

model stable higher values had to be used. By trial and error the minimum value 

that would allow the model to run was found to be 2x 10·3 m2s 1• 

The value for horizontal eddy viscosity has been chosen to prevent the model 

becoming unstable rather than from any observations or theoretical work. The 

model of Gillibrand (1993) multiplies this parameter by a factor of 105 in the 
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program code which means that in this model run a value of 2x 104 m2s-1 is used. 

Using values less than this causes the model run to be interrupted by the formation 

of absurdly strong currents around the both sills. The value quoted in Gillibrand 

(1993) for the Loch Sunnart simulation was 104 m2s-1, chosen to maintain stability 

rather than from observational evidence. 

6.1.2 Stratification 

The salinity profile for the entire model domain has been assumed to follow that 

shown in Allen and Simpson (19986) for period 5. The process of creating this 

'effective' salinity profile assuming that the temperature uniform was outlined in 

chapter 5. 

6.1.3 Open Boundary Forcing 

This model uses the sea surface elevation at the open boundary as the driving force, 

in contrast to the model outlined in the previous chapter where the boundary 

velocity is specified. 

In order to simulate the rise and fall of the tide at the open boundary the output of 

the lD model has undergone harmonic analysis using the t-tide package (Pawlowicz 

et al. 2002). The harmonic constants obtained from this are shown in table 6. 1. The 

same 5 harmonic frequencies have been used that were used in the ID model 

forcing from original measurements and harmonic analysis of Allen (I 995). 

Table 6.1 - Tidal harmonics used to force the open bounda,y 

Harmonic Amplitude (m) Phase lag RE: 
equilibrium tide (0

) 

M2 1.1 884 l 68.57 

S2 0.5030 205.90 

N2 0.2408 149 .11 

MM 0.1682 222.70 

MSF 0.111 6 299.52 
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A comparison of the data collected by Allen (1995) and these harmonic constants 

show they are remarkably similar. The location of this site is approximately 4.4km 

landward of the tide gauge deployment. The phase lag for the M2 tidal elevation is 

½ degree, or approximately 1 minute. The amplitudes of the harmonic constants 

derived from this point are slightly larger than those used to force the 1D model 

with. The M2 amplitude is 8mm larger, (± 1mm) so significant in the harmonic 

analysis but insignificant in terms of tidal forcing. 

The method of deriving an ' effective' salinity profile from a published density 

profile has been outlined previously in chapter 5. The sigma co-ordinate open 

boundary profile spacing was lm with the surface elevation at mean sea level, 

covering the open boundary depth of 58m. The period 5 profile was applied at this 

open boundary such that no horizontal salinity gradients existed. 

6.2 Model Results 

The inflowing salinity was set as equal to the profile used across the model domain 

(period 5 stratification). The tidal forcing was taken from day 113 in 1993, a spring 

tide with a range of 3m. 

6.2.1 Flow Field 

The flow field over a complete tidal cycle is shown in figures 6.2a to 6.2m at hourly 

intervals. The flow vectors are plotted at random intervals rather than on the model 

grid, which due to its va1iable nature is not suited to visualisation. 
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Figure 6.2a - Current field at L W slack 
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Figure 6.2b - Current field at L W slack + 1 hour 
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Figure 6.2c - Current field at L W slack + 2 hours 
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Figure 6.2d - Current field at LW slack + 3 hours 
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Figure 6.2e - Current field at LW slack+ 4 hours 
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Figure 6.2h - Current field at L W slack + 7 hours 
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Figure 6.2i - Currentfield at LW slack+ 8 hours 
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Figure 6.2) - Current field at L W slack + 9 hours 
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Figure 6.2k - Current.field at LW slack + 10 hours 
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Figure 6.21 - Current.field at LW slack+ 11 hours 



Hydrostatic Model Application to Upper Loch Linnhe 144 

0 

10 

20 

30 

40 

50 

60 

g 70 

"" ii 80 .. 
0 

90 

100 

110 

120 

130 

140 

150 

0 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Distance (km) 

Figure 6.2m - Current field at LW slack + 12 hours 

The sequence of current vectors over the tidal cycle show the flood stream entering 

over the Corran sill, and following the topography to depth. It plunges underneath 

the ambient basin water forming an area of convergence approximately 4km from 

the sill. This pattern continues until L W slack +4 hours when the area of surface 

convergence is shifted uploch and the small area of flow separation immediately 

inside the sill grows to fill the basin (LW slack +5 hours). The flow pattern on the 

ebb follows a similar pattern except that no flow separation is visible from the slope 

of the Annat sill. At some point between L W slack + 11 and L W slack + 12 the basin 

flow reverses again. 

The flows co-incident to the LL04 and LL14 moorings are shown in figures 6.3 and 

6.4. The sign of the horizontal component has been reversed to make uploch flows 

positive, matching the data analysis of Allen (1995). 
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The timeseries of currents at the LL04 mooring site (figure 6.3) shows that flood 

and ebb streams mainly confined to the upper 20m of the water column. Below this 

depth the lower layer was quite stagnant, with velocities below 0.025 ms·' . The 

exception to this is the start of the flood stream that occurred at about 30m depth up 

to 1 hour after the commencement of flood at the sill. At the same time the surface 

waters were still ebbing strongly. After this time the flood stream appeared at the 

surface until approximately high water when the ebb stream began. 
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Figure 6. 3 - Velocity time series from LL04 mooring site on day 113 

'7 
1/) 

E. 
E 
Cll 

~ 
u.i 
-0 
0 
0 

u::: 



Hydrostatic Model Application to Upper Loch Linnhe 146 

LL1 4 
0 0 -, ·.:, 

20 
0·2 

40 

0·1 
'7 

I 
60 

..c 0 E. 
Q.) 80 

0 

100 -0·1 

120 
-0·2 

140 

0 2 4 6 8 10 12 14 16 18 20 
-0·3 

Hours (RE: start of flood at Corran) 

Figure 6. 4 - Velocity time series from LLJ 4 mooring site on day 113 

The similar timeseries at mooring site LLJ 4 (figure 6.4) shows a clear semi-ctiurnal 

internal tide with the surface and lower layers flowing in completely ctifferent 

directions. At the start of the flood stream it is the lower layer (below 25m) that 

flows landward, while the surface waters are shown to ebb strongly. During the ebb 

stream over the sill (starting at t = 6¼ hours) it is the lower layer that ebbs, with the 

strongest streams found at depth. The extent of the lower layer reaches to within 

10m of the seabed where velocities reduce dramatically. 

6.2.2 Harmonic Analysis 

The velocity field was analysed for the mooring sites LL04 and LL14 (1 ¼ NM and 

3¼ NM north of Corran Narrows respectively). The timeseries of velocity profiles 

at each site was first interpolated onto a regular vertical spacing of lm. 
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Subsequently harmonic analysis was undertaken for each depth after the barotropic 

component had been removed by subtracting the depth-mean velocity. The behavior 

of the M2 component was eluded using the t-tide package (Pawlowic, et al. 2002). 

The phase of the M2 stream is plotted relative to the phase of the flood stream at the 

Carran sill. This in turn has been calculated from the 1-D model output (Appendix 

1) and found to be 183° ± 10°. 

The results of the harmonic analysis are shown in figure 6.5 and 6.6 for the two 

mooring sites. Each figure shows the amplitude, phase relative to the flood stream 

at Carran narrows, and residual flow varying over the profile. 

The amplitude of the semi-diurnal stream at LL04 (figure 6.5) reduces from a value 

of0.2 ms-' at the surface to less than l x l0-2 ms-1 at 20m depth. Below this there is a 

small increase up to a maximum of 8x 10-2 ms-' at 30m, however generally the 

amplitudes of the semi-diurnal oscillations in the lower layer were less than 1 x 10-2 

- I ms . 

The phase of the flood stream at LL04 relative to that at the Carran sill is 

approximately 30° behind in the upper 20m of the water column, below this depth 

there is a sudden change of phase with depth such that at 25m the phase is 120° 

before. In the lower layer there is a fairly unifonn change of phase from this value 

ofl20° at 25m to 180° at 120m. 

The residual flows are strongly seaward from the surface maximum of 4x 10-2 mf1 

down to !Om where there is no net flow. There is a landward maximum residual 

flow at 20m depth of l.5x 10-2 ms-1
, which continues down to 40m where the flows 

are again predominantly seaward. From about 80m depth down to the seabed at 

120m there is no residual flow. 

At tl1e LLl 4 mooring in the centre of the basin also show the largest amplitudes 

near the surface, 0.25 ms- 1 that reduces by an order of magnitude at 30m depth. 
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There is then a steady increase in amplitude down to 90m where a maximum of 0.1 

ms-1 is located. The value is only slightly diminished to approximately 0.07 ms-1 at 

120m. 

The surface layer, down to approximately 30m, has a phase lag of a little over 120° 

relative to the flood stream at Corran. Below this there is a smooth transition of 

phase to a lower layer between 60m and 120m where the phase ranges from 30° 

before to 60° before Corran respectively. 

The residual flows at this site are seaward above 20m depth, below this they are 

landward with a maximum at 40m depth of l x 10-2 ms-1 and extend landward to a 

depth. of 80m. The lowest layer exhibits seaward flows increasing with depth to a 

value of2x10·2 ms-1 at 120m. 
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6.2.3 Summary of Results 

From the harmonic analysis of the stream at LL04 mooring site the flood stream is 

shown to commence at the surface approximately 1 hour (30°) after the flood 

stream at the Corran sill. This is also evident from the velocity plot (figure 6.3) 

showing that the flood stream began at 30m depth for the first hour of the flood. 

The flow field at LW slack + 1 hour (figure 6.2b) shows the flood stream flowing 

under the outflowing surface stream from the previous ebb. 

At the LLl 4 mooring site in the centre of the basin a clear mode-1 internal tide is 

evident. The flood stream commences in the lower layer approximately 2 hours 

before that at Corrao, being the result of the return flow in the lower layer during 

the previous ebb stream. This is evident from the flow field at L W slack + 11 hours 

(approximately 1 ½ hours prior to the next L W slack). The surface layer at this 

location is approximately 30m thick, this depth being the site of the smallest 

amplitude streams. 

Similarly during the ebb stream, starting at L W slack + 7 hours (figure 6.2h), the 

surface ebb from the Annat sill (northern end of the basin) meets the uploch flowing 

surface layer and dives underneath it. This causes strong flows down the slope into 

the Upper Loch Linnhe basin. In the upper layer the uploch stream is maintained 

until L W slack + 10 hours until re-circulation at the Corran end of the basin 

commences and the flows reverse such that the surface ebbs and the lower layer 

floods. 

The residual flows in the centre of the basin are seaward at the surface and seabed, 

and a compensating landward flow is shown in the centre of the water column. The 

same seaward surface residual is found at the mooring site near to the sill, however 

the deeper residual flow is found in the 20 to 40m depth range. 
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Chapter 7 - Synthesis and Comparisons of Models with Data 

This chapter covers the comparison of the data with the two numerical models for 

the situation of the flood stream being of equal density to the ambient basin water. 

Subsequently the data for a period of time when dense water flows into the loch is 

compared with the non-hydrostatic model. 

Processes for the generation of an internal response to the tidal forcing are 

elucidated from the non-hydrostatic model output and the data. It is proposed that 

there are several processes involved in creating an internal response in this system. 

7. 1 Comparison of the two models with the data 

The model runs to re-produce the events of day 11 3 of 1993 can now be compared 

with the data from chapter 2. The data demonstrates that the set of spring tides 

around yearday 113 of 1993 produce a strong mode 1 internal tidal response. Both 

the non-hydrostatic and hydrostatic models have been set to simulate this situation; 

the results for each model are outlined in chapters 5 and 6 respectively as a series of 

13 hourly slices showing current vectors. 

7.1.1 Barotropic flow over Corrao sill 

To form a direct comparison of the models' ability to reproduce the tidal flows 

requires the forcing to be comparable. The two models are forced in different ways; 

the hydrostatic model is forced by a time series of sea-surface elevation while the 

non-hydrostatic model is forced with a specified velocity profile. The two models 

have their open boundaries in different locations; the open boundary of the 

hydrostatic model had to be moved south of Corran narrows to maintain stability. 

Presented in figure 7 .1 are time series of depth-averaged velocity over the Corran 

sill from both models . The amplitudes are identical; however there is more 
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distortion of the sine wave evident in the non-hydrostatic timeseries. This shows up 

as an inequality between the length of the flood and ebb phases. The hydrostatic 

model has phases of approximately equal duration. 
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Figure 7.1 - Depth averaged fl.ow over the Corran sill from the 
hydrostatic (A) and non-hydrostatic (BJ models. 

At maximum flood and ebb oscillations are evident in the output of both models. 

These are far greater in the output of the hydrostatic model, and are ultimately the 

cause of the model's instability without high levels of viscosity. 
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7.1.2 Phase of the flood stream at LL14 mooring site 

Output from both numerical models has been used to produce profiles of velocity at 

the mooring location in the centre of the loch basin. Harmonic analysis of this data 

is presented in sections 5.4.3 and 6.2.2 for the non-hydrostatic and hydrostatic 

models respectively. The phases on day 113 (when no renewal was taking place) 

have been taken from the data at 1 Om, 30m, 60m and 11 Om depths. A comparison 

of both models and the data is presented in figure 7 .2 . 
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Figure 7.2 - Harmonic comparison of models and data at LL14 mooring 
Data (circles), hydrostatic model (dotted line) and non-hydrostatic model (thick line) 

Both models show a reduction of the amplitude of the M2 motions from a 

maximum at the surface to a minimum at 20 to 30m depth. Both models then fail to 

reproduce the increase in amplitude below this depth towards the seabed. The 

hydrostatic model does give a small increase with depth, approximately 20% of that 

observed. The residual flows show that both models approximate the flow regime. 

Neither model uses riverflow as an upstream forcing, which may account for the 

underestimate of seaward transport near the surface and landward transport 

immediately beneath the surface layer. 
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It is the phase comparison that shows the greatest disagreement between the models. 

At 1 Om depth the hydrostatic model shows that the flood stream starts 

approximately 4 hours after that at Corran narrows. In the lower layer there is a 

almost 180° shift between the observations and the model output. The non

hydrostatic model does mostly reproduce the phases of the observations. The only 

exception is at 30m depth. The upper layer thickness is clearly underestimated by 

the non-hydrostatic model. 

The reasons for the marked disagreement in phases between the two models can be 

seen from a comparison of the timeseries of flows presented in figures 5. 6a to 5. 6i 

for the non-hydrostatic model and in figures 6.2a to 6.2i for the hydrostatic case. 

The hydrostatic model shows the incoming flood following the slope of the basin 

and plunging to depth while the upper part of the water column, between the 

surface and 20m, ebbs. On the other hand the non-hydrostatic model suggests the 

flood stream occurs in the surface layer, and two hours after LW slack the lower 

part of the water column ebbs. This process starts by the flow detaching from the 

slope of the basin. This region of flow separation steadily increases in size to cover 

the entire length of the basin by LW slack +2 hours. By contrast the hydrostatic 

model does indeed reproduce a region of detachment and flow reversal, but this is 

confined to the immediate area behind the sill. 

The lack of flow separation evident from the hydrostatic model is the ultimate 

cause of the lack of agreement with the data. The reasons for the inability of such 

models to allow the flow to separate from a boundary are discussed in the chapter 8. 
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7. 2 The simulation of renewal 

7.2.1 Vertical velocity 

In order to demonstrate the link between inflowing salinity variation and the nature 

of the internal tide a pair of simulations were unde1taken with the non-hydrostatic 

model only. The topography used was the 'thinjet' variant, taking into account flow 

separation from the north western shore as described in chapter 5 section 5.1. Both 

simulations used velocity forcing for a tide equal to the Mean Spring Range, and an 

initial stratification equal to the period 5 mean profile (section 5.1.4). Simulation A 

used an inflowing salinity profile that did not vary, and matched the initial 

conditions. Simulation Bused a time varying inflow salinity, based on the harmonic 

analysis presented in section 2.3.2. 

Figure 7.3 shows the results of harmonic analysis of the vertical velocity at 25m 

depth along the length of the basin. This depth was chosen as it was found to be the 

depth of the maximum vertical velocity by analysis of the normal modes 

undertaken by Allen (1995) and Allen and Simpson (1998a). Case A, the constant 

inflowing density profile, is shown as a dashed line and the time varying inflowing 

density ( case B) is shown as a solid line. 

Both simulations show an increase in the amplitude of the M2 motions toward the 

North Eastern end of the basin. Including the time varying salinity forcing gives 

vertical motions approximately an order of magnitude larger than the simulation 

without salinity variation. Spatially the main difference is the amplitude maximum 

at x = 4km present in simulation B and absent in simulation A. This point is 

coincident with the end of the jet. 

The phases of the vertical variations vary with distance in both instances; changing 

by approxin1ately 180° over the length of the basin. The differences are slight; the 

errors in the analysis of case A are proportionately larger due to the smaller 

amplitude of the M2 motions in this case. In both cases the phases are not related to 
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any particular time, however there is a phase shift between the two simulations, 

simulation B is approximately 90° later. 
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Figure 7.3 - Phases and amplitudes of M2 vertical motions, constant 
inflowing density (dashed line) & time va1y ing density (solid line) 
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The spatial distribution of vertical motions was derived from salinity sections by 

Allen and Simpson (1998a). Figure 7.4 shows the analysis of the vertical 

displacement of an isopycnal centred about 25m depth. 

00 360 
$ 
~ 

0 

0 

0 

2 

0 

0 0 

4 6 8 12 

Distance along loch (km) 

12~---------------~ 
0 0 

0 

6 
0 

0 

0 
0 

0 2 4 6 8 12 
Distance along loch 0<.m) 

Figure 7.4 -Harmonic analysis of the vertical displacement at 25m depth 
observations (circles) and from theo,y (line) (Allen and Simpson 1998a) 

The reduction of amplitude in the centre of the basin at about x= 7km is present in 

both the data of Allen and Simpson (1998a) and the model simulation including 

time varying salinity. From theory the 180° phase change is abrupt and centred at 

x= 7km; the data shows a more gradual phase change over 2km. The model output 

from simulation B gives this phase change over approximately 3km, and centred 

further seaward. 

A timeseries of the vertical motions from simulation B is shown in figure 7 .5 for a 

tidal cycle. This provides an overview of the situation, showing upwelling as a 

positive velocity. It can be seen that sinking occurs at the Corrao end of the basin 

from the commencement of flood for 10 hours of the tidal cycle. The exceptions to 

this are two times of upwelling close to the sill, firstly at the start of the flood and 
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subsequently at the start of the ebb. During the first 10 hours there is predominantly 

an upwelling at the North Eastern end of the basin. The region from 13 ½ km to 

Annat sill is not shown, and is a region of intense upwelling. The opposite signs of 

the velocities at both ends, indicative of a mode-I response, is most evident from 

this plot. 

13 

12 

11 

10 

~ E 9 
::. 
C 

"' 8 t: 
0 u 
E 7 
_g 
Q) 

6 0 
C 

"' in 
0 5 

4 

3 

2 

0 2 3 4 5 6 7 8 9 10 11 12 
Time (hours from LW slack) 

Figure 7.5 - Vertical velocity at 25m depth (ms-1
) 

0.5 

0 

-
(// 

.s 
£ 
8 
ai 
> 
<ii 
.S! 

-0.5 i 
> 

-1 

-1 .5 

-2 



Synthesis & Comparisons of Models with Data 160 

7.2.2 Residual Flow 

The harmonic analysis of the model output also reveals the residual flows. This 

enables a comparison with the data derived from ADCP observations co-incident 

with the CTD sections reported in Allen and Simpson (2002). For comparison 3 

scenarios are discussed, non-renewal, partial renewal and full renewal. 

The data (figure 7.6) shows a complex 4-layer structure to the circulation, reviewed 

and compared with other data in chapter 2. The surface layer, above sill depth flows 

seaward; below this a landward flow is observed at between 10m and 30m depth. 

This is confined to the southern end of the basin in the lee of the sill. Between 30m 

and 70m depth there is a seaward flowing layer extending 10km up the basin. At 

the bed the flow is indeterminate until a point 4km up the basin, after which a 

predominantly landward flow is seen at depth. 

The computed non-renewal residual circulation pattern also exhibits this layered 

structure. Figure 7. 7 shows that above sill depth the flow is seaward. Without the 

influence of river flow in the model th.is seaward circulation is a consequence of 

asymmetry in the tidal response. The seaward flowing layer between 30m and 60m 

depth is resolved, however its horizontal extent is only 4km landward of Corran, 

rather than the 10km Observed. The landward flow at the bed 4km north of Corran 

is reproduced in this simulation, along with its absence seaward of this point. The 

situations for the partial and full renewal are shown in figures 7. 8 and 7 .9. 
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Figure 7. 6 - Residual.fl.ow derived.from ADCP data 
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Figure 7. 8 - Residual flow from model output for partial renewal 
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Figure 7.9 - Residual flow from model output for a full renewal 
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As can be seen from a comparison of the ADCP derived residual flows and those of 

the two renewal event simulations, while simulating renewal at depth, the 

simulations fail to resolve the upper layers of the residual structure. The most likely 

explanation for this discrepancy is the forcing used. The time series of sill density 

(figure 2.20) shows a distinct variation of density over the tidal cycle. This is 

consistent with the spatial gradients calculated in chapter 2. The forcing used in this 

study assumes that the denser water flows into the basin over the entire flood 

stream. In reality it is only the last part of the flood that brings in the denser water. 

The first stages of the flood stream will be of comparable density and therefore 

force the basin in the same manner as the non-renewal simulation shown in figure 

7.7. 

It is of great interest that all three of the simulations above show a strong residual 

landward flow up the slope of the Annat sill. It is suggested in the ADCP data only 

at the very bottom of the profile for x = 12.4 km. Its appearance in all of these 

simulations would suggest that it is related to the asymmetry of the internal forcing 

mechanisms and not any density forced flows. Its position, at the seabed, in 

conjunction with the implied strength of flow of up to 0.2ms-1
, would have 

in1plications for both sediment and pollutant transport if this were to be backed up 

with observations. 

7.3 Baroclinic Adjustment in response to a dense jet 

The 30m dip of the isopycnals found in the Searover density profiles (figure 7.10) 

has been attributed to two processes. Initially it was thought to be associated with 

an internal hydraulic jump (Allen and Simpson, 1998b); this view was later revised 

by Allen and Simpson (2002) who attribute this to a baroclinic density driven 

response to the strong horizontal density gradients. This density gradient occurs as 

denser water enters the basin over the Corran sill, having sufficient momentum to 

hold the seaward flowing brackish layer back. Then, as the momentum reduces and 

HW slack is approached, the density gradients force a motion to re-establish 
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equilibrium. This bas been simulated usmg the harmonic variation of inflowing 

density into a basin of horizontally uniform density. The results of the simulation 

are shown in figure 7 .11. The dip of isopycnals is reproduced at 5km from Corran. 

At the other end of the basin uplifting of the isopycnals is also reproduced, centred 

about 11km from Corran. 
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Figure 7. 10 - Observed isohalines near HW slack (Allen and Simpson, 2002) 
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The initial flood stream is less dense than the ambient basin water. However at 

maximum flood (figure 7.1 1 A) the water flowing over the sill has become more 

saline due to the advection of the horizontal density gradient (see section 2.3.2). At 

HW slack the dense water begins to sink as the water column is unstable. This 

sinking produces the kink in the isopycnals at x = 5km as observed by Allen and 

Simpson (2002) (figure 7 .10). 

7.4 Processes generating the internal responses 

It can be seen from the non-hydrostatic model output presented here and in chapter 

5 that there are three possible processes leading to the generation of an internal 

response to the tidal forcing. Each process is sumarised below, and an assessment 

of their role in the tidal response of the Upper Loch Linnhe basin is given. 

7.4.1 Bernoulli Forcing 

The backwards facing step simulation shows how a reversed stream can be created 

at depth downstream of a sudden expansion of the channel. Prior to the generation 

of the area of flow reversal the flow must detach from the channel bed. This creates 

a jet of fast moving fluid which according to the theory of Bernoulli exerts a lower 

pressure. The pressure gradient thus generated forces water beneath the jet 

upstream, at the same time viscous coupling at the lower boundary of the jet forces 

fluid downstream. The reverse eddy is then generated (section 4.1). 

In the context of the Upper Loch Linnhe basin this process takes place at both ends 

of the basin at opposite ends of the tide. The reverse flowing eddy is produced 

landward of the Corrao sill during the flood stream, ( excluding the obvious effects 

of the horizontal gyre) and seaward of the Annat sill during the ebb ( evidenced by 

the ADCP section, figure 2.19). Model output for the flood and ebb streams (LW+ 3 

and L W+ 11 hours respectively) is shown in figure 7 .12. A schematic of the process 

is shown in figure 7 .13. 
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It should be evident from figures 7 .12 and 7 .13 that the phase shift of velocity 

created in the centre of the basin at depth should be 180°. In practice it is slightly 

less; there is a delay in flow separation taking place and extending to the centre of 

the basin following the start of the tidal streams. 

Figure 7.12 - Model current flows (LW+3 and LW+l 1 hours) 
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Figure 7. 13 - internal.forcing via the Bernoulli Effect (inte1face shown as dashed line) 
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From the Bernoulli equation, the term for the kinetic head of water is given by 

u 2/ 2g (Chadwick and Morfett, 1998). Therefore the situation over the Corran sill, 

approximated by the flow slowing from lms-1 to 0. lms-1 will be balanced by an 

increase of head of water of 49mm. However were this loss of kinematic head to be 

balanced by the movement of a pyncnocline the reduced gravity would replace the 

acceleration due to gravity. In this case g' = 0.002xg , therefore the vertical 

displacement of the interface would be 24.75m. 

The preceding estimate of interface deflection assumes that the entire pressure 

deficit was made up by the movement of the interface. In reality it would be 

expected that both surface and pycnocline would adjust (Hill and Foda, 1988). This 

theory does, however, show that the internal tide can be accounted for by the theory 

of Bernoulli. 

7.4.2 Aspirational Forcing 

The process of aspiration has been previously observed in Scottish sealochs (!nail et 

al. 2004), water of twice the sill depth was seen to cross the entrance sill to the 

upper basin of Loeb Etive. Horizontal forcing of a stratified fluid up a slope results 

in a vertical component to the forcing and a lifting of any density gradient. The 

vertical displacement is related to the speed of the horizontal forcing, therefore at 

maximum flow there is maximum vertical displacement. When this flow slackens 

( or reverses in the case of a tidal stream) gravity restores the dense water to an 

equilibrium position in the water column. This is an example of the linear internal 

tide being forced by a non-separating flow over a sloping seabed. 

The model output in figure 7.14 illustrates this process which is summarised in 

figure 7 .15. The waves created in the upper third of the basin are comparable with 

those found in the Searover section presented in figure 7 .1 1. 
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Figure 7.14 - Salinity contoursfrom the non-hydrostatic model 
(A = LW+6½, B=LW+8, C=LW+9½ hours) 
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Figure 7.15 - Schematic of internal forcing by Aspiration 
(isopycnal shown as dashed line) 

The created waves are therefore associated with the turn of the tidal stream. They 

would not be expected to be entirely symmetric. The process lifting the water 

increases gradually over the increasing tidal flow. The restoring force due to gravity 

is supplemented by a change in the direction of the tidal flow, and so this part of the 

wave would exhibit rapid changes. 

It can be seen from figure 7. I 4B that a short wave is created as the stratified water 

is forced by the ebb stream. The behavior of such a short, steep wave in shallow 

water would depend upon the nature of the stratification; it may propagate as a bore 

either broken or purely undular. 
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7.4.3 Time-varying density 

The horizontal density gradient between the Upper Loch Linnhe basin and the 

seaward basin causes the density of the flood stream to increase with time. This 

effect is greater at springs when the horizontal advection is greater, and vertical 

advection of a vertical gradient outside Corran is possible. The local effects of this 

change in salinity are the feature discussed in section 7 .3 .1 and in Allen and 

Simpson (2002). The basin scale effects of the time varying inflow density has been 

simulated by the model and discussed in section 7 .2.1. There was an order of 

magnitude increase in vertical motions when the inflowing salinity varied over the 

flood stream. A graphical summary of how time-varying density causes an internal 

response is given below ( figure 7 .16). 

Start of Flood End of Flood 

Figure 7. 16 - Time va,y ing inflow density 

7.5 Summary of comparisons 

The hydrostatic model cannot simulate the flow in the basin corresponding to a 

mode l internal tide due to its failure to simulate flow detachment. The non

hydrostatic model does reproduce this internal tide, along with the process of flow 

separation. 

Post renewal the non-hydrostatic model qualitatively reproduces the interface 

position at the northern end of the basin well. The internal waves of shorter length 

than the tide are found in the data and the simulation. The mechanism for their 

generation is thought to be the forcing of dense water up a slope by aspiration. 
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The other mechanism proposed for the generation of the internal tide is via the 

Bernoulli Effect in the lee of the sill. The re-circulation formed should give rise to a 

180° shift of phase from the surface to the bed. This phase shift is reproduced by the 

non-hydrostatic model during a period of non-renewal; however the amplitude, 

especially in the lower part of the water column, is underestimated considerably. 

The effects of an inflowing jet of greater density than the ambient basin water have 

been reproduced by the model. This creates a sharp drop in the isopycnals as the 

water column returns to an equilibrium state at HW slack. This downwelling 

process is an important process leading to the formation of an internal tide under 

these conditions. 

A comparison of the residual flows observed post renewal show that the model 

reproduces the layered flows but underestimates the extent of the seaward flowing 

layer immediately below the inflow. All of the residual flow situations show a net 

landward, and therefore upslope flow, at the northern end of the basin. 
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Chapter 8 - Discussion and Conclusions 

The major features of the flow identified by the model output are discussed in 

relation to other pertinent studies. The ability of the two models to reproduce the 

flow is put into context with recent numerical studies, and with boundary layer 

theory previously applied to the flow of air over an aerofoil section. This chapter 

concludes with a proposed plan for future work and model development. 

8.1 Mode 1 internal response 

The exact mechanism by which jet fjords show internal tides has yet to be fully 

understood. It was Stigebrandt ( 1999) who, citing the data of Allen and Simpson 

(1998b) used in this thesis, proposed that a different mechanism for the generation 

of internal tides by jets must exist. Recent numerical investigations by Stashchuk et 

al. (In Press.) provide a clue to just such a mechanism in Loch Etive. They suggest 

that on the flood stream a jet is created over the sill (Chapter 4); on the ebb the flow 

is subcritical at the sill and therefore the linear internal tide can be created at this 

time. They point to the asymmetry of the internal motions and suggest that they are 

only forced for half the tidal cycle, during the ebb stream. 

Upper Loch Linnbe differs from the upper basin of Loch Etive in that both ends are 

open and so the flood stream can leave via the Annat Narrows. Therefore the 

mechanism proposed by Stashchuk et al (In Press.) could occur in Loch Linnbe on 

both phases of the tide. 
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1.0 

Figure 8.1 -Streamlines from lid driven cavity flow (Poliashenko and Aidun, 1995) 

The re-circulation in the backwards facing step example is not reliant upon the far 

end of any basin; the re-circulation is driven by a need to maintain continuity in the 

lee of the step following flow separation. This is borne out by the correct simulation 

of the flow over the Loch Etive sill. The recirculation was simulated with an 

outflow boundary condition downstream; thus demonstrating that it is the low 

pressure in the lee of the sill that drives the recirculation. It is not caused by 

interaction of the flow with the far end of the basin as is the case with lid-driven 

cavity flow test cases (figure 8.1). 

The lack of amplitude of the internal tidal motions produced by the non-hydrostatic 

model is evident compared against the 11 Om current meter record from the LLl 4 

mooring. While the phase of this internal tide is accurately produced the amplitude 

is not. The mechanism by which this vertical recirculation is maintained may not be 

entirely described by the model. A schematic of this process is shown in figure 8.2. 
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> Jet 

Figure 8.2 - Schematic of basin gyre 

Figure 8.2 shows that beneath the inflowing jet at point A horizontal momentum is 

imparted to the waters below sill depth by viscous forces. This creates a return flow 

in the lower part of the water column and helps to drive the recirculation gyre. 

Viscous forces at point B, together with frictional forces against the seabed will 

reduce the amplitude of the velocities in this gyre. 

It should be apparent that greater viscous coupling at point A than at point B will 

encourage the formation of this gyre. Any higher order turbulence schemes relating 

the vertical eddy viscosity to the turbulent kinetic energy in the water column 

should reproduce this inequality of viscosity. The lack of a turbulence scheme in 

this model could be the cause of this deficiency. It may also explain the seemingly 

thin upper layer, shown by the lack of agreement of the phases at 30m depth. An 

increase in the vertical mixing of momentum should deepen the upper layer. 

It was Cummins (2000) who suggested the use of more complex turbulence 

schemes in sealochs; in that case to encourage the accurate simulation of the 

boundary layer and its separation. This study provides another compelling reason to 

relate the mixing parameters to the turbulent energy in the water column. 

The mode 1 internal response of the Upper Loch Linnhe basin has been thoroughly 

investigated by the originator of the data (Allen, 1995; Allen and Simpson, 
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l 998a&b; Allen and Simpson, 2002). Obsetvations of a ?imilar mode I internal 

response have been made recently in the Gareloch (Ellis, 2001). Previously the data 

of Farmer and Osborne (I 976) is suggestive of an internal response generated at the 

head of a loch. 

The mechanism proposed in this study, the vertical advection of a density gradient 

by horizontal forcing up a slope, would account for these obsetvations. It has also 

been shown to generate the undulations of the isopycnals near the Annat end of the 

Loch Linnhe basin. The streams are strong in this area due to the connection of 

Loch Linnhe to Loch Eil. These strong tidal streams will generate a far greater 

internal response than if the basin were closed at the bead. 

The variation of inflowing density over the flood stream has been shown to 

reinforce the internal response; in the area centred about 5km from Corrao this 

accounts for an order of magnitude increase in vertical velocity. The author has 

been unable to find a similar process described in the literature, although it should 

by no means be confined to Upper Loch Linnhe. 

8.2 Hydrostatic- non-hydrostatic model comparisons 

The model of Bourgault and Kelley (2004), while similar to the model presented 

here, has one unique feature not seen in other non-hydrostatic models. The same 

code can be run in a hydrostatic format by modifying the fundamental equations 

with a 'switch variable' . This enables a direct compassion to be made between 

hydrostatic and non-hydrostatic models. In the hydrostatic mode this model bas 

produced flow separation over the Knight Inlet sill. A comparison with the non

hydrostatic model shows that the hydrostatic version produces only one small lee 

wave rather than the train of lee waves from the non-hydrostatic simulation. The 

hydrostatic model did reproduce flow separation, however to a lesser extent than 

either the data or the non-hydrostatic model. In a basin scale context this difference 

between the hydrostatic and non-hydrostatic my account for the discrepancy 
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between model and data in Loch Sunnart by Gillibrand (1993). The model was 

unable to reproduce the internal tide, showing a 90° phase shift between 

observations and model. A later version of the same model has been more recently 

compared against long term salinity data (Gillibrand, 200 1 ); however the absence of 

any comparison with velocity data would suggest it also reproduces the dynamics 

poorly. The comparison here reinforces the conclusion of Gillibrand (1993) that his 

model was 'not entirely suitable.for the sealoch environment.' 

There is clearly a difference in the ability of various models to reproduce flow 

separation. A comparison can be made between the hydrostatic work of Cummins 

(2000) and tl1e non-hydrostatic work of Lamb (2004). These two papers recount the 

simulation of the flow over Knight Inlet, both with purely 2-dimensional models. 

The limitations of tllis approach are discussed in Klymak and Gregg (2001) where 

the 3-dimensional nature of the flow is discussed. Botl1 these simulations suffer 

comparably from the 2d approach. 

The hydrostatic model compared favorably at maximum flow but the acceleration 

phase of fue tidal cycle was poorly modelled. In order to achieve a satisfactory end 

state the topography was modified to mimic flow separation. The bathymetry 

downstream of the sill was cut off at 80m ( dashed line in figure 8.3) and a no-slip 

condition was introduced in order to match fue observations in the upper part of the 

water column. To demonstrate the flow field the streamlines are shown in figure 8.3 

for maximum ebb. Upstream of the sill there is a vertical eddy above the seabed, 

however in the lee of the sill the flow remains attached and rapidly descends the 

leeward slope. 
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Figure 8.3 - Stream/unction from Knight Inlet simulation (Cummins 2000) 
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The model output of Lamb (2004) shown in figure 8.4 suggests that flow separation 

takes place approximately 1hr after slack at a point 20m below the crest of the sill. 

Half an hour later this point of separation has moved towards the crest at some 7m 

beneath it. 

j+l ➔ ➔ ➔ ➔ ➔ ➔ 

j 

j-l 

i-1 i+J 

Figure 8. 5 - Schematic of hydrostatic model fl.ow 

The hydrostatic model approach is outlined in figure 8.5. Step A shows a horizontal 

flow, forced from an open boundary to the left. In step B the flow at u(i+ ½ ,ih shown 

in green, bas been caused by vertical viscous coupling to the velocity above. Step C 

shows the boundary conditions for the cell (i,j) as red circles. Velocities at these 

points are set to zero, being perpendicular to the boundary. Therefore there is a net 

negative flux in cell (i,j) which must result in a downwards vertical velocity W(iJ+½J, 

shown as the red arrow, to maintain continuity. This continues along such a stepped 

boundary such that the vertical flow is always downward and the flow cannot 

separate. 

8.3 Flow separation 

This fundamental process can be modified by any density difference across a sill. 

Density forced flow separation was suggested by Klymak and Gregg (2003) where 

a buoyant jet was encouraged to separate. The reverse process, density induced flow 

attachment, was observed in Loch Etive by Inall et al. (2004), here a dense layer 

flows over the sill and detaches from a point some way down the slope. The current 
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study agrees with these mechanisms in that the tendency for flow separation to take 

place can be modified by any density difference between the sill flow and basin 

waters. This is especially evident from the residual flow simulations of the partial 

and full renewal. 

To form a comparison with analytical theory a simple expression to describe 

situations when flow detaches from the lee of an obstacle (for example an aerofoil 

or expanding channel) is taken from Schlichting (1960). The apparent simplicity of 

equation 8.1 belies its derivation, based on the theory of laminar flows against a 

pressure gradient. 

[8.1] 

For no separation cr > 11.13 and for separation to occur 0 < 11.3 

The derivatives of U can be put in terms of the depth profile of a sill if we assume 

continuity is maintained. In this instance changes in width are ignored. lnall et al 

(2004) show that the width of the Loch Etive jet increased little with distance from 

the sill, it separates from the side of the channel and maintains a constant width. 

They observed flow separation from the shore creating horizontal gyres similar to 

those in Klymak and Gregg (2001). In Loch Linnhe the horizontal gyre shows flow 

separation from the northern shore and a horizontal gyre (figure 5.2). The depth 

profile has been obtained between the Carran sill and a point 1km uploch from the 

high resolution model domain (Llx = 50m). A quadratic (equation 8.2) has been 

fitted to this profile (figure 8.6). 
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Figure 8.6 - Bathymet,y of the lee slope of the Carran sill 

[8.2) 

Using continuity arguments (Equations 8.3 and 8.4) we can obtain an expression for 

the change in depth averaged velocity with respect to x in terms of the sill velocity 

( Us) and the bathymetry. 

1 U,=U,x[:] 
au= u x - ad 
ax s ax 

[8.3) 

[8.4) 

Substituting these expressions derived from the quadratic fit to the bathymetry into 

equation 8.5 allows the calculation of cr over this region for various sill velocities. 
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This is essentially a re-write of equation 8.1 (Schlichting 1960) in terms of these 

variables. 

[8.5] 

Including the bathymetry of this particular problem equation 8.5 can be quantified 

by; 

Us Us X - 5.8 X 10-6 

~=-----~~-----x------~----------
2.9 X 10-6 x 2 -6.6 X 10-5 X + 1.1 3.4 X 10-II x 2u: -7.7 X 10-10 xUS + 4.4 X 10-9 

[8.6] 

A plot of equation 8.6 over the 500m in the lee of the sill, varying the sill velocity 

up to 1 ms-1, is presented in figure 8. 7. The grey area represents cr > 11 , i.e. attached 

flow. The reasons for the apparent flow detachment over the entire slope at very 

low current speeds remains unclear. It may be that some of the assumptions used in 

deriving this theory regarding the behavior of boundary layers do not hold true at 

such low speeds. This theory is after all applied to the flow of air over an aerofoil 

(Schlichting 1960), a different problem entirely. 

It can be seen from figure 8.7 that the flow detaches at 450m from the sill crest 

when current speeds reach 0.03ms-1
• The point of detachment then rapidly moves to 

175m from the crest as the current rises to 0.20ms-1
• As current speeds increase 

from this point there is only a small change in the point of flow separation. 

Referring back to the original quadratic for depth the point x= 150m is 18.5m. This 

compares favorably with the flow field presented in figure 5.5c. It is worth noting 

that this analytical theory, ignoring the effects of the turbulent boundary layer, will 

cause the flow to apparently separate earlier than it otherwise would. The agreement 
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between this theory and the model may serve to demonstrate the lack of accurate 

simulation of a turbulent boundary layer by the numerical model. 
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Figure 8. 7 - Regions of flow attachment and detachment from theo,y 
(Grey area represents attached flow) 

Flow separation has been demonstrated at every sill considered in this study. The 

data (Inall et al, 2004) and the model simulations presented by Stashchuk et al. (In 

Press.) both show the jet separating from the Loch Etive sill. In Loch Linnhe the 

ADCP data (figure 2.19) shows flow separation of flow from the Annat sill on the 

ebb stream. Complicated by the presence of a horizontal gyre, there are no direct 

observations of flow separation from the Corran sill. The theory of Schlichting 

(1960) bas been used to show that the flow should separate from the topography at 

this location, over almost the entire flood stream. The non-hydrostatic model agrees 

with this theory. 



Discussion and Conclusions 182 

8.4 Renewals 

While many studies have concentrated on the identification of renewal events from 

density data, and the environmental factors thought to control them, very little study 

has been undertaken into their dynamics. The occurrence of renewal is often 

controlled by unpredictable forcing so it is co-incidence when observations can be 

made. The ADCP survey of Allen and Simpson (1998a) was fortunate in that it 

occurred immediately post renewal. The observations of a density driven 

component to an intruding jet in the Gareloch (Ellis 2001) were possible because 

fortuitously renewal was taking place at the time. 

Obsen,ations by Liungman et al. (2001) of a renewal event in a Swedish fjord were 

used to develop theoretical arguments for water entrainment by a plume. They show 

that the volume of entrained water was double that of the original inflow, a 

comparable finding to that of Edwards and Edelsten (1977). Therefore they 

conclude that this type of mixing is more important in determining the deep water 

density than mixing by vertical diffusion. It follows that the timing of future 

renewal events must be controlled by this process and so its simulation is vital to 

any such work. The simulation of complete renewal by the current model illustrates 

this mixing. The inflowing water had a density of 0.2kgm-3 greater than that at the 

deepest part of the basin; the residual flows suggest that the uploch flowing layer 

does not flow along the bottom. The assumption is that it is no longer denser after 

mixing has taken place during the inflow down the slope. The simple turbulence 

scheme employed in this application would be expected to underestimate this 

mixing. The data of Liun&rman et al (200 I) would therefore provide a good test of a 

more complex turbulence scheme. 
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8.5 Future work 

The further development of the non-hydrostatic model presented here is the next 

logical step in this work. The goal would be to improve its performance and 

robustness to a point where it can be used as an operational model. In order to 

achieve finer resolution and therefore model some of the processes deficient in 

these simulations, gains in model efficiency must be made. The important features 

currently un-resolvable are the bottom boundary layer and the small scale 

instabilities that cause the stagnant patch observed in Knight InJet (Farmer and 

Anni 1999) and Loch Etive (Inall et al, 2004). 

The diffusive terms need to be treated in an implicit way to enable the timestep to 

be increased or grid resolution to be decreased. A non-uniform grid has been used 

in other simulations to increase computational economy in areas away from small 

scale processes (Bourgault and Kelley 2004). This step would necessitate the 

development of a technique other than SOR to solve the Poisson equation as the 

optimal acceleration parameter is grid scale dependant. The simplest efficiency 

gains can be obtained by treating the surface boundary as a free-surface, calculating 

the surface position, and therefore any slope, by the solution of a continuity 

equation. This establishes the depth averaged pressure gradient and therefore the 

computationally expensive SOR algorithm only need find the non-hydrostatic 

component. Preliminary experiments with this system show an order of magnitude 

decrease in processing time; however it suffers from reflected surface waves at the 

boundary. 

Since iterative schemes were first used in the solution of Poisson equations at the 

Los Alamos laboratories in the late 1960's, computers have changed remarkably. 

Large, fast memory and parallel processors are no longer restricted to 

supercomputers. The reasons for choosing iterative schemes over methods 

involving inverting sparse matrices may be no longer apply. Iteration is an 

inherently linear method that cannot be efficiently undertaken in parallel. Inverting 
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a matrix can be distributed over a parallel machine far more effectively. Future non

hydrostatic modellers therefore need to evaluate methodologies on the architecture 

of modern and future computers. 

The turbulence scheme used in the current study is another major cause of 

discrepancies with the observations. If the grid resolution is increased to allow the 

simulation of a bottom boundary layer, a higher order turbulence scheme must also 

be incorporated to this end. The object orientated structure of the model code can be 

exploited to allow experimentation with more than one of the group of turbulence 

closure schemes that relate mixing coefficients to turbulence, reviewed in Rodi 

(1984) and more recently in Burchard (2002). 

Future observations should include the accurate measurement of the boundary layer 

over a sill, and details of flow separation. It is only by the accurate simulation of 

such phenomena that the dynamics of these systems can be modelled. There is a 

bias of turbulence observations towards the measurement and simulation of vertical 

mixing parameters at the expense of their horizontal equivalents. It has been shown 

in the review of similar models that the horizontal eddy viscosity is often used 

simply to maintain computational stability. The most complex mathematical 

formulation for this parameter is that used by Stacey et al (1995). The extensive use 

of higher order turbulence schemes in the vertical (Burchard, 2002) has no 

equivalent in the horizontal. It will only be by observations, perhaps using 

horizontal acoustic Doppler techniques in channels, coupled with models, that this 

knowledge gap can be filled. 
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8. 6 Conclusions 

The non-hydrostatic model presented in this thesis shows that the accurate 

simulation of the internal tide in Upper Loch Linnhe (and similar lochs bounded by 

shallow sills) can only be accomplished with a non-hydrostatic model. The process 

of flow separation, and its accurate simulation, is vital to the formation of an 

internal tide by water flowing over a sill in this system. 

The lack of agreement using the hydrostatic model of Gillibrand (1993) with the 

data necessitated the creation of a new model free from the constraints of the 

hydrostatic approximation. This model has been validated by its ability to recreate 

processes important in the dynamics of sealochs. This includes the effects of density 

cascades and internal waves. Provided the flow is considered constant across the 

channel, this model reproduces the dynamics at far less computational cost than a 3-

dimensional non-hydrostatic model. 

The model output suggests that there are three possible processes in Upper Loeb 

Linnhe that contribute to the formation of an internal tide in a jet-fjord. They are: 

1. The Bernoulli Effect in the lee of the sill. 

2. Aspiration of a vertical density gradient up a slope at the opposite end of the 

basin to the jet. 

3. Time varying inflowing density causing a downwelling at toward the end of the 

flood stream. 

Processes 2 and 3 can reinforce one another causing a mode-1 internal tide if 

conditions are suitable. 
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Appendix 1 - One Dimensional Channel Model 

In order to give tidal boundary conditions for models of Upper Loch Linnhe a 

branching channel model was developed. This was validated against data from 

the Admiralty tide tables and a tidal diamond. 

Methodology 

1D Equations of Motion 

The momentum equation for flow in a one-dimensional channel can be written 

as shown in equation Al. 1. The two terms on the left are the temporal and 

advective accelerations respectively. These accelerations are balanced by three 

terms on the right, the sea-surface slope, friction due to stress on the seabed, 

and viscous forces due to turbulent eddies. 

au au or; u1u1 a2u 
-+U-=-a--g---A --ot ox O ox C2 R 1, ox 2 

[Al.l] 

The seabed friction term has been parameterised using Manning's equation for 

the Chezy coefficient (C), given by c = R¼n-1 • Where R is the hydraulic radius 

of the channel and n is Manning's roughness co-efficient. 

Continuity dictates that; 

a,7 + a(uA) = 0 a, ax 
[Al.2] 

where A is the cross sectional area, and, assuming the channel to be triangular 

in section, is given by A = ½.B.d 
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River Sea 
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Figure Al.I -Numerical grid for the ID model 

Equations Al.I and Al.2 are subject to the boundary conditions U, = 0 (or U, 

= river flow) and 1'/i=N is specified over time from tidal harmonics. The channel 

width (B) and the depth relative to Mean Sea Level (H) are specified at 17 

points, half way between U points, and have been estimated from Admiralty 

Chatt number 2380. 

The parameters n (Manning's roughness coefficient) and Ah (the horizontal 

eddy viscosity) are specified across the model domain and have been used to 

tune the model. 

The finite difference approximation to the equations use centred time 

differences with an Asselin filter (Asselin, 1972). The friction tenns are lagged 

one time step and the advective term is a combination of centred and upwind 

differences. The other terms are entirely centred differenced in space. 
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Friction term 

Values for Manning's roughness coefficient (n) are outlined for rivers in table 

A 1. 1 (Chadwick and Morfett, 1998). 

Table Al.1 - Values for Manning's roughness coefficient 

Channel type Manning's n 

Eaith, straight 0.02 - 0.025 

Eaith, meandering 0.03 - 0.05 

Gravel (75-l 50mm), straight 0.03 - 0.04 

Gravel (75-150mm), winding or braided 0.04 - 0.08 

Expressions for the hydraulic radius of square, trapezoidal and circular 

channels have been given by Chadwick and Morfett (2002). In this study a V 

shaped channel has been assumed; therefore the hydraulic radius, the cross 

sectional area divided by the wetted perimeter, is given by equation A l .3. 

[Al.3] 

The assumption often used in estuai·ies and tidal channels that the water depth 

is small in comparison to the width enables the friction te1m to be simplified to 

Equation A l.4 (Bowen and Pinless, 1977). 

[Al .4] 

This type of friction term was originally used with the model, along with the 

assumption that the channel was square in cross section with a width equal to 

the mean width of the section. Tuning the model to reproduce the lag of high 

water required the co-efficient of friction (Cn) to be over an order of 

magnitude higher than the accepted value of = 2.5x 1 o·3. This also gave a 

smaller tidal range at Loch Eil Head than at the open boundaty. I have 

concluded from this that the simplifications used in deriving this friction term 
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cannot be applied to channels of the geometry of sea lochs, where it is better to 

use Manning' s full equation. 

Branching Scheme 

Side branches are assumed to join perpendicular to the main channel flow such 

that there is no transfer of momentum between the branch and the main 

channel. The connection is made via the continuity equation by evaluating the 

flux from the branch to the main channel. This involves adding a tenn to the 

continuity equation (Al.2) to account for a change of depth due to flux of 

water from the branch. The discretised continuity expression is given by 

equation A 1.5, the final te1m is only evaluated at a cell in the main channel 

where a branch connects. The indexj is the final cell in the branch. 

Open Boundary Forcing 

Harmonic analysis of tide gauge data was unde1taken by Allen (1995); 5 

harmonic constants have been extracted from a time series of approximately 

one month. The location is approximately 10km south of CotTan natTows; 

table A 1.2 gives the harmonic constants. The sea level relative to chart datum 

(Zo) was infen-ed for this location by a linear interpolation of the values given 

for Corpach and Pott Appin ( data supplied by the Proudman Oceanographic 

Laboratory). 
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Table A 1. 2 - Harmonic constants used to force open bounda,y 

Constituent Amplitude (m) Phase Lag (0
) 

M2 1.1 8 168.0 

S2 0.50 206.6 

N2 0.24 148.8 

MM 0.16 222.7 

MSF 0.11 297.6 

The phase of each constituent relative to the equilibrium tide has been taken 

from Admiralty data, along with the nodal factors for the middle of each year. 

A linear interpolation of the nodal factors between years is undertaken by the 

model when calculating the boundary elevation. 

Comparison with data 

Times of high and low waters 

The model has been tuned by varying the co-efficient of bottom roughness 

such that the lag of high water is reproduced across the model domain. For the 

purposes of this tuning exercise the model was forced using harmonic data 

from GLA tide gauge, and a tidal cycle of the same amplitude of mean springs 

was chosen. This amplitude is the sum of M2 and S2 from table Al.2 (1.68m) 

giving a mean spring tidal range of3.36m. 

Table Al.3 - Delays of High and Low waters 

REOban Times (min) 

HW LW 

Corrao +07 +04 

Corpach +20 +40 

Loch Eil Head +45 +65 

Loch Leven Head +45 +45 
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The delay of high and low waters between Corran and Loeb Eil head has been 

determined from model output (figure Al.2) to be 35 minutes for high water 

and 65 minutes for low water. From Admiralty data the lag should be 38 

minutes for high water and 61 minutes for low water. The small discrepancy 

can be attributed to the fact that the width of the modelled loch is not 

permitted to change over the tidal cycle. While this bolds true for the majority 

of the system, with steep sides, it is not true for the area immediately seaward 

of Corran Point, where the channel width changes appreciably between high 

and low water. 

3.5 

25 

1.5 

0.5 

~1'---_~5-~.5--_4.__ _ _ ~3 -~-2-~.,--o~~-~2-~-~~-~6 

Hours RE: HW Oban 

Figure Al .2 - Sea swface elevation Carran Narrows (black) & Loch Ei! Head (red) 

from model output 

A comparison of times of the tidal elements in the Loch Leven branch of the 

model shows poor agreement. The model gives the delay of L W relative to 

Oban as 3 7 minutes, an underestimate by 8 minutes. The arrival of HW at the 

bead of Loch Leven should be 45 minutes after HW Oban; the model gives 5 

minutes. The reason for this disagreement is again geometric simplification of 

the channel at Caolas nan Con, the sill between the upper and central basins of 

Loch Leven. ln places the width of the Channel at HW is double that at L W. 

During the high part of the tidal cycle a significant proportion of the flow 

would be over these extremely shallow mud flats, resulting in a large amount 
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of bed friction not accounted for in the model formulation. The small volume 

of this upper basin coupled with the large distance from the area of immediate 

interest in this study reduces the impact of this upon the tidal streams in Upper 

Loch Linnhe. 

Tidal diamond data for Corrao Narrows 

The tidal diamond data published on chart 2380 describes the stream over the 

Corran N an-ows sill. The principal axis of the velocities has been calculated as 

024.5°T. At maximum flood and ebb the stream deviates from this towards the 

east, however by less than 12 degrees, allowing along loch components to be 

taken about the principal axis for comparison against the model. 

A comparison of seaward velocity derived from the model and from the tidal 

diamond data for Corran Nan-ows is presented in figure Al .3. The ratio of the 

scales of the two axes is 1: 1 .4; this accounts for the relationship between the 

sectionally averaged velocity outputted by the model, and the surface velocity 

measured in the centre of the channel. 
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The model and tidal diamond data are out of phase during the flood, (HW -6 to 

HW), the time of maximum flood being given by the model as HW -2:30 

while the tidal diamond gives HW-2. However, the reduction in the 

acceleration of the ebb stream 2 hours after HW Oban is reproduced by the 

model, although an underestimate. There is a similar reduction on the flood 

phase, however less pronounced, 4 hours before HW. 

Summary 

This simple channel model has been calibrated against the available data to 

give sectionally averaged velocities and sea-surface elevations across the 

model domain. While the assumptions involved in 1-D models cannot capture 

the full physics of the problem it is an acceptable description, at least in the 

Upper Loch Linnhe branch of the system. 



Appendix 2 - Solution of a 2-D Poisson equation modified to account for width variation 

The Poisson equation for pressure (equation A2. 1) has the channel width introduced (equation A2.2) from Bourgault and Kelley (2004). 

ai P ai P 
- +- =F ax2 8z2 

~ (BaP)+~(BaP)= F ax ax oz az 

(A2. 1] 

(A2.2] 

This equation has been solved on the grid shown in chapter 3, figure 3.3; the discrete expression for the second derivative in the x 

direction is then g iven by; 

[
B ½ (P+1 - P .) B ½ (P . -P 1 .)7 

i+ 2J I ,] 1,/ - 1- 2-i 1.1 1- .J I 
~x ~x ~ 

(A2.3] 
L~X 

Expanding the brackets (equation A2.4) and collecting terms together (equation A2.5) y ields equation A2.6. 

B ½ p I -B ½ p -B ½ p +B ½ p I . i+ 2.f I+,] i+ 2•1 1-l i- 2·i I.] i- 2,i I - , ] 

(~)2 
(A2.4] 



- P;.j( Bi+ ½,1 + Bi-½.j )+ Bi+ ½,1P;+l,j + Bi-½,1P;- l,j 

(~x)2 

_ P, i+ ½-1 1+l.1 i-½.J 1-l.1 

[

B P, + B P. 7 
I. + ( ) 
• .1 B1+ ½,1 + Bi-½,1 IJ 

[ 

7 
(~)2 

(B1+ ½,1 + Bi_ ½,1 )J 

Including the term for the 2nd derivative in they direction the full Poisson equation becomes; 

- p l Bl+ ½,1 pi+l,j + Bi-½-1 pi-1,j l - p lBi,1+ ½ P,.j+I + Bi.j-½Pi.1-1 7 
i.1 + ( ) i.1 + ( ) 

B. I . + B. I . B . . I + B . . I I 

l 
1+½-1 1-~1 j + l 1.1+½ 1.1-f j 

(~x)2 (~)2 , 

B +B B +B 
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=F l ,l 

[A2.5] 
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The first two terms can be re-arranged and split into four terms such that the pressure at ce ll i,j is separated g iving; 

[
B ½ P , + B ½ P. 1 .l [B ½P . 1 + E

5 
P. . , 7 

- - i+ 2~ I~ .J + B,- 2·' 1- ,/ I i,J; 2 l,.j++ B. . ,.,-1 
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--- - ''----+ . + -=--~ - - --- ~ ---=- + =--~----~ -= = F. 
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1

'

1 
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The first two terms are re-arranged fo r P ;J and the last two terms are simplified by cancelling the double-decker fractions giv ing; 
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This can then be re-arranged for PiJto give equation A2. l l , an expression for the Gauss-Seidel iterative method. 

p =[ (L\x)2 + (L\y)2 Jx[[B,.½-/~ .. _, +B,_½-1 P,,_11l+[B;_J+½P,·1+
1 +Bi.J-½P,·1_

17
1 

_F. ·J 
1.1 s . , + s , s . I + B . . I (D..x r (&)2 1.1 

I+ ½,1 1-½,1 I.J+ ½ 1,1- ½ ~ ~ 
[A2.1 l ] 

The Successive Over Relaxation (SOR) algorithm requires the correction to be multiplied by the acceleration parameter. This is achieved 

in equation A2.l2, the method of solution of the Poisson equation in the non-hydrostatic model developed in this thesis. 

P,_, = (1-w )P,_, + ( 
8 

w x ([Bi+ ri.1 P,+1.1 + Bi-½-1 P,-1J 

1

1 [s,_1,½ P,_1., + n,_,_ ½P,_,-, I J 
. ½ . + B. ½ . B + B J ( )2 + - F 
" '[ Llx ): - ,., + '·' ' 1 l>z /'-½ Llx ~ (Liz)' ~ ,., 

[A2.1 2] 

The solution sequence is outlined in the flow diagram overleaf in figure A2. l 
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< Start 

l 
Initialise Iteration 

• Copy previous iterate 
pressure field 

• Set boundary conditions on 
edges of model domain 

Spatial loop 

Iterate through 
• Red list 
• Black list 
Peiforming SOR Calculntion 

Iteration Analysis 

Normalise max oP by mean 
pressure 

Yes 

Yes 

Yes 
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SOR Calculation 

• Adjust pressure 
according to eq. A2.12 

• Store max oP 

Pass back number 
of iterations 

Output iteration details 

Exit 

Figure A2. 1 - SOR Solution sequence 
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