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Abstract 
In recent years, remote sensed measurements of sea surface salinity have been identified as a key 
requirement in mixing and pollution studies. Existing methods of remote sensing salinity are largely 
limited to microwave radiometry, which operates on the principle that the microwave emissivity of 
the sea is strongly salinity dependent. Orbiting microwave radiometry sensors (SMOS) however, 
lack the spatial resolution to adequately resolve most estuaries, whilst airborne microwave 
radiometry is subject to radio frequency interference, and is therefore often unreliable in estuarine 
regions that are near cities. In many estuaries, the concentration of coloured dissolved organic matter 
(CDOM) shows a strong, linear relationship with salinity, since it mainly enters estuaries through 
land runoff. The aim of this study, was to develop a method by which the concentration of CDOM, 
and hence salinity, could be derived from remote sensed water colour in the optically complex 
Conwy Estuary. To achieve this aim, measurements of the specific inherent optical properties of the 
dominant optically active in-water constituents (OICs) were made, and in-situ measurements of 
water colour collected to enable both forward and inverse modelling of water colour. Airborne 
remote sensed water colour was obtained in the estuary during spring, summer, and autumn months 
to test the success of the developed inversion technique. 
Specific CDOM absorption was determined spectrophotometrically, whilst specific absorption 
coefficients (a*) of mineral suspended solids (MSS) and phytoplankton pigments (PIG) were 
measured for particles concentrated on filter papers, using the Qualitative Filter Pad (QFP) 
technique. Measurements collected over two years showed a clear seasonal variation in the shape of 
the a*PtG spectra, with an exponential shaped spectra present in winter months and a twin peaked 
shaped spectra, typical of chlorophyll a, present in summer. A simple time varying model of a *PtG 
was thus developed, and enabled the forward modelling of pigment absorption to within an RMS 
error of 0.07 m·'. Multivariate linear regression was employed to retrieve a*Mss, which along with 
the time varying model of a *PIG was used to forward model total particle absorption to within an 
RMS error of 0.37 m·' for an independent dataset. Backscattering in the Conwy Estuary was found 
to be dominated by MSS, and was relatively wavelength independent. 
Forward modelled water colour showed close agreement to the in-situ values, within measurement 
uncertainties, and revealed that whilst MSS significantly affected all colour ratios, the irradiance 
reflectance at far-red wavelengths was dominated by water and MSS alone. In addition, modelled 
far-red/red colour ratios were seen to be dominated by MSS and pigments, whilst far-red/green 
colour ratios were dominated by MSS and CDOM. Theoretical water colour inversion methods were 
tested using an in-situ dataset, and included both solving simultaneous equations of water colour and 
over-determined matrix inversion. The results of both techniques were inadequate, and analysis 
using synthetic data showed both techniques were highly susceptible to small measurement 
uncertainties in the measured colour ratios. An alternative spectral windowing inversion technique 
was therefore developed, in which the far-red irradiance reflectance was used to obtain the 
concentration of MSS, the far-red/red colour ratio was used to obtain the concentration of pigments, 
and the far-red/green colour ratio used to obtain the concentration of CDOM. 
Remote sensed estimates of MSS concentration were in excellent agreement with values determined 
in-situ, and showed the presence of a turbidity maximum in the upper reaches of the estuary. The 
axial gradients of remote sensed pigment concentration were also in close agreement to those 
observed in the in-situ values, and both showed a twin peaked phytoplankton maximum was also 
present in the Conwy Estuary, slightly seaward of the turbidity maximum. Remote sensed estimates 
of CDOM concentration were less accurate, with the most successful estimates overestimating high 
concentrations, whilst underestimating low concentrations. This was largely attributable to 
inaccuracies in the atmospheric correction of the remote sensed data. Nevertheless, the remote 
sensed CDOM concentrations were used to produce remote sensed salinities that revealed a very 
similar axial variation in salinity from the mouth to the head of the estuary as that observed in-situ. 
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Chapter 1 - Introduction, rationale and project aims 

Chapter 1 - Introduction 

1.1 Synopsis 

This chapter provides an introduction to the rationale and motivation behind the study, 

describing the physical and environmental importance of salinity measurements, and the 

role remote sensing sea surface salinity can provide. The aims and specific objectives of the 

study are stated in Section 1.3. 

1.2 Introduction 

The importance of sea surface salinity has long been recognised, with measurements dating 

back over 130 years to 1874 (Bingham et al, 2002). Whilst numerous precise (though 

differing) definitions exist, salinity can be broadly regarded as a measure of the abundance 

of a number of dissolved ions and elements, the most common of which are Chloride, 

Sodium, Sulphate, Magnesium, Calcium, Potassium and Bicarbonate (Garrison, 1999). The 

presence of these ions elevate the density of seawater relative to freshwater. In the oceans 

and shelf seas, salinity (along with temperature) controls the buoyancy of the mixed layer, 

the dynamics of which can be altered by changes in sea surface salinity. Salinity at the sea 

surface can be increased by evaporation or decreased by precipitation or snowfall, and 

measurements of sea surface salinity are important in quantifying fluxes of water and heat 

across the ocean-atmosphere boundary (Bearman, 1995). 

In estuaries, seawater meets and mixes with freshwater introduced from land drainage, and 

both horizontal and vertical salinity gradients can be produced. The magnitude and variation 

of these salinity gradients, along with the net surface circulation velocity and river flow 

speed, define one set of criteria by which estuaries can be classified (Hansen and Rattray, 

1966). These variables act as indicators to the nature of the flow and the up-estuary salt flux 

for the 4 types of estuary defined in the Hansen and Rattray classification scheme. Axial 

salinity gradients in estuaries produce horizontal gradients in density, which drive (non

tidal) horizontal density circulation flows (also referred to as gravitational circulation 

flows). Horizontal density gradient flows are characterised by a net down-estuary flow in 

the upper portion of the water column with a net up-estuary flow in the lower portion of the 

water column, and are a potential distribution and cycling mechanism for contaminants and 

fine sediments in estuaries. These density gradient flows are usually present in vertically 
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well-mixed estuaries, though can also occur in partially stratified estuaries, provided that the 

vertical density gradient is approximately constant along the estuary axis (Officer, 1976). 

Transverse density gradients produced by the non-uniform advection of the axial salinity 

gradient can generate small transverse secondary circulations leading to the formation of 

axial convergence fronts in estuaries (Nunes and Simpson, 1985). When present, these 

fronts mark the meeting zone of transversely opposing circulating cells and are made visible 

by the concentration of foam and debris at the surface of the front. Axial convergence fronts 

(and other types of estuarine density front, e.g. tidal intrusion fronts) act as temporary 

barriers in estuarine waters, inhibiting the mixing of the water bodies either side of the front 

(Reeves and Duck, 2001) and providing a concentration mechanisms for pollutants (Brown 

et al, 1991 ). Measurements of sea surface salinity in estuaries can identify the presence and 

tidal variation of these fronts, and form a useful tool for identifying different water masses 

and studying their tidal advection (Burrage et al, 2003; Uncles et al, 1999; Uncles et al, 

1997). 

The presence or absence of salinity can cause fatal stress to numerous species of aquatic 

organisms and plants, and the distribution of species within estuaries are often governed by 

horizontal salinity gradients. Biological stress may be caused by a number of salinity 

associated physical parameters, such as density, osmolality, viscosity, absorption and 

saturation of dissolved gases, absorption of radiation and the relative proportions of solutes 

(Kinne, 1966). The degree of stress induced by salinity differs between species, with some 

marine species requiring high salinities and others requiring low salinities for the successful 

development of eggs and post-hatch larvae (Anger et al, 1998; Winger and Lasier, 1994). 

Salinity tolerance can differ between the different developmental stages of a given species 

and can be countered or enhanced by other forcing factors such as temperature and length of 

exposure (Pechenik et al, 2003; Rodstrom and Jonsson, 2000). Mortality of some species 

increases if the timescale over which salinity changes occur is decreased, suggesting rapid 

changes in salinity are more damaging then gradual changes. As tidal strength and river 

discharge in estuaries can cause the salinity at a given point to vary extensively over both 

short and long timescales, salinity is an impo1tant biological variable, and sea surface 

salinity measurements can provide an important estuarine environmental monitoring tool 

(Burrage et al, 2003). 

Salinity can have a regulatory effect on nitrogen dynamics in estuaries, with both adsorption 

of ammonium onto sediments and in-situ nitrification and denitrification decreasing with 

2 
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increasing salinities (Rysgaard et al, 1999). Other river borne dissolved chemicals and 

hydrophobic pollutants are also subject to adsorption processes in estuarine waters. The 

increased adsorption of contaminants onto suspended sediments with increasing salinity is 

one mechanism for pollutant trapping in estuaries (Brunk et al, 1997), and high spatial 

resolution synoptic measurements of sea surface salinity have been identified as a key 

requirement in pollution monitoring studies (Muller-Karger, 1992). 

Salinity has been traditionally calculated from measurements of conductivity and 

temperature, using Wheatstone bridge style instruments such as bench salinometers to 

determine the salinity of discrete water samples. Since the 1960's, CTD (Conductivity, 

Temperature and Depth) instruments have been used to collect vertical and horizontal 

profiles of salinity. These traditional methods provide an accurate means of determining 

salinity on the practical salinity scale (UNESCO, 1981), but are challenged in terms of their 

spatial and temporal coverage, with synoptic measurements in numerous multiple locations 

infeasible. Remote sensing of salinity using low frequency microwave radiometry is an 

alternative method capable of providing synoptic measurements over large areas, and relies 

on the microwave emissivity of the sea being a function of temperature and salinity only. 

Provided that the temperature can be measured independently, and the relationship between 

salinity and microwave emissivity is known, measurements of radiance at 1.4 GHz can be 

conve1ted to salinity (Goodberlet et al, 1997). 

Whilst microwave radiometry can be used to obtain synoptic maps of sea surface salinity, 

probes such as ESA's Soil Moisture and Ocean Salinity (SMOS) satellite provide 

insufficient spatial resolution (35 Km) to be of use in estuaries. Although higher spatial 

resolutions more suitable for use in estuaries are obtainable from airborne platforms, 

airborne low frequency microwave radiometry has been found to be plagued by radio 

frequency interference, or RFI (Goodberlet et al, 1997). Known sources of RFI include 

ground based transmitters and RFI has been observed mostly near highly populated urban 

areas (Njoku et al, 2005). This makes airborne microwave radiometry unreliable in waters 

which have large towns or cities nearby, as is the case for many estuaries. 

An alternative method of remote sensing sea surface salinity exists in regions where 

significant concentrations of terrestrially-derived Chromophoric Dissolved Organic Matter 

(CDOM, also known as yellow substance) are present (Bowers et al, 2000). CDOM is 

produced by the decomposition of terrestrial and aquatic plant matter, and is made up of 

varying proportions of aliphatic and aromatic polymers (Stedmon et al, 2000). When 

3 
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present in high enough concentrations, CDOM affects both water brightness (reflectance) 

and water colour (a ratio of two reflectances at different wavelengths), and the concentration 

of CDOM has been observed to be strongly related to the red/blue reflectance ratio in 

estuarine waters (Bowers et al, 2000; Bowers et al, 2004). Terrestrial CDOM enters 

estuaries via land run-off, where dilution by seawater gives rise to a relationship between 

CDOM and salinity. This relationship is consistently observed to be linear and strongly 

correlated in many estuaries (Blough and Del Vecchio, 2002), as terrestrial sources of 

CDOM in these estuaries swamp marine sources. Consequently, remote sensed water colour 

can be used to obtain the concentrations of CDOM and hence salinity. 

As CDOM can play a number of important roles in natural aquatic systems, the remote 

sensed surface concentrations of CDOM produced from this method may have a number of 

other applications. CDOM strongly absorbs biologically damaging UV-A and UV-B 

radiation, thus acting as a natural sunscreen for phytoplankton and other biota, potentially 

leading to increased primary productivity in surface waters (Vodacek et al, 1997). 

Absorption by CDOM extends well into the visible portion of the spectrum however, and 

when present in large concentrations can reduce both the quantity and quality of 

photosynthetically active radiation available to phytoplankton (especially at depth), thus 

potentially reducing primary productivity (Vodacek et al, 1997; Stedmon et al, 2000). 

CDOM can also reduce dissolved oxygen concentrations, causing the desorption of nutrients 

and some metals from sediments which can contaminate water supplies and impact 

negatively on aquatic organisms (Coble et al, 2004). CDOM represents a sizable fraction of 

the Dissolved Organic Carbon (DOC) pool, and linear relationships between CDOM and 

DOC concentration have often been observed (Vodacek et al, 1995; Ferrari et al, 1996; 

Ferrari, 2000; Rochelle-Newall and Fisher, 2002; Williams et al, 2004). Where they exist, 

these relationships provide the first potential means of remote sensing surface 

concentrations of DOC (Chen et al, 2003). 

CDOM, mineral suspended solids (MSS), and phytoplankton pigments comprise the main 

Optically-active In-water Constituents (OICs) that, along with water itself, control the 

apparent optical properties of attenuation and reflectance in estuaries. Reflectance is a 

function of the ratio of the inherent optical properties of total backscattering and total 

absorption. CDOM absorbs strongly in the blue and green pruts of the visible spectrum, 

producing a yellow/brown colour when dissolved in water (see Figure 1. 1), and it is this 

feature that gives rise to the relationship between CDOM concentration and the red/blue 
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reflectance ratio observed by Bowers et al (2000 and 2004). Remote sensed measurements 

of water leaving radiance can be converted to reflectance, and in waters dominated by one 

or two OICs this can be modelled inversely to obtain accurate estimates of the 

concentrations of the OICs, provided that their specific inherent optical properties are 

known (Gordon et al, 1980; O'Reilly et al, 1998). In estuaries however, accurate retrieval of 

CDOM concentration from water colour alone has not been previously achieved, as all three 

OICs can contribute significantly to the water leaving radiance. From optical modelling 

results, the relationship between CDOM and the red/blue reflectance ratio has been shown 

to be a significant function of the concentration of mineral suspended solids (Bowers et al, 

2004). 

Figure 1.1 - Photograph of two conical flasks, one containing 
deionised water (left) and the other a 0.2 µm filtered CDOM 
sample (right) collected from the Conwy Estuary. 

Whilst previous application of this method in an estuary yielded inaccurate estimates of sea 

surface salinity (Bowers et al, 2004), this method has been applied with relatively more 

success to a number of optically simpler coastal waters. The distribution of salinity in the 

Mozambique Channel has been mapped using an empirical algorithm applied to SeaWiFS 

imagery (S iddorn et al, 2001). The standard error between the remote sensed salinities and 

salinities measured in-situ was 1.5, and was attributed to shortcomings in the empirical 

relationship used. Similarly, the distribution of sea surface salinity in Florida Bay has been 
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derived using analytical and empirical algorithms applied to the first 5 visible bands of 

SeaWiFS imagery to initially obtain the CDOM concentration (D'Sa et al, 2002). Fresher 

waters around the coasts and in estuaries and inlets were clearly visible in the salinity maps 

of both Siddorn et al (2001) and D'Sa et al (2002), as were gradients of increasing salinity 

with increasing distance offshore. Remote sensed sea surface salinities from Sea WiFS 

imagery in the Clyde Sea revealed the presence of fronts and circulation patterns previously 

only observed with in-situ instrumentation (Binding and Bowers, 2003). Whilst no direct 

validation of the remote sensed salinities with in-situ measurements were made in either of 

the studies by D'Sa et al (2002) or Binding and Bowers (2003), these studies underline the 

value of remote sensed sea surface salinities in identifying the presence of fronts, circulation 

patterns and the origins of different water bodies. 
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1.3 Aims and Objectives 

The overall purpose of this study was to develop a technique by which sea surface salinities 

and surface concentrations of DOC could be derived from airborne remote sensed 

measurements of water brightness (reflectance) and/or water colour in estuaries. To meet 

this purpose, this study aimed to derive a method by which the water colour signal due to 

CDOM could be unravelled from that due to both inorganic and organic suspended particles 

in an optically complex estuary. To achieve this aim, a number of objectives were resolute: 

1) To characterise and determine by measurement the specific inherent optical 

properties of the Conwy Estuary. 

2) To obtain in-situ measurements of water colour, concurrent with measurements 

of the concentrations of the dominant optically active in-water constituents. 

3) To use established optical theory and the determined specific inherent optical 

properties to model water colour in the estuary, and test the modelled water 

colour against the measured water colour. 

4) To derive a seasonally independent and estuary wide water colour inversion 

technique, suitable for the retrieval of CDOM concentration in the Conwy 

Estuary. As the retrieval of CDOM concentration from water colour 

measurements can be significantly affected by mineral suspended solids, the 

retrieval of the MSS concentration from the water colour inversion technique is a 

prerequisite. 

5) To support airborne remote sensed measurements of water colour in the Conwy 

Estuary with concurrent in-situ measurements of water colour, sea surface 

salinity, surface DOC concentration and surface concentrations of the dominant 

optically active in-water constituents. 

6) To apply the water colour inversion technique to the airborne remote sensed 

measurements of water colour and validate the inversion results against the in.

situ data. 

7 
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Chapter 2 - Background and Theory 

2.1 Synopsis 

This chapter defines and describes the concepts, processes and parameters fundamental to 

the theory of ocean optics upon which this study was based. An overview of optical 

radiometry of aquatic systems is provided in Section 2.2, which includes definitions of the 

key optical parameters of radiance and irradiance, the inherent and apparent optical 

properties, and the inter-relations that form the basis of optical remote sensing. Section 2.3 

describes the principle optically active in-water constituents present in estuaries, providing 

details of their origins, sinks, and absorption and scattering properties. An overview of 

atmospheric correction and the normalisation of measured radiances is provided in Section 

2.4, along with a review on the retrieval of optically active in-water constituent 

concentrations from water colour measurements, focusing in particular on previous remote 

sensing attempts in estuaries. 

2.2 Optical Radiometry of Aquatic Systems 

2.2.1 Light and wave-particle duality 

Light exhibits characteristics of both a particulate and wave nature. James Clerk Maxwell 

presented a series of equations which predicted the presence of waves in electric and 

magnetic fields, so called electromagnetic waves, which he identified as light. In contrast, 

results from experiments investigating the photoelectric effect led Albert Einstein to propose 

a corpuscular or particle nature of light, in which light consisted of a stream of photons 

(Keller et al, 1993). These contrasting views were combined in the concept of wave-patiicle 

duality, in which each photon carries discrete energy and momentum determined by the 

frequency and wavelength ().) of the light. Consequently, both characteristics can be used to 

describe optical phenomena and parameters. Optical radiometry is concerned with light in 

the visible portion of the electromagnetic spectrum (EMS), covering the wavelength range 

400- 750 nm. Five regions of the EMS are referred to throughout this thesis, and for clarity 

are defined here as being blue (400 ~ < 500 nm), green (500 ::;J, < 600 nm), red (600 ~ < 

700 nm), far-red (700 :::;2 < 750 nm) and near-infrared (750 ::;J, < 1000 run). The following 

sections describe the concepts of light used in optical radiometry, as well as the principle 

interactions which occur between photons and matter. 

8 
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2.2.2 Radiance and Irradiance 

Radiant energy is defined as the energy being carried by electromagnetic waves at a given 

location and time (J erlov, 197 6), and the time rate of flow of this radiant energy is tenned 

the radiant flux, <I>, and is measured in W (or equivalently Js" 1
). Radiant intensity, I, is the 

radiant flux per unit solid angle in a specified direction, and is given by (Kirk, 1994): 

I = dct> 
dm 

(2.1) 

where w is the solid angle in steradians. The radiant intensity per unit area of a plane at right 

angles to the direction of flow is termed the radiance, L, measured in wm·2s(1
, and is given 

by: 

di d 2<!> 
L(,9 rp) - =---

, - dS cos B dS cos .9dm 

(2.2) 

where 0 is the angle between a given light pencil (i.e. a thin parallel beam) and the upward 

vertical, <p is the angle between the vertical plane incorporating the light pencil and some 

other vertical reference plane, and dScos0 is the projected area of the element of surface S 

upon which the light is incident (Kirk, 1994). Figure 2. 1 illustrates the concept of radiance. 

Light pencil 
' 

d 
' 

6 

dScas9 

"' dS 

Figure 2.1 - The concept of Radiance, following Kirk (1994). The cone 
represents the solid angle dw, which contains the light pencil incident on 
the horizontal plane. (J is the angle between the light pencil and the 
upward vertical, whilst <p is the angle between the vertical plane 
incorporating the light pencil and some other vertical reference plane. dS 
is the elemental area upon which the light pencil is incident. 
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Irradiance (at a point of a surface) is the radiant flux incident upon an infinitesimal element 

of a surface, containing the point under consideration, divided by the area of that element 

(Jerlov, 1976): 

E = de!> 
dS 

(2.3) 

and is measured in wm-2
. Two fractions of the total irradiance are commonly utilised in 

optical radiometry, being the downward or downwelling irradiance, Ect, and the upward or 

upwelling irradiance, Eu (Kirk, 1994). The downwelling irradiance at a given point 

comprises of the radiance contributions from all solid angles within a hemisphere above a 

horizontal plane passing through that point, or algebraically: 

Ed= L L(S,<p)cosSdw (2.4) 

Similarly, the upwelling irradiance at a given point comprises of the radiance contributions 

from all solid angles within a hemisphere below a horizontal plane passing through that 

point: 

E11 = -I L(S, <p) cos Sdm 
2,T 

(2.5) 

where the negative of the integral is taken to allow for cos0 being negative for values of 0 

between 90° and 180°. The integration limit of -27t is specified to indicate that the 

integration is carried out over the 2n solid angle in the lower hemisphere. 

2.2.3 Inherent and apparent optical properties 

The optical properties of aquatic systems are frequently sub-divided into one of two 

categories, namely inherent optical properties and apparent optical properties (Jerlov, I 976; 

Kirk, 1994 ). Inherent optical properties are defined as those which are independent of 

changes in the radiance distribution, whilst apparent optical properties are those which vary 

with changes in the radiance distribution. Changes in the radiance distribution can be 

brought about by (amongst other things) changes in the solar elevation or level of cloud 
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cover, and consequently for a given medium with fixed inherent optical properties, the 

apparent optical properties can still vary in time. The inherent optical properties of a 

medium include absorption and scattering, whilst the apparent optical properties include 

remote sensing reflectance and downwelling attenuation. The usefulness of both categories 

arises from interrelationships between the two, which enable information about the 

composition of a given medium to be derived remotely. The inherent and apparent 

parameters of primary interest in this study are defined and described in the following 

sections. 

2.2.3.1 Inherent Optical Properties (IOPs) 

When a beam of light interacts with matter, two processes can occur. Photons can be 

removed from the beam by the process of absorption, or photons can be perturbed from their 

original direction of motion by the process of scattering. Photons can be absorbed by 

electrons in atoms, which capture photons and move to higher orbital states. When a photon 

is absorbed, the energy of the absorptive medium is increased by an amount equal to that of 

the photon. The coefficient of absorption, a, for a given wavelength of light, A, is defined as 

the fraction of the radiant flux absorbed divided by the thickness of the medium (Kirk, 

1994): 

<D a / <D o 
a= - --

(2.6) 

tir 

where <I>a is the radiant flux absorbed, <1>0 is the incident radiant flux, and t::.r is the thickness 

of the medium. Similarly, the coefficient of scattering, b, is defined as the fraction of radiant 

flux scattered divided by the thickness of the medium: 

(2.7) 

where <1>5 is the scattered radiant flux and all other symbols are as previously defined. 

Scattering within aquatic mediums can be caused by both the water itself as well as particles 

and solutes within the medium (see Sections 2.2.5 and 2.3.2). The effect of scattering on the 

propagation of light through the medium is not only dependent upon the value of b, but also 
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on the angular distribution of the scattered light. The Volume Scattering Function (VSF), 

P(O), describes the angular distribution of scattered light for a given medium and can be 

defined as the radiant flux per unit solid angle scattered in the direction 0, per unit 

pathlength in the medium, expressed as a fraction of the incident radiant flux (Kirk, 1994): 

/3(B) = d<D(0) I dOJ 
<l>0 dr 

(2.8) 

The VSF has a characteristic shape for a given medium, and the scattering coefficient can be 

obtained by integrating the VSF over all directions: 

(2.9) 

The scattering coefficient can be partitioned into a scattering coefficient for light scattered 

in forward directions, b;; and a scattering coefficient for light scattered in backward 

directions, bb, which is of particular interest in remote sensing studies. The forward 

scattering and backscattering coefficients can be obtained from the VSF by integration over 

the limits of Oto n/2 and n /2 to 1t respectively. 

For a medium with a number of absorbing constituents, the contribution by each constituent 

to the total absorption coefficient of the medium is additive, and can be written: 

a = a, + a2 + .... + a11 (2.10) 

for a medium with n absorbing constituents. In addition, providing that no changes in 

molecular state or physical aggregation occur with changes in concentration of a particular 

absorbing constituent, then the absorption coefficient due to that constituent is proportional 

to its concentration (Kirk, 1994): 

an = a*,i[n} (2.11) 

where a *11 is the absorption per unit concentration, or specific absorption, of component n, 

and [n] is the concentration of component n. Similar expressions can be written for the 

scattering and backscattering coefficients. 

12 
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2.2.3.2 Apparent Optical Properties (AOPs) 

The irradiance reflectance, R, is defined as the ratio of the upwelling irradiance to the down 

welling irradiance at a given wavelength and depth, z: 

R(l, z) = E,, (l, z) 
E" (2, z) 

(2.12) 

Similarly, the remote sensing reflectance, RRs is defined as the ratio of upwelling radiance to 

downwelling itndiance: 

(2.13) 

RRs is usually measured by sensors onboard orbiting or airborne platforms, rather than the 

irradiance reflectance, since a sensor measuring upward irradiance at large distances from 

the sea surface would receive all the upwelling light, including the reflected solar beam, and 

it could not be directed at specific targets (Kirk, 1994). In remote sensing studies, it is the 

irradiance and remote sensing reflectances immediately beneath the water surface that are 

usually of interest, frequently denoted as R(O-,J..) and RRs(O-)) respectively. The irradiance 

reflectance and remote sensing reflectance can be interrelated by: 

(2.14) 

where Q is the ratio of upwelling irradiance to upwelling radiance, and for a Lambertian 

reflector should equal n. The radiance distribution is rarely Lambertian for real water bodies 

however, and the value of Q is usually found to be closer to 5 (Kirk, 1994). 

Beneath the surface of a water body, both radiance and irradiance decrease approximately 

exponentially with increasing depth according to the Lambert-Beer law: 

(2.15) 
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where Eo· is the irradiance immediately beneath the surface and K is the diffuse attenuation 

coefficient. The diffuse downwelling attenuation coefficient, Kd, defines the attenuation of 

downwelling light, and similarly the diffuse upwelling attenuation coefficient, K,1, defines 

the attenuation of upwelling light. 

2.2.4 Interrelations between IOPs and AOPs 

[n order to retrieve information about the concentrations of OICs present in a given water 

body, interrelationships between the apparent and inherent optical properties are required. 

Simplified radiative transfer theory has proposed that the irradiance reflectance is 

proportional to bb/(a + b&) for waters in which bb << a (Morel and Prieur, 1977). Where bb 

<< a, then R may be reasonably expected to be proportional to just bb/a and results from 

Monte Carlo modelling studies for waters of numerous optical types support this 

assumption, predicting that (Gordon et al, 1975; Kirk, 1981 ): 

R(l)=Cbb(l) 
a(l) 

(2.1 6) 

where C is a function of the angular distribution of above surface radiance. Monte Carlo 

modelling follows the paths of a large number of individual photons entering an imaginary 

absorbing and scattering medium, and then fonnulates the average behaviour. Using Monte 

Carlo modelling, Kirk (1981) also formulated a relationship between the downwelling 

attenuation coefficient and a and b: 

K d = -
1
-[a 2 + Gab]1' 2 

µ o 

(2.17) 

where µ 0 is the average angle the photons make with the vertical and G is another function 

of radiance distribution. In this instance, Kc1 is derived from measurements immediately 

beneath the surface down to the depth at which the downwelling irradiance is reduced to 1 % 

of its surface value. The constants in Equations 2.16 and 2.17 were found to be functions of 

the zenith angle of incidence and can be formulated as (Kirk, 1984): 
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C = 0.975 - 0.629µ0 (2.18) 

and 

G = 0.425µ0 - 0.19 (2.19) 

Equations 2.16 and 2.1 7 should be generally applicable in turbid waters (Kirk, 1994), and 

have been used with success in a number of studies and a variety of water bodies (Bowers et 

al, 2004; Pfannkuche, 2002; Bowers et al, 2000; Bowers and Mitchelson-Jacob, 1996). It 

should be noted that the average angle the photons make with the vertical (µo), and hence C 

and G, are wavelength independent. 

2.2.5 Optical properties of water 

All photons entering any aquatic system are subject to the absorption and scattering 

characteristics of the water itself, and therefore optical radiometry of natural waters must 

include these properties, which are described here. 

Absorption 

Absorption spectra of pure water in the visible region of the electromagnetic spectrum have 

been measured and tabulated in a number of studies, and show that absorption is least in the 

blue and green parts of the spectrum, rising steeply with increasing wavelength (Smith and 

Baker, 1981 ). Disagreement between individual studies is greatest in the blue and green 

parts of the spectrum, and least in the red and far-red, and is likely caused by experimental 

errors (principally due to scattering) and sample impurity (Sogandares and Fry, 1997). 

Absorption is not significantly affected by the presence of salts in seawater, with differences 

between the absorption of freshwater and seawater of less then 10% at wavelengths above 

375 nm (Smith and Baker, 1981). Most recently, Pope and Fry (1997) measured the spectral 

absorption of pure water using a measurement technique that should be free of scattering 

errors, with their results showing good agreement with previous studies. 

Scattering 

The spectral scattering of pure water is inversely proportional to 11. 4·
32 (Kirk, 199) and water 

therefore scatters most intensely at short (blue) wavelengths. The volume scattering function 
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of pure water is symmetrical, with maxima in the forward and backward directions and 

minima in the lateral or side directions. Consequently, half the light scattered by pure water 

is scattered in the forward direction and half is scattered in the backward direction, with the 

ratio of backscattering to scattering for pure water therefore being 0.5 (Morel, 1974). Unlike 

absorption, scattering can be significantly affected by the presence of dissolved salts, with 

the scattering coefficient of pure seawater being ~30% greater at visible wavelengths then 

that of pure deionised water (Morel, 1974). The contribution of water molecules to the total 

backscattering coefficient may be swamped however in coastal waters, where backscattering 

is dominated by inorganic particles (Stramski et al, 2004). Consequently, whilst the effects 

of varying salinity may cause measurable changes to the backscattering coefficient of water, 

the effects of varying salinity on the total backscattering coefficient may be negligible in 

coastal waters. 

2.3 Optically active In-water Constituents occurring in natural waters 

In addition to absorption and scattering by pure water, the inherent optical properties of 

natural waters are affected by the presence of dissolved and suspended material. This 

section defines and describes the principle optically active in-water constituents that effect 

optical radiometry of estuarine waters. 

2.3.1 Chromophoric Dissolved Organic Matter (CDOM) 

2.3.1.1 Definition and Chemical Composition 

Many natural waters contain naturally occurring dissolved organic compounds that absorb 

light at wavelengths across the surface Solar spectrum (Blough and Del Vecchio, 2002; 

Kirk, 1994). These dissolved organic compounds have recently been named as 

Chromophoric Dissolved Organic Matter, or CDOM. Numerous other names for CDOM 

have been previously used, including Gelbstoff, Yellow Substance and Gilvin, and were 

historically chosen to reflect the characteristic yellow colour imparted to the waters in which 

the organic compounds were dissolved (Kalle, 1966; Kirk, 1994). The present chromophoric 

label accounts for the dissolved organic compounds absorbing not only visible light, but 

also light in the UV part of the spectrum. 

Compositionally, CDOM mainly consists of varying proportions of humic and fulvic acids, 

though may also include chromophores from amino acids, peptides and urea (Blough and 
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Del Vecchio, 2002; Kirk, 1994; Kalle, 1966). Fulvic acids extracted from marine water 

samples have been found to consist of carbonyl, aromatic, polyhydroxyl and aliphatic 

hydrocarbons. The relative proportions of these hydrocarbons differ between freshwater and 

seawater, with seawater fulvics being predominantly aliphatic in nature, whilst freshwater 

fulvics consist primarily of aromatic hydrocarbons (Stuermer and Payne, 1976; Stuermer 

and Harvey, 1978; Kirk, 1994). The high proportion of aromatic hydrocarbons in freshwater 

samples (or samples influenced by freshwater) arises from the presence of phenol polymers 

derived from lignin condensates (Kalle, 1966). Information on the elemental composition of 

marine humic materials shows a high degree of similarity between contrasting sample 

origins (see Table 2.1 ). In addition to the elements presented in Table 2.1, the presence of 

Chlorine (0.45 %) and Sulphur (2.1 %) has also been observed (Sieburth and Jensen, 1968; 

McKnight et al, 1994). 

Sample Origin %C %H %0 %N %Ash Reference 

, Plant exudates 52.4 5.3 37.8 6.2 11.5 Sieburth and Jensen ( 1968) 

Seawater (Fulvic) 50.0 6.8 36.9 6.4 3.4 Stuenner and Payne (1976) 

• Freshwater (Fulvic) 46.7 4.5 44.3 0.5 2.4 Stuenner and Payne ( 1976) 

Antarctica (Fulvic) 48.9 6.2 40.4 4.4 10.1 McKnight et al (1994) 

Table 2.1 - Elemental composition of marine humic material (% by mass, 
corrected for ash content). 

2.3.1.2 Origins in aquatic systems 

In-situ production of CDOM can occur by a variety of formation mechanisms. CDOM can 

be produced by the decomposition of algal chloroplastic pigments, as well as from the 

exudates of living algae and plants, which in the alkaline conditions of seawater can form 

polyphenols which react rapidly with proteinaceous and carbohydrate material to produce 

CDOM (Yentsch and Reichert, 196 1; Sieburth and Jensen, 1969). In the open ocean, 

polyunsaturated fatty acids released by phytoplankton or the degradation of algal cells can 

be transformed into CDOM via oxidative crosslinking of polyunsaturated lipids, catalyzed 

by ultraviolet light and transition metals (Harvey et al, 1983). 

A proportion of CDOM in marine systems is of terrestrial origin and is introduced via land 

runoff (Blough and Del Vecchio, 2002; Kirk, 1994 ). Water soluble substances of phenolic 
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nature are produced by the decomposition of vascular plants in terrestrial soils. These 

substances are leached or eroded from terrestrial soils by rainfall, and are subsequently 

transported via river drainage to estuaries and their associated coastal waters (Opsahl and 

Benner, 1997; Visser, 1984). Concentrations of CDOM in estuaries and coastal waters are 

usually one to two orders of magnitude greater than those observed in the open ocean and 

are predominantly terrestrial in origin (Blough and Del Vecchio, 2002; Kirk, 1994). 

2.3.1.3 Optical Properties 

Absorption 

CDOM absorption spectra show a characteristic exponential decrease with increasing 

wavelength, with near zero absorption in the red part of the visible spectrum where light is 

almost totally transmitted (Kalle, 1966; Bricaud et al, 1981 ). Absorption spectra can be 

modelled as (Bricaud et al, 1981): 

( 
') ( 1 ) • ( , ) - S(i.- i.o) a /l. = Cl /l.o X Cl CDOM = a 4 0 e (2.20) 

where a(l) is the absorption coefficient at a given wavelength 2, a(l0 ) is the absorption 

coefficient at a reference wavelength ),0 , a*cooM is the specific CDOM absorption 

coefficient, or dimensionless CDOM shape function, and S is an exponential slope 

coefficient describing the absorption decrease with wavelength. 

Spectral Slope, S 

Spectral slopes of CDOM absorption spectra are not measured directly, but are obtained 

from regression, with S traditionally taken as the slope of a linear least squares regression of 

the log-transformed absorption data (Bricaud et al, 1981; Blough and Zafiriou. 1993; 

Vodecek et al, 1997; Battin, 1998; Nelson et al, 1998; Whitehead et al, 2000; D' Sa and 

Miller, 2003). S is dependent upon the molecular properties of the humic substances that 

makeup CDOM, and consequently varies from source to source (Kirk, 1994; Blough and 

Del Vecchio, 2002). Reported values of S consistently fall within the range of 0.010 to 

0.020 nm- 1 (Kirk, 1994), with values of S for terrestrial CDOM generally being lower than 

those for marine CDOM (Blough and Del Vecchio, 2002; Twardowski and Donaghey, 

2002). 
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2.3.1.4 Quantification of CDOM concentration 

The concentration of CDOM present in a given water sample (which has had all but the 

dissolved substances removed) can be indicated by the value of the absorption coefficient at 

a specific wavelength (Kirk, 1994). The absorption coefficient at 440 nm has been widely 

used, as this wavelength corresponds approximately to the mid-point of the blue absorption 

peak in the absorption spectra of most classes of aquatic algae. The concentration of CDOM 

is thus often denoted as g 440, where the g reflects the previous names of Gilvin or Gelbstoff, 

and the subscript of 440 reflects the reference wavelength. Absorption coefficients at 300, 

350, 355, 375, 380, 400 and 412 nm have also been used to quantify the concentration of 

CDOM, though in most cases justification for the choice of wavelength used was not 

directly provided (Blough and Zafiriou, 1993; Uher et al, 2001; Rochelle-Newall and 

Fisher, 2002; Ferrari and Dowell, 1998; Stedman and Markager, 2003; Warnock et al, 1999; 

D' Sa et al, 2002; Twardowski and Donaghey, 2001). When CDOM concentrations are low 

and the absorption at 440 nm becomes difficult to measure accurately, CDOM 

concentrations can be expressed as absorption at a shorter wavelength where absorption is 

greater and hence easier to measure accurately (Kirk, 1994). 

2.3.1.5 Sinks 

Photodegradation 

The absorption properties of CDOM are modified by prolonged exposure to UV and/or 

visible light. When CDOM is exposed to either monochromatic or polychromatic light 

sources, the absorption by a given CDOM sample is reduced, with post-irradiation 

absorption being measurably less than pre-irradiation absorption at all corresponding 

wavelengths (Del Vecchio and Blough, 2002). Reduction in absorption can occur due to 

either the direct photochemical destruction of light absorbing chromophores or the 

production of reactive intermediates which react secondarily to destroy chromophores. The 

resulting reduction in absorption can be spectrally biased, and whilst the magnitude of the 

absorption losses may be greater at sh01ter (blue) wavelengths, relative absorption losses are 

greater at longer wavelengths were absorption was initially already low. This preferential 

loss of absorption at longer wavelengths leads to an increase in the spectral slope of the 

CDOM being irradiated, with S increasing with increasing irradiation time (Twardowski and 

Donaghey, 2002). 
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Bacterial degradation 

Degradation of CDOM absorption can be caused by microbial or bacterial remineralisation, 

though this process is influenced by the degree to which the CDOM has been 

photodegraded (Moran et al, 2000). Bacterial degradation of non-photodegraded CDOM 

causes no change in the spectral slope - indicating that CDOM removal by bacteria is 

relatively even across all wavelengths. Bacterial degradation of photodegraded CDOM 

reduces the spectral slope however, suggesting preferential bacterial degradation of the 

photodegraded CDOM at shorter wavelengths. The inhibitory effects of photodegradation 

on subsequent bacterial degradation may be dependent upon the composition of the CDOM, 

with photodegradation promoting bacterial degradation for terrestrial CDOM, whilst 

inhibiting it for marine (algal derived) CDOM (Blough and Del Vecchio, 2002). 

Saline induced precipitation 

Several studies have provided evidence that a fraction of riverine CDOM undergoes saline 

induced precipitation during estuarine mixing (Sholkovitz et al, 1978; Sieburth and Jensen, 

1968; Fox, 1983). In the laboratory based mixing experiments of Sholkovitz et al (1978), 

which were conducted using filtered Atlantic seawater and 0.45 µm filtered Amazon river 

water, up to 60% of the dissolved humic acid was removed. However, when 0.0 I µm 

filtered Amazon river water was used in the mixing experiments, < 10% of the dissolved 

humic acid was removed, suggesting that only the high molecular weight fraction of 

dissolved humic acids are susceptible to salinity induced precipitation. 

Sediment adsorption 

In aquatic systems were suspended particle concentrations are high, adsorption of CDOM 

onto the surfaces of suspended particles presents another (potentially significant) sink of 

CDOM (Uher et al, 2001; Ertel et al, 1986). Adsorption of CDOM onto sediments is 

heavily pH dependent, with lower uptake at higher pH values due to the increased ionisation 

of the humic substances (Zhou et al, 1994; Rashid et al, 1972). In addition, adsorption of 

CDOM onto sediments is also dependent upon salinity, and may be an order of magnitude 

greater at high salinities then at low salinities (Rashid et al, 1972; Preston and Riley, 1982). 

The increase in adsorption under saline conditions is attributed to the presence of cations 

which cause a decrease in the coloumbic repulsion, allowing closer approach and increased 

Van der Waal's bonding. 
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2.3.1.6 CDOM and Salinity 

Although numerous sources and sinks of CDOM can exist m natural waters, CDOM 

frequently mixes conservatively and exhibits a strongly correlated, linear relationship with 

salinity in many estuaries (Blough and Del Vecchio, 2002). The robustness of these 

relationships is due to terrestrial sources of CDOM swamping marine sources, combined 

with the various sinks (see Section 2.3.1.5) having little or no significant impact upon the 

concentration of CDOM, during its transit through the estuaries. In regions of strong vertical 

mixing and high CDOM inputs, such as in well mixed turbid estuaries, the effects of 

photobleaching can be masked, and are dependent upon the ratio of the light penetration 

depth to the mixing depth. In waters where the penetration depth is much shallower then the 

mixed layer depth, absorption losses and changes in S can be insignificant, even over 

extended periods of time (Blough and Del Vecchio, 2002; Del Vecchio and Blough, 2002). 

Bacterial degradation represents only a minor sink of CDOM in estuaries, with terrestrially 

derived CDOM being particularly resistant to microbial mineralisation (Blough and Del 

Vecchio, 2002). Whilst high molecular weight humic acids may be susceptible to saline 

induced precipitation, this would seem to be only a minor sink for low molecular weight 

humic acids (Sholkovitz et al, 1978). Adsorption of CDOM onto sediments is greatest in 

waters with low pH(< 5) and high sediment concentrations (2 gr1
) , and although adsorption 

has been observed to be significant in some estuaries, removal of CDOM can be < l O % in 

waters with no1mal pH(~ 8) and lower sediment concentrations (Uher et al, 2001). 

In estuaries where highly correlated linear relationships between CDOM concentration and 

salinity do occur, the slope and intercept of the relationships ( obtained via linear regression) 

are not necessarily fixed in time, and are reported to vary with the concentration of CDOM 

in the source river (Bowers et al, 2004; Evans, 2004). Where this is the case, it is 

theoretically possible to determine the relationship at any given time from a single point 

measurement of CDOM concentration in the source river (where salinity is zero), since the 

concentration of CDOM in the fully saline waters is relatively much lower and fairly 

constant (Bowers et al, 2000). Determination of the relationship in this way relies upon the 

assumptions that the CDOM mixes conservatively, and that the shape of the conservative 

mixing line for the estuary is a straight line, as is usually the case. 
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2.3.1.7 CDOM and DOC 

CDOM is one fraction of a larger pool of Dissolved Organic Carbon (DOC). Consisting of a 

varied mixture of simple substances such as sugars, fatty acids, alkanes, and complex 

polymeric molecules, DOC can be defined as all the organic carbon present in a water 

sample that has been passed through a 0.2 µm filter (Le Clercq et al, 1997), though is often 

operationally defined as all the organic carbon present in a water sample that has been 

passed through filters of pore size 0.45 - 1.0 µm (David Thomas, personnel 

communication). In estuaries and coastal seas, a significant fraction of DOC originates from 

land runoff and subsequent river drainage, inputting approximately 0.25 x 109 t year-1 of 

DOC into the global ocean (Cauwet, 2002). Additional sources of DOC in natural waters 

include zooplankton, which can produce DOC by leakage of solutes from faecal pellets and 

by sloppy feeding, and phytoplankton, which can produce DOC by extracellular release. 

Whilst DOC is subject to photodegradation and bacterial remineralisation, DOC has often 

been observed to mix conservatively (Mantoura and Woodward, 1983; Guo et al, 1995; 

Alvarez-Salgado and Miller, 1998; Abril et al, 2002; Goni et al, 2003) and some authors 

have reported highly correlated linear relationships between CDOM and DOC (Vodacek et 

al, 1995; Ferrari et al, 1996; Ferrari, 2000; Rochelle-Newall and Fisher, 2002; Williams et 

al, 2004). As DOC measurements are time consuming and require stringent anti

contamination practices (Williams et al, 1993), relationships between CDOM and DOC 

provide a potential opportunity to use CDOM concentration as a proxy for DOC, enabling 

rapid estimates of DOC concentration to be made and providing a means by which surface 

DOC concentrations can be obtained from remote sensed water colour (Chen et al, 2003 ). 

2.3.2 Suspended Particulate Matter (SPM) 

2.3.2.1 Mineral Suspended Solids 

Definition and composition 

Mineral Suspended Solids (MSS) in aquatic systems can be operationally defined as the 

fraction of total suspended particulate matter that remains following combustion at 400 -

500 °C for 3 or more hours (Ammenberg et al, 2002; Bowers et al, 1996; Bowers et al, 

2004; Duarte et al, 1998; Pfannkuche, 2002). Whilst the traditional definition of organic 

compounds includes compounds synthesised by organisms, mineral suspended solids may 

include biogenic materials ( e.g. pieces of shell) that survive the combustion process. 
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Mineral suspended solids are also referred to as inorganic suspended solids, with both 

phrases in common use throughout the literature (Bowers et al, 2004; Kratzer et al, 2000; 

Gallegos et al, 1990). 

Mineralogically, MSS can include aluminosilicates (with kaolinite, illite, chlorite and biotite 

being most abundant), silicate-rich particles (such as quartz and opal), iron-rich particles 

(such as hematite and goethite) and calcium-rich particles (in particular calcite), with the 

relative proportions of these minerals being dependent upon source characteristics and 

removal processes (Hillier, 2001; Jambers et al, 1999; Hart et al, 1993). 

Sources 

Approximately 70% of the global marine sediment input is of riverine origin (Wass et al, 

1997). Terrestrial input of inorganic sediments can occur via soil and river bank erosion 

within river catchment areas, with usually more than 70% by weight of the total SPM being 

inorganic (Hillier, 2001; Bull, 1997; Walling and Woodward, 1995). Transport of the 

terrestrially derived inorganic sediments to adjacent estuaries and shelf seas may then 

follow, occurring mostly during periods of high river discharge (Eyre et al, 1998; Hossain et 

al, 2001; Tappin et al, 2003). The reverse process is more frequently observed however, 

with shelf seas acting as sources of sediments to estuaries, rather than sinks (Hobbs et al, 

1992; Wass and Leeks, 1999; Tappin et al, 2003). 

Erosion of intertidal and submarine sediment beds by tidal and wave induced currents may 

act as a further source of inorganic suspended sediments (Dyer, 1986; Soulsby, 1997), 

though it is likely that at least some of the sediments present in such beds originate from 

riverine discharge or coastal erosion. Erosion of sediments beds is governed by the bed 

shear stress, which much rise above some critical value in order to induce motion in the 

sediments. Erosional behaviour depends upon the nature of the sediment bed, with cohesive 

sediments, namely silts and clays, behaving differently to non-cohesive sediments such as 

sands, with sandy sediment beds being more susceptible to erosion then silts and clays 

(Dyer, 1986). 

Coastal erosion can be a significant source of sediments in some areas, exceeding riverine 

inputs and supplying several to several tens of millions of tonnes per annum of sediment to 

the coastal zone (Townend and Whitehead, 2003; Rachold et al, 2000). Inputs of sediments 

from the atmosphere are also known to occur, though are almost insignificant in comparison 

to other sources. Pb210 core dating of sediments from one region of the North Sea showed 
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that 2% of the intertidal sediments originated from atmospheric deposition (Pejrup et al, 

1997). 

Absorption 

Bowers et al ( 1996) measured the absorption spectra of inorganic suspended sediments for 

samples collected from a coastal region of the Irish Sea. The absorption spectra showed an 

exponential decrease with increasing wavelength and were similar to CDOM absorption 

spectra, with a mean log-normalized spectral slope of 0.011 nm-1
• In other studies, mineral 

sediments have been observed to adsorb CDOM onto their surfaces, taking on a yellow 

appearance with a CDOM like absorption spectrum (Davies-Colley, 1983; Kirk, 1994). It is 

possible that the inorganic sediments studied by Bowers et al (1996) were modified by the 

combustion process (Babin et al, 2003 ), though Bowers et al ( 1996) reported that their 

results were similar to absorption spectra for samples collected in New Zealand and 

Chesapeake Bay. The spectral response of sediment laden water is also affected by the size 

of the sediment particles and not just their concentration, and is also dependent upon the 

mineralogical composition (Choubey and Subramanian, 1991). 

Scattering 

Inorganic suspended particles are strong scatterers of light at visible wavelengths, and in 

particular dominate the total backscattering coefficient in coastal (and at times even open 

ocean) waters. This dominance is due to two reasons: firstly, inorganic particles have a 

higher refractive index than organic particles due to the high water content of organic 

particles, and secondly inorganic particles are usually much more abundant in terms of their 

mass concentration than other particles in coastal waters and estuaries (Stramski et al, 

2004). Scattering and backscattering coefficients may differ between different mineralogical 

species, and particle size can be another significantly influencing factor. In laboratory 

experiments, scattering coefficients for particle suspensions of fixed concentration by 

weight have been seen to decrease with increasing particle diameter (Kirk, 1994). Whilst 

scattering measurements in different waters show little variation in the shape of the volume 

scattering function, the ratio of backscattering to scattering does show some degree of 

variability. Petzold (1972) observed values of backscattering to scattering ranging from 

0.044 in clear ocean waters to 0.019 in turbid coastal waters, were backscattering was likely 

dominated by inorganic particles. Above a certain minimum concentration, scattering by 

24 



Chapter 2 - Background and theory 

inorganic particles may be dominant at all angles, and the shape of the normalised volume 

scattering function may be expected to remain constant with increasing inorganic particle 

concentration, since the shape of the volume scattering function is determined by the 

intrinsic scattering properties of the particles and not upon their concentrations (Kirk, 1994). 

Hence, the ratio of backscattering to scattering of 0.019 observed in turbid waters by 

Petzold (1972) may be reasonably applied to waters with high inorganic particle 

concentrations. 

2.3.2.2 Phytoplankton 

Definition and abundance 

Phytoplankton are photoautotrophic, mostly microscopic, algae that drift freely in 

suspension in aquatic systems. Phytoplankton abundance or concentration is dependent 

upon light and nutrient availability, such that in productive waters self-shading may limit 

their own growth (Kirk, 1994) as may self-exhaustion of the nutrient supply (Kudo et al, 

2000). In estuaries, tidal range and the associated processes ( e.g. tidal mixing, current 

velocity, light penetration and sediment resuspension) can influence phytoplankton biomass 

(Monbet, 1992). Long residence times in the tidal freshwater reaches of some estuaries 

during low flow summer conditions can lead to the accumulation of phytoplankton and the 

production of phytoplankton maxima (Schuchardt and Schirmer, 1991 ). Chlorophyll a 

concentrations within phytoplankton maxima can be an order of magnitude greater than 

those throughout the rest of the estuary, with minima in phytoplankton abundance occurring 

within the turbidity maxima, due to light limitation by SPM. Salinity can present a further 

limitation to the distribution and abundance of some phytoplankton species. Stenohaline 

species are restricted to a limited salt concentration range, whilst euryhaline species can 

withstand the variable salinity found in estuaries (Boney, 1989). 

Absorption 

Photosynthetic phytoplankton contain distinct cell organelles called chloroplasts which 

house an array of light absorbing pigments. Chloroplasts trap and utilize light to fix carbon 

in the form of carbohydrate, with the photosynthetic process being simply represented by 

(Geider and MacIntyre, 2002): 

(2.21) 
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Of the chloroplast pigments, chlorophyll a is common to all phytoplankton organisms, 

though green phytoplankton also contain chlorophyll b, whilst brown phytoplankton contain 

chlorophyll a and c (Boney, 1989). Chlorophylls a, b and c differ from each other in their 

optical properties, and phytoplankton absorption spectra can show significant variation 

between species (Roesler et al, 1989; Allali et al, 1995). All phytoplankton absorption 

spectra however display the two characteristic absorption peaks of chlorophyll a, with one 

peak in the blue portion of the spectrum with peak absorption centred around 440 nm, and 

the second peak in the red portion of the spectrum with peak absorption centred around 665 

nm. These peaks are then usually superimposed on a semi-linear decay of absorption with 

increasing wavelength, with absorption in the blue generally greater than absorption in the 

red (Roesler et al, 1989; Nelson and Robertson, 1993; Kirk, 1994; Allali et al, 1995; 

Maritorena and Guillocheau, 1996). 

Scattering 

In addition to being significant absorbers of light, phytoplankton cells can act as significant 

scatterers of light, though the scattering efficiency varies widely between species due to 

differences in cell size and cell refractive index (Vaillancourt et al, 2004; Stramski et al, 

2001 ). Whilst phytoplankton contribute to total scattering however, due to their high water 

content and resulting relatively low refractive index many species have much lower ratios of 

bi/b and consequently much smaller backscattering coefficients then inorganic particles 

(Stramski et al, 2004; Kirk, 1994). Some species of phytoplankton (particularly the 

coccolithophores) can still contribute significantly to backscattering however, due to their 

production of high refractive index biogenic material (calcite), with contributions of 

between 5 - 30 % to total backscattering even outside of coccolithophore blooms (Balch et 

al, 1996). The assumption that backscattering is dominated by inorganic particles may 

therefore not hold during blooms of coccolithophorid phytoplankton species, and in addition 

there is a degree of uncertainty in the absolute values of backscattering efficiencies of some 

phytoplankton species (Stramski et al, 2004). 

2.3.2.3 Organic Detritus 

A fraction of suspended particulate matter in natural waters consists of non-living organic 

particles referred to as detritus (Kirk, 1994). Dead phytoplankton are usually the main 

contributor to this particulate organic matter, though it is likely that in regions such as 
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estuaries at least some of this material may be of vascular plant (and therefore terrestrial) 

origin (Goni et al, 2003). Concentrations of organic detritus are usually sufficiently low 

such that it does not significantly contribute to either reflectance or attenuation, though this 

may not always be the case however, and concentrations can at times be greater than those 

of living phytoplankton by as much as a factor of ten (Boney, 1989). Bacterial 

decomposition and consumption by particle feeders are the main sinks of organic detritus 

(Jurgens and Sala, 2000; Anesio et al, 2003; Ambler et al, 1994). 

Absorption 

Detrital absorption spectra are largely similar to those of MSS, with absorption decreasing 

exponentially with increasing wavelength (Nelson and Robertson, 1993). Several studies 

present absorption spectra for detritus or non-chlorophyllous particles derived from field 

samples, with no separation procedure to remove inorganic sediments (Roesler et al, 1989; 

Maritorena and Guillocheau, 1996; Babin et al, 2003). At least some of the results from 

such studies however, 01iginate from waters where inorganic sediment concentration was 

likely to be low, and in all cases the absorption spectra are similar to those of Nelson and 

Robertson ( 1993) and Allali et al (1995), who examined detritus obtained from laboratory 

cultured phytoplankton. The range of reported spectral slope values for detrital absorption 

spectra is similar to that for CDOM, ranging from 0.006 to 0.018 nm-1 (Roesler et al, 1989; 

Babin et al, 2003). 

Scattering 

Although organic detritus can contribute to scattering, due to its high water content and 

consequently low refractive index, it does not usually contribute significantly to 

backscattering. In simulations by Stramski et al (2001), an average particle of organic 

detritus backscattered 30-times less light than an average inorganic particle, and even when 

organic detritus was numerically 3-times more abundant than inorganic particles, they 

contributed to less than 20 % of the total backscattering coefficient, whilst the inorganic 

particles were the source for more than 80 % of the backscattering. 
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2.4 Retrieving OIC concentrations in estuaries from water colour 

This section provides an overview of the retrieval of OIC concentrations from 

measurements of water brightness (reflectance) and water colour. Measurements of water 

colour parameters such as radiance and irradiance have been made in-situ for a number of 

years and by numerous instruments, most of which relate the voltage response of an optical 

sensor to the intensity of the incident light. The measurement of water colour parameters via 

remote sensing however is a more recent science with a number of additional considerations 

and is outlined in Section 2.4.1. In estuaries, three principle OICs (CDOM, MSS and 

phytoplankton pigments) can all potentially contribute significantly to water colour at most 

visible wavelengths, and the accurate retrieval of any one OIC can be effected by the 

presence of the other two. Section 2.4.2 therefore considers the retrieval of all three 

principle OICs from water colour measurements, with an emphasis on previous remote 

sensing studies in estuaries. 

2.4.1 Remote sensing water leaving radiances in estuaries 

2.4.1.1 Available sensors: the Compact Airborne Spectrographic Imager 

Numerous spectral radiometers have been launched into orbit with the aim of measuring 

water colour since the launch of the Coastal Zone Color Scanner (CZCS) in 1978. Most 

orbiting sensors however, including Sea WiFS (Sea-viewing Wide Field-of-view Sensor), 

MERIS (Medium Resolution Imaging Spectrometer) and MODIS (Moderate Resolution 

Imaging Spectroradiometer) have insufficient spatial resolution to provide detailed 

measurements in estuaries, with the best resolution of these sensors being 1.1 Km, 0.3 Km 

and 1 Km respectively (Hooker et al, 1992; Rast et al, 1999; Guenther et al, 2002). Higher 

spatial resolutions more suitable for use in estuaries are obtainable from sensors mounted on 

airborne platforms, which provide the additional advantages over orbiting platfonns of 

selectable time of data acquisition and repeatability ( e.g. over a single tidal cycle). Airborne 

sensors include the Airborne Visible/Infrared Imaging Spectrometer (A VIRIS) and the 

Compact Airborne Spectrographic Imager (CASI). CASI measurements require less 

atmospheric correction (see Section 2.4. 1.2) than AVIRIS (Esiais et al, 1998; Vane et al, 

1993), and CASI data can be collected in the UK by the Natural Environment Research 

Council (NERC) Airborne Remote Sensing Facility (ARSF). 
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Compact Airborne Spectrographic Imager (CASI) 

CASI is a pushbroom imager that uses a two-dimensional charge coupled device (CCD) 

array to capture both spatial and spectral data from potential targets (George and Malthus, 

2001; Wilson, 1997). The first dimension of the array is used to obtain a scanline of 512 

pixels from potential targets and builds up a flightline of data as the imager advances 

geographically (Figure 2.2). A reflective grating disperses the light from each pixel over the 

spectral range of the instrument (400 - 915 nm), which is then recorded by 288 detectors on 

the orthogonal dimension of the CCD. In order to avoid pixel smear, the data recording 

requirements are reduced by operating CASI instruments in either a spectral or a spatial 

mode. Spectral mode records the full spectral profile of all 288 channels, though from only a 

limited number of look directions or pixel positions, whilst spatial mode records data from 

all 512 spatial pixels but only from a maximum of 18 programmable spectral bands (Wilson, 

1997). The spatial resolution of pixels is dependent upon the operating altitude, with high 

resolutions obtainable such as 2m spatial resolution from an altitude of 1.5 km (George and 

Malthus, 2001). In addition, CASI bandwidths are substantially narrower then those of 

SeaWiFS, MERIS and MODIS, and thus CASI can potentially measure radiances more 

accurately than these orbiting sensors (Hunter and Power, 2002). 
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Figure 2.2 - The imaging concept of the CASI CCD pushbroom instrument 
(Wilson, 1997). 
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2.4.1.2 Atmospheric and Sun-glint contributions to remote sensed 

radiances 

Visible and near-infrared water leaving radiance measurements, made from airborne and 

orbiting water colour sensors, are contaminated by both the radiance caused by atmospheric 

constituents and by the reflectance of the sea surface (Guzzi et al, 1987; Moore et al, 1999). 

Molecules, maritime aerosols, ozone and water vapour are the main atmospheric 

constituents affecting radiance measurements, with molecules and aerosols being 

responsible for Rayleigh scattering, whilst ozone and water vapour are considered to be 

absorbing constituents, at visible and near-infrared wavelengths (Guzzi et al, 1987). The 

radiance observed by an orbiting or airborne sensor at altitude h0 pointed towards an aquatic 

body (see Figure 2.3) comprises of the radiance scattered by atmospheric constituents, the 

radiance reflected by the sea surface (Sun and Sky glitter) and the radiance upwelling from 

below the aquatic surface (which is a function of the concentration and optical properties of 

the optically active constituents - see Section 2.2). The remote sensed spectral radiance can 

thus be expressed by Equation 2.22 (Guzzi et al, 1987): 

(2.22) 

where Lp{}i,,h0) is the cumulative radiance scattered into the sensors field of view by the 

atmospheric constituents, Lsw,-g(2,h0) is the sun glitter radiance, Lsky-g{A,h0) is the sky glitter 

radiance and Lw(lh0) is the water leaving radiance. Sun-glint ( or glitter) refers to radiance 

directly reflected by the water surface into the field of view of the sensor, whilst sky glitter 

refers to diffuse sun radiance reflected by the water surface into the sensors field of view 

(Guzzi et al, 1987; Wang and Bailey, 2001). Glitter can occur when a flat aquatic surface 

becomes roughened, producing water facets with orientations that reflect sunlight into the 

sensors field of view (Jerlov, 1976). The width of the glittering band increases with 

increasing surface roughness and the phenomenon is most pronounced at Solar zenith angles 

of 30 - 35°. Glitter effects can be avoided by use of polarizers on the receiving aperture of 

the sensor, and by tilting the sensor (Jerlov, 1976). Sun-glint radiances can be modelled 

following the methods of Cox and Munk (1954), and a sun-glint mask applied to the 

measured water leaving radiances with reasonable success (Wang and Bailey, 2001). Ozone 

and water vapour absorption effects can be evaluated as attenuation of the extra-atmospheric 
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irradiance along a path from the top of the atmosphere to the aquatic surface and from the 

aquatic surface to the altitude of the sensor, h0 (Guzzi et al, 1987). 

Sensor 

Air 

Sea 

Figure 2.3 - Radiance received by an orbiting or airborne sensor. Radiance 
components are as defined for Equation 2.22. 

Atmospheric Correction 

In Case I waters (defined as waters for which the optical properties are principally 

controlled by phytoplankton, Morel and Prieur, 1997), correction for aerosol contaminated 

radiances can be perfonned using the black ( or dark) pixel assumption. In the black pixel 

assumption, water leaving radiances in the near-infrared are assumed to be zero or 

negligible, and thus the measured radiance at these wavelengths provides a means of 

assessing aerosol radiative properties, enabling the contribution from aerosols to radiance 

measurements in the visible channels to be determined and removed (Siegel et al, 2000; 

Moore et al, 1999). The accuracy and validity of the black pixel assumption can be 

compromised however, by oceanic air bubbles and 0 2 molecules. Air bubbles in the ocean 

can scatter light at near-infrared wavelengths whilst 0 2 molecules have an absorption band 

centred on 762 nm (Yan et al, 2002; Ding and Gordon, 1995). In addition, the black pixel 

assumption can not be used in Case II waters (for which the optical properties are not solely 

controlled by phytoplankton, Morel and Prieur, 1977), where SPM can cause significant 
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scattering at near-infrared wavelengths, with even modest concentrations of SPM, as low as 

2 mgr1
, invalidating the black pixel assumption (Moore et al, 1999). 

A number of radiative transfer codes have been developed that can be used to 

atmospherically correct remote sensed radiance data. 6S is a radiative transfer code that can 

be used for radiances between 250 - 4000 nm and corrects for several absorbing gases as 

well as aerosol effects, with the user providing aerosol concentration and composition 

(Vermote et al, 1997). Additional input parameters to the code include geometrical 

conditions, gaseous components, spectral conditions, ground reflectance, spectral band 

positions, time of day, day of year, latitude and longitude. CASI data analysis software 

(CASIDAS) is based on the methodology of Guzzi et al (1987) and can be used specifically 

to atmospherically correct CASI data, with Rayleigh correction derived from climatological 

values rather than actual meteorological values (Lavender and Nagur, 2002). CASI data 

from multiple altitudes has been used to investigate the validity of CASIDAS atmospheric 

correction, with the resulting water leaving radiance images from multiple altitudes being in 

close agreement, and the corrected imagery revealing fronts and turbidity variations that 

were not apparent in the uncorrected images (Lavender and Nagur, 2002). 

2.4.1.3 Bottom effects 

Remote sensed (and in-situ) observations of water colour in shallow water areas can be 

effected by the aquatic bottom ( e.g. the seabed), with the influence of the bottom being 

dependent upon the water depth, the transmission of the water column, the reflectance of the 

water, the reflectivity of the bottom materials and the spectral wavelength at which the 

observations are made (Ohde and Siegel, 2001). Ohde and Siegel (2001) modelled an 

effective water column depth above the sea bottom, z00, for which the upward irradiance 

contained less than 1 % of bottom reflected light for five Jerlov water types over a sandy 

bottom. The results showed that bottom influence decreased with increasing attenuation and 

that for the depths and attenuations typically encountered in shallow sandy bottomed water 

bodies such as estuaries, bottom influence may at times contribute to irradiance reflectance 

when either the depth or attenuation are low (see Figure 2.4). 

In a series of laboratory experiments, Tolk et al (2000) also investigated the masking effects 

of attenuation on the bottom influence on spectral reflectance, in terms of discrete 

suspended sediment concentrations (25 - 400 mgr1
) using suspended sediments derived 

from a silty clay soil. When suspended sediment concentration exceeded 100 mgr1 in a 
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continuously stirred 0.8 m depth tank, the bottom influence on spectral reflectance from a 

white aluminium bottom was found to be negligible. At concentrations below 100 mgr ', the 

bright bottom significantly enhanced reflectance in the visible part of the spectrum, being 

upto 4 times higher at 25 mgr'. Natural aquatic systems however, may require considerably 

less than 1 O0mgr' of suspended sediments to mask the bottom influence on spectral 

reflectance, due to both natural sea bottoms being generally less reflective then white 

aluminium (Lodhi and Rundquist, 2001) and the presence of other attenuating constituents 

within the water column (see Section 2.3). 
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Figure 2.4 - (a) Diffuse vertical attenuation coefficient 
classification of water types according to Jerlov (1976) and (b) 
Effective water column depth for which upward irradiance 
contains less than 1 % of bottom reflected light, for each Jerlov 
water type shown in (a) and a sandy bottom. Taken from Ohde 
and Siegel (2001). 
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2.4.1.4 Normalised water leaving radiance and remote sensing reflectance 

The magnitude of any radiance leaving an ocean or other water body is dependent upon its 

own direction and upon the direction of the incident radiation (Gordon and Clark, 1981 ). 

Consequently, the radiance measured by a sensor is dependent upon the viewing and Sun 

geometry. If such geometrical effects are not removed, the consistency (and comparability) 

of spectral radiances derived from remote sensing can not be guaranteed, even assuming 

perfect atmospheric correction (Morel et al, 2004). In recognition of this problem, methods 

have been sought to normalise measured radiances to a single Sun-viewing geometry, 

forming the so called normalised water leaving radiance, or nLw (Gordon et al, 1983; 

Gordon and Clark, 1981 ). Whilst a complete review of the calculation procedures of 

normalised water leaving radiance are beyond the scope of this review, the measured 

radiances can be tentatively made independent of the illumination conditions by forming the 

remote sensing reflectance as (Morel et al, 2004): 

(2.23) 

where L w is the measured water leaving radiance immediately above the surface (denoted by 

0+), 8 is the zenith angle specifying the emerging radiance, <p is the azimuth angle between 

the vertical planes containing the Sun and radiance, A is wavelength, Ed is the actual 

irradiance at sea level immediately above the surface and Fo is the Solar irradiance at the top 

of the atmosphere at the mean Sun-Earth distance. The normalisation can be applied to in

situ measurements as well as to atmospherically corrected radiances. Fa can be calculated 

from standard so lar spectra ( e.g. Thuillier et al, 2003). The remote sensing reflectance at sea 

level can then be calculated as: 

(2.24) 

where F0(0) is calculated at sea level (denoted by 0) for a given wavelength. 
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2.4.2 Retrieving OIC concentrations from water colour parameters 

2.4.2.1 CDOM 

The earliest interest in retrieving CDOM concentrations from water colour measurements 

arose not from interest in CDOM itself, but rather through the requirement to determine the 

absorption by CDOM in order to improve the retrieval of phytoplankton pigments from 

remote sensed water colour, and hence aid the estimation of global biomass. In open ocean 

Case I waters, CDOM concentrations have been estimated by a variety of means, including 

semi-analytical (part empirical) algorithms, convergent iteration and linear matrix inversion 

(Carder et al, 1989; Hoge et al, 1995; Hoge and Lyon, 1996). 

Relatively less attention has been given to retrieving CDOM concentrations from water 

colour measurements in coastal and estuarine waters, and of the studies made, most attempt 

to relate CDOM concentration to a colour ratio. The wavelengths chosen to construct a 

colour ratio are usually such that one corresponds to a spectral region of high reflectance 

and the other to a spectral region of high absorption (Gordon et al, 1980). In coastal and 

estuarine waters reflectance can peak in the red due to the presence of MSS (see Section 

2.4.2.2), and concentrations of CDOM (which absorbs strongly in the blue) have been 

observed to be related to red/blue colour ratios (Menon et al, 2006; Doxaran et al, 2005; 

Bowers et al, 2004; Bowers et al, 2000). Menon et al (2006) and Doxaran et al (2005) both 

observed power law relationships between the red/blue colour ratio and CDOM, whilst 

Bowers et al (2000 and 2004) observed a linear relationship. The slope and intercept of the 

linear relationship were dependent upon the concentration of MSS, a result that was 

confirmed by inverse optical modelling. The approach of Bowers et al (2004) to retrieve 

CDOM concentration from water colour was to use a second colour ratio for the MSS 

concentration and to solve the equations simultaneously. The model of Bowers et al (2004) 

did not include absorption by phytoplankton pigments or detritus, which were detennined to 

be insignificant in their particular study. Although Bowers et al (2004) did not directly 

compare the predicted CDOM concentrations derived from the colour ratios with observed 

values, conversion of the CDOM concentrations derived from colour ratios into salinity and 

DOC showed qualitative agreement with observations, with DOC increasing and salinity 

decreasing with increasing distance up-estuary. The model did not perfonn as well 

quantitatively however, largely due to using literature derived values for some parameters 

and the inaccuracies in the observations of others. 
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2.4.2.2 Mineral suspended solids 

Whilst CDOM, MSS and phytoplankton pigments all contribute to water colour, mineral 

suspended solids primarily control brightness due to their dominance of backscattering 

(Brown and Simpson, 1990; Stramski et al, 2004). The reflectance or radiance of sediment 

laden waters peaks in the green or red part of the visible spectrum, and increases with 

increasing MSS concentration (Binding et al, 2003; Choubey and Subramanian, 1991). In 

parallel to this increase in brightness, the wavelength of peak reflectance shifts to longer 

wavelengths with increasing MSS concentration (Doxaran et al, 2002). 

Two approaches have been made to retrieving MSS concentrations from water colour 

measurements, with algorithms relating the MSS concentration to either a reflectance ratio, 

or to a single reflectance band. In the visible spectrum, algorithms often relate the red/green 

colour ratio to the MSS concentration (Menon et al, 2006; Wild-Allen et al, 2002; Robinson 

et al, 1998), which accounts for the shift in peak reflectance with increasing sediment load. 

Doxaran et al (2005; 2003 and 2002) found an infrared/green (850/550 run) reflectance ratio 

was strongly correlated to the total suspended particulate matter concentration, in three 

estuaries where MSS was likely the dominant optically active in-water constituent. Colour 

ratio algorithms can break down however in waters where CDOM and phytoplankton 

pigments significantly contribute to the total absorption, and hence water colour (Binding et 

al, 2003). Binding et al (2005) examined a number of possible visible colour ratio and 

single band algorithms and found that in the Irish Sea, MSS concentration was most closely 

related to a quadratic function of reflectance in the red (665 run) . Ammenberg et al (2002) 

and Kallio et al (200 l) found linear algorithms relating MSS to reflectance at near-infrared 

wavelengths, where CDOM and phytoplankton pigments did not significantly contribute to 

either absorption or backscattering. Whilst single band algorithms may escape interference 

from CDOM and phytoplankton pigments, they are however prone to saturation, with 

reflectance in a given band increasing with increasing MSS concentration up to a certain 

level, after which further increases in concentration provide no further measurable increase 

in the reflectance (Doxaran et al, 2002). The concentration at which saturation occurs is 

dependent upon the absorption and scattering characteristics of the sediment, and hence may 

vary with wavelength and regionally. 
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2.4.2.3 Phytoplankton pigments 

Chlorophyll a and total pigment concentrations can be retrieved from water colour 

measurements in phytoplankton dominated open ocean waters, where pigment 

concentrations are strongly related to ratios of reflectance or radiance in the blue/green parts 

of the visible spectrum (Morel and Prieur, 1977; Gordon et al, 1980). Numerous empirical 

and semi-analytical (part empirical) algorithms relating pigment concentration to blue/green 

colour ratios have been derived in Case I waters (see O' Reilly et al, 1998, for a review of 17 

algorithms), and whilst significant differences exist between the formulations of individual 

empirical algorithms, many are of a common form: 

(2.25) 

where [ Chla] is the concentration of Chlorophyll a, a is either 10 or e, b is a polynomial of 

the colour ratio and c is a constant which may equal zero. 

Algorithms between the blue/green colour ratio and pigment concentration can not be used 

in highly turbid coastal or estuarine waters however, due to interference by varying 

concentrations of CDOM and suspended sediments, which can both contribute if not 

dominate absorption in the blue and green parts of the visible spectrum (Gons et al, 2002; 

Gons et al, 2000; Bowers et al, 1996; Harding et al, 1992; Brown and Simpson, 1990). 

Algorithms relating pigment concentrations to other visible band colour ratios, such as the 

SeaWiFS Ocean Colour 4 (OC4) algorithm also fail in turbid estuarine and coastal waters 

for the same reason (Harding et al, 2005). Application of visible band colour ratio 

algorithms produce over-estimated pigment concentrations, by up to a factor of 4 for the 

OC4 algorithm and up to a factor of 20 for blue/green colour ratio algorithms (Harding et al, 

2005; Wozniak and Stramski, 2004). More recently, some success using a visible band 

colour ratio algorithm in the Mandovi-Zuari estuaries was achieved by Menon et al (2006), 

though in this particular study suspended sediment levels were low (< 25 mgL-1
) and the 

authors acknowledged that the algorithms developed were site and season specific. 

Algorithms relating a near-infrared/red colour ratio to total pigment or Chlorophyll-a 

concentration are more suitable then visible band ratios in inland and estuarine waters 

(Ammenberg et al, 2002; Gons et al, 2000; Gons 1999). Application of a semi-analytical 

near-infrared/red colour ratio algorithm to in-situ optical data from stations in a number of 

lakes, several estuaries and the North Sea, showed that the algorithm worked best at high 
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chlorophyll-a concentrations (> 60 µgL- 1
) with considerable scatter present below 20 µgL- 1 

for coastal stations in the North Sea and Scheidt Estuary. Gons et al (2002) adapted the 

algorithm of Gons ( 1999) by replacing the original red wavelength of 672 nm in the colour 

ratio with the red band wavelength for the MERIS sensor of 664 nm. Retrieval of 

Chlorophyll-a concentration from the adapted algorithm in a series of lakes and estuaries 

revealed a loss in accuracy compared to the original algorithm, and was attributed to the 

shift of the red wavelength away from the centre of the red Chlorophyll-a peak. The 

performance bias of the algorithm towards higher chlorophyll-a concentrations may be 

explained by the assumption in the algorithm that absorption in the near-infrared 

wavelength (704 nm) is entirely due to water and chlorophyll-a. Whilst this assumption may 

hold in phytoplankton dominated lake waters, it may be invalid in waters where sediment 

concentrations (and hence sediment absorption) are high and phytoplankton concentrations 

are low or intermediate, as is the case in some estuaries and coastal zones. 
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Chapter 3 - Study site and sampling methodology 

3.1 Synopsis 

This chapter provides details of the data collection, analysis and routine processing methods 

employed in this study. The chapter begins with an introduction to the study regions and a 

description of the main sampling sites. An inventory of the individual surveys conducted is 

then provided. Section 3 .4 describes the airborne remote sensing overflights that were made 

specifically for this study. Details of the specifications and deployment procedures for the 

in-situ radiometers are given in Section 3.5, along with a description of the procedures for 

calculating the apparent and inherent optical properties from the radiometer measurements. 

Water sample collection is covered in Section 3.6, and the subsequent analysis methods for 

the dissolved and suspended constituents are reported in Sections 3.7 and 3.8 respectively. 

A description of auxiliary measurements made on a less routine basis is then provided. 

Where ever possible, the methods employed in this study followed the recommendations 

outlined in the NASA Ocean Optics Protocols (Mueller et al, 2003). This was not always 

practical however, due to time, equipment and financial limitations. In addition, some of the 

open ocean methods followed by Mueller et al (2003) had to be modified to account for the 

higher suspended particulate matter concentrations encountered in the estuaries studied. 

3.2 Study sites 

All the measurements made in this study were collected from locations in or around the 

Conwy and Mersey estuaries. Both estuaries are flooded by and drain into the Irish Sea. 

This section therefore provides an overview of the Irish Sea as well as details of the two 

estuaries studied. 

3.2.1 An overview of the broader study area: The Irish Sea 

The Irish Sea (see Figure 3.1) is a semi-enclosed shelf sea connected to the Atlantic Ocean 

both in the north and south, by the North channel and St George's channel respectively. The 

boundaries of the Irish Sea are defined by a line running from Ballyquintin Point in 

Northern Ireland to the southern extreme of the Mull of Galloway for the northern limit, and 

by a line running from Carnsore Point in Ireland to St David's Head in Wales for the 

southern limit (International Hydrographic Organization, 1953). The bathymetry of the Irish 
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Sea can be generally split into two regions, with deeper water (80 - 100 m) running from St 

George' s Channel to the North Channel in the western Irish Sea, and with the shallower 

waters (20 - 40 m) of Cardigan Bay and Liverpool Bay in the east (Orford, 1989). Both 

semi-diurnal and spring-neap tidal cycles are present in the Irish Sea and tidal current 

speeds can vary between 0.1 - 1.0 ms- 1 (Orford, 1989). The majority of freshwater entering 

the Irish Sea originates from rivers that either flow directly into the Irish Sea or into 

neighbouring waters which undergo exchanges with the Irish Sea, such as the Bristol 

Channel and Clyde Sea. 70 % of the freshwater input flows into the eastern Irish Sea, with 

the Rivers Dee, Mersey, Ribble, Lune and Eden being the dominant sources (Irish Sea Study 

Group Report, 1990). The combination of variable tidal stirring, freshwater input, heating 

and shallow depths (particularly in the east) result in both well mixed and stratified regions, 

along with the formation of a number of shelf sea fronts , with persistent fronts in the 

western Irish Sea and Liverpool Bay (Simpson and Hunter, 1974; Simpson, 1981). 

Celtic 
See 

-6 -4 -2 

Figure 3.1 - The Irish Sea. Dotted lines indicate the northern 
and southern limits. The locations of the Conwy Estuary and 
Mersey Estuary are indicated by the black outlined boxes. 

The optics of the Irish Sea are dominated by mineral suspended sediments and 

phytoplankton pigments. Mineral suspended sediments have been reported to be the 
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dominant control on the reflectance whilst phytoplankton pigments are the dominant 

absorbers and control water colour (Brown and Simpson, 1990). The distribution of surface 

suspended sediment concentrations in the Irish Sea is inhomogeneous, and distinct isolated 

turbidity maxima have been observed to exist all year round in several regions of high tidal 

currents (Bowers et al, 2005). Concentrations of MSS in the turbidity maxima range from 5 

gm-3 in summer to 10 - 15 gm-3 in winter and are always typically 2 - 3 times greater then 

the ambient Irish Sea concentrations. The distribution of surface phytoplankton pigment 

concentrations are also inhomogeneous, with maximum spring time blooms of 16 mg 

chlorophyll m-3 in offshore waters of the western Irish Sea compared to values of up to 44 

mg chlorophyll m-3 in Liverpool Bay (Gowen and Stewart, 2005). The higher concentrations 

in Liverpool Bay were attributed to local sources of anthropogenic nutrient enrichment in 

the area. 

3.2.2 The Conwy Estuary 

The Conwy estuary extends 22 Km from Deganwy narrows at the mouth to the tidal limit at 

LJanwrst (see Figure 3.2). A 670 Km2 catchment drains into the Conwy (Laube] et al, 2004), 

which has a mean freshwater discharge of ~ 20 m3f 1
, though this varies widely over the 

range 0.5 - 500 m3s-1 (Nunes and Simpson, 1985). The main channel in the lower reaches of 

the estuary runs close to the west bank, though some separation of the flow into ebb and 

flood dominated channels has been observed (Hillier, 1985). An embankment was built at 

Conwy during the construction of Conwy Bridge which has restricted the width of the 

channel to about 100 m causing elevated tidal currents and a deepening of the channel at 

this location. The estuary has a tidal range of 6.9 mat the mouth on spring tides (Nunes and 

Simpson, 1985), and the strong currents generated by the tides and river discharge ensure 

most parts of the estuary are vertically well mixed for most of the tidal cycle (Simpson et al, 

2001). Transverse convergent circulations associated with small transverse density gradients 

in the cross section have been observed in the Conwy, and are produced by the non-uniform 

advection of the longitudinal density gradient through the channel on the flood (Nunes and 

Simpson, 1985). These transverse secondary circulations produce surface convergence 

approximately in the centre of the channel and are made visible by the collection of foam 

and surface debris. The transverse circulation and associated surface convergence, referred 

to as an axial convergence front, can extend into the estuary up to 18 Km (Brown et al, 

1991). Strong colour contrasts have been observed across the axial convergence front 
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(Nunes and Simpson, 1985), suggesting that when present, the front promotes or maintains 

lateral gradients of OICs. 
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Figure 3.2 - The Conwy Estuary. The location of the 
Conwy Estuary relative to the Irish Sea is shown in 
Figure 3.1. 

In the lower reaches of the Conwy estuary, water colour has been found to be almost equally 

influenced by CDOM and MSS (Bowers et al, 2004). Though highly variable, CDOM 

concentrations have been observed to range from a minimum of 0.25 m-1 at the mouth of the 

estuary to a maximum of :::::: 5 m-1 at the head of the estuary (Evans, 2004). A prominent 

turbidity maxima exists around the limit of salt water intrusion (Bowers et al, 2004; Hillier, 

1985). Concentrations of suspended particulate matter (SPM) within the turbidity maxima 

have been observed to reach up to 150 gm-3, being up to two orders of magnitude greater 

than the SPM concentrations in the lower estuary. The turbidity maxima forms due to the 

increasingly asymmetrical nature of the tide with increasing distance up the estuary (Hillier, 

1985). Large chlorophyll concentrations (> 30 mgm-3) have also been observed at the head 

of the estuary (Evans, 2004; Raine and Williams, 2000), suggesting the presence of a 
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phytoplankton maxima in the Conwy, as observed in other estuaries (e.g. Fisher et al, 1988; 

Schuchardt and Schirmer, 1991). 

Conwy Pier 

Conwy Pier consists of a walkway and a floating platform which is elevated up and down 

with the tide. It is located at the mouth of the estuary on the west bank of Deganwy narrows, 

a region characterised by a large tidal range and strong tidal currents, with resulting 

implications for instrument deployment and safety. The pier extends out into the main 

channel of the estuary and is used for both recreational and business purposes. Water depth 

at the pier ranges from ;::;; 2 m on low water springs to > 8 m on high water springs. 

Dolgarrog Bridge 

The foot bride at Dolgarrog is a fixed platform some 10 m or so above the estuary. The 

width of the estuary and bridge at Dolgarrog are ~ 40 m, and measurements were made from 

the centre of Dolgarrog Bridge only, away from all river banks. There are no trees on the 

banks of the estuary at Dolgarrog Bridge and the estuary is consequently free from shadows 

at this location. The tidal range at Dolgarrog Bridge is considerably less then that at the 

mouth of the estuary, being ~ 3 m on spring tides (Hillier, 1985). In addition, the semi

diurnal tidal cycle is highly asymmetric, with the flood tide being approximately 2 hours in 

duration. 

3.2.3 The Mersey Estuary 

The Mersey estuary (see Figure 3.3) is considerably larger than the Conwy, stretching some 

45 Km from the mouth at Liverpool Bay to the tidal intrusion limit at Howley Weir 

(Martino et al, 2002). A 1.5 Km wide restricted channel called the Narrows stretches 10 Km 

inland from New Brighton at the mouth of the estuary (Lane, 2004). The Narrows have a 

mean depth of 15 m below chart datum, and currents in the channel can reach up to 3 ms-1 

inhibiting sediment deposition (Martino et al, 2002). Up-estuary of Eastham, the estuary 

broadens out into a shallow basin , over 20 Km long and 5 Km wide in some places and is 

characterised by extensive intertidal mudflats and salt marshes. This broad basin then 

narrows at Runcorn, with the upper estuary consisting of a 17 Km long narrow channel 

which terminates at Howley Weir. Freshwater input to the Mersey varies from 25 - 200 m3s-

1 with the River Mersey being the main source, though freshwater also enters the estuary 
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from the River Weaver both at the Manchester Ship Canal and below Runcorn (Thomas et 

al, 2002; Martino et al, 2002). The tidal range varies from 4 to 10 m over the spring neap 

cycle. Gravitational circulation is highly developed in the Narrows, and the Mersey can be 

classified as a Type 2 estuary in Hansen and Rattray's classification scheme, with the net 

flow reversing with depth and advection and diffusion contributing significantly to the up

estuary salt flux (Bowden and Gilligan, 1971 ). Residual currents in the Mersey include a 

pure density current with seaward flow in the upper layer balanced by landward flow in the 

lower layer, and a net outflow current due to freshwater discharge. 
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Figure 3.3 - The Mersey Estuary and Liverpool Bay. The location of the Mersey 
Estuary relative to the Irish Sea is shown in Figure 3.1. 

Suspended sediment concentrations can exceed 2000 gm-3 (Lane, 2004), and the Mersey 

estuary has a well developed turbidity maxima in its upper reaches, where 20 - 60 % of the 

surface sediments are composed of silts, with the rest consisting of very fine sand (Martino 

et al, 2002). Phytoplankton pigments are likely to contribute to water colour in the Mersey, 

at least in summer, with pigment concentrations of 25 mg chlorophyll m-3 having being 

reported close to the Mersey estuary (Gowen and Stewart, 2005). 
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3.3 Survey inventory 

Conwy estuary surveys were conducted in a number of locations and from a variety of 

platforms, with the aim of sampling over as wide a range of OIC concentrations as possible. 

Consequently, measurements were made at the mouth of the estuary (Conwy Pier) and the 

head of the estuary (Dolgarrog Bridge) to sample waters most strongly influenced by the 

marine and river end members respectively. RIB surveys were also made in order to provide 

near synoptic measurements of the distribution of OICs within the estuary, and to provide a 

Lagrangian platform from which optical profiles could be made along axial OIC gradients 

and with minimum tilt and roll. A limited number of measurements were also made in 

additional places within the Conwy estuary and these are detailed in Section 3.3.5. 

Measurements in the Mersey estuary were made during two Prince Madog cruises. These 

included stations both within the estuary and the estuarine plume influenced waters in 

Liverpool Bay (see Section 3.3.4). 

All measurements were accompanied by the appropriate metadata. Hence the date, time and 

position (Latitude and Longitude) were recorded for all measurements. Additional factors 

were also recorded for optical measurements to aid quality control of the data, these were 

the level of cloud cover (% ), whether light was diffuse or direct, the wind speed and 

direction, the surface roughness and approximate current speed (estimated from floating 

objects at the sea surface). 

3.3.1 RIB surveys 

Measurement were made from a 4.2 m Zodiac Rigid Inflatable Boat (RIB). Table 3.1 lists 

the RIB surveys along with the number of stations and the parameters measured. RIB 

surveys were conducted within 2 hours either side of high water, due to a number of shaJlow 

regions that were impassable at other stages of the tide. The RIB survey on the 24/09/2004 

was conducted at low water (in support of the second overflight), and consequently this RIB 

survey only reached as far up the estuary as the rocks at Carreg Groes. Station positions for 

all RIB surveys are shown in Figure 3.4. 
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Date Ng of Stations Parameters 

29/10/2003 11 PRR(3), CTD, CDOM, SAL, DOC, PA(T) 

27/11/2003 12 CS(12), SAL, MSS, PA(T, NAP, P) 

24/05/2004 17 CDOM, SAL, DOC, MSS, CHL, PA(T, NAP, P) 

01/09/2004 16 CDOM, SAL 

24/09/2004 12 CDOM, SAL, MSS, CHL, PA(T, NAP, P, I) 

28/10/2004 12 CDOM, SAL 

21/11/2005 10 CS(I0), CDOM, SAL, MSS, CHL, PA(T) 

17/1/2006 11 CS(l l ), CDOM, SAL, MSS, CHL, PA(T) 

30/1/2006 12 CS(12), CDOM, SAL, MSS, CHL, PA(T, I) 

Table 3.1 - Inventory of RIB surveys conducted in the Conwy estuary. Parameter 
codes are PRR: PRR-600 profiles, CS: Colour Sensor profiles, CTD: CTD profiles, 
CDOM: CDOM absorption, SAL: Salinity, DOC: DOC concentration, CHL: Total 
pigment concentration, MSS: MSS concentration, PA: Particle absorption for T: 
Total, NAP: Non Algal Particles, P: Pigmented particles and I: Inorganic particles. 
Numbers in brackets denote the number of samples collected. 

3.3.2 Conwy Pier 

Measurements at Conwy Pier were carried out over a variety of tidal conditions, including 

low water springs, low water neaps, high water springs and high water neaps in order to 

sample different portions of the OIC concentration gradients within the estuary. Conwy Pier 

surveys are listed in Table 3.2, along with the number of water samples collected and the 

parameters measured. Where possible, sampling days were chosen to include days after 

prolonged rainfall (for high CDOM concentrations) and prolonged drought (for low CDOM 

concentrations). Due to many periods of poor weather however, surveys at Conwy Pier were 

often carried out when ever periods of fair weather occurred, as the PRR-600 radiometer 

could only be deployed in dry weather conditions (see Section 3.5). 
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Figure 3.4 (a) - Station positions during RIB surveys conducted on 29/10/2003 
(open circles), 27/11/2003 (solid diamonds) and 24/05/2004 (solid triangles). 
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Figure 3.4 (b) - Station positions during RIB surveys conducted on 01/09/2004 ( open 
circles), 24/09/2004 (solid diamonds) and 28/10/2004 (solid triangles). 
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Figure 3.4 (c) - Stations positions during RIB surveys conducted on 21/11/2005 
( + ), 17/1/2006 (solid triangles) and 30/1/2006 ( open circles). 
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Date Nll of Samples Parameters 

23/1/2004 9 PRR(3), CS(4), CDOM, SAL, MSS, PA(T, NAP, P) 

29/1/2004 8 PRR(8), CDOM, SAL, MSS, CHL, PA(T, NAP, P, I) 

05/2/2004 9 CDOM, SAL, DOC 

04/3/2004 8 PRR(8), CDOM, SAL, MSS, CHL, PA(T, NAP, P, I) 

23/4/2004 9 PRR(7), CDOM, SAL, MSS, CHL, PA(T, NAP, P, I) 

20/5/2004 9 PRR(9), LISST, CDOM, SAL, MSS, CHL 

24/5/2004 9 PRR(9), CDOM, SAL, DOC, MSS, CHL 

03/8/2004 7 CDOM, SAL, 

01/9/2004 8 PRR(7), CDOM, SAL, MSS, CHL, PA(T, NAP, P, I) 

15/9/2004 8 PRR(8), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

26/10/2004 4 PRR(4), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

28/10/2004 9 CDOM, SAL 

03/11/2004 4 PRR(4), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

04/11/2004 9 PRR(9), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

19/11/2004 5 PRR(5), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

07/12/2004 7 PRR(7), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

27/1/2005 6 PRR(6), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

02/2/2005 9 PRR(9), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

04/5/2005 6 PRR(6), CDOM, SAL, MSS, CHL, PA(T) 

17/5/2005 10 PRR(lO), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

02/6/2005 6 PRR(6), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

23/6/2005 10 CS( lO), CDOM, SAL, MSS, CHL, PA(T) 

25/8/2005 6 PRR(6), CDOM, SAL, MSS, CHL, PA(T) 

13/9/2005 9 PRR(4), CS(S), CDOM, MSS, CHL, PA(T, I) 

18/10/2005 4 PRR(4), CDOM, MSS, CHL, PA(T) 

07/11/2005 4 CS(4), CDOM, MSS, CHL, PA(T, I) 

08/12/2005 11 PRR(l l ), CDOM, MSS, CHL, PA(T) 

Table 3.2 - Inventory of Conwy Pier surveys conducted in the Conwy estuary. 
Parameter codes are LISST: Laser In-situ particle sizer, and as defined in Table 3.1. 
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3.3.3 Dolgarrog Bridge 

Surveys were conducted at Dolgarrog bridge at high water on spring tides, in order to 

collect optical profiles in turbidity and phytoplankton maxima that had been observed in the 

Conwy estuary in previous studies (Evans, 2004; Hillier, 1985). In addition, optical profiles 

were collected at high water on neap tides when the turbidity and phytoplankton maxima 

did not reach as far up the estuary as Dolgarrog Bridge, in order to sample waters with high 

CDOM concentrations. The surveys conducted at Dolgarrog Bridge are detailed in Table 

3.3. Measurements were always made in the middle of the bridge from the south side, to 

ensure measurements were collected away from the river banks and the shadow of the 

bridge. 

Date N!! of Samples Parameters 

01/12/2004 6 PRR(6), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

10/3/2005 5 PRR(4), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

27/4/2005 6 PRR(6), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

23/6/2005 8 PRR(6), CDOM, SAL, MSS, CHL, PA(T, NAP, P) 

07/7/2005 5 PRR(5), CDOM, SAL, MSS, CHL, PA(T) 

Table 3.3 - Inventory of Dolgarrog Bridge surveys conducted in the Conwy estuary. 
Parameter codes are as defined in Table 3.1. 

3.3.4 Airborne remote sensing overflights 

The remote sensed spectral radiometer measurements made during the Natural Environment 

Research Council (NERC) Airborne Remote Sensing Facility (ARSF) overflights are 

described in Section 3.4. All overflights were supported with coincident in-situ fieldwork in 

order to aid the validation of the aircraft data and data products. Table 3.4 presents a 

summary of the overflights and their supporting in-situ surveys. Coincident surveys were 

obtained as planned for all overflights except the overflight carried out on the 24/9/2004, for 

which the RIB survey was conducted approximately 1.75 hours after the overflight due to 

short notice. 
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Date NR of Scanlines Supporting in-situ survey type 

24/5/2004 10 Conwy Pier, RIB 

24/9/2004 1 RIB 

23/6/2005 7 Conwy Pier, Dolgarrog Bridge, Miscellaneous 

Table 3.4 - Summary of NERC ARSF overflights of the Conwy estuary, along with 
the associated supporting in-situ surveys. 

3.3.5 Cruises 

Two cruises to the Mersey estuary were made aboard the RV Prince Madog (see Table 3.5). 

The cruises aimed to include a variety of optical conditions within the estuary and the 

estuarine plume waters in Liverpool Bay. Stations were occupied within the Mersey as far 

up the estuary as the channels would allow the RV Prince Madog to encroach. In addition to 

occupying stations within the Mersey at high water, stations within the Mersey were also 

occupied at low water, to provide measurements over as larger a salinity gradient as 

possible. The positions of all stations occupied on the cruises are shown in Figure 3.5. 

Dates NR of Stations Parameters 

05/1/2006 - 11 PRR(l 1), CS(l 1), CTD, CDOM, SAL, MSS, 

06/1/2006 CHL, PA(T, I), SD 

25/3/2006 - 10 PRR(l 1), CTD, CDOM, SAL, MSS, CHL, 

26/3/2006 PA(T), SD 

Table 3.5 - Inventory of RV Prince Madog cruises conducted in Liverpool Bay and the 
Mersey estuary. Parameter codes are SD: Secchi depth, and as defined in Table 3.1. 
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Figure 3.5 - Stations occupied during RV Prince Madog cruises on 05/1/2006 
(M, 06/1/2006 (+) and 25-26/3/2006 (◊). 

3.3.6 Miscellaneous 

Conwy Bridge 

A single water sample was collected from Conwy Bridge following the overflight on the 

23/6/2005. The water sample was collected to aid production and validation of the aircraft 

data products. 

Tal-y-cafn Bridge 

As above, a single water sample was collected from Tal-y-cafn Bridge following the 

overflight on the 23/6/2005, in order to aid production and validation of the aircraft data 

products. 

In addition, water samples were collected from a flood defence wall located on the west 

bank beneath Tal-y-cafn Bridge on the 23/1/2004 and 03/8/2004. 

Llanwrst 

Water samples were collected from the western bank of the Conwy river, on the south side 

of Llanwrst Bridge on the 23/l /2004 and 28/ l 0/2004. 
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Betws-y-Coed Footbridge 

Seven optical profiles were collected from Betws-y-Coed Footbridge on the 12/5/2005. The 

Conwy river was particularly narrow at this location however, and numerous trees lined the 

banks and cast shadows over the river. In addition, the shallow water depth and high water 

clarity at this location resulted in the radiometer data being contaminated with bottom 

reflectance. Due to these problems, no further data was collected from this location. 

3.4 Remote spectral radiometer measurements 

3.4.1 Details of overflights 

Remote measurements of water leaving radiance were made in the Conwy estuary on three 

days by the Natural Environment Research Council (NERC) Airborne Remote Sensing 

Facility (ARSF), using a Compact Airborne Spectrographic lmager (CASI) flown onboard a 

twin engine Dornier 228-101 monoplane. The CASI was routinely calibrated before all 

flying seasons (David Cobby, ARSF, personal communication). The days and times of year 

the overflights took place were coordinated to include a variety of optical and tidal 

conditions. Hence overflights were made in summer, when high phytoplankton pigment 

concentrations were expected, and in autumn when low phytoplankton pigment 

concentrations and high river discharge conditions were expected. The summer overflights 

were conducted at high water in order that data was collected over as large a salinity 

gradient as possible. In contrast, the autumn overflight was made at low water in order to 

collect data when water in the estuary would be at its lowest salinities and most coloured. 

Only one scan line was made during the autumn overflight due to time and fuel constraints. 

Overflights were carried out within 2 hours of noon to minimise contamination by sun glint 

and were made at two altitudes to aid atmospheric correction (Lavender and Nagur, 2002). 

The altitudes were chosen to provide sufficient spatial resolution in the narrow upper 

reaches of the Conwy and are listed in Table 3.6. 

The CASI was operated in spatial mode and the wavebands were chosen to coincide with 

the wavebands of the PRR-600 and the Colour Sensor (see Section 3.5.1 and 3.5.2 

respectively). Additional channels were also selected in the infrared to assist atmospheric 

correction . During the first overflight the CASI was incorrectly programmed, and the 

wavebands used were slightly different to those requested. The wavebands used during each 

oveiflight are presented in Table 3. 7. 
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Date Altitude (m) Spatial Resolution (m) 

24/5/2004 1100 2.2 

24/5/2004 1600 3.2 

24/9/2004 2500 5 

23/6/2005 1600 3.2 

Table 3.6 - Altitudes and spatial resolution of overflights. 

24/5/2004 (Day 145) 24/9/2004 (Day 268) 23/6/2005 (Day 174) 

Band Centre (nm) Band Centre (nm) Band Centre (nm) 

1 408.8 1 412.5 l 413.3 

2 436.6 2 443.1 2 443.1 

3 482.4 3 489.9 3 489.8 

4 503.0 4 509.6 4 511.4 

5 548.2 5 554.8 5 555.7 

6 612.5 6 620.1 6 620.l 

7 662.0 7 670.6 7 669.6 

8 674.4 8 679.2 8 684.0 

9 701.2 9 683.0 9 710.7 

10 744.3 10 686.8 10 75 1.0 

11 753.9 11 690.6 11 762.5 

12 765.4 12 709.8 12 776.0 

13 810.6 13 739.5 13 819.2 

14 850.2 14 752.0 

15 928.4 15 765.4 

16 775.0 

17 864.6 

18 940.0 

Table 3.7 - Centre wavelengths of each waveband recorded during overflights. 
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Atmospheric correction of all level 1 b data was carried out by the NERC RSDAS (Remote 

Sensing and Data Analysis Service). Sun glint was modelled according to Cox and Munk 

(1954) and subtracted from the measured upwelling radiance. The sky glint and path 

radiance was then removed from the sun glint corrected radiance by a sequential convergent 

iteration method to produce the final water leaving radiance. This used the specific inherent 

optical properties of the optically active in-water constituents as derived from samples 

collected in the Conwy estuary (see Chapter 4). 

3.4.2 Calculation of Remote Sensing Reflectance 

The atmospherically corrected water leaving radiance was converted to normalized water 

leaving radiance, nLw, following the methods of Gordon et al (1983). The above water 

remote sensing reflectance, RRs(0+,Jc) , was subsequently calculated by dividing nLw by the 

calculated annual mean extraterrestrial solar irradiance (Fo) at the sea surface, following 

Thuillier et al (2003): 

(3. 1) 

The derivation of all data products from RRs, along with all other processing details, are 

described in Chapter 7. 

3.5 In-situ spectral radiometer measurements 

Optical profiles were collected using two radiometers: a PRR-600 Profiling Reflectance 

Radiometer (Biospherical Instruments) and a four channel self-logging Colour Sensor 

(Kratzer et al, 1997). The PRR-600 required connection to a laptop computer during 

deployment. Consequently, the PRR-600 was only deployed when sampling from piers and 

bridges during dry weather conditions, and when sampling aboard the Prince Madog. In 

contrast, the Colour Sensor was water proof and self-contained, and was therefore used 

when sampling from a RIB or during wet weather conditions. In addition, the Colour Sensor 

was also used when multiple radiometers were required (i.e. during overflights). 

Specifications and deployment procedures for the PRR-600 and Colour Sensor are provided 

in sections 3.5.1 and 3.5.2 respectively. Whilst both radiometers quantified the upwelling 

and downwelling irradiance, the purpose of deploying these instruments was to obtain 

measurements of the irradiance reflectance and the downwelling attenuation coefficient, and 
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in addition estimations of the total absorption and backscattering coefficients. Full details of 

the calculation procedures and the associated data processing required to obtain these 

parameters are provided in Sections 3.5.3 to 3.5.8. 

3.5.1 PRR-600 

Specifications and Calibration 

The PRR-600 consisted of a 42 cm long submersible unit, equipped with a radiance sensor 

and irradiance sensor located at opposing ends of the instrument (see Figure 3.6). In 

conjunction, a surface reference irradiance sensor (PRR-610) was also connected during all 

deployments . The PRR-600 also housed a pressure sensor, temperature sensor and an 

inclinometer to measure tilt and roll. The pressure sensor was located in between the 

radiance and irradiance sensors, at a fixed distance of 28 cm from the irradiance sensor. The 

PRR-600 and PRR-610 irradiance sensors were optically identical, having a directional 

response ( optimized during calibration) which followed a cosine response curve. The 

irradiance and radiance sensors had a narrowband spectral response, with a band width of 10 

nm Full-Width Half-Maximum in all bands. All parameters were sampled simultaneously 

and were measured at a sampling rate of 2 Hz. Radiance and irradiance (from both the PRR-

600 and 610) were measured in 6 wavebands, centred at 412, 443, 490, 510, 555 and 665 

nm. 

Figure 3.6 - Photo of the PRR-600 submersible 
unit. In this photo, the irradiance sensor is visible at 
the top of the black cylindrical unit. 
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The instrument was calibrated by the manufacturer in August 2002 using a NIST (National 

Institute of Standards and Technology) traceable 1000 W lamp. The manufactures 

calibration coefficients were applied to all raw data to transfer all measured parameters into 

engineering units. Table 3.8 presents a summary of the parameters measured by the PRR-

600 and 610, along with their notation and units. 

Radiometer Unit Parameter Notation and Units 

PRR-600 Downwelling Irradiance Ed (µWcm·Lnm·1
) 

PRR-600 Upwelling Irradiance Eu (µWcm·2nm·1
) 

PRR-600 Upwelling Radiance Lu (µWcm·1 nm·1sr" 1
) 

PRR-610 Downwelling Surface Irradiance Es (~tWcm-:.cnm· 1
) 

Table 3.8 - Summary of parameters measured by the PRR-600 radiometer. 

Deployment 

The PRR-600 was deployed by hand on a rope and was mounted in a stainless steel 

lowering frame supplied by the manufacturer (see Figure 3.6). A balanced weighted arm 

was attached to the lowering frame to keep tilt and roll to a minimum. The instrument was 

always deployed in a position free from shadows and obstructions. When sampling aboard 

the Prince Madog, the PRR-600 was deployed from the stern, with the stern of the ship 

turned to face the sun. Before each deployment, the PRR-600 was immersed at the surface 

to allow temperature equilibration. The instrument was deployed to collect profiles of 

downwelling irradiance (Ed) and returned to the deck, where it was inverted and then 

immediately redeployed to collect profiles of upwelling irradiance (Eu)- As calibration of the 

instrument for the fieldwork program was not financially possible in this study, the PRR-

600 was deployed in this way to measure the irradiance reflectance (rather than remote

sensing reflectance). The use of only one sensor to measure both the downwelling and 

upwelling light field eliminated any potential problems with the inter-calibration of the 

irradiance and radiance sensors, which may otherwise have developed or worsened during 

the fieldwork program. 

The PRR-610 surface irradiance sensor was deployed in a position free from shadows and 

obstructions throughout the duration of all PRR-600 profiles. Measurements of the surface 

irradiance (Es) were thus obtained simultaneously to the measurements of Ed and Eu, The Es 
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measurements were used to correct the Ect and Eu measurements for any changes in the 

prevailing light field that occurred during profiling. 

Dark readings 

The PRR-600 and 610 were known to have a temperature dependent dark current from 

information supplied by the manufacturer (Biospherical Instruments). Hence, dark readings 

were collected in the field during every survey. Measurement of the instrument dark current 

was made by recording data for 2 minutes with the sensor caps on. These measurements 

were used to adjust the zero offsets when processing the data. 

3.5.2 Colour sensor 

Specifications and Calibration 

The Colour Sensors were developed and constructed at the School of Ocean Sciences 

(University of Wales, Bangor) and full details of construction, specifications and operation 

are given in Kratzer et al ( 1997). The Colour Sensors consisted of a 40 cm long submersible 

unit with an irradiance sensor located at one end. Unlike the PRR-600, the Colour Sensors 

used in this study (CS-20 and CS-21) were not equipped with pressure sensors, and 

consequently the method of deployment of the submersible unit differed from that of the 

PRR (see below). The irradiance sensors comprised of a translucent diffusing Perspex 

window which acted as a cosine collector, behind which were four short collimators leading 

to a narrowband interference filter and photodiode. The bandwidth of all interference filters 

was 10 nm Full-Width Half-Maximum. Irradiance was measured simultaneously in all four 

channels which were centred at 440, 490, 570 and 670 nm. Irradiance was measured by the 

Colour Sensors ever second, but due to a limited internal memory only average irradiance 

values were recorded. The period of averaging was set at 10 seconds for all deployments. 

Hence, the Colour Sensors recorded a value every 10 seconds, which was the average 

irradiance for the preceding 10 second period. Irradiances were recorded as voltages only, 

and no calibration was available to convert the voltages into engineering units. Both Colour 

Sensors were modified in August 2005, with the 670 nm interference filters being replaced 

by 7 10 nm interference filters (10 nm Full-Width Half-Maximum) to enable reflectances to 

be measured in the near-infrared. 
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Deployment 

When deployed in the Conwy estuary (during RIB and Conwy Pier surveys), the Colour 

Sensor was profiled attached to a rope with marks at known intervals along its length. The 

measurement procedure for Ed consisted of the Colour Sensor being immersed at the first 

mark and held at that depth for one minute to allow 6 measurements to be recorded. It was 

then lowered to the next mark on the rope and held at the second depth for a further minute. 

The Colour Sensor was then returned to the deck where it was inverted and redeployed in 

the same manner to measure Eu. 

During all deployments a second Colour Sensor was deployed at the surface to monitor Es. 

Both Colour Sensors were always deployed in positions free from shadows and 

obstructions. 

Dark Readings 

As with the PRR-600, dark readings were recorded in the field for both Colour Sensors 

during all surveys. The dark readings were used to adjust the zero offset during data 

processing. 

3.5.3 Calculation of in-situ Irradiance Reflectance 

PRR-600 

To account for the 28 cm offset between the location of the depth sensor and the irradiance 

sensor on the submersible unit, the depth of the irradiance sensor during downwelling 

profiles was calculated by subtracting 28 cm from the recorded depths. Similarly, the depth 

of the irradiance sensor during upwelling profiles was calculated by adding 28 cm to the 

recorded depths. The irradiance values recorded by the submersible and surface reference 

irradiance sensors during both the downwelling and upwelling profiles were corrected for 

their associated dark readings, as determined during each survey. To correct for any changes 

in the surface downwelling irradiance either during or in between the downwelling and 

upwelling profiles, the irradiance values recorded by the submersible unit were divided by 

the simultaneously measured surface reference unit irradiances. Least squares linear fits 

were then made to the log normalised Es corrected irradiance values for both the 

downwelling and upwelling profiles. The fits were extrapolated to obtain the Es corrected 

downwelling and upwelling irradiances at zero depth, and the irradiance reflectance 

calculated as: 
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(3 .2) 

Irradiance reflectance was calculated in this way as no accurate measurement of the 

downwelling or upwelling irradiances at or just below the surface were possible, due to the 

presence of surface waves (Mueller et al, 2003). Consequently, irradiance values within the 

top 0.2 - 0.5 m of the profiles were excluded from the least squares linear fits depending 

upon surface roughness conditions. 

Colour Sensor profiles 

As with the PRR-600, the irradiance values recorded by the submersible and surface 

reference Colour Sensors were corrected for their associated dark readings. Average 

irradiance values at each depth were then calculated from the 5 - 6 recorded values obtained 

during the 1 minute interval for which the Colour Sensor had been deployed at that depth. 

Least squares linear fits were then made to the log normalised averaged irradiance values 

for both the downwelling and upwelling profiles. As the recording times of Es were not 

precisely coincident with the recording times of Ed and Eu, the Es data was only used to 

infer changes in the prevailing light conditions during deployments and to hence aid quality 

control of the Ed and Eu measurements. Care was taken to only collect profiles during clear 

sky conditions when changes in Es during the profiles would be negligible. Casts were 

discarded if the Es regime changed in between the downwelling and upwelling profiles. 

Where changes in Es occurred during only a portion of a profile, the irradiance values at the 

depth(s) effected were excluded from the least squares linear fits. Hence, for casts with 

irradiance data at multiple depths for both the downwelling and upweHing profiles, the fits 

were extrapolated to obtain the downwelling and upwelling irradiances at zero depth. For 

casts with irradiance data at only one depth in either the downwelling or upwelling profile, 

the least squares fit in the profile with data at multiple depths was interpolated to obtain the 

downwelling or upwelling irradiance at the common depth. The irradiance reflectance was 

thus calculated as: 

(3 .3) 
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where z was either zero depth or the single depth for which either upwelling or downwelling 

irradiance data was present. Where the irradiance reflectance was calculated at a non-zero 

depth, the assumption was made that R(z) :::::: R(0). 

3.5.4 Calculation of Attenuation coefficients 

The downwelling attenuation coefficient was taken as the slope of the least squares linear fit 

to the log normalised downwelling irradiance data. Algebraically, for N data points: 

(3.4) 

For PRR-600 profiles, the downwelling irradiance was corrected for variations m 

downwelling surface irradiance by dividing Ed by the simultaneously measured Es: 

(I Ln[E11 (z, A) IE s (A)] x L z)- NL (Ln[E" (z, A) IE s (A)] x z) 
K 11(A)=- (I zx i z)-Ni z2 (3.5) 

The upwelling attenuation coefficient was calculated analogously using the log normalised 

upwelling irradiance data. 

3.5.5 Initial Quality Control and Data screening 

All profiles collected were visually examined (at all recorded wavelengths) to enable the 

identification of suspect (or faulty) data. Whilst every care was taken to deploy the 

radiometers in positions free from surface shadows and in water of sufficient depth such that 

the bottom was not visible, other factors existed which could inadvertently compromise the 

quality or accuracy of the measured irradiances and hence irradiance reflectances. As 

mentioned in Section 3.5.3, irradiance values within the top 0.2 - 0.5 m of the profiles were 

excluded from the least squares linear fits depending upon surface roughness conditions. In 

addition, data from the tilt and roll sensors on the PRR-600 was inspected, and irradiance 

values were excluded from the least squares linear fits where tilt or roll rose significantly 

above the threshold of 5° recommended by Mueller et al (2003). Some profiles had an 

insufficient number or distribution of sample points in the upwelling irradiance profile to 

enable the reliable retrieval of the upwelling irradiance below the surface from the least 
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squares linear fit. This was due to either the instrument being deployed too quickly, or due 

to attenuation being sufficiently high that upwelling irradiance was close to the radiometer 

dark values at or around the first recordable depth (0.28 m for the PRR-600). This problem 

was wavelength dependent, being worst at the short blue wavelengths ( 412, 440 and 443 

nm) and decreasing in severity for any given profile with increasing wavelength. This 

problem was also dependent on the time of year, being worst during winter months due to 

the naturally low prevailing light levels. 

3.5.6 Calculation of absorption and scattering coefficients 

The total absorption (a), total scattering (b) and total backscattering (b&) coefficients were 

calculated from the apparent optical prope1ties measured during the in-situ radiometer 

profiles, using the relationships determined from the Monte Carlo technique (see Chapter 2) 

by Kirk (1981; 1984): 

R = (0.975-0.629µ0 )b,, 

a 

K " = [a
2 + (0.425µ0 -0.19)ab]

11 2 

µo 

(3.6) 

(3 .7) 

where µ0 is the average cosine of the angle the photons make with the vertical and the 

wavelength dependency of R, Kd, a, b and b& has been omitted to aid clarity. The value of µo 

was calculated for each radiometer profile following the procedure detailed in Section 3.5.7. 

To enable Equations 3.6 and 3.7 to be solved for a, b and b&, the ratio of blbb was taken to 

be the same as that determined in San Diego harbour by Petzold (1972) and was assumed to 

be wavelength independent: 

b,, =0.019b (3.8) 

Total in-situ particle absorption coefficients (aP-Kirk) were derived from the total absorption 

coefficients by subtraction of the absorption by CDOM (determined spectrophotometrically, 

see Section 3.7. 1) and literature derived absorption by water (Pope and Fry, 1997) following 

Equation 3.9: 
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(3.9) 

where aP-K;,-k(A) was the absorption by suspended particles at wavelength A, a(J) was the 

absorption calculated from Equations 3.6 to 3.8 at wavelength A, acDoM(A) the absorption by 

CDOM at wavelength},, and aw(A) the absorption by pure water at wavelength A. 

3.5.7 Calculation of~ 

The value of µ0 beneath the sea surface (and consequently the irradiance reflectance, see 

Chapter 2, Section 2.2.4) is a function of the solar elevation, the relative refractive indices 

between air and water, and the proportions of diffuse and direct light (influenced by cloud 

cover). Thus, µ0 was calculated for every optical profile collected, using the metadata 

parameters of date, time of day, position and cloud cover (see Section 3.3). The solar 

elevation governs the angle the photons are incident upon the sea surface (relative to the 

normal) and was calculated from (Kirk, 1994): 

sin /J = sin rsin 8 - COS rcos 8 COST (3. 10) 

where /J was the solar elevation, y the latitude, b the solar declination and r was the time of 

day expressed as an angle: 

t 
r=360-

24 
(3.11) 

with t being the time in hours after midnight. The solar declination in Equation 3.10 was 

calculated from (Spencer, 1971): 

8 = 0.39637 - 22.9133cosl/f + 4.02543s in l/f - 0.3872cos 21/f + 0.052sin 21/f (3.12) 

where If/ was the date expressed as an angle: 
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=360~ 
If/ 365 

(3.13) 

with d being the day number, ranging from 0 on January 1st to 364 on December 3 1st
. 

For direct light, the angle the photons are incident upon the sea surface (relative to the 

normal) is the solar zenith angle, Ba, which is given by 90 - /J. The angle the photons make 

with the vertical below the sea surface, 0111 , was then calculated from Snell's law: 

sin t){I = /1,w 

sin 'l?W /1.11 
(3.14) 

where the ratio of refractive indices for air and seawater was assumed to ~ 1.33. The value 

of µ0 for direct light was then calculated as the cosine of 0111• 

When the sky was overcast with close to I 00 % cloud cover, the light was assumed to be 

100 % diffuse. For 100 % diffuse light, an average value of µ0 was calculated from the 

values of µ0 for direct light in 5° intervals over a hemisphere. Algebraically: 

I [ . _1 (sin(90 - 5i))] cos sin 
i=0.11- I 1.33 

µ 0 =----------= 0.838 
n 

where n = 37 (for 5° intervals from 0° to 180°). 

(3.15) 

The value of µo for optical profiles collected under fractional percentages of cloud cover 

was calculated accordingly, e.g. when cloud cover was 50 %, µo was calculated by adding 

50 % of the value of µo for 100 % direct light to 50 % of the value of µo for 100 % diffuse 

light. 

3.5.8 Calculation of specific backscattering coefficients 

MSS, water and phytoplankton cell s were assumed to be the principle light scatterers. As 

the contributions by each optically active in-water constituent to the inherent optical 

properties of total backscattering are additive (Kirk, 1994), specific backscattering 

coefficients were calculated using a least squares multiple regression which took the form: 
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(3.16) 

where bb-Kirk was the total backscattering coefficient as determined by radiometer profiles 

using Kirk's method, b1 represented the backscattering due to water and organic detritus, bb

Co11s1, b2 was the specific backscattering coefficient for MSS, bb *Mss, and b1 was the specific 

backscattering coefficient for phytoplankton pigments, bb *Pie. 

To assess the relative contribution of backscattering by phytoplankton cells to the total 

backscattering coefficient, the regressions were repeated under the assumption that the 

contribution to total backscattering by phytoplankton cells was negligible, and hence 

specific backscattering coefficients for MSS w.ere also calculated using a least squares linear 

regression which took the form: 

(3.17) 

where all terms were as defined above. 

3.6 Water sample collection 

During RIB surveys and when sampling at Conwy Pier, surface water samples were 

collected directly into bottles. Onboard the Prince Madog and when sampling at Dolgarrog 

Bridge, a bucket on a rope was used to colJect surface water which was then decanted into 

bottles. Water samples were always collected away from shallow water such as river banks 

or drying sand banks. When a radiometer was being deployed, water samples were collected 

near to the deployment position. Filled sample bottles were stored in a coolbox, to minimise 

temperature changes and photodegradation of pigments and CDOM. After collection, water 

samples were not stored for more than several hours before analysis. Immediately prior to 

removing water from sample bottles, the bottles were inverted and shaken, regardless of the 

parameter being analysed. This ensured all particulate material was suspended and 

distributed as uniformly as possible throughout the water sample, and prevented any 

changes in the concentration of suspended material within the bottle when removing water 

for dissolved constituent analysis. 
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3. 7 Dissolved constituent analysis 

3.7.1 Chromophoric Dissolved Organic Matter (CDOM) 

Sample Filtration 

Particulate material was removed by filtering water samples through 0.2 µm polycarbonate 

membrane filters , in line with NASA's Ocean Optics Protocols (Mueller et al, 2003). All

glass filtering apparatus were used in order to minimise contamination by organic matter. 

To minimise photodegradation of filtered CDOM samples, the filtrate was stored in glass 

amber coloured bottles and kept in a refrigerator at 5°C in order to minimise biological 

activity. Samples were stored in this way for usually no more than 1 day before 

spectrophotometric analysis, and never for more than 5 days. When filtering multiple 

samples in succession, the glass filtering apparatus was rinsed with deionised water in 

between samples, and then left to stand inverted for 2 minutes to allow all water to drain. 

For some of the earlier surveys, CDOM samples were taken from water sample filtrate 

obtained using 0.45 µm Glass Micro-Fibre (GMF) filters, and an all-glass syringe apparatus, 

in line with DOC filtration techniques commonly used by the biogeochemica1 community 

(Granskog et al, 2005; Papadimitriou et al, 2002). Other then this difference in the filtration 

process, such samples were then handled in the same way as those filtered using the 0.2 µm 

polycarbonate membrane filters . All CDOM samples collected from the Conwy estuary 

during surveys conducted on 29/10/2003, 04/3/2004, 01/4/2004, 23/4/2004, 20/5/2004 and 

24/5/2004 were filtered using the 0.45 µm GMF filter only. A total of 33 CDOM samples 

collected from the Conwy estuary during surveys conducted on 23/1/2004, 29/1/2004, 

05/2/2004 and 03/8/2004 were filtered using both the 0.45 µm GMF and 0.2 µm 

polycarbonate membrane filters, and a comparison of CDOM absorption obtained from the 

two filter types was made and is presented in Chapter 4 (Section 4.2.1 ). 

Spectrophotometric analysis 

Absorption spectra were obtained for 362 samples from the Conwy estuary and 20 samples 

from the Mersey estuary and Liverpool Bay. Absorption spectra of CDOM samples were 

obtained at 0.5 nm intervals using a Shimadzu UV-1601 dual beam spectrophotometer, 

equipped with Quartz cuvettes. The model of spectrophotometer used throughout this study 

utilised the simultaneous scanning of sample water alongside a deionised water reference 

blank. The photometric accuracy of the spectrophotometer was ± 0.002 units of optical 

density (Shimadzu Corporation, UV-1601 Instruction Manual). As absorption by water in 
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the red and near-infrared is highly temperature dependant (Pegau et al, 1997), care was 

taken to ensure that CDOM samples and reference water were as close to the same 

temperature as practical. Hence 3 - 4 hours before spectrophotometric analysis, CDOM 

samples were removed from the fridge and placed along with a store of deionised water in 

the same room as the spectrophotometer, to enable all water to acclimatise to the same room 

temperature. 

To account for any differences between the lamp energies or between the cuvettes in the 

sample and reference compartments, a blank baseline reference scan was made using 

deionised water before CDOM sample analysis. Optical density (absorbance) spectra of 

CDOM samples were obtained over the range 400 - 750 nm. Absorption was then 

calculated as: 

(
,1,) _ Ln(IO) x [ OD(,1,) - OD(750)] 

acooM - l (3 .18) 

where acooM(J..) is the absorption due to CDOM at wavelength 'A, Ln( 10) converts from base 

10 to base e logarithm, OD(A) and OD(750) are the measured optical densities at 

wavelength J.. and 750 nm respectively, and l is the pathlength (0.1 m - the length of the 

cuvette). The optical density at 750 nm was subtracted from the optical densities at all other 

wavelengths to correct for scattering due to residual fine particles within the filtrates. As the 

uncertainty in the sum of two terms is equal to the addition of the uncertainties of each term 

in quadrature, the error associated with each measured CDOM absorption (c5acooM(J..)) due 

to instrument photometric accuracy was calculated in units of absorption from: 

&i 4 Ln(] 0) .J <5 2 <5 2 
CDOM ( ) = l( 0D( A) ) + ( 0D(750) ) (3 .19) 

where l was the pathlength (0.1 m), c5o0(},) was the uncertainty due to photometric accuracy 

at any A and c5oo(750) was the uncertainty due to photometric accuracy at 750 nm. Both c5oo(A) 

and c5oo(750) were 0.002 units of optical density, and hence c5acooM(},) was 0.065 m-1
• 

The absorption at 440 nm was used as a proxy for the concentration of CDOM, and though 

traditionally denoted g440 (Kirk, 1994) is hitherto denoted [CDOM] in this study: 

[CDOM] = g 440 = acDoM (440) (3.20) 

Specific CDOM absorption coeffi cients, a*cooM, were calculated by dividing the measured 

CDOM absorption at each wavelength by [CDOM]. 
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The spectral slope of CDOM absorption spectra (S) was determined from a linear regression 

of the log transformed CDOM absorption on wavelength, with S taken as the regression 

gradient. For some spectra, acooM was ::::; 0 at red wavelengths (and occasionally at green 

wavelengths for very low concentration samples). Consequently, the wavelength range over 

which the regression was applied varied between different samples, with all wavelengths for 

which acooM :S O excluded (since Logen is undefined for n::::; 0). 

3. 7 .2 Salinity 

Salinity was measured on the UNESCO (1981) practical salinity scale in Practical Salinity 

Units (PSU) using two instruments: a Guildline Portasa1 bench salinometer and a WTW 

Cond 315i handheld portable salinometer. As water samples were collected from estuarine 

waters, the capability of measuring salinities over the range 0 - 35 PSU was desirable. The 

lower limit of the operating range of the bench salinometer was only 2 PSU however, whilst 

the lower limit of the operating range of the handheld salinometer was O PSU. 

Consequently, when available, the handheld salinometer was used for samples with 

salinities outside the operating range of the bench salinometer. The intercalibration of both 

the handheld and bench salinometers was checked throughout the study period, and a linear 

regression between salinities determined from the handheld salinometer and salinities 

determined from the bench salinometer had a slope and intercept of 0.997 and 0.025 

respectively over the range 2.0 - 32.6 PSU (R2 = 1.000, n = 77). 

Bench salinometer 

Salinity samples were stored in clear glass bottles and kept in the dark until analysis, to 

prevent growth of algal cells which could otherwise clog the conductivity cell. When not in 

use, the conductivity celJ of the salinometer was flushed and filled with deionised water. 

The salinometer was switched on 24 hours before analysis to allow it to reach its optimal 

operating temperature. In addition, the salinity samples were placed in the same room as the 

salinometer 24 hours before analysis to allow them to warm to room temperature. 

Analysis of salinity samples was made using a low flow rate to prevent air bubbles forming 

in the conductivity cell. The conductivity cell was flushed with the salinity sample three 

times to remove any trace of deionised water or previous samples. The conductivity of each 

sample was then measured several times, with the cell being flushed and refilled in between 

successive readings. The salinity of each sample was recorded to the nearest 0.001 PSU on 
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the final fill of the conductivity cell when the conductivity ratio had settled to a constant 

value. 

Handheld salinometer 

The probe of the salinometer was placed into the water sample and the salinity measured to 

the nearest 0.1 PSU. When analysing multiple salinity samples the probe was rinsed with 

deionised water in between samples, to prevent inter-sample contamination. Excess water 

was gently shaken from the probe to prevent any dilution of subsequent samples. 

3.7.3 Dissolved Organic Carbon (DOC) 

Filtration and acidification 

Water samples were filtered through 25 mm Whatman GD/X glass micro-fibre filters of 

0.45 µm pore size, using an all-glass syringe apparatus. To minimise photodegradation of 

the DOC, the filtrate was stored in glass amber coloured vials which had been pre

combusted at 500 °C for 3 hours to remove all organic contaminants. The samples were 

fixed by adding one drop of orthophosphoric acid (H3PO4) to the filtrate. The vials were 

then sealed with aluminium foil which had been pre-combusted in the same way as the 

sample vials, to prevent organic contamination. DOC samples were then frozen to minimise 

degradation until the combustion analysis. 

Combustion analysis 

DOC concentrations were measured using an MQ 1001 Scientific Total Organic Carbon 

(TOC) analyser following the High Temperature Combustion Oxidation (HTCO) method of 

Qian and Mopper (1996). The TOC analyser was calibrated using UV irradiated deionised 

water blanks, and DOC samples were only analysed after suitably low and stable blank 

readings were achieved. Following calibration, DOC samples were purged of all inorganic 

carbon by the introduction of high purity oxygen into the samples at a rate of 60 ml per 

minute for 5 minutes. Samples were individually drawn into a sample loop and thereafter 

injected into the combustion column using a transfer pump. In the combustion column, all 

organic carbon was quantitatively converted to CO2 by HTCO at 800 °C. Any remaining 

water was removed by a magnesium perchlorate trap. The CO2 produced in the combustion 

colum n was then analysed for each sample using a LiCor LI-6252 CO2 analyser, and the 

DOC concentration determined via peak integration software . The residual standard 
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deviation for the determination of DOC concentrations from seawater samples was reported 

as 0.6 % (Quian and Mopper, 1996). 

3.8 Suspended constituent analysis 

3.8.1 Gravimetric determination of Suspended Particulate Matter 

concentration 

In this study, knowledge of the inorganic fraction of SPM was required, consequently 

NASAs Ocean Optics Protocols for the measurement of SPM were not followed, as they 

only permit the measurement of total SPM using filters that are not combustible. Hence, 

gravimetric measurement of total, inorganic and organic SPM concentration was made 

following a modified version of the method originally proposed by Banse et al ( 1963), using 

47 mm Whatman GF/F filters of 0.7 µm nominal pore size. 

Filter preparation 

Prior to use, filters were rinsed in deionised water to remove chaff and packaging debris. 

Rinsed filters were then placed singularly into rinsed aluminium trays and any excess water 

allowed to drain. The filters and aluminium trays were baked at 500 °C for 3 hours to 

remove all organic contaminants and water. Filters were then individually weighed on a 5 

decimal place balance to the nearest 0.00001 g (providing weight WF)- Weighed filters were 

placed in air-tight bags and stored in an airtight box with self indicating silica gel crystals 

until required. 

Sample filtration 

A volume V r of sample water was filtered through the pre-baked filters under vacuum and 

then rinsed with 200 ml of deionised water to remove salts. The volume of sample water 

filtered for each water bottle varied depending upon the SPM loading, but a sufficient 

volume was always filtered to ensure a substantial layer of particles was present on the 

filter, to promote accurate weight determination. In order to quantify sample variability, 

triplicate SPM sub-samples were filtered for all water samples collected during the RV 

Prince Madog cruises, and (due to practical limitations) duplicate sub-samples were filtered 

for water samples collected during all other fieldwork. Following filtration, used filters were 

returned to their associated aluminium trays, placed in sealed plastic sample bags and 

71 



Chapter 3 - Study site and sampling methodology 

frozen , in order to minimise changes in the organic fraction of the particulate material 

before gravimetric analysis. 

Gravimetric analysis 

Sample filters were dried at 70°C overnight (> 12 hours) and then reweighed (providing 

weight W 0) . The filters were then baked at 500°C for 3 hours to remove all organic material 

and weighed for a final time, to obtain the baked filter weight W 8 . The concentration of 

each SPM fraction was then calculated for each filter from: 

(3.21) 

(3.22) 

[OSS] = [TSS] - [MSS] (3.23) 

where [TSS] was the Total SPM concentration (gm-3), [MSS] was the inorganic SPM or 

Mineral Suspended Solids concentration (gm-3), [ OSS] was the organic SPM concentration 

(gm-3) and V r was the volume of sample water filtered (m\ An average concentration for 

each water sample was then calculated for each SPM fraction from the multiple sub

samples. 

3.8.2 Fluorometric determination of Total Pigment concentration 

W ater samples were filtered through 4 7 mm GF/F filters and stored frozen at - 10°C, for 

periods not longer then 6 months before fluorometric analysis. Pigments were extracted by 

placing the filters into centrifuge tubes and submerging them with 10 ml of 90% Acetone. 

The centrifuge tubes were then wrapped in aluminium foil to prevent photodegradation of 

the pigments, and placed in a refrigerator for 16 to 18 hours before further analysis. 

Extracted samples were removed from the fridge and allowed to warm to room temperature 

whilst still wrapped in the protective aluminium foil. A Turner designs lOAU fluorometer 

calibrated for Total Pigments was used to measure the concentration of fluorescing material 
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in each extracted sample. As the absorption spectra of Chlorophyll-a and phaeopigments are 

similar (Gordon et al, 1980), and as spectrophotometric measurements of absorption would 

see contributions from both pigment fractions, only the Total Pigment concentration was 

measured. Total Pigment concentrations were calculated from: 

(3.24) 

where [PIG] was the Total Pigment concentration in mgm-3, FR was the fluorometer reading 

for the sample (in mgm-3), F8 was the fluorometer reading of a 90% Acetone blank, VE was 

the extraction volume (0.00001 m3 (=10 ml) for all samples) and VF (in m3
) was the volume 

of sample filtered through the GF/F. 

3.8.3 QFP determination of particle absorption 

Absorption spectra of suspended particulates were measured following the Quantitative 

Filter Pad (QFP) technique (Mitchell, 1990), in which particles are concentrated onto a filter 

and their absorption measured spectrophotometrically. 

Hence, two independent techniques to measure light absorption by all suspended particles 

(ap) were adopted in this study. The first technique used radiometer measurements of the 

irradiance reflectance (R) and downwelling attenuation coefficient (Kd) to calculate total in

situ absorption following Kirk's method, and consequently total in-situ particle absorption 

as outlined in Section 3.5.6. Measurements of total in-situ particle absorption using the 

radiometer technique (denoted aP-Kirk) were limited to only those wavelengths at which the 

in-situ radiometers recorded. In addition, the spatial and temporal coverage of 

measurements of aP-Kirk were also limited, due to the main radiometer (PRR-600, see 

Section 3.5.1) requiring connection to a laptop, and hence being only deployable from 

(limited) suitable platforms and during (limited) fair weather conditions. Particle absorption 

characteristics derived from spatially and temporally limited samples from any given 

estuary would not necessarily be applicable at other locations in the estuary and at other 

times. In addition, it was expected that the wavelengths recorded by the CASI during 

overflights may not necessarily coincide precisely with those of the in-situ radiometers. 

Hence, to overcome these potential problems the Qualitative Filter Pad (QFP) technique was 

also used to measure particle absorption, since it enabled measurements of particle 
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absorption to be made at 0.5 nm intervals across the entire visible spectrum and only 

required the collection of water samples, thus facilitating greater spatial and temporal 

coverage of any given estuary then could be achieved using radiometer measurements alone. 

QFP samples were analysed to obtain optical density spectra for three particle fractions: all 

suspended particles, non-algal particles and inorganic particles. 

Sample filtration 

Suspended particles were concentrated onto 47 mm Whatman GF/F filters via filtration 

under vacuum. The volume of water filtered varied between samples, since the 

concentration of SPM was different for each sample, but a sufficient volume was always 

filtered to ensure a visible layer of particles was present on the filter. Filtered samples were 

then placed in pre-washed plastic filter holders and frozen at -10 °C for periods not greater 

then 6 months, to minimise degradation of absorption features (Sosik, 1999). 

Optical density spectra of all suspended particles 

Filtered samples were removed from the freezer and allowed to warm to room temperature 

for 15 minutes prior to analysis with a dual beam Shimadzu 1601-UV spectrophotometer. A 

baseline was first taken with blank GF/Fs placed on glass microscope slides held in place 

over the detection ports using magnets. Optical density spectra for the unadulterated filtered 

samples were then measured with a blank GF/F as reference. Blank GF/Fs and sample 

GF/Fs were wetted with deionised water which enabled the filters in both cases to stick to 

the microscope slides whilst being scanned. Care was taken to ensure that filters remained 

damp throughout the whole measurement period. 

Optical density spectra of non-algal particles 

Following the initial scan, phytoplankton pigments were removed from the QFP samples 

following the bleaching method of Kishino et al (1985). The sample filters were returned to 

the filtration manifold and 30 ml of absolute Methanol was added and allowed to drain 

through under gravitation only. After the Methanol had drained, 50 ml of deionised water 

was added to rinse away any residual Methanol, and again allowed to drain through the 

filter unde r gravitation only. Throughout the bleaching and rinsing phase, the filtration 

manifold was covered with aluminium foil, to prevent contamination of filters by dust 

particles. Optical density spectra of bleached filters were then obtained, using the same 
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blank GF/F for reference as in the initial scan. In addition, blank GF/F filters were also 

scanned and then put through the Methanol and deionised water rinses and rescanned, to 

quantify any alteration in the optical density spectra of the GF/F filters caused by the 

bleaching procedure. 

Optical density spectra of inorganic particles 

Absorption spectra of inorganic particles were measured following the method of Bowers et 

al (1996). Sample filters were placed in labelled aluminium trays and combusted at 500°C 

for 3 hours to remove all organic material. Combusted sample filters were allowed to cool 

and were then scanned in the same way as above, using a blank (unbaked) GF/F filter as a 

reference, in order to obtain the optical density spectra of the inorganic particles remaining 

on the filters. As with the bleaching process, blank GF/F filters were also scanned and then 

combusted and rescanned in order to quantify any alteration in the optical density spectra of 

the GF/F filters caused by the combustion procedure. 

Pathlength amplification correction 

Two pathlength amplification correction algorithms were investigated: the empirically 

derived correction algorithm proposed by Cleveland and Weidemann (1993) and the 

theoretically derived algorithm proposed by Roesler (1998). Hence, two versions of 

corrected optical density spectra were calculated: 

ODc-cw (A)= (0.378 x OD/ (A))+ (0.523x[OD 1 (J)] 2
) (3.25) 

OD (1) 
OD (J) = 1 

C-R 2 
(3.26) 

where ODr(11,) is the measmed optical density of particles on the filter at wavelength A., ODc

cw(A.) is the Cleveland and Weidemann (1993) corrected optical density at wavelength 11, and 

ODc-R(A.) is the Roesler ( 1998) corrected optical density at wavelength A.. 

Calculation of absorption spectra 

Absorption spectra for each suspended particle fraction were calculated from pathlength 

amplification corrected optical densities according to Equation 3.27: 
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a(,1,) = Ln(10) x ODc (,1,) 
l 

(3.27) 

where a(A) is the absorption at wavelength A, ODc(A) is a (pathlength amplification) 

corrected optical density at wavelength "A and l is the pathlength, calculated as the volume 

filtered (in m3
) divided by the soiled area (m2

) for each filter. Hence, the use of two 

pathlength amplification correction algorithms produced two sets of absorption spectra for 

each sample: the absorptions derived using the Cleveland and Weidemann (1993) 

pathlength amplification correction formula, and the absorptions derived using the Roesler 

( 1998) pathlength amplification correction. 

Derivation of phytoplankton pigment absorption spectra 

The non-algal particle absorption spectra were subtracted from the absorption spectra of the 

unadulterated particles to yield absorption spectra of phytoplankton pigments. 

Phytoplankton pigment absorption spectra were determined in this way from 139 QFP 

samples collected from Conwy Pier, Dolgarrog Bridge and during RIB surveys over 

27/11/2003 - 23/6/2005. 

Derivation of specific absorption spectra 

Specific absorptions for phytoplankton pigments were calculated directly from the QFP 

determined phytoplankton pigment absorption spectra: 

-~ aPIG- QFP (A.) 
a. PJG-QFP (A)= [PIG] (3.28) 

where a*pic-QFP(A) was the specific absorption by phytoplankton pigments at wavelength A, 

ap1c.QFP(A) was the absorption by phytoplankton pigments at wavelength }._ determined from 

QFP measurements, and [PIG] was the total pigment concentration (mgnf3
) for that sample. 

As the contributions by each optically active in-water constituent to the inherent optical 

properties of total absorption are additive (Kirk, 1994), in addition to the direct method of 

calculating phytoplankton pigment specific absorptions, specific absorption coefficients 

were also calculated using a least squares multiple regression which took the form: 
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(3.29) 

where ap was the absorption by all particles as determined using the QFP technique, a1 

represented absorption by organic detritus (aoo-QFP), a2 represented the specific MSS 

absorption coefficient (a*MsS-QFP) and a., was the specific phytoplankton pigment absorption 

coefficient (a*p1c-QFP) . 

3.9 Auxiliary measurements 

A number of infrequent additional measurements were made during the course of the 

fieldwork program and these are detailed below. 

3.9.1 Hydrographic measurements 

A SeaBIRD 19+ CTD was deployed from the stern of the Prince Madog at all stations 

during both cruises, to provide information on the vertical structure of the water column. In 

between stations the conductivity cell was flushed with and kept immersed in deionised 

water to prevent salt crystals forming. 

The CTD was also deployed in the Conwy estuary during a RIB survey on the 29/10/2003. 

Further CTD deployments in the Conwy were suspended due to space limitations in later 

RIB surveys, the unsuitability of deploying the instrument from either Conwy Pier or 

Dolgarrog Bridge, and due to the well-mixed nature of the Conwy estuary. 

All CTD data was calibrated against salinity samples collected in-situ during profiling (see 

Section 3.7 .2). 

3.9.2 Secchi disk 

A 30 cm diameter Secchi disk was deployed at all stations during Prince Madog cruises to 

provide a real time estimate of turbidity. The Secchi disk was lowered by hand on a rope 

with marks at 25 cm intervals until the white disk disappeared from view. The disk was then 

slowly raised until it just reappeared and the Secchi disk depth estimated from the marks on 

the rope. 
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3.9.3 In-situ Particle size 

Particle size measurements were made in-situ during the 20/5/2004 Conwy Pier survey 

using a LISST-100 (Laser In-Situ Scattering and Transmissometry). The LISST was 

deployed by hand on a rope every half hour over the course of the flood tide. Measurements 

with the LISST were suspended after this survey, due to poor instrument availability and the 

difficulty in deploying the instrument by hand. 
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Chapter 4 - Specific inherent optical properties of 

the Conwy and Mersey estuaries 

4.1 Synopsis 

This chapter presents the specific inherent optical properties of the optically active in-water 

constituents, determined by either direct measurement or from theoretical calculation 

procedures, for both the Conwy and Mersey estuaries. Where multiple techniques were used 

to measure the same variable, comparisons between the techniques are presented. Derived 

specific particle absorptions are tested by modelling the total absorption for an independent 

dataset. The results of this chapter provide an insight into the factors that significantly 

contribute to water colour in the Conwy estuary, and how these factors vary with both 

wavelength and time. 

4.2 CDOM specific absorption coefficients 

4.2.1 Comparison of CDOM filtration techniques 

A comparison between CDOM concentration (absorption at 440 nm) derived from 33 

samples filtered using 0.45 µm Glass Micro-Fibre (GMF) filters, and the same 33 samples 

filtered using 0.2 µm polycarbonate membrane (Cyclopore) filters is presented in Figure 

4.1. Regression analysis showed the relationship between CDOM concentration determined 

using the two types of filter was described by a linear fit, and a summary of the regression 

statistics, including the standard errors (S.E.) of the coefficients, are provided in Table 4.1. 

As the 95 % confidence interval for the constant in the regression showed that the constant 

was not statistically significantly different from zero, the regression analysis was repeated 

with the regression forced through the origin, and a summary of the resulting regression 

statistics are presented in Table 4.2. With the regression forced through the origin, the 95 % 

confidence interval for the slope in the regression showed that the slope was not 

significantly different from 1 and there was therefore statistically no significant difference 

between CDOM concentration determined using either type of filter. 
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[CDOM](GMF) = a x[CDOM](Cyclopore) + /J 

a ±S.E. 1.032 ± 0.012 

fJ ± S.E. -0.034 ± 0.018 

a 95% confidence interval 1.007 to 1.056 

fJ 95% confidence interval -0.071 to 0.003 

R2 99.6 % 

p 0.000 

n 33 

Table 4.1 - Summary of statistics describing regression analysis 
between CDOM concentration derived from samples filtered 
using GMF filters and CDOM concentration derived from the 
same samples filtered using Cyclopore filters. S.E. denotes the 
standard error. 

[CDOM](GMF) = a x [CDOM](Cyclopore) 

a ±S.E. 1.013 ± 0.007 

a 95% confidence interval 0.999 to 1.028 

R2 99.8 % 

p 0.000 

n 33 

Table 4.2 - Summary of statistics describing regression analysis 
between CDOM concentration derived from samples filtered 
using GMF filters and CDOM concentration derived from the 
same samples filtered using Cyclopore filters, with regression 
forced through the origin. 
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Figure 4.1 - Comparison of CDOM concentration derived from 
samples filtered using 0.2 µm Cyclopore polycarbonate membrane 
filters and the same samples filtered using 0.45 µm GMF filters. The 
dashed line shows the theoretical 1:1 line. 

Similarly, additional regression analyses between CDOM absorption (acooM(A)) determined 

using the two types of filter at 6 other wavelengths (corresponding to the PRR-600 

radiometer channels) were also performed, and the results are presented for each wavelength 

in Table 4.3. 

acooM (A) [GMF] = axa.cooM (A)[Cyclopore]+ /3 . 

Wavelength a± S.E. p ± S.E. a95% p9s% R:.::(%) p 

(nm) confidence confidence 

interval interval 

412 1.030±0.011 -0.049 ± 0.025 1.008 to 1.053 -0.101 to 0.003 99.7 0.000 

443 1.033 ± 0.012 -0.034 ± 0.017 1.008 to 1.058 -0.070 to 0.001 99.6 0.000 

490 1.036 ± 0.016 -0.025 ± 0.012 1.004 to 1.068 -0.048 to -0.00 l 99.3 0.000 

510 1.036 ± 0.018 -0.022 ± 0.010 1.000 to 1.072 -0.042 to -0.001 99.1 0.000 

555 1.043 ± 0.022 -0.020 ± 0.008 0.998 to 1.089 -0.035 to -0.004 98.6 0.000 

665 1.066 ± 0.065 -0.015 ± 0.006 0.933 to 1.198 -0.027 to -0.002 89.7 0.000 

Table 4.3 - Summary of statistics describing regression analyses between CDOM 
absorption derived from samples filtered using GMF filters and CDOM absorption 
derived from the same samples filtered using Cyclopore filters, at 6 wavelengths. 

The slope and constant in the regression were close to l and O respectively at all 

wavelengths. Statistically, the constant in the regression was significantly different from 
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zero at 490, 510, 555 and 665 nm, though the slope was not significantly different from 1 at 

510, 555 and 665 nm. As the 95 % confidence interval for the constant in the regression was 

not significantly different from zero at both 412 and 443 nm, the regression analysis was 

repeated with the regression forced through the origin for these two wavelengths. A 

summary of the resulting regression statistics are presented in Table 4.4. 

acooM (A-) [GMF] = axacooM (A-)[Cyclopore] 

Wavelength (nm) a± S.E. a 95% confidence interval R' (%) p 

412 1.013 ± 0.006 1.000 to 1.026 99.9 0.000 

443 1.013 ± 0.007 0.998 to 1.028 99.8 0.000 

Table 4.4 - Summary of statistics describing regression analyses between CDOM 
absorption derived from samples filtered using GMF filters and CDOM absorption 
derived from the same samples filtered using Cyclopore filters, at 412 and 443 nm, 
with the regression forced through the origin. 

With the regression forced through the origin, the 95 % confidence interval for the slope in 

the regression showed that the slope was not significantly different from 1 at both 412 and 

443 nm. There was therefore, no statistically significant difference between CDOM 

absorption determined using either type of filter at 412 and 443 nm. As the results of the 

regression analyses presented in Table 4.3 showed a difference existed between CDOM 

absorption determined using the two types of filter at 490 nm and above, the difference 

between CDOM absorption determined using the two types of filters was quantified by the 

calculation of the observed Root Mean Square (RMS) difference for each wavelength. The 

RMS difference is presented in Table 4.5, along with the minimum, maximum and average 

value of Cyclopore determined CDOM absorption at each wavelength. Whilst the RMS 

difference was observed to decrease with increasing wavelength, the RMS difference 

increased with increasing wavelength in relative terms to the CDOM absorption. However, 

the RMS difference at 443 nm and above was less then the uncertainty in acDoM(J...) due to 

the photometric accuracy of the spectrophotometer (0.065 m-1
, see Chapter 3 Section 3.7.1). 

Consequently, whilst a small difference existed statistically between CDOM absorption 

determined using the two types of filter at 490 nm and above, no practical difference was 

discernable, and hence CDOM absorption measured using either type of filter was 

considered equally valid at all wavelengths. 
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Wavelength (nm) CDOM absorption (m-1
) RMS (m"1

) 

Minimum Maximum Average 

440 0.21 2.75 1.23 0.065 

412 0.33 4.24 1.92 0.091 

443 0.20 2.63 1.17 0.063 

490 0.10 1.35 0.59 0.041 

510 0.08 1.07 0.47 0.036 

555 0.05 0.63 0.28 0.027 

665 0.02 0.17 0.08 0.019 

Table 4.5 - RMS difference between CDOM absorption determined 
using GMF and Cyclopore filters, along with the minimum, 
maximum and average Cyclopore determined CDOM absorption for 
the 33 samples. 

4.2.2 Variation of CDOM spectral slope 

Conwy Estuary 

All CDOM absorption spectra collected from the Conwy estuary showed an exponential 

decrease with increasing wavelength. The spectral slope (S) varied from 0.006 - 0.040 nm· ' 

for the 362 discrete samples collected from the Conwy estuary during surveys conducted 

from 29/10/2003 - 30/01/2006. The variation of S was greatest at low CDOM 

concentrations and the variation of S with CDOM concentration is shown in Figure 4.2. For 

20 samples (from 23/01/2004, 04/03/2004, 01/09/2004 and 27/01/2005), S varied outside of 

the traditional range quoted for CDOM (0.010 - 0.020 nm· ' , Kirk, 1994), though the R2 

values for the regressions of the loge transformed data were high (~ 82.5 % ) and the p value 

was significant at the 95 % level ( < 0.05) for all samples. Both the minimum (0.006 ± 

0.0001 nm·') and maximum (0.040 ± 0.001 nm-1
) spectral slopes were observed in the 

marine end member (i.e. the seaward end of the estuary) during winter months, on the 

23/01/2004 and 27/01/2005 respectively. 
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Figure 4.2 - Variation of CDOM spectral slope S with 
CDOM concentration for 362 individual samples 
collected from the Conwy estuary. 

Some variation of S with salinity was observed, though the nature of the variation was 

inconsistent, with S increasing with increasing salinity during some surveys, whilst 

decreasing with increasing salinity during others (see Figure 4.3). The average value of S for 

all 362 samples was 0.015 nm-' with a standard error of the average of 0 .0002 nm-1
, whilst 

the most frequently occurring value (the mode) for the 362 samples was 0.014 nm-1
• The 

average value of S for in-situ samples collected during each of the three NERC ARSF 

overflights are provided in Table 4.6. 

Overflight Date: Average S ± standard error (S.E.) 

24/05/2004 0.011 ± 0.00020 

24/09/2004 0 .014 ± 0.00006 

23/06/2005 0.014 ± 0.00024 

Table 4.6 - Average value of CDOM spectral slope S (nm-1
) for samples 

collected in-situ during each overflight. 
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Figure 4.3 - Variation of CDOM spectral slope S (nm-1
) with salinity during RIB 

surveys conducted on (a) 29/10/2003, (b) 24/05/2004, (c) 01/09/2004 and (d) 30/01/2006. 
S shows a decrease with increasing salinity in (a) and (b), whilst increasing with 
increasing salinity in (c) and (d). 

Mersey Estuary 

All CDOM absorption spectra determined for samples collected from the Mersey estuary 

showed an exponential decrease with increasing wavelength. S varied from 0.015 - 0.024 

nm·1 for the 20 samples collected from the Mersey estuary and Liverpool Bay during the RV 

Prince Madog cruises conducted 05-06/01/2006 and 25-26/03/2006. As for samples from 

the Conwy estuary, the R2 values for the regressions of the loge transformed data were high 

(2: 94.9 % ) and the p value was significant at the 95 % level ( < 0.05) for all 20 samples. 

Both the average and mode value of S for the 20 samples was 0.017 nnf 1
, with a standard 

error of the average of 0.0006 nm·1
• The variation of S with salinity is shown for both 

cruises in Figure 4.4 and shows S increased with increasing salinity for both cruises. 
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Figure 4.4 - Variation of S (nm-1
) with salinity during RV Prince Madog cruises. 

Values in (a) were derived from samples collected on 05/01/2006 (open diamonds) and 
06/01/2006 (solid squares), whilst values in (b) were derived from samples collected on 
25/03/2006 (open squares) and 26/03/2006 (solid triangles). 

4.2.3 CDOM specific absorption coefficients and modelling absorption 

Conwy Estuary 

A simple model of CDOM specific absorption in the Conwy Estuary was constmcted from 

the model of Bricaud et al (1981) and the mode value of S as determined for the Conwy 

Estuary (0.014) in Section 4.2.2: 

a• (A) _ e - o.014(?.- 440J 
CDOM -

(4.1) 

where a*cooM was the specific CDOM absorption coefficient, or CDOM shape function. 

Figure 4.5 shows the spectral variation of the average measured specific CDOM absorption 

coefficients (derived from all 362 discrete samples) along with the modelled specific 

CDOM absorption coefficients according to Equation 4.1, at 10 nm intervals and at all 

radiometer wavelengths. Negative values of average measured specific CDOM absorption 

occurred in the range 720 - 744.5 nm. The most negative CDOM absorption which occurred 

for the whole dataset in this wavelength range was -0.05 l (at 730 nm, sample collected 

23/06/2005 13:00 GMT, at Conwy Pier), which was less then the photometric accuracy of 

the spectrophotometer (0.065 m·1
, see Chapter 3 Section 3.7. 1). Consequently, the negative 

average measured specific CDOM absorption coefficients seen in Figure 4.5 were 

attributable to measurement inaccuracies in the CDOM absorption spectra propagating 

during calculation of the specific CDOM absorption coefficients. 
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Figure 4.5 - Average measured specific CDOM absorption 
spectrum derived from all 362 Conwy Estuary samples. Error 
bars indicate ± one standard error. The solid line shows the 
specific CDOM absorption coefficients modelled by Equation 4.1. 

From Equations 2.20 and 4.1, CDOM absorption in the Conwy estuary was modelled as: 

a (1)-[CDOM]xa• (,1,) - [CDOM] xe-0
·
0 14<-1- 44

o) CD0M - CD0M - (4.2) 

A comparison of the modelled CDOM absorption to the measured CDOM absorption at 4 

different wavelengths is presented in Figure 4.6. Regression analyses showed that the 

relationship between modelled and measured CDOM absorption was linear, and a summary 

of the regression statistics are provided in Table 4.7 for each wavelength. 

acDoM (A.) [Modelled] = a xacDoM (A.) [Measured]+ /3 

Wavelength (nm) a± S.E. p ± S.E. Rz (%) p RMS (m-1
) 

412 0.959 ± 0.001 -0.041 ± 0.003 100.0 0.000 0.154 

490 0.991 ± 0.002 0.028 ± 0.002 99.9 0.000 0.032 

555 0.866 ± 0.004 0.016 ± 0.001 99.4 0.000 0.048 

665 0.744 ± 0.011 0.006 ± 0.001 93.0 0.000 0.025 

Table 4.7 - Summary of statistics describing regression analyses between modelled 
and measured CDOM absorption, along with the RMS difference between modelled 
and measured CDOM absorption, at 4 wavelengths. 
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Figure 4.6 - Comparison of modelled CDOM absorption (m-1
) to measured CDOM 

absorption (m-1) at (a) 412, (b) 490, (c) 555 and (d) 665 nm. The dashed line in each plot 
shows the theoretical 1:1 line. 

Some negative measured CDOM absorptions existed at 555 and 665 nm, though the most 

negative of these occurred at 665 nm and was -0.037 m·'. The negative values were 

therefore attributable to random instrument noise, due to the photometric accuracy of the 

spectrophotometer (0.065 m·', see Chapter 3 Section 3.7 .1). Statistically, the slope and 

constant in the regression analyses were significantly different from 1 and O respectively at 

all 4 wavelengths, and the difference between modelled and measured CDOM absorption 

was quantified by the calculation of the observed RMS difference (Table 4.7). The RMS 

difference was less then the photometric accuracy of the spectrophotometer at all 

wavelengths, except 412 nm. A comparison between a measured a*cooM spectra and a 

modelled a*cooM spectra using the individual regression determined S for that spectra is 

presented in Figure 4.7, and shows that even when the model was targeted for individual 

samples, the model could still underestimate a *cooM at some wavelengths whilst 

overestimating it at others. 
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Figure 4.7 - Comparison of a measured a*cooM spectra (solid line) to 
the modelled a*cooM spectra (dashed line) using the value of S (0.014) 
as determined from the regression for that spectra (R2 value shown). 
Sample collected 19/11/2004 11:33 GMT from Conwy Pier. 

Mersey Estuary 

Analogously to the Conwy Estuary, a model of specific CDOM absorption of the form of 

Equation 4.1 was constructed for the Mersey Estuary, using the mode value of spectral slope 

as determined for the Mersey Estuary (0.017) in Section 4.2.2. Figure 4.8 shows the spectral 

variation of the average measured specific CDOM absorption coefficients (derived from the 

20 discrete samples collected in the Mersey Estuary and Liverpool Bay) along with the 

modelled specific CDOM absorption coefficients, at 10 nm intervals and at all radiometer 

wavelengths. 
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Figure 4.8 - Average measured specific CDOM absorption spectrum 
derived from all 20 Mersey Estuary and Liverpool Bay samples. Error 
bars indicate ± one standard error. The solid line shows the modelled 
specific CDOM absorption coefficients. 
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Negative values of average measured specific CDOM absorption occurred in the range 690 

- 744.5 nm. As for the Conwy Estuary, the most negative CDOM absorption which 

occurred for the whole dataset in this wavelength range was -0.039 (at 730 nm, sample 

collected 26/03/2006 10:27am), which was less then the photometric accuracy of the 

spectrophotometer (0.065 m-1
, see Chapter 3 Section 3.7.1). Consequently, the negative 

average measured specific CDOM absorption coefficients seen in Figure 4.8 were again 

attributable to measurement inaccuracies in the CDOM absorption spectra propagating 

during calculation of the specific CDOM absorption coefficients. 

4.3 Suspended particle specific absorption coefficients 

4.3.1 Assessment of pathlength amplification algorithms and comparison 

of radiometer and QFP derived particle absorptions. 

Particle absorptions measured using the QFP technique were initially corrected for 

pathlength amplification using the algorithm of Cleveland and Weidemann (1993), and are 

hitherto denoted aP-QFP-cw. Figure 4.9 shows a comparison between aP-QFP-cw and the 

particle absorption as determined by the in-situ radiometer measurements, aP-Kirk, for 

samples collected by both the PRR-600 and Colour Sensor radiometers. The data includes 

samples collected in both the Conwy and Mersey estuaries. As can be seen in Figure 4.9, 

significant disagreement existed between the two techniques, with aP.QFP-Cw being 

overestimated relative to aP-Kirk• A regression analysis between aP-QFP-cw and aP-Kirk for all 

11 wavelengths grouped together showed that the relationship between aP-QFP-CW and aP-Kirk 

was described by a linear fit, and a summary of the regression statistics is provided in Table 

4.8. Here, the grouping together of particle absorptions from all 11 radiometer wavelengths 

is sufficient to provide an overall comparison between the two techniques of measuring 

particle absorption. 

90 



Chapter 4 - Specific inherent optical properties 

11 

10 

9 

8 

";- 7 ♦ 

-S ♦ 

,:: ... ... 
(.) 6 ♦ 

e: ■ 
♦♦ 

0 
5 ■ x a. 

<il 

4 • 
3 

2 

-1 0 2 3 4 5 6 

a P-Kirk (m-1) 

♦ PRR(412) ■ PRR(443) ... PRR(490) ♦ PRR(510) 

■ PRR(555) ♦ PRR(665) + CS(440) X CS(490) 

... CS(570) - CS(670) ■ CS(710) --1 :1 

Figure 4.9 - Comparison of particle absorption measured by the 
radiometers and particle absorption measured by the QFP technique 
with the Cleveland and Weidemann (1993) pathlength amplification 
correction applied. Symbols denote the radiometer used (PRR: PRR-
600, CS: Colour Sensor) with numbers in brackets denoting the centre 
wavelength of each band in nm. 

a P- QFP- C\V = a X Cl P- Kirk + /3 

o. ±S.E 1.248 ± 0.020 

/3 ± S.E. -0.069 ± 0.026 

Rl 83.7 % 

p 0.000 

n 777 

Table 4.8 - Summary of statistics describing 
regression analysis between aP-QFP-c w and aP-Kirk • 
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The Root Mean Square (R.M.S.) difference between aP-QFP-CW and aP-Kirk was 0.53 m·1
• Four 

values of aP-Kirk in Figure 4.9 were marginally less then 0, due to a combination of 

measurement errors and the subtraction process associated with the calculation of aP-Kirk (see 

Section 3.5.6). The significant overestimation of aP-QFP-cw relative to aP-Kirk evident in 

Figure 4.9 and Table 4.8 could have been due to shortcomings in either or both techniques. 

The QFP measured particle absorptions were dependent upon the pathlength amplification 

algorithm of Cleveland and Weidemann (1993), which was derived from optical density 

spectra of cultured phytoplankton. The presence of mineral suspended solids in the QFP 

samples collected in this study could cause greater scattering then the phytoplankton cells 

used by Cleveland and Weidemann (1993) , due to their higher refractive indices. This 

would lead to the pathlength amplification correction being underestimated by the 

Cleveland and Weidemann (1993) algorithm, which would in turn cause QFP absorption 

coefficients to be overestimated. In this study, no other data was available to further assess 

the validity of either technique. However, Roesler (1998) observed similar disagreement 

between aP-QFP-cw and particle absorption measured in suspension in-situ using an AC-9, 

with aP-QFP-Cw showing non-linearity at high particle loadings (concentrations). An 

alternative (and theoretical) pathlength correction was derived by Roesler (1998) which 

provided significantly closer agreement between QFP particle absorptions and those made 

by the AC-9. Consequently, as QFP derived particle absorptions corrected for pathlength 

amplification using the Cleveland and Weidemann (1993) algorithm were overestimated 

relative to aP-Kirk in this study, the QFP paiticle absorptions measured in this study were 

subsequently corrected for pathlength amplification using the algorithm of Roesler ( 1998), 

and ai·e hitherto denoted aP-QFP-R• Figure 4.10 shows a comparison between aP-QFP-R and ap_ 

Kirk for the same dataset as presented in Figure 4.9. Figure 4.10 shows good overall 

agreement between aP-QFP-R and aP-Kirk, with the overestimation evident in Figure 4.9 absent 

in Figure 4.10 (note the change of scale). The R.M.S. difference between aP-QFP-R and aP-Kirk 

was less then that between aP-QFP-CW and aP-Kirk, being 0.33 m· 1
• The pathlength 

amplification correction algorithms of Cleveland and Weidemann (1993) and Roesler 

(1998) both claim to be wavelength independent, and no wavelength biasing was apparent 

in either Figure 4.9 or Figure 4.10. 

92 



Chapter 4 - Specific inherent optical properties 

-1 0 1 2 3 4 5 6 

a P-Kirk (m·1
) 

♦ PRR(412) ■ PRR(443) • PRR(490) ♦ PRR(510) 

■ PRR(555) • PRR(665) + CS(440) X CS(490) 

• CS(570) - CS(670) ■ CS(710) --1 :1 

Figure 4.10 - Comparison of particle absorption measured by the 
radiometers and particle absorption measured by the QFP technique 
with the Roesler (1998) pathlength amplification correction applied. 
Symbols denote the radiometer used (PRR: PRR-600, CS: Colour 
Sensor) with numbers in brackets denoting the centre wavelength of 
each band in nm. 

A regression analysis between aP-QFP-R and aP-Kirk for all 11 wavelengths grouped together 

showed that the relationship between aP-QFP-R and aP-Kirk was also described by a linear fit, 

and a summary of the regression statistics is provided in Table 4.9. The value of the slope 

coefficient for the regression between aP-QFP-R and aP-Kirk was closer to 1 then that derived 

from the regression between ap.QFP-cw and aP-Kirk, though suggested that ap.QFP-R was 

underestimated relative to aP-Kirk for large particle absorptions. As the data points in Figure 

4.10 appeared evenly scattered around the 1: 1 line, the regression model was modified and 

the regression analysis was repeated with the fit forced through the origin for both 

pathlength amplification corrections, for all 11 wavelengths grouped together. The results 

from the regression of ap.QFP-CW on aP-Kirk for all 11 wavelengths grouped together and the 
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regression forced through the origin are presented in Table 4.10, and the results from the 

regression of aP-QFP-1? on aP-Kirk for all I 1 wavelengths grouped together and the regression 

forced through the origin are presented in Table 4.1 1. With the regressions forced through 

the origin , the value of the slope in the relationship between aP-QFP-R and aP-Kirk was 

statistically not significantly different from 1 at the 95% confidence interval, whilst aP-QFP

c w still showed significant overestimation relative to aP-Kirk • Consequently, no further use of 

the Cleveland and Weidemann (1993) pathlength amplification correction algorithm was 

made, and all particle absorptions derived using the Cleveland and Weidemann (1993) 

algorithm were discarded. All QFP particle absorptions subsequently reported were 

therefore corrected for pathlength amplification using the Roesler ( 1998) algorithm. 

a P- QFP- R = a X a P- Kirk + /3 

a ±S.E. 0.871 ± 0.013 

/J±S.E. 0.195 ± 0.017 

Ri 85.1 % 

p 0.000 

n 777 

Table 4.9 - Summary of statistics describing 
regression analysis between aP-QFP-R and aP-Kirk• 

aP- QFP-CW = aXaP- Kirk 

a ±S.E. 1.207 ± 0.01 3 

a 95% confidence 1.182 to 1.232 

interval 

Ri 83 .5 % 

p 0.000 

11 777 

Table 4.10 - Summary of statistics 
describing regression analysis between 
aP-QFP-CW and aP-Kirk with flt forced 
through the origin. 

a P- QFP- R = a X a P- Kirk 

a± S.E. 0.986 ± 0.009 

a 95% confidence 0.968 to 1.004 

interval 

Ri 82.5 % 

p 0.000 

n 777 

Table 4.11 - Summary of statistics 
describing regression analysis between 
aP-QFP-R and aP-Kirk with fit forced 
thrnugh the origin. 
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4.3.2 Specific phytoplankton pigment absorption spectra 

Of the 139 phytoplankton pigment absorption spectra obtained from the Conwy estuary, 49 

showed significant negative absorptions in the blue or green parts of the spectrum (see 

Figure 4.11), and were discarded from the dataset. 56 of the remaining 90 spectra showed 

negative absorptions of the magnitude of instrument noise in the range 730 - 750 nm. 

Consequently, all further analysis of the remaining 90 spectra was restricted to the 

wavelength range 400 - 720 nm, which encompassed the wavelengths at which both the in

situ and airborne radiometers recorded, whilst excluding the wavelengths at which small 

negative absorptions occurred. 
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Figure 4.11 - Phytoplankton pigment absorption spectrum 
showing negative absorption in the range 530 - 580 nm. Sample 
collected from Conwy Pier, 23/04/2004 12:35 GMT. 

Concurrent measurements of total phytoplankton pigment concentration, [PIG] , were 

present for 77 of the final 90 spectra, with concentrations ranging from 0.59 - 65.00 mgm·3. 

Hence, 77 specific phytoplankton pigment absorption spectra were derived and the average 

specific phytoplankton pigment absorption coefficients (a*PIG-QFP, m2mg-1
) are shown in 

Figure 4.12 (a), at 10 nm intervals and at all radiometer wavelengths. Numerous a*PIG-QFP 

spectra showed considerable deviation at blue wavelengths from the average spectra 

however, with two distinct spectra shapes apparent. Figure 4.12 (b) shows an a *P1c-QFP 

spectra typical of the first type of spectra, which displayed a twin peaked shape with 

maxima occurring at 440 and 675 nm. In contrast, Figure 4.12 (c) shows an a*PIG-QFP 

spectra typical of the second type of spectra, which displayed strong exponential decreases 

from blue to red wavelengths, with only the red peak defined, and maxima occurring at 400 

and 675 nm. 
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Figure 4.12 - Specific phytoplankton pigment absorption spectra. (a) Average 
spectra derived from all 77 samples. Error bars indicate ± one standard error. 
(b) Twin peaked shaped spectra. Sample collected 24/05/2004 14:49 GMT. (c) 
Exponential shaped spectra. Sample collected 01/12/2004 12:30 GMT. The 
dashed line shows an exponential fit along with the equation and R2 value. 
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Variability between a*PtG-QFP spectra was greatest in the blue, with a*PtG-QFP(440) ranging 

from 0.007 - 0.176 m2mt1
, whilst in the red , a *PtG-QFP(675) ranged from 0.007 to 0.03 

m2mg-1
• Differentiation between twin peaked and exponential shaped spectra was achieved 

using the ratio ap1c-QFP(400)/ap1c-QFP(440), since for exponential shaped spectra this ratio 

was greater than 1, whilst for twin peaked shaped spectra this ratio was less than 1. As the 

ratio of phytoplankton pigment absorptions at two wavelengths is equal to the ratio of 

specific phytoplankton pigment absorptions at those wavelengths, the shape of the specific 

phytoplankton absorption spectra for samples with no measured [PIG] (and hence no 

directly measured a*PtG-QFP spectra) was identifiable. A time series of the shape of the a*pic

QFP spectra, characterised by the ratio of apic-QFP(400)/ap1c-QFP(440) for each survey day, 

was produced for samples collected from 27/11/2003 - 23/06/2005 and is shown in Figure 

4.1 3 (a). Where multiple samples were collected on any given survey day, the average value 

of the ratio apiG-QFP(400)/ap1c-QFP(440) for that survey day was calculated. As can be seen in 

Figure 4.13 (a), the twin peaked shaped spectra predominantly occurred in summer months, 

whilst the exponential shaped spectra were most abundant during winter months. A time 

series of the associated variation of the average value of a*PtG-QFP(400) for each survey day 

is presented in Figure 4.13 (b), and shows values of a*PtG-QFP(400) were greatest during 

winter months and least during summer months. 

As previous studies (e.g. Bricaud et al, 1995) have observed that variations in the specific 

phytoplankton pigment absorption at blue wavelengths are related to variations in the 

concentration of chlorophyll-a, deviations of the individual a*PtG-QFP spectra from the 

average spectra (presented in Figure 4.12 (a)) at blue wavelengths could be expected, due to 

the large phytoplankton pigment concentration range sampled in this study. Figure 4.14 

shows the variation of a*PtG-QFP with [PIG] at 400, 440 and 675 nm. Regression analysis 

showed that the relationship between [PIG] and a*PtG-QFP at each wavelength was described 

by a power law, and a summary of the regression statistics is presented for each wavelength 

in Table 4.12. Whilst the regressions for all three wavelengths were significant at the 95 % 

confidence limit, less variability in a *PtG-QFP(675) was explained by the variability in [PIG] 

than at blue wavelengths. This is consistent with the lower variability of a*PtG-QFP(675) 

relative to a*p1c-QFP in the blue wavelengths, and suggests that the variability in a*PtG

QFP(675) due to variability in [PIG] was of a similar order to variations from other sources. 
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Figure 4.13 - Time series of (a) average value of llPJG-QFP(400)/ap1c-QFP(440) for 
each survey day, and (b) average value of a*PIG-QFP(400) for each survey day. 
All error bars indicate ± one standard error for averaged values. 
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a* PtG- QFP (2) = a x [PIG]i1 

Wavelength (nm) 400 440 675 

a±S.E. 0.081 ± 0.009 0.060 ± 0.005 0.018 ± 0.001 

P±S.E. -0.614 ± 0.049 -0.441 ± 0.039 -0.084 ± 0.022 

R2 67.7 % 62.7 % 16.7 

p 0.000 0.000 0 .000 

n 77 77 77 

Table 4.12 - Summary of statistics describing regression analysis between [PIG] and 
a* PJG-QFP at 400, 440 and 675 nm. 

Whilst a significant fraction of the variability in a*PtG-QFP spectra at blue wavelengths (67.7 

% in the case of a*PtG-QFP(400)) was explainable by the variation in [PIG] for the whole 

dataset, a large fraction of variability was not attributable to variations in [PIG]. In addition, 

Figure 4.14 and the associated statistics in Table 4.12 did not indicate whether the switch 

over between exponential shaped spectra and twin peaked shaped spectra was due to 

variations in [PIG]. To address this issue, the variation of the ratio ap1c-QFP(400)/ap1c. 

QFP(440) (used to indicate spectra shape) with [PIG] was analysed and is shown in Figure 

4.15 for values of [PIG] that were observed to occur at all times of year (0 - 10 mgm·3). 

Figure 4. 15 shows that exponential shaped spectra and twin peaked shaped spectra were 

both found to frequently occur in the range 0 - 10 mgm·3, indicating that the switch over in 

the shape of the spectra from exponential to twin peaked shaped spectra and vice versa was 

not a function of [PIG] . Whilst values of apic-QFP(400)/ap1c-QFP(440) were predominantly< 

l at values of [PIG] > 10 mgm·3, these values can not be used as indicators of any trend, 

s ince values of [PIG] > 10 mgm·3 were only observed in summer months and would 

therefore bias the result. 
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Figure 4.14 - Variation of a*PIG-QFP with [PIG] at (a) 400 nm, 
(b) 440 nm and (c) 675 nm. The dashed lines shows a power 
law fit for each wavelength. 
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Figure 4.15 - Variation of the shape of the spectra (indicated hr ar1G
QFr(400)/ar1G-QFr(440)) with [PIG] across the range 0 -10 mgm· . 

It was considered possible that the apparent exponential shape of some of the a*PIG-QFP 

spectra could have been attributable to the presence of an additional material on the QFP 

samples which was more abundant during the winter months, unrelated to the total pigment 

concentration, and extractable during the bleaching process. A possible suspect for this 

potential material was CDOM, since CDOM concentrations tended to be higher in winter 

months then summer months, CDOM absorption spectra were exponentially shaped with 

absorption decreasing with decreasing wavelength, and some residual CDOM may have 

remained in QFP samples either in residual filtered water, or attached to the particulate 

material reta ined. Figure 4.16 shows the variation of apic-QFP(400)/ap1c-QFP(440) with 

CDOM concentration for the 77 samples for which a*PIG-QFP spectra were obtained. 
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Figure 4.16 - Variation of the shape of the spectra (indicated by 
ap1G-QFP(400)/ap1c-QFP(440)) with CDOM concentration. 
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Figure 4.16 shows no relationship was evident between the exponential/twin peaked shape 

of the a *p1c -QFP spectra and CDOM concentration, and hence CDOM was discounted as a 

possible cause of the variation in the shape of a*PJG-QFP spectra. 

Another possible origin of the exponential shaped pigment absorption spectra, was 

absorption by mineral suspended solids, not properly removed in the bleaching/subtraction 

procedure. Whilst it was conceivable that contribution by MSS in this way would be a 

random process, it was considered that if the MSS absorption was not being properly 

removed by the bleaching/subtraction procedure, the problem would on average become 

worse with increasing MSS concentration. Hence, the variation of ap1c-QFP(400)/ap1c 

QFP(440) with MSS concentration for the 77 samples for which a*PJG-QFP spectra were 

obtained is shown in Figure 4.17. Figure 4.17 shows that again, no relationship was evident 

between the exponential/twin peaked shape of the a *PJG-QFP spectra and MSS concentration, 

and hence MSS were also discounted as a possible cause of the variation in the shape of 

a* PJG-QFP spectra. 
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Figure 4.17 - Variation of the shape of the spectra (indicated by 
anc-QFP(400)/ap1c-QFP(440)) with MSS concentration. 

As a*PJG-QFP values at blue wavelengths were seen to vary over two orders of magnitude for 

the whole dataset, and as the variability of a*pic-QFP at blue wavelengths with [PIG] on any 

given survey day was at least an order of magnitude less, average specific phytoplankton 

pigment absorption coefficients for each overflight day were calculated and are shown in 

Figure 4.18. The average a *PJG-QFP spectra for 24/05/2004 and 23/06/2005 showed some 

similarity, both exhibiting twin peaked shaped spectra, whilst a*pic-QFP was higher at blue 

wavelengths for 24/09/2004 and the shape of the spectra was closer to the exponential type. 
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Figure 4.18 - Specific phytoplankton pigment absorption spectra for (a) 
24/05/2004, (b) 24/09/2004 and (c) 23/06/2005. Error bars indicate ± one 
standard error. 
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4.3.3 Inorganic and organic particle absorption spectra 

Of the 74 inorganic particle absorption spectra obtained, 58 showed greater inorganic 

particle absorption (aMsS-QFP) at blue wavelengths then the (pre-combusted) total particle 

absorption spectra (aP-QFP-R), and hence the resulting organic detritus absorption spectra 

(derived by subtracting aMss-QFP from aP-QFP-R) showed negative absorptions in the blue (see 

Figure 4.19). Negative organic detritus absorptions at blue wavelengths were seen for 

samples from both the Conwy ( 49) and Mersey (9) estuaries. All inorganic particle 

absorption spectra, regardless of origin, showed a small bump centred around 520 nm, 

superimposed upon an exponential decrease from blue to red wavelengths. For the 16 

inorganic particle absorption spectra for which inorganic absorption was less then the (pre

combusted) total particle absorption at all wavelengths, the resulting organic detritus 

absorption spectra (aoo-QFP) were similar in shape to the one shown in Figure 4.19 (b), with 

organic particle absorption greatest at red wavelengths and decreasing with decreasing 

wavelength. Hence, all derived organic detritus absorption spectra were distorted relative to 

those reported in previous studies (see Chapter 2, Section 2.3.2.3). 

The apparent change in inorganic particle absorption during the combustion procedure, 

evident by the majority of inorganic particle absorption spectra showing greater absorptions 

then the (pre-combusted) total particle absorption spectra, was consistent with observation. 

Combusted QFP samples exhibited a significant change in colour that was apparent with the 

naked eye, with samples being redder post-combustion then before (consistent with 

absorption at blue wavelengths increasing during the combustion procedure). Whilst some 

change in colour would be expected, due to the removal of all organic material including 

pigments during combustion, the colour changes observed for samples consisting mainly of 

inorganic material were substantially greater then expected. As this study required the 

determination of the specific inorganic particle absorption spectra applicable to natural 

inorganic particles in-situ, no further use was made of the inorganic particle absorption 

spectra derived using the combustion procedure, nor the resulting organic particle 

absorption spectra, and an alternative method of determining specific inorganic particle 

absorption coefficients was adopted (see Section 4.3.4). 
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Figure 4.19 - Absorption spectra of (a) MSS (solid squares) and 
total particle fractions (open diamonds), and (b) organic detritus. 
Sample collected from Conwy Pier, 04/03/200413:16 GMT. 
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4.3.4 Specific particle absorptions determined via multiple-regression 

Conwy estuary 

The specific inorganic particle absorption (a*MsS-QFP) and specific phytoplankton pigment 

absorption (a*pic-QFP) coefficients derived from the multiple regressions of the total particle 

absorption (aP-QFP-R) on [MSS] and [PIG] , are shown in Figure 4.20. The coefficients 

presented in Figure 4.20 were derived from 139 QFP samples (along with their respective 

[MSS] and [PIG]) from surveys between 29/01/2004 and 07/07/2005. 
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Figure 4.20 - Inorganic particle (open diamonds) and phytoplankton 
pigment (crosses) specific absorption coefficients, derived from multiple 
regression analyses of 139 QFP determined total particle absorptions on 
respective concentrations of MSS and phytoplankton pigments. Error 
bars indicate ± one standard error. 

The shape of the specific inorganic particle absorption spectrum displayed similar 

characteristics to the 74 inorganic absorption spectra obtained via the combustion 

procedure, with specific absorption decreasing exponentially with increasing wavelength, 

and a small peak centred around 520 nm (though significantly less pronounced). The 

specific phytoplankton pigment absorption coefficients were similar at wavelengths greater 

than 550 nm to the average coefficients derived via the bleaching procedure (see Figure 4.12 

(a)). Below 550 nm however, the specific phytoplankton pigment absorption coefficients 

derived from the multiple regression were less then the average coefficients derived from 

the bleaching procedure. This difference could have been attributable to the different 

number of samples used to derive the two sets of coefficients and hence, the multiple 
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regression analysis was repeated for the same 77 samples as were used in the bleaching 

analysis, and the resulting specific inorganic particle absorption and specific phytoplankton 

pigment absorption coefficients are shown in Figure 4.2 1. 

en 
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Figure 4.21 - Inorganic particle (open diamonds) and phytoplankton 
pigment (crosses) specific absorption coefficients, derived from multiple 
regression analyses of 77 QFP determined total particle absorptions on 
respective concentrations of MSS and phytoplankton pigments. Error 
bars indicate± one standard error. 

The a *Mss-QFP and a *p1c-QFP spectra presented in Figure 4.21 showed no significant 

difference to those shown in Figure 4.20 however, and below 550 nm the a*PIG-QFP 

coefficients derived from the multiple regression analysis of the 77 samples were still less 

then the average coefficients derived from the bleaching procedure. 

The constant in Equation 3.29 represented the absorption due to organic detritus, and was 

included in the multiple regression analysis to prevent any absorption by organic detritus 

being attributed to the coefficients for a*MsS-QFP and a*p1c-QFP· The organic detritus 

absorption spectra (aoD-QFP) derived from the multiple regression analysis for both the 139 

and 77 samples are shown in Figure 4.22. Whilst the organic detritus absorption spectra 

displayed a decreasing trend with increasing wavelength, a small peak in organic detritus 

absorption centred at 675 nm occurred. 
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Figure 4.22 - Organic detritus absorption coefficients derived 
from multiple regression of QFP determined total particle 
absorptions on respective concentrations of MSS and 
phytoplankton pigments for (a) 139 samples taken from surveys 
29/01/2004 - 07/07/2005, and (b) the same 77 samples used in the 
bleaching analysis. Error bars indicate ± one standard error. 

Mersey estuary 

The a*MsS-QFP and a*PIG-QFP coefficients derived from the multiple regressions of the total 

particle absorption on the respective concentrations of MSS and [PIG], for the 20 QFP 

samples collected in the Mersey estuary, are shown in Figure 4.23 (a) and (b) respectively. 

The magnitude of the specific inorganic absorption coefficients were of the order of 0.0 l 

m2g~' greater than those derived for the Conwy at all wavelengths . The phytoplankton 

pigment specific absorption coefficients were predominantly spectrally neutral, and an order 

of magnitude greater than those derived for the Conwy. The large standard error of the 

phytoplankton pigment specific absorption coefficients reflects the small number of samples 

analysed and the low contribution of the pigments to the total absorption spectra. 
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The organic detritus absorption coefficients derived from the multiple regression analysis 

are presented in Figure 4.23 (c), and show the multiple regression failed to represent 

absorption by organic detritus in the constant of Equation 3.29 in a physically correct 

manner. 

4.3.5 Modelling absorption by phytoplankton pigments 

The specific phytoplankton pigment absorption coefficients for the Conwy Estuary, derived 

via the multiple regression analyses presented in Section 4.3.4, were tested on the 77 

samples for which phytoplankton pigment concentration and phytoplankton pigment 

absorption (aPtG-QFP) had been measured. Absorption by phytoplankton pigments was 

modelled as: 

(4.3) 

where all terms were as previously defined. Modelled pigment absorption was compared to 

the QFP measured pigment absorption, and a comparison between the modelled and 

measured ap1c is shown in Figure 4.24. 
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Figure 4.24 - Comparison of modelled aPic using Equation 4.3 to 
measured ap1c , at 7 wavelengths (nm). 

Figure 4.24 showed considerable disagreement between modelled and measured pigment 

absorption, particularly at blue wavelengths. The failure of the multiple regression derived 

specific phytoplankton pigment absorption coefficients to reproduce the correct pigment 
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absorption at blue wavelengths was unsurprising, as large variability was observed at blue 

wavelengths in the specific absorption spectra of the phytoplankton pigments obtained from 

the bleaching procedure (Section 4.3.2). The results presented in Section 4.3.2 suggested 

that the specific phytoplankton pigment absorption at blue wavelengths varied periodically 

in time, and therefore to attempt to improve the ap1c model, a simple time varying model of 

a*p1c(}.,t) was developed, which took the form: 

(4.4) 

where twas the day number for any given date (0 for January 15
\ 364 for December 31st

), k1 

and k2 were constants determining the amplitude of variation and minimum absorption 

(offset) for each wavelength, and k3 was a constant that controlled the degree of asymmetry 

in the sinusoidal variation, and hence the width of the peaks and troughs in a*Ptc(A,t). The 

first term in Equation 4.4 generated a sinusoid that varied with an amplitude determined by 

k1. As the cosine varied between 1 for t = 0 and -1 for t = 364, the value of k1 was 

determined for each wavelength by dividing the cosine amplitude (2) by the observed 

amplitude of variation of a*PtG-QFP in the dependent dataset. The offset constant k2 was then 

added to shift the sinusoid such that the minimum of the sinusoid corresponded to the 

minimum a':'PtG-QFP observed in the dependent dataset for each wavelength. The second term 

in Equation 4.4 calculated a varying percentage of the first term, with the maximum 

percentage being fixed by the value of k3. The percentage was then allowed to vary from 0 

to k3 by multiplication with the modulus of the Sine of (2nt/364), which ensured the 

percentage was a minimum around the peaks and a maximum in between the peaks. The 

subtraction of the second term in Equation 4.4 from the first yielded an asymmetrical 

sinusoid with the widths of the peaks and troughs constrainable by an appropriate choice of 

k3. Figure 4.25 shows the time series of the a*Ptc(A,t) model at the same seven wavelengths 

shown in Figure 4.23, along with the time series of the measured average a*Ptc-QFP for each 

survey day at those wavelengths. The values of k1, k2 and k3 for each wavelength are 

presented in Table 4.13. 
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Figure 4.25 - Time series of a*nG-QFP 

(black diamonds with solid black line) 
and modelled a*nc(2,t) (red squares with 
dashed red line) at wavelengths (a) 412, 
(b) 443, (c) 490, (d) 555, (e) 570, (f) 665 
and (g) 710 nm. Error bars indicate ± 
one standard error. Note the difference 
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Wavelength (nm) k1 k2 k3 

412 15.169 0.079 0.65 

443 21.530 0.062 0.65 

490 31.195 0.040 0.65 

510 38.597 0.032 0.65 

555 61.872 0.019 0.65 

570 86.486 0.013 0.60 

665 255.025 0.016 0.30 

710 299.481 0.005 0.60 

Table 4.13 - Coefficients defining the time varying model of 
a*Pio(},,t) at the radiometer wavelengths. 

Figure 4.26 presents a comparison between the measured ap1c and ap1c modelled as a time 

varying function using Equation 4.4, for the same samples and at the same wavelengths as 

presented in Figure 4.24. Comparison of Figure 4.26 with Figure 4.24 showed that whilst 

some scatter between measured and modelled ap1c was still apparent, significant 

improvement was achieved in modelling ap1c as a time varying function using Equation 4.4. 
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Figure 4.26 - Comparison of modelled aPJc using Equation 4.4 too 
measured ap1o for the independent dataset, at 7 wavelengths (nm). Note: 
the y-axis scale is the same as in Figure 4.24, to more clearly show the 
improvement achieved in modelling aPJG-QFP using Equation 4.4. 
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Regression analyses between modelled and measured pigment absorption were carried out 

for both models, and the results are presented in Tables 4.14 and 4.15, along with the 

calculated RMS difference between the measured and modelled apic-QFP• 

aP,G-QFP (Modelled) = ax aP,G-QFP (Measured )+ /J 

a ±S.E. 1.409 ± 0.035 

/3 ± S.E. -0.008 ± 0.006 

a 95% confidence interval 1.341 to 1.477 

/3 95% confidence interval -0.020 to 0.004 

R2 75.5 % 

p 0.000 

n 539 

RMS (m- 1
) 0.13 1 

Table 4.14 - Summary of statistics describing regression analysis 
between measured apic-QFP and modelled apJG-QFP using the a*p1c. 
QFP values derived from the multiple regression analyses in 
Section 4.3.4. The RMS difference between the measured and 
modelled anG-QFP is also presented. 

aP,G-QFP (Modelled)= ax aPIG-QFP (Measured)+ /J 

a ± S.E. 1.035 ± 0 .021 

(J ± S.E. 0.003 ± 0 .004 

a 95% confidence interval 0.993 to 1.077 

(J 95% confidence interval -0.005 to 0.010 

R2 8 1.6 % 

p 0.000 

n 539 

RMS (m-') 0.069 

Table 4.15 - Summary of statistics describing regression analysis 
between measured anG-QFP and modelled anc-QFP using the time 
varying model described by Equation 4.4. The RMS difference 
between the measured and modelled llPIG-QFP is also presented. 
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4.3.6 Modelling absorption by suspended particles 

The results presented in Figure 4.26 (a) and Table 4.14 showed that the modelled apic-QFP 

was overestimated relative to the measured apic-QFP when using the values of a*PtG-QFP(J..) 

derived from the multiple regression analyses. This overestimation was nullified when ap1c. 

QFP was modelled using the time varying model of Equation 4.4, and the regression analysis 

(Table 4.15) showed that for the seven wavelengths analysed, the slope and intercept of the 

regression were statistically not significantly different from l and 0 respectively at the 95 % 

confidence level. Absorption by all particles, or total particle absorption (ap) was therefore 

modelled as: 

(4.5) 

where all terms are as previously defined. Absorption by organic detritus was neglected 

from the model for two reasons. Firstly, inclusion of the aoo-QFP coefficients derived from 

the multiple regression analyses would yield non-zero particle absorption at zero particle 

concentrations, and hence would have been physically incorrect. Secondly, inclusion of a 

blanket value for a oo-QFP would not have allowed for any variation in aoo-QFP due to 

changes in organic detritus concentration between different samples within the independent 

dataset, and hence would underestimate aoo-QFP at high organic detritus concentrations and 

overestimate aoo-QFP at low organic detritus concentrations. Exclusion of the organic 

detritus absorption component would enable the model to behave correctly with changes in 

particle concentrations, though would cause total particle absorption to be slightly 

underestimated where organic detritus concentrations were non-zero. 

The model of total particle absorption (Equation 4.5) was tested on an independent dataset. 

The independent dataset consisted of 67 samples collected from the Conwy Estuary during 

surveys between 25/08/2005 - 30/01/2006. A comparison of the modelled a,, using the 

specific MSS absorption coefficients derived from the multiple regression analyses and the 

modelled a *P1c(J..,t) to the measured total particle absorption for the independent dataset is 

presented in Figure 4.27, for the same seven (in-situ radiometer) wavelengths as presented 

in Figure 4.26. Regression analysis showed that the relationship between the modelled ap 

and measured ap was described by a linear fit, and a summary of the regression statistics is 

provided in Table 4.16. Some wavelength biasing was evident in Figure 4.27, with a slight 
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tendency for ap to be underestimated at lower values at blue wavelengths. The RMS 

difference between the modelled and measured ap was 0.374 m-1
• 
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Figure 4.27 - Comparison of modelled ap using Equation 4.5 to 
measured ap for an independent dataset at 7 wavelengths (nm). 

aP (Modelled)= ax ap (Measured )+ fJ 

a ±S.E. 1.11483 ± 0.01196 

/3 ± S.E. -0.33218 ± 0.02002 

Rl 94.9 % 

p 0.000 

n 469 

Table 4.16 - Summary of statistics describing 
regression analysis between modelled ap using 
Equation 4.5 and measured ap. 
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4.4 Suspended particle backscattering coefficients 

4.4.1 Specific backscattering coefficient for MSS 

The specific phytoplankton pigment backscattering (bb *P1c) coefficients derived from the 

multiple regressions of the total backscattering coefficient, b b-Kirk, (as determined from the 

radiometer measurements using Kirk's method, see Chapter 3 Section 3.5-8) on the 

concentrations of MSS and phytoplankton pigments, are presented in Table 4.17. The 

coefficients presented in Table 4.17 were derived from 127 PRR-600 radiometer profiles 

and 35 Colour Sensor profiles (along with their respective MSS and phytoplankton pigment 

concentrations) from surveys between 29/01/2004 and 30/01/2006. 

Wavelength (nm) bb*PIG ± S.E. bb*nc 95% confidence interval bb*Pic p value n 

(m2mg-1) 

1412 0.002 ± 0.001 0.000 to 0.003 0.011 77 

1440 -0.008 ± 0.006 -0.021 to 0.004 0.168 14 

1443 0.002 ± 0.001 0.000 to 0.004 0.019 91 

1490 0.002 ± 0.00 l 0.000 to 0.004 0.032 126 

510 0.002 ± 0.001 0.000 to 0.004 0.074 126 

1555 0.001 ± 0.001 -0.001 to 0.003 0.176 127 

1570 -0.001 ± 0.003 -0.007 to 0.006 0.858 29 

665 0.001 ± 0.001 -0.00 l to 0.003 0.361 127 

1710 0.00 l ± 0.007 -0.013 to 0.015 0.868 35 

Table 4.17 - Specific phytoplankton pigment backscattering coefficients derived from 
multiple regression of total backscattering coefficient on concentrations of MSS and 
[PIG]. 

The results in Table 4.17 show that the specific phytoplankton pigment backscattering 

coefficients were statistically not significantly different from zero at all wavelengths. Hence, 

the coefficients derived from the multiple regression of total backscattering coefficient on 

MSS concentration and [PIG] were discarded. The results of the linear regression of total 

backscattering coefficient on MSS concentration are presented in Table 4.18 for the same 

dataset, and the variation of the total backscattering coefficient at 665 nm with MSS 

concentration is illustrated in Figure 4.28. 
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Wavelength (nm) bb-Co11st ± S.E. bb*Mss ± S.E. R~ (%) p n 

(m-1) (m2g-l) 

412 0.018 ± 0.006 0.007 ± 0.001 65.7 0.000 77 

440 0.028 ± 0.024 0.008 ± 0.001 73.2 0.000 14 

443 0.030 ± 0.009 0.007 ± 0.001 54.8 0.000 91 

490 0.056 ± 0.008 0.007 ± 0.000 75.4 0.000 126 

510 0.059 ± 0.008 0.007 ± 0.000 74.2 0.000 126 

555 0.054 ± 0.009 0.008 ± 0.000 78.6 0.000 127 

570 0.051 ± 0.009 0.007 ± 0.000 92.1 0.000 29 

665 0.044 ± 0.008 0.008 ± 0.000 79.8 0.000 127 

710 0.042 ± 0.018 0.007 ± 0.000 87.2 0.000 35 

Table 4.18 - Specific MSS backscattering coefficients and backscattering 
coefficient due to water and organic particles, derived from linear regression of 
total backscattering coefficient on concentrations of MSS. 

0.9 
0.8 ◊ 

◊ 

0.7 · 
◊ ";" .s 0.6 ◊ 

ro- 0.5 ◊ <D 
£ 0.4 . ◊ ~ 
-1, 

◊ !.: 0.3 · oo ◊ 
.0 

.0 0.2 · ~ 
0.1 · ◊ 

0.0 

0 25 50 75 100 125 

[MSS] (gm·3) 

Figure 4.28 - Variation of the total backscattering coefficient 
at 665 nm with the concentration of MSS. 

The R2 values for the regressions were lowest at the bluest PRR-600 wavelengths (412 and 

443 nm). The specific MSS backscattering coefficients were in close agreement at alJ 

wavelengths, varying from 0.007 - 0.008 m2g·1
. 
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4.4.2 Ratios of Backscattering coefficients at two wavelengths 

The average ratio of total backscattering coefficients at two wavelengths are presented in 

Table 4.19, for all combinations of wavelengths constructible from the wavelengths at 

which the in-situ radiometers recorded. The average ratios of backscattering coefficients in 

Table 4.19 were calculated from total backscattering coefficients derived from 127 PRR-

600 radiometer profiles and 35 Colour Sensor profiles collected during surveys between 

29/01/2004 and 30/01/2006. The average ratio value was close to 1 for all ratios. 

Ratio Average ± S.E. 

bb(665)/bb(555) 0.885 ± 0.008 

bb(665)/bb(5 l 0) 0.922 ± 0.011 

bb( 665)/ bb( 490) 0.968 ± 0.015 

bb(665)/bb( 443) 1.081 ± 0.037 

bb(665)/bb(4l2) 1.159 ± 0.044 

bb(555)/bb(510) 1.042 ± 0.007 

bb(555)/bb( 490) 1.091 ±0.012 

bb(555)/bb( 443) 1.249 ± 0.037 

bb(555)/bb( 41 2) 1.353 ± 0.048 

bb( 510)/ bb( 490) 1.044 ± 0.006 

bb(510)/bb(443) 1.214±0.031 

bb(510)/bb(412) 1.324 ± 0.042 

bb(490)/bb(443) 1.179 ± 0.027 

bb(490)/bb(412) 1.283 ± 0.036 

bb(443)/bb(412) 1.107 ± 0.019 

bb(710)/bb(570) 0.810 ± 0.039 

bb(7 l 0)/bb( 490) 0.957 ± 0.049 

bb(710)/ bb( 440) 1.154 ± 0.100 

bb( 570)/bb( 490) 1.168 ± 0.035 

bb(570)/bb(440) 1.395 ± 0.102 

bb( 490)/bb( 440) 1.247 ± 0.055 

Table 4.19 - Average values of backscattering coefficient 
ratios for all possible ratios from radiometer wavelengths. 
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4.5 Discussion 

4.5.1 CDOM absorption spectra and specific absorption coefficients 

The optical properties of CDOM make it an important optical and biological variable which 

is frequently measured in riverine, estuarine, and coastal waters (Blough and Del Vecchio, 

2002, Kirk, 1994). The multidisciplinary significance of CDOM is not always reflected in 

the interdisciplinary consistency of the methods by which CDOM absorption is determined 

between different scientific communities. In this study, when CDOM absorption derived 

using two different filtration methods was compared, no practically discernable difference 

within the accuracy of a standard commercially available spectrophotometer was evident. In 

addition, no statistically significant difference existed between the two methods for CDOM 

absorptions at short blue wavelengths, which fall within the spectral region most frequently 

of interest, and where the signal to noise ratio was least. These results are important for two 

reasons. Firstly, they suggest that CDOM absorption data obtained from riverine, estuarine, 

and coastal waters using either filtration technique can be considered equally valid across 

multiple disciplines. Secondly, where the use of the CDOM filtration technique which 

complies with NASA's Ocean Optics Protocols is impractical, such as when a very large 

number of samples are to be collected, or where samples can not be returned to a laboratory 

within the time frame specified in the protocols, the quicker and more portable syringe 

filtration method can be used in its place. 

The values of CDOM spectral slope coefficient observed in this study showed considerable 

variability at low CDOM concentrations, ranging from 0.006 - 0.040 nm-1 and exceeding 

0.020 nm-1 in both the Conwy and Mersey estuaries. Whilst values for the spectral slope of 

CDOM spectra are widely accepted to take values in the range 0.010 - 0.020 nm-1 (Kirk, 

1994), values that fall either side of this range have been reported in the literature for 

numerous estuarine, coastal and open ocean waters (see Twardowski et al (2004) for a 

recent review). Stedman et al (2000) showed that the values of spectral slope obtained for 

any given CDOM sample are dependent upon the method of calculation, and the range of 

spectral slopes observed in this study are in good agreement with the range of values 

reported in Stedman et al (2000), obtained using the same method of calculation (their 

Table 2, Method 1). The CDOM spectral slope was observed to increase with increasing 

salinity in some surveys, consistent with observations reported elsewhere (e.g. Del Vecchio 

and Blough, 2004). Where CDOM spectral slope increases with increasing salinity, the 

increase can be indicative of the mixing of two separate sources of CDOM, or the gradual 
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photobleaching of a single (terrestrial) source on passage to the open ocean (Twardowski 

and Donaghey, 2002). Both of these potential mechanisms for changes in CDOM spectral 

slope with salinity fail to explain the full variability observed in this study, since the CDOM 

spectral slope was observed to decrease with increasing salinity during other surveys, 

particularly on the 24/05/2004 (see Figure 4.3 (b)) when photobleaching could be 

reasonably expected to be in its highest mode of influence. The data obtained in this study 

was insufficient to identify the driving mechanisms behind the observed variability in 

CDOM spectral slope, and future research into the causes of spectral slope variation are 

required to fully characterise the CDOM optical dynamics of the Conwy Estuary. 

Although considerably less CDOM data was collected in the Mersey Estuary compared to 

the Conwy Estuary, the results presented here show that the spectral slopes of CDOM 

spectra collected from the Mersey Estuary fall within the range of values reported for other 

estuarine and coastal waters. The spectral slope showed more pronounced variation with 

salinity in the Mersey Estuary than observed in the Conwy over similar salinity gradients, 

and both the average and mode value of spectral slope in the Mersey was higher then those 

observed for the Conwy. 

Whilst CDOM spectral slope was observed to vary considerably throughout the whole 

Conwy Estuary dataset, the variability of the spectral slope appeared to have little impact on 

the modelling of CDOM absorption. The application of the observed mode spectral slope to 

model CDOM absorption for the whole dataset, yielded modelled CDOM absorption that 

was underestimated relative to the measured CDOM absorption, though the RMS difference 

between modelled and measured absorption was less than the photometric accuracy of the 

spectrophotometer for wavelengths of 443 nm and above. A comparison between measured 

and modelled specific CDOM absorption for an individual spectra, showed that even when 

the specific CDOM absorption was modelled using the spectral slope obtained for that 

spectra, specific CDOM absorption was underestimated at some wavelengths and 

overestimated at others. Consequently, given this limitation of the exponential specific 

CDOM absorption model, the model applied to all 362 samples using the mode value of S 

(as shown in Figure 4.6 and Table 4.7) was considered to behave satisfactorily. In addition, 

the average values of S presented in Table 4.6 enable the fine tuning of the model of CDOM 

absorption, or equivalently a*cooM, for each of the three overflight days. 
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4.5.2 Suspended particle absorptions 

The problem of pathlength amplification, caused by scattering within the combined 

concentrated particle and filter matrix, is a potential source of significant uncertainties in 

QFP determined absorption coefficients. In this study, two pathlength amplification 

correction algorithms were evaluated, in terms of a comparison of corrected QFP derived 

particle absorptions to those derived from Kirk's method (applied to the radiometer 

measurements). The correction algorithm of Cleveland and Weidemann (1993) was found to 

overestimate particle absorptions, relative to those derived from Kirk's method, a result that 

was consistent with the observations of Roesler ( 1998). In contrast, the theoretical 

correction algorithm derived by Roesler (1998), based upon the diffuse nature of the 

scattered light within the concentrated particle and filter matrix, provided QFP particle 

absorptions that were in close agreement to those derived from Kirk's method, with the 

slope of a regression between particle absorptions derived from the two methods not being 

significantly different from 1. These findings are therefore in good agreement with those of 

Roesler ( 1998), and add weight to the speculation stated in Section 4.3. 1 that the inorganic 

particles which are frequently present in large concentrations in the Conwy Estuary (as in 

other coastal and estuarine waters), substantially increase the scattering and hence 

pathlength amplification relative to the phytoplankton cells used to derive the empirical 

correction algorithm of Cleveland and Weidemann (1993). The empirically derived 

pathlength amplification correction of Cleveland and Weidemann (1993) is still frequently 

used (e.g. Sasaki et al, 2005; Montecino et al, 2004; Morrison, 2003; Woodruff et al, 1999) 

and although the applicability of the algorithm in open ocean waters is not in question, since 

phytoplankton typically dominate particle absorption in these waters, the applicability in 

coastal and estuarine waters may be uncertain, particularly where inorganic concentrations 

are high such as in estuarine turbidity maxima. 

It should be noted that whilst the application of Kirk's method in this study relied on the 

assumptions that the backscattering to scattering ratio was equal to that determined in San 

Diego harbour by Petzold (1972), and that this ratio was wavelength independent, Kirk's 

method has been applied successfully in this manner at wavelengths across the visible 

spectrum in a variety of shelf sea and coastal waters. These include waters ranging from the 

New Zealand coast and the southern North Sea, to waters much closer to the current study 

area, such as the Menai Strait, Clyde Sea and Irish Sea (Binding et al, 2003; McKee et al, 

2003; Wild-Allen et al, 2002; Pfannkuche, 2002; Bowers et al, 2000; Bowers and 
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Mitchelson-Jacob, 1996). The use of Kirk's method in this study therefore, as an 

independent and accurate measure of absorption coefficients, was justified. 

4.5.3 Specific absorptions of suspended particles 

The specific phytoplankton pigment absorption spectra, derived following the bleaching 

procedure of Kishino et al ( 1985), showed considerable variability in both their magnitude 

and spectral shape. Whilst specific pigment absorption spectra have usually been assumed 

constant in remote sensing studies (Babin et al, 1993), it is now widely recognised that 

specific pigment absorption coefficients are different between different species and differ 

within a given species depending upon the pigment composition and pigment packaging 

effect (Bricaud et al, 1995). It is possible that some or all of these mechanisms were 

responsible for the large variation in specific phytoplankton pigment absorption observed in 

the Conwy Estuary. Changes in pigment composition and the pigment packaging effect 

cause the specific pigment absorption coefficients to vary with the concentration of 

chlorophyll a (Bricaud et al, 1995). In the Conwy Estuary, the variation of specific pigment 

absorption coefficients with total pigment concentration explained a maximum of only 67.7 

% of the variability in the observed specific pigment absorption coefficients, and failed to 

explain the observed changes in the spectral shape. It is acknowledged that only the total 

pigment concentration was determined in this study, and hence the variation of the 

proportion of chlorophyll a relative to the many accessory pigments which may have been 

present was not discernable. However, if the large observed variations in the specific 

pigment absorption coefficients were due to differing concentrations of accessory pigments, 

any attempt to derive a specific pigment absorption coefficient based on the concentration of 

chlorophyll a alone would have been fruitless, since chlorophyll a was clearly not the 

dominant contributor to pigment absorption during the winter months. The separation of 

both the pigment absorption spectrum and pigment concentration into separate components 

due to each type of pigment present was beyond the scope of this study. The approach 

adopted in this study was to instead model the observed seasonal variation of specific 

pigment absorption (discussed later) . 

Several previous studies have reported specific absorptions of mineral suspended solids 

derived from QFP samples which were combusted in order to remove organic particles 

(Binding et al, 2003; Kratzer et al, 2000; Bowers et al, 1996). Recently, Babin et al (2003) 

questioned the applicability of this technique, since the combustion process may alter the 
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absorption properties of the inorganic particles, relative to their in-situ state. 78 % of the 

QFP samples analysed in this study showed greater absorption post-combustion then pre

combustion at blue wavelengths, even when corrected for changes in the absorption 

properties of the combusted GF/F filters. This strongly suggests that the absorption 

properties of the mineral solids were indeed modified by the combustion process, at least at 

blue wavelengths, to a state where post-combustion absorption was greater than pre

combustion absorption. Care is required in interpreting the comparisons of pre and post

combustion absorption, since individual samples for which MSS was not the dominant 

contributor to total absorption may show post combustion absorption less than or equal to 

pre-combustion absorption. The 22 % of QFP samples analysed in this study for which post

combustion absorption was less than pre-combustion absorption can be interpreted in this 

way. The implication of these results are unfortunate, since they mean that there still exists 

no method for the direct determination of mineral suspended solid absorption spectra and 

(consequently) specific MSS absorption coefficients. 

To this end, an indirect method was employed to determine the specific MSS absorption 

coefficients, via multiple regression of the QFP determined total absorption coefficient on 

the respective concentrations of MSS and phytoplankton pigments. The resulting specific 

MSS absorption coefficients were sensible, with the spectra displaying an exponential 

decrease with increasing wavelength, and tending to a non-zero value in the far red. This 

was consistent with the accepted picture of inorganic particle absorption spectra, which 

unlike phytoplankton pigments do not necessarily tend to zero in the far red (Bowers and 

Binding, 2006; Tassan and Ferrari, 1995). The specific phytoplankton pigment absorption 

coefficients derived from the multiple regressions were in close agreement above 550 nm to 

the average spectra determined directly from bleached samples. Non zero specific 

phytoplankton pigment absorption coefficients at 750 nm however, and lower values of 

specific phytoplankton pigment absorption at wavelengths less than 550 nm compared to the 

average spectra determined from bleached samples, suggested that the partitioning of 

particle absorption by the multiple regression to the individual particle fractions was not 

quite correct. This was further evident in the spectra of coefficients obtained for the organic 

detritus absorption, which displayed a small peak centred at 675 nm. Previous studies have 

suggested that the absorption spectra of organic detritus is sirn.ilar to that of inorganic 

detritus, displaying an otherwise featureless exponentially decreasing trend with increasing 

wavelength (Allali et al, 1995; Nelson and Robertson, 1993). This suggests that some of the 

phytoplankton pigment absorption around 675 nm had been incorrectly attributed to the 
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organic detritus fraction by the multiple regression analyses for the Conwy Estuary. The 

results from the multiple regression analyses of greatest interest in this study were the 

specific MSS absorption coefficients for the Conwy Estuary. The regression technique of 

obtaining specific MSS absorption has been applied in a similar whilst different manner in 

other studies, and the results derived for the Conwy Estuary are in reasonable agreement 

with those derived in the Irish Sea by both Binding et al (2003) and Bowers and 

Mitchelson-Jacob (1996). 

The results of the multiple regression analyses applied to samples from the Mersey estuary 

were disappointing, though still potentially useful, as they suggest that the success of the 

multiple regression technique may be a function of the number of samples and the range of 

both MSS and phytoplankton pigment concentrations within the dataset. For the Mersey 

Estuary dataset, the low number of samples collected (20), and the small range of variation 

of phytoplankton pigment concentrations, was apparently insufficient for the multiple 

regression technique to be successful , since physically incorrect organk detritus absorption 

coefficients were produced. 

The phytoplankton pigment specific absorption coefficients determined from the multiple 

regression analyses were tested on the dataset from which they were derived, and were 

found to perform poorly, with model results showing considerable scatter at blue 

wavelengths when compared to measured values. To correct this, a time varying model of 

specific phytoplankton pigment absorption was constructed. The success of the time varying 

model in predicting pigment absorption for the dependent dataset was encouraging, and it 

was consequently incorporated into a model of total particle absorption, and tested on an 

independent dataset. The model of total particle absorption included the specific MSS 

absorption coefficients derived from the multiple regression analyses, and compared well to 

the measured total absorption coefficients for the independent dataset. Some slight 

overestimation of modelled total particle absorption was evident however (Figure 4.27) , and 

since no overestimation was evident in modelled pigment absorptions, this may suggest that 

the specific MSS absorption coefficients derived from the multiple regression analyses were 

slightly larger than the true values. This could not be ascertained conclusively however, as 

no measurement of the phytoplankton pigment absorption component alone was made for 

the independent dataset. 

Variability of the specific phytoplankton pigment absorption (as observed in the Conwy 

Estuary) may account for some of the disagreement between satellite remote sensing 

predictions and in-situ determined pigment concentrations in coastal and estuarine waters. 
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Such disagreements are usually blamed entirely upon the presence of multiple optically 

active in-water constituents, which interfere with the water colour signal and thus decrease 

the accuracy of remote sensed pigment concentration predictions (e.g. Harding et al, 2005). 

The results obtained in the Conwy Estuary suggest that far from being a constant, as is 

usually assumed, the specific phytoplankton pigment absorption varies both in a seasonal 

and predictable way. Therefore modelling of the variation of the specific phytoplankton 

pigment absorption in a similar way to that adopted in this study, may at least reduce some 

of the disagreement between remote sensing predictions and in-situ values in such waters. 

4.5.4 Backscattering coefficients 

The use of Kirk's method to calculate total backscattering in the Conwy Estuary provided 

results consistent with those reported elsewhere. In the Conwy Estuary, the specific 

phytoplankton backscattering coefficients determined from multiple regression analyses 

were not significantly different from zero, and backscattering was dominated by mineral 

suspended solids at all wavelengths. Although phytoplankton cells are thought to be 

important contributors to the total backscattering coefficient in open ocean waters, where 

MSS concentrations are typically low, the higher refractive indices of mineral particles 

relative to phytoplankton cells cause backscattering to be dominated by mineral particles 

wherever MSS concentrations are high, such as in coastal and estuarine waters (Stramski et 

al, 2004). 

The specific backscattering coefficients for MSS showed little spectral variation, and 

suggested that to a close approximation, backscattering by MSS particles was relatively 

wavelength independent. Attenuation however, was consistently observed to be highest at 

blue wavelengths in the Conwy Estuary, which caused greater uncertainties in the measured 

apparent optical properties at blue wavelengths, due to the shorter extinction depth of 

upwelling irradiance at these wavelengths. This may explain the low values of R2 obtained 

for the regressions at 412 and 443 nm, relative to the other wavelengths. The relative 

spectral neutrality of the specific MSS backscattering coefficient observed in the Conwy 

Estuary is consistent with the results of specific MSS scattering coefficient observed in the 

Irish Sea by Bowers and Binding (2006). Since the backscattering coefficients in this study 

were calculated as a constant fraction of the scattering coefficients (b&(A) = 0.0l9b(}.)), no 

change in spectral behaviour between backscattering and scattering coefficients would be 

expected. 
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The backscattering coefficient constant term in Equation 3 .17 obtained from the linear 

regression of total backscattering on MSS, were 1 to 2 orders of magnitude greater than the 

backscattering coefficients of water observed in previous studies (e.g. Smith and Baker, 

1981), and failed to show the decreasing trend with increasing wavelength reported by 

Smith and Baker (1981). This may suggest that whilst backscattering is dominated by 

mineral suspended solids, organic detritus, in addition to water, also contributes to the total 

backscattering coefficient in the Conwy Estuary. 

The average values of the ratios of total backscattering coefficients at two wavelengths were 

close to 1 for all possible ratios constructible from the radiometer wavelengths, and were 

particularly close to l for ratios constructed from wavelengths in the range 710 to 490 nm. It 

is acknowledged however, that the comparison of backscattering ratios in this way is 

dependent upon the assumption that the ratio bblb is wavelength independent. Some 

previous optical studies have assumed that the ratio of total backscattering coefficients at 

two wavelengths can be approximated to 1 (Bowers et al, 2004; Bowers et al, 2000) and the 

results obtained in the Conwy Estuary in this study provide direct evidence that supports 

this assumption. 
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Chapter 5 - Modelling Water Colour in the Conwy 

Estuary 

5.1 Synopsis 

In this chapter, the specific inherent optical properties determined in Chapter 4 are applied 

to accepted optical theory, in order to model both water brightness and water colour in the 

Conwy Estuary. Optical model results are compared where possible to values determined 

from in-situ radiometers, and the models are used to deduce simple relationships between 

water colour and the concentrations of the optically active in-water constituents. The results 

of this chapter reveal how each ore affects water colour in the Conwy Estuary, both as a 

function of concentration and time, and constitute the first step in developing a water colour 

inversion method. 

5.2 Forward modelling of colour ratios 

With the specific inherent optical properties for the Conwy Estuary determined (see Chapter 

4), water colour in the Conwy Estuary was modelled following Equation 2.16 with: 

R(,1,1) bb (,1,1) a(,1,2) 
--=---x--
R(,1,2) b,, (,1,2) a(,1,1) 

(5.1) 

As the specific backscattering coefficient for MSS in the Conwy was found to be relatively 

constant across the visible spectrum (Chapter 4 Section 4.4.1), and as the average value of 

measured backscattering ratios were close to 1 for all ratios (Chapter 4 Section 4.4.2), the 

ratio of backscattering coefficients in Equation 5.1 was set to 1 in the model. The absorption 

coefficients were then calculated as the summation of the contributions from each optically 

active in-water constituent following Equation 2.10 such that: 

R(A-1) _ aw (A-2 ) + a~DOM (,1,z)[CDOM] + a~ss (A-2 ) [MSS] + a;1c (A-2 ,t)[PIG] 

R(A-2) - aw (A-1) + a~ooM (A-1 )[CDOM] + a~ss (A-1 )[MSS] + a;1G (A-1 , t)[PIG] 
(5.2) 

where the concentrations of each ore were as determined from water bottle samples and the 

specific absorptions were as determined in Chapter 4, with a*cooM(}.) modelled according to 
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Equation 4.1, a*Mss(il) taken from the results of the multiple regression analyses (Chapter 4 

Section 4.3 .4) and a* Pic(il,t) modelled according to Equation 4.4. Values for the absorption 

coefficients of water, aw(il), were taken from the literature (Pope and Fry, 1997). 

It should be noted, that although absorption by organic detritus was found to be non-zero in 

the multiple regression analyses reported in Chapter 4 (Section 4.3.4), no specific absorption 

for organic detritus was derivable, as no accepted method currently exists by which the mass 

concentration of organic detritus can be determined. Hence, had the (constant) organic 

detritus absorption been included in the optical model represented by Equation 5.2, the 

modelled water colour would have been significantly biased at zero particle concentrations, 

and the true colour of pure water (i.e. where [CDOM]=[MSS]=[PIG]=0) would not have 

been modellable. 

The water colour model (Equation 5.2) was applied to OIC concentrations determined from 

water bottle samples collected throughout the estuary over the period 29/01/04 - 30/01/06. 

Modelled colour ratios were then compared to the measured colour ratios as determined 

from simultaneously collected in-situ radiometer profiles, and a comparison between 

modelled and measured water colour is presented in Figure 5.1 for seven (dimensionless) 

colour ratios. For each colour ratio, the majodty of data points were scattered around the 

theoretical 1:1 line, though a number of outliers were apparent in Figure 5.1 (b) - (d). 

Modelled water colours were further compared to measured water colours via regression 

analyses following a linear model with the regression forced through the origin. A summary 

of the resulting regression statistics are presented in Table 5.1 for each colour ratio, along 

with the calculated RMS difference between the modelled and measured water colours. 

Statistically, the slope of the regressions were not significantly different from 1 for the 

colour ratios R(665)/R(555) and R(570)/R(490). 
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ColourRatio(Modelled) =ax ColourRatio(Measured) 

Colour Ratio a ±S.E a 95% confidence Rz (%) p n RMS 

interval 

R(665)/R(555) 1.018 ± 0.009 0.999 to 1.037 98.9 0.000 127 0.096 

R( 665)/R( 510) 0.970 ± 0.012 0.946 to 0.994 98.1 0.000 125 0.185 

R(665)/R(490) 0.896 ± 0.015 0.866 to 0.925 96.7 0.000 126 0.341 

R(555)/R( 490) 0.887 ± 0.013 0.861 to 0.913 97.3 0.000 126 0.341 

R(710)/R(570) 0.930 ± 0.020 0.888 to 0.971 98.4 0.000 35 0.108 

R(710)/R( 490) 0.907 ± 0.030 0.845 to 0.968 97.3 0.000 27 0.258 

R( 570)/R( 490) 0.965 ± 0.024 0.914 to 1.015 98.4 0.000 27 0.255 

Table 5.1 - Summary of statistics describing regression analyses between modelled and 
measured colour ratios, along with the calculated RMS difference between the 
modelled and measured colour ratios. 
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Figure 5.1 - Comparison between 
modelled and measured water colour 
for the colour ratios (a) R(665)/R(555), 
(b) R(665)/R(510), (c) R(665)/R(490), 
(d) R(SSS)/R(490), (e) R(710)/R(570), 
(t) R(710)/R(490) and (g) R(570)/R(490). 
The dashed line in each plot shows the 
theoretical 1: 1 line. 

The nature of the outliers in Figure 5.1 (b) - ( d) suggested that either the water colour model 

(as represented by Equation 5.2) was underestimating the colour ratio values for some 

samples within the dataset, or that the radiometer measured colour ratios for those samples 

had been overestimated (due to measurement errors). The outliers were thus examined 

further to determine if the model of total absorption coefficient was failing for the outliers. 

131 



Chapter 5 - Modelling Water Colour in the Conwy Estuary 

For the purpose of this examination, outliers were defined as any sample for which the 

difference between the modelled colour ratio and measured colour ratio was greater than 2 

standard deviations. Thus, 13 outliers were defined for the colour ratios presented in Figure 

5.1 (b) - (d). As Equation 5.2 modelled water colour as the ratio of modelled total 

absorption coefficients at two wavelengths, modelled total absorption coefficient ratios were 

compared to laboratory measured total absorption coefficient ratios. Laboratory measured 

total absorption coefficients were derived by the summation of the laboratory measured 

acooM(A), ap(A) and literature derived water absorption coefficients (Pope and Fry,1997). 

Figure 5.2 (a) - (d) presents a comparison between the modelled and laboratory measured 

total absorption coefficient ratios, for the same colour ratios as shown in Figure 5.1 (a) - (d) 

respectively. 
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Figure 5.2 - Comparison between modelled and laboratory measured total absorption 
coefficient ratios (dimensionless) for the outliers present in Figure 5.1, for the ratios (a) 
a(555)/a(665), (b) a(510)/a(665), (c) a(490)/a(665) and (d) a (490)/a(555). The dashed line 
in each plot shows the theoretical 1:1 line. 

Excellent agreement was observed between the modelled and laboratory measured total 

absorption coefficient ratios, as shown in Figure 5.2, which suggested that the model of total 

absorption coefficients was behaving satisfactorily for the samples present as outliers in 

Figure 5.1 (b) - (d). The outliers present in Figure 5.1 (b) - (d) were therefore attributed to 
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measurement errors in the radiometer measured water colours. With the outliers removed, 

and the regression analyses repeated, the slope of the regressions between modelled and 

measured water colour were also statistically not significantly different from l for the ratios 

R(665)/R(510) and R(665)/R(490). 
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5.3 Modelling relationships between water colour and OICs 

Equation 5.2 was further used to examine the variability of individual colour ratios across a 

range of concentrations for each OIC. The range of each OIC concentration used was based 

upon those observed in the Conwy Estuary, and the observed and adopted model ranges are 

presented in Table 5.2. Modelling the variability of colour ratios in this way, constituted a 

vital step in developing a method of inverting the water colour model to yield [CDOM], 

since it provided a tool to identify, characterise, and assess the general applicability of any 

simple relationships between colour ratios and OIC concentrations that may exist in the 

Conwy. 

OIC Observed range Model range 

[CDOM] (m-1
) 0.1 - 5.3 0-6 

[MSS] (gm-3) 1.7 - 239.5 0 - 200 

[PIG] (mgm-j) 0.6 - 65.0 0 - 70 

Table 5.2 - Observed and model OIC concentration 
ranges in the Conwy Estuary. 

5.3.1 Colour ratio relationships with [CDOM] 

Numerous previous studies have reported relationships between red/blue colour ratios and 

CDOM concentration (see Chapter 2, Section 2.4.2). Figure 5.3 shows the variation of 

R(665)/R(490) with [CDOM] in the Conwy Estuary, modelled following Equation 5.2, as a 

function of [MSS], [PIG] and time varying a*p1c. To aid clarity, the model was run as a 

function of [MSS] with [PIG] = 0, and as a function of [PIG] with [MSS] = 0. For 

comparison, the variation of R(665)/R(490) with [CDOM] modelled following the optical 

model of Bowers et al (2004) is also shown in Figure 5.3 (a), and was modelled with both 

[MSS] and [PIG] = 0. 

The relationship between R(665)/R(490) and [CDOM] modelled using Equation 5.2 

followed a power law function, though was also a strong function of [MSS] , with the 

intercept at zero [CDOM] increasing with increasing [MSS] (Figure 5.3 (a)). The model 

results presented in Figure 5.3 (a) suggested a pivot point existed in the relationship between 

R(665)/R(490) and [CDOM], at which the colour ratio was not a function of [MSS] and took 

a singular value. Behaviour of the relationship between R(665)/R(490) and [CDOM] 

changed across the pivot point. For [CDOM] less then the pivot point concentration, 
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increasing [MSS] increased R(665)/R(490), whilst for [CDOM] greater than the pivot point 

concentration, increasing [MSS] decreased R(665)/R(490). Similar behaviour was observed 

in R(665)/R(490) as a function of [PIG] , though the pivot point occurred at a lower 

[CDOM] in Figure 5.3 (b) than that observed in Figure 5.3 (a). Figure 5.3 (c) shows that the 

modelled relationship between R(665)/R(490) and [CDOM] was also significantly affected 

by temporal changes in a*Pic, with maximum colour ratio values observed in winter for any 

given [CDOM]. Seasonal changes in the modelled R(665)/R(490) for the combination of 

MSS and phytoplankton pigment concentrations depicted in Figure 5.3 (c) were greatest at 

low CDOM concentrations, with the variation of a*p1c from winter to summer causing over 

a 3-fold decrease in the values of modelled R(665)/R(490) at [CDOM] = 0.25 m·1
• It is 

acknowledged that Figure 5.3 (c) may represent the likely maximum influence of a*p1c in 

the Conwy Estuary, since [MSS] was set to zero with [PIG] set to its maximum winter 

concentration of 10 mgm·3. However, the variation of a*p1c from winter to summer still 

caused a 1.5-fold decrease in the values of modelled R(665)/R(490) at [CDOM] = 0.25 m·1
, 

with [MSS] set to 7.5 gm·3 and [PIG] set to 5 mgm·3, a combination of OIC concentrations 

typical of those observed at the mouth of the Conwy Estuary at high water, on numerous 

occasions throughout the study period. 

In Figure 5.3 (a) and (b) the variation of the R(665)/R( 490) colour ratio was presented as a 

function of two OICs, with the third OIC held constant and set to zero. Whilst this provided 

a necessary tool for assessing how each OIC affected the R(665)/R(490) colour ratio, the 

variability in R(665)/R(490) as a combined function of all three OICs was not discernable. 

As any inversion algorithm based on any given colour ratio would need to be functional in 

the presence of all three OICs, and at the extreme range of OIC concentrations observed to 

occur in the Conwy, knowledge of the combined influence of all three OICs on the given 

colour ratio, across the full model adopted range of concentrations for each OIC, was 

essential. Hence, Figure 5.4 shows the variation of modelled R(665)/R(490) with [CDOM] 

and [MSS] , as a function of [PIG]. The relative influence of [CDOM] on the modelled 

R(665)/R(490) ratio decreased as either [MSS] or [PIG] increased, though a clear gradient in 

modelled R(665)/R(490) with [CDOM] was still evident even at the highest [MSS] and 

[PIG] as can be seen in Figure 5.4 (f). The greatest variation in modelled R(665)/R(490) due 

to changes in [MSS] occurred when low [PIG] was combined with high [CDOM] (Figure 

5.4 (a)). Similarly, the greatest variation in modelled R(665)/R(490) due to changes in [PIG] 

occurred at low MSS and high CDOM concentrations. The pivot point behaviour observed 

in Figure 5.3 (a) was also evident in Figure 5.4 (a), with increasing [MSS] increasing 
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modelled R(665)/R(490) at low [CDOM], whilst decreasing modelled R(665)/R(490) at 

high [CDOM]. However, whilst the nature of the pivot point behaviour remained the same 

with increasing [PIG] , the CDOM concentration at which the pivot point occurred increased 

with increasing [PIG]. 
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Figure 5.3 - Variation of modelled R(665)/R(490) with [CDOM] as a function of (a) 
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were held constant, modelled using Equation 4.4 for 24/05/04. All points in (c) were 
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The variation of R(665)/R(490) with [CDOM], modelled following Bowers et al 
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To establish if the modelled pivot point observed in Figures 5.3 and 5.4 was evident in the 

in-situ data, all PRR-600 radiometer data for which [PIG] was< 5 mgm-3 was classified into 

categories of MSS concentration. Figure 5.5 shows the variation of measured R(665)/R(490) 

with [CDOM] for 4 categories of [MSS] , along with the modelled variation for each 

category. Considerable scatter around the modelled pivot point [CDOM] existed in the in

situ data, though the observed variation of R(665)/R(490) was in reasonable agreement with 

the modelled variation, with R(665)/R(490) increasing with increasing [MSS] category for 

concentrations less than the modelled pivot point [CDOM]. 
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Figure 5.5 - Variation of modelled R(665)/R(490) (lines) and measured 
R(665)/R(490) (symbols) with [CDOM] for four categories of [MSS]. The 
variation of each category was modelled using the mid-category [MSS] 
with [PIG] set to 2.5, with both a*Pic(490) and a*Pic(665) held constant, 
modelled using Equation 4.4 for 24/05/04. 

Whilst the model results presented in Figures 5.3 and 5.4 showed that the relationship 

between R(665)/R(490) and [CDOM] was significantly affected by changes in [PIG], it was 

considered that an alternative relationship between a far-red/green colour ratio and [ CDOM] 

may not be, since the observed and modeJled values of a*p1c showed minima in both of 

these spectral regions (see Chapter 4). Figure 5.6 shows the variation of modeJled 

R(710)/R(570) with [CDOM] in the Conwy Estuary, as a function of [MSS], [PIG] and time 

varying a *PJc. 
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Figure 5.6 - Variation of modelled R(710)/R(570) with [CDOM] as a function of 
(a) [MSS], (b) [PIG], and (c) time varying a*n0 • All points in (a) were modelled 
with [PIG] = 0 and in (b) with [MSS] = 0. For both (a) and (b), a*n0 (570) and 
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mgm·3 respectively. 
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The modelled relationship between R(710)/R(570) and [CDOM] showed a strong 

dependency on [MSS] , though as suggested by the spectral minima in a*p1c, was only a 

weak function of a*Plc and [PIG], with deviations from the [PIG] = 0 line in Figure 5.6 (b) 

only becoming obvious above 20 mgm-3. This suggested that R(7 IO)/R(570) would not be a 

useful predictor of [CDOM] all year round with out knowledge of [PIG], which was 

frequently observed to exceed 20 mgm-3 in summer. However, providing [MSS] was known, 

the R(710)/R(570) ratio could perhaps be used to predict [CDOM] in winter, when 

phytoplankton pigment concentrations were never observed to exceed IO mgm-3
, since the 

model suggested that the effect of absorption by phytoplankton pigments was negligible at 

these concentrations. The usefulness of R(710)/R(570) as a predictor of [CDOM] would be 

further constrained by [MSS] however, since at the higher [MSS] categories in Figure 5.6 (a) 

R(710)/R(570) was much less sensitive to small changes in [CDOM] then the 

R(665)/R(490) ratio for the same [MSS] categories (see Figure 5.3 (a)). No pivot point was 

evident in the variation of R(710)/R(570) with [CDOM] for the range of CDOM 

concentrations presented in Figure 5.6, though a pivot point was predicted by the model at 

concentrations above 6 m-1 (data not shown). 

Analysis of the variation of R(7 IO)/R(570) as a function of all three OICs confirmed that 

R(710)/R(570) was relatively independent of [PIG]. The variation of modelled 

R(710)/R(570) with [CDOM] and [MSS] is shown in Figure 5.7 as a function of [PIG]. The 

influence of phytoplankton pigments on the modelled R(710)/R(570) ratio was greatest 

when [CDOM] and [MSS] were both low, and acted to desensitise the modelled 

R(710)/R(570) ratio to small changes in either [CDOM] or [MSS]. The greatest variations in 

modelled R(710)/R(570) were due to changes in [MSS], and occurred when both [ CDOM] 

and [PIG] were at their lowest concentrations. 
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Figure 5.7 - Variation of R(710)/R(570) with [CDOM] (m-1
) and [MSS] (gm-3) for the 

total phytoplankton pigment concentrations of (a) 0 mgm·3, (b) 5 mgm·3, (c) 10 mgm·3, 
(d) 20 mgm·3, (e) 40 mgm·3 and (f) 70 mgm·3• The values of a*Pic(570) and a*l'lc(710) 
were held constant, and modelled using Equation 4.4 for 24/05/04. 
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5.3.2 Colour ratio relationships with [MSS] 

In previous studies, red/green colour ratios have been used to develop algorithms for [MSS] 

in waters which include estuaries (see Chapter 2, section 2.4.2). Figure 5.8 shows the 

variation of modelled R(665)/R(555) with [MSS] in the Conwy Estuary, as a function of 

[CDOM] , [PIG] and time varying a*PIG· Figure 5.8 (a) illustrated that the modelled 

relationship between R(665)/R(555) was a strong function of [CDOM], and displayed an 

alternative view of the pivot point behaviour observed in Figures 5.3 and 5.4, with 

R(665)/R(555) increasing with increasing [MSS] below the pivot point whilst decreasing 

with increasing [MSS] above the pivot point. The modelled R(665)/R(555) was also affected 

by changes in [PIG] (Figure 5.8 (b)) and to a greater extent by temporal changes in a*p1c at 

low [MSS]. The dependency of modelled R(665)/R(555) on [CDOM] and [PIG] suggested 

that this ratio could not be used solely in the Conwy Estuary to predict [MSS] without 

knowledge of the other OIC concentrations. Figure 5.8 (a) and (b) also indicated however, 

that as [MSS] increased, R(665)/R(555) converged to a constant value, and above some 

critical value of [MSS] ceased to respond to further changes in [MSS] , [CDOM] and [PIG]. 

Figure 5.9 shows the variation of modeJled R(665)/R(555) with [CDOM] and [MSS], as a 

function of [PIG]. The modelled R(665)/R(555) was substantially influenced by changes in 

any of the three OICs, at any concentration. Modelled R(665)/R(555) decreased with 

increasing [PIG ], such that the influence of both [CDOM] and [MSS] was reduced at high 

values of [PIG] relative to low values. The greatest variations in modelled R(665)/R(555) 

occurred at low [PIG] and were due to changes in [CDOM] , whilst the greatest variations 

due to [MSS] occurred at low [PIG] and low [CDOM]. 
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Figure 5.8 - Variation of modelled R(665)/R(555) with [MSS] as a function of (a) 
[CDOM] , (b) [PIG], and (c) time varying a * PIG• All points in (a) were modelled with 
[PIG] = 0 and in (b) with [CDOM] = 0. For both (a) and (b), a *P1c(555) and 
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respectively. 
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) for the 

total phytoplankton pigment concentrations of (a) 0 rngrn·3, (b) 5 rngm·3, (c) 10 mgm·3, 
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were held constant, and modelled using Equation 4.4 for 24/05/04. 
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In order to establish if the alternative view of the modelled pivot point observed in Figures 

5.8 and 5.9 was evident in the in-situ data, all PRR-600 radiometer data for which [PIG] 

was < 10 mgm-3 was classified into categories of CDOM concentration. Figure 5.10 shows 

the variation of measured R(665)/R(555) with [MSS] for 4 categories of [CDOM] , along 

with the modelled variation for each category. For the R(665)/R(555) ratio, the in-situ data 

more clearly followed the model behaviour with changes in [CDOM] , and was strongly 

suggestive that the pivot point behaviour observed in the model also occurs in nature , with 

each category of increasing [ CDOM] overlying the previous category in Figure 5.10, and 

with the in-situ data points clustered around their respective model lines. 
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Figure 5.10 - Variation of modelled R(665)/R(555) (lines) and measured 
R(665)/R(555) (symbols) with [MSS] for four categories of [CDOM]. The 
variation of each category was modelled using the mid-category [CDOM] 
with [PIG] set to 2.5, with both a*Pic(SSS) and a*Pic(665) held constant, 
modelled using Equation 4.4 for 24/05/04. 
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5.3.3 Colour ratio relationships with [PIG] 

The modelling results for all colour ratios in Sections 5.3. l and 5.3.2 had shown at least 

some dependency on [PIG], though all were either affected or even dominated by the other 

optically active in-water constituents. Previous studies have used far-red/red colour ratios to 

retrieve phytoplankton pigment concentrations with some success in estuarine waters (see 

Chapter 2, Section 2.4.2). Figure 5.11 shows the variation of modelled R(710)/R(665) with 

[PIG] in the Conwy Estuary, as a function of [CDOM], [MSS] and time varying a*p1c. As 

observed for all other modelled colour ratios, the modelled R(710)/R(665) ratio was a strong 

function of [MSS] and the sensitivity of R(710)/R(665) to small changes in [PIG] decreased 

as [MSS] increased. A pivot point was again predicted by the model , at which the 

R(710)/R(665) ratio was not a function of [MSS], and across which the affect of [MSS] 

changed, increasing the R(710)/R(665) ratio at concentrations less than the pivot point 

[PIG] and decreasing it at concentrations greater than the pivot point [PIG]. The modelling 

results suggested the R(710)/R(665) ratio was only a weak function of [CDOM], with 

deviations from the [CDOM] = 0 line in Figure 5.11 (b) only being appreciable above 2 m·1
• 

The modelled R(710)/R(665) ratio was also affected by seasonal changes in a*p1c, though 

Figure 5.11 (c) suggested that this affect was negligible for typical winter concentrations, at 

[PIG]< 10 mgm·3. 

The variation of modelled R(710)/R(665) with [PIG] and [MSS] is shown in Figure 5.12 as 

a function of [CDOM]. The greatest variation in modelled R(710)/R(665) due to changes in 

[PIG] occuITed at low [MSS] , and the degree of variation remained fairly constant with 

increasing [CDOM], with both the minimum and maximum values of modelled 

R(710)//R(665) increasing with increasing [CDOM]. The relative influence of [CDOM] to 

modelled R(710)/R(665) was low however, in comparison to the level of variation induced 

by changes in either [MSS] or [PIG]. Modelled R(710)/R(665) was dominated by both 

phytoplankton pigments and MSS, with each having its greatest mode of influence on 

modelled R(710)/R(665) when the other was present in low concentrations, and having little 

influence when the other was present in concentrations at the maximum of the range 

modelled. 
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Figure 5.12 - Variation of R(710)/R(665) with [PIG] (mgm·3) and [MSS] (gm.3) for the 
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Equation 4.4 for 24/05/04. 
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5.4 Single band relationships with [MSS] 

In Section 5.3, all modelled colour ratios were found to show considerable variation with 

changes in the concentration of mineral suspended solids, though none of the colour ratios 

analysed were exclusive functions of [MSS] . The specific absorption spectra of both CDOM 

and phytoplankton pigments showed minima at far-red wavelengths however (see Chapter 

4), and suggested that the irradiance reflectance at far-red wavelengths may be dominated 

by the optical properties of both water and MSS. To evaluate the relative affects of both 

CDOM and phytoplankton pigments on reflectances in the far-red, reflectance was modelled 

following Equation 2.16, with the absorption and backscattering coefficients expanded 

following Equation 2.10 such that: 

(5.3) 

where the concentrations of each OIC were as determined from the water bottle samples and 

the specific inherent optical properties were as determined in Chapter 4, with a *cooM(A) 

modelled according to Equation 4.1, a *Mss(A) taken from the results of the multiple 

regression analyses (Chapter 4 Section 4.3.4), a*p1c(lt) modelled according to Equation 

4.4, and bb *Mss(J) taken from the results of the linear regression analyses (Chapter 4 Section 

4.4.1). Values for the absorption and backscattering coefficients of water were taken from 

Pope and Fry (1997) and Smith and Baker (1981) respectively. C was calculated fo llowing 

Equation 2. 18, with ;..10 calculated following the procedure outlined in Chapter 3 (Section 

3.5.7). 

A comparison between the modelled and measured reflectance at 7 10 nm is presented in 

Figure 5.13 . The range of [CDOM] , [MSS] and [PIG] for the modelled values was 0.6 - 4.3 

m-1
, 2.5 - 140 gm-3 and 0.7 - 9.3 mgm-3 respectively. Overall, the modelled values in Figure 

5.13 showed good agreement with the measured irradiance reflectance, and were scattered 

around the theoretical 1: l line. The RMS difference between modelled and measured 

reflectance at 710 nm was 0.015. Regression analysis confirmed that the relationship 

between modelled and measured reflectance at 7 10 nm was described by a linear fit, and 

with the regression forced through the origin, the slope of the regression was 0.890 with the 

standard error of the slope being 0.035 (p = 0.000, n = 35). 
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Figure 5.14 shows the variation of R(710) with [MSS] , as a function of [CDOM] and [PIG] . 

The effect of phytoplankton pigments was modelled using a summer time modelled a*p1c. 

Whilst a*P!c was larger during winter months, concentrations of a*p1c were not observed to 

exceed 10 mgm-3 in winter months, and the scenario depicted in Figure 5.14 represents the 

greatest mode of influence of [PIG]. T he modelled relationship between R(710) and [MSS] 

foJlowed a power law fu nction, and was only weakly affected by both [CDOM] and [PIG]. 

As the variations induced in R(7 10) by changes in [CD OM] and [PIG] at low and 

intermediate concentrations were exceptionally small, Figure 5.14 only shows the affect of 

both [ CDOM] and [PIG] at the corresponding maximum model adopted concentrations, to 

aid visual clarity. The effect of both increased [CDOM] and [PI G] was to reduce the 

modelled R(710). As can be seen in Figure 5 .14, the sensitivity of R(710) to changes in 

[MSS] varied across the modelled range of [MSS], with R(710) most sensitive to changes in 

[MSS] below~ 50 gm-3. Whilst R(710) was only weakly influenced by [CDOM] and [PIG] 

when considered separately, the combined affect was not discernable in Figure 5.14. Hence, 

Figure 5.15 shows the variation of R(7 10) with [MSS] in the presence of maximum 

concentrations of both [CDOM] and [PIG]. Even when both CDOM and phytoplankton 

pigments were present in their maximum concentrations, the modelled R(7 10) was still 

dominated by MSS, and deviations of modelled reflectance from the [CD OM] = [PIG] = 0 

scenario did not exceed 0.009. It should be noted that the maximum observed concentrations 

of both CDOM and phytoplankton pigments were never observed in conjunction during the 

study period, and hence Figure 5.15 may represent a worst case and rare scenario. 
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5.5 Discussion 

5.5.1 Forward modelled colour ratios 

The majority of modelled colour ratios were in good agreement with values measured using 

in-situ radiometers, though a number of outliers existed which were underestimated relative 

to the measured colour ratios. When modelled colour ratios were compared to those 

measured using the PRR-600, the number of outliers increased as the second wavelength in 

the colour ratios decreased further into the blue part of the spectrum. This trend was 

consistent with the problem of obtaining accurate reflectances in the presence of high 

upwelling attenuations as reported in Chapter 3 (Section 3.5.5), since attenuation spectra in 

the Conwy typically showed an increase from green to blue wavelengths. An assessment of 

the performance of the absorption model for the outliers showed excellent agreement 

between the model and laboratory measured values (Figure 5.2), and the colour ratio outliers 

were attributed to larger experimental errors in the measurements of irradiance reflectance 

in the blue. The presence of the outliers could also have been explained by a breakdown in 

the assumption that the ratio of total backscattering coefficients at two different wavelengths 

could simply be set equal to 1 in Equation 5.2. However, the close agreement between the 

modelled and measured colour ratios for the vast majority of samples suggested that in the 

Conwy Estuary this assumption was valid, though it is acknowledged that this may not 

always be the case. In particular, for inorganic particles with the specific backscattering 

properties reported in Chapter 4, this assumption would break down for red/blue 

backscattering ratios when the concentration of MSS falls below 0.75 gm-3, suggesting this 

assumption may not hold as robustly for shelf sea or open ocean waters, where mineral 

suspended solid concentrations below this threshold are frequently observed (e.g. Babin et 

al, 2003). 

The success of the colour ratio model predictions also suggested that the specific absorption 

coefficients of the three dominant OICs showed little spatial or temporal variability above or 

beyond that already outlined in Chapter 4, since colour ratios were successfully modelled 

for samples collected from multiple locations within the Conwy Estuary and over a two year 

period. The successful modelling of the colour ratios, in conjunction with the successful 

modelling of total absorption ratios for the colour ratio outliers (Figure 5.2), suggested that 

exclusion of organic detritus from the irradiance reflectance model was acceptable, and did 

not introduce any biasing or significant source of error in the model of water colour 

presented in Equation 5.2. 
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5.5.2 Modelled relationships between colour ratios and OICs 

Relationships between red/blue colour ratios and CDOM have been previously reported for 

numerous regions of freshwater influence, including the Conwy Estuary, though no previous 

study has attempted to quantify the variability induced in these relationships by both 

inorganic and biological suspended particles, either as a function of concentration, or 

variable specific absorption. Modelling by Bowers et al (2004) addressed the influence of 

changes in the concentration of MSS upon the relationship between a red/blue colour ratio 

and CDOM, and despite the different specific inherent optical properties used, and a minor 

difference in the wavelengths of the red/blue colour ratio used, the results of this study are 

broadly in agreement with those of Bowers et al (2004), both qualitatively and 

quantitatively. Specifically however, the modelling results presented in this study differ 

from those reported by Bowers et al (2004) in two significant ways. Firstly, Bowers et al 

(2004) assumed absorption by CDOM in the red was negligible, which led to their 

relationship between the red/blue colour ratio and [CDOM] being linear (see Figure 5.3 (a)), 

with the slope and intercept of their re lationship controlled by the concentration of MSS. In 

this study, absorption by CDOM in the red, whilst low, was found to be significant, 

particularly when CDOM concentration rose above 2 m-1
• Inclusion of this term in the 

model caused significant curvature in the relationship between the red/blue colour ratio and 

[ CDOMJ over the range of CDOM concentrations modelled, suggesting that the linear 

model proposed by Bowers et al (2004) may have overestimated the red/blue colour ratio at 

CDOM concentrations above 2 m-1 (as shown in Figure 5.3 (a)). Secondly, Bowers et al 

(2004) observed only low concentrations of phytoplankton pigments in the lower reaches of 

the Conwy Estuary, and consequently concluded particle absorption was dominated by 

MSS. In this study however, concentrations of phytoplankton pigments were found to be 

much higher in the upper reaches of the Conwy Estuary, particularly during summer 

months, and phytoplankton pigments were found to significantly contribute to particle 

absorption. Inclusion of absorption by phytoplankton pigments in the model of water colour 

presented here showed two effects, with increases in phytoplankton pigment concentration 

desensitising the red/blue colour ratio to changes in [CDOM], and with seasonal changes in 

the specific phytoplankton pigment absorption coefficient decreasing the red/blue colour 

ratio from winter to summer, for any given combination of [CDOM], [MSS] and [PIG] . It 

can be concluded therefore, that for the red/blue colour ratio to be a useful predictor of 

CDOM concentration in the Conwy Estuary, knowledge of the concentrations of both MSS 
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and phytoplankton pigments are a prerequisite, along with a reasonable estimate of the 

specific phytoplankton pigment absorption coefficient, seasonal variations of which can 

alone generate changes in the red/blue colour ratio by up to a factor of three. 

Due to the strong influence of phytoplankton pigments on the relationship between the 

red/blue colour ratio and [CDOM], an alternative relationship between a far-red/green 

colour ratio and [CDOM] was explored in this study, and perhaps for the first time. In 

previous studies, both near-infrared/green and red/green colour ratios have been more 

usually related to the concentrations of various fractions of suspended particulate matter, 

and often via empirical algorithms (Doxaran et al, 2005; Robinson et al, 1998). The 

modelling results presented here, however, for both far-red/green and red/green colour 

ratios, show that whilst specific absorption by CDOM at green wavelengths may be low, it 

is sufficiently high to affect both of these colour ratios in the Conwy Estuary, particularly 

when MSS concentrations are below 100 gm·3. Whilst the influence of CDOM relative to 

MSS on any given colour ratio in any given estuary will depend upon the specific inherent 

optical properties of that estuary, the implication of the modelling results presented here is 

that the optical affects of CDOM must be taken into account if accurate estimates of low 

suspended particulate matter concentrations are to be retrieved from near-infrared/green, 

far-red/green, or red/green colour ratios. 

In addition to being strongly influenced by CDOM, and phytoplankton pigments, the 

red/green colour ratio modelled in this study showed a convergent tendency with increasing 

MSS concentration, and was relatively insensitive to changes in MSS concentration above~ 

50 gm·3 (Figure 5.8). This suggests that algorithms relating red/green colour ratios to 

suspended particulate matter concentrations may have limited operational ranges, or, in the 

presence of even small measurement uncertainties, have a limited resolution. 

The pivot point in the modelled relationship between the red/blue colour ratio and [CDOM] 

was not apparent in a sub-set of the in-situ radiometer data, classified into categories of 

MSS concentration. Experimental errors in the measured irradiance reflectances were likely 

to at least contribute to the obscuring of the pivot point in the in-situ dataset presented in 

Figure 5.5. The modelling results presented in Section 5.3. l however suggest a number of 

reasons why it would be difficult to see the pivot point in the red/blue colour ratio, even in 

an in-situ dataset entirely free from measurement uncertainties. The concentration of 

CDOM at which the pivot point occurs changes with the phytoplankton pigment 

concentration, with the pivot point [CDOM] increasing with increasing [PIG] (Figure 5.4). 

Even if only a single class of phytoplankton pigment concentration was considered, as in 
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Figure 5.5, the large variability induced in the modelled red/blue colour ratio by changes in 

the specific phytoplankton pigment absorption coefficient would act to smear out the pivot 

point for any in-situ dataset collected over multiple seasons. The alternative view of the 

pivot point behaviour, as seen in the modelled relationship between the red/green colour 

ratio and [MSS] , was more clearly supported by a sub-set of the in-situ radiometer data 

classified into categories of CDOM concentration. The greater degree to which the in-situ 

data more clearly reproduced the modelled pivot point behaviour in the R(665)/R(555) 

colour ratio compared to the R(665)/R(490) colour ratio can be explained by two reasons. 

Firstly, the experimental errors in the green were likely smaller than those in the blue, as 

explained above, and hence the measured R(665)/R(555) colour ratio values were more 

accurate than the measured R(665)/R(490) colour ratio values. Secondly, the R(665)/R(555) 

colour ratio was affected by phytoplankton pigments to a lesser degree than the 

R(665)/R(490) colour ratio, since the specific phytoplankton pigment absorption spectra 

showed a clear minimum in the green. Hence, the CDOM concentration for which the 

R(665)/R(555) pivot point occurred was more constant throughout the in-situ dataset, 

compared to the CDOM concentration for which the R(665)/R(490) pivot point occurred. 

The modelled relationship between a far-red/red colour ratio and total phytoplankton 

pigment concentration in the Conwy Estuary was relatively independent of changes in 

CDOM concentration, though showed marked variation with changes in the concentration 

of MSS (Figure 5.12). Increasing concentrations of MSS desensitised the relationship to 

changes in [PIG] to such an extent, that at the highest extreme of MSS concentrations 

modelled (200 gm-3), the R(710)/R(665) colour ratio exhibited almost constant behaviour 

across the entire model adopted range of pigment concentrations (Figure 5.11 (b)). In 

previous studies relating far-red/red colour ratios to pigment concentrations, absorption at 

red and far-red wavelengths by dissolved and suspended substances other than water and 

chlorophyll a have been assumed to be negligible (Gons, 1999; Gons et al, 2000; Gons et al, 

2002). The results of this study however, show that this assumption is invalid at least in the 

Conwy Estuary, with the significant influence of mineral suspended solids on the modelled 

R(710)/R(665) colour ratio being due to the significant contribution by MSS to total 

absorption in the far-red. It is likely that the neglection of absorption by non pigmented (or 

non-algal) particles in the red and far-red by Gons et al (2000 and 2002), accounts for at 

least some of the increasing disagreement between their observed and predicted pigment 

concentrations at lower values, where the contribution to total absorption by non-algal 

particles (such as mineral suspended solids) would be expected to be greatest. 
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5.5.3 Modelled relationship between water brightness and [MSS] 

The strong relationship between modelJed irradiance reflectance in the far-red and MSS 

concentration is consistent with results reported elsewhere, although most previous studies 

encompass a much smaller range of MSS concentration then the range modelled here (e.g. 

Ammenberg et al, 2002; Kallio et al, 2001). In the nearby Irish Sea, Binding et al (2005) 

observed that the correlation between single band reflectances and MSS concentration 

increased with increasing wavelength, with reflectance in their reddest band (665 nm) being 

most closely related to MSS concentration. The algorithm formulated by Binding et al 

(2005) between R(665) and [MSS] might not hold in the presence of large phytoplankton 

pigment concentrations however, such as those observed in the Conwy Estuary, since at 

such large concentrations absorption by phytoplankton pigments would significantly 

contribute to R(665). In this study, it was hoped that by shifting the single band further into 

the red, the affects of phytoplankton pigment absorption could be reduced, or eliminated 

altogether. The single band considered here appears to be ideal, since the affects of both 

CDOM and pigment absorption have been shown to have only a minor affect on R(710), 

and since the absorption by water, which is known to increase with increasing wavelength, 

and which may act to desensitise a given single band relationship with [MSS], is still 

tolerably small. Care is required in interpreting modelling results however, in terms of their 

applicability in the real physical world, and it is acknowledged that other factors may 

influence measured irradiance reflectances which have not been incorporated in to the 

model presented in Equation 5.3, such as particle size, shape, refractive index and 

phytoplankton fluorescence. Whilst phytoplankton fluorescence spectra were not obtained 

in the Conwy Estuary, previous studies have found chlorophyll fluorescence peaks at 685 

nm (see Gower et al, 1999), and Han (1997) found no affect of phytoplankton pigments on 

relationships between suspended inorganic sediment concentration and reflectance at 

wavelengths above 700 nm. In addition, a comparison between modelled and measured 

R(710) showed good agreement over a large range of MSS concentrations (Figure 5.13), 

suggesting that to a first approximation in the Conwy Estuary, changes in particle size, 

shape or refractive index may have an insignificant affect on R(710), relative to changes in 

MSS concentration. 

The strength of the relationship between R(710) and MSS concentration, along with the 

modelling results from Sections 5.3 suggest CDOM concentration may be retrievable from 

water colour following a three stage procedure: 
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1) Obtain the [MSS] from R(710), using Equation 5.3, with acooM(710) and aPJc(710) 

both set to zero. 

2) Obtain the [PIG] from R(710)/R(665), using Equation 5.2, with acooM(665) and 

acooMO10) set to zero, and with aMss(665) and aMss(710) calculated using the [MSS] 

obtained from (1) above. 

3) Obtain the [CDOM] from R(665)/R(490), using Equation 5.2, with aMss(490) and 

aMss(665) calculated using the [MSS] obtained from (1) above, and aPJc(490) and 

ap1c(665) calculated using the [PIG] obtained from (2) above. 

In the absence of significant phytoplankton pigment concentrations, such as in winter, it 

may also be possible to use a simpler 2 stage inversion procedure: 

1) Obtain the [MSS] from R(710), using Equation 5.3, with acooM(710) and ap1c(710) 

both set to zero. 

2) Obtain the [CDOM] from R(710)/R(570), using Equation 5.2, with acooM(7 10), 

aPJc(570) and ap,c(710) set to zero, and with aMss(570) and aMss(710) calculated 

using the [MSS] obtained from (1) above. 

The modelling results also suggest however, that in the absence of irradiance reflectance 

measurements in the far-red, any inversion technique applied would have to overcome or 

compensate for the effects of multiple variables in all visible reflectances and reflectance 

ratios. 
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Chapter 6 - Inversion of in-situ water colour 

6.1 Synopsis 

In this chapter, the optical theory tested in Chapter 5 is utilised to formulate three 

experimental water colour inversion techniques, from which the concentrations of the OICs 

are predicted. The chapter begins by establishing the level of accuracy of predicted CDOM 

concentrations that is required to enable the prediction of useful sea surface salinities. The 

inversion techniques described are tested using two datasets of in-situ water colour 

measurements, and the effects of water colour measurement errors on the inversion 

techniques are evaluated using synthetic data. The results of this chapter demonstrate how 

the accuracy of inversion predictions are constrained by measurement uncertainties, and in 

addition, the results partially satisfy study objective 4 - with the successful retrieval of MSS 

concentrations from water colour measurements. The results from the inversion of the 

remote sensed water colour measurements are presented in Chapter 7. 

6.2 Relationships between [CDOM] and Salinity in the Conwy Estuary 

6.2.1 An assessment of the required accuracy of predicted CDOM 

concentrations for the purpose of remote sensing salinity 

In order to evaluate the success or failure of any water colour inversion procedure tested, it 

was considered important to first quantify the accuracy of predicted CDOM concentrations 

required to produce useful estimates of sea smface salinity in the Conwy Estuary. Whilst the 

required accuracy of predicted salinities would be dependent upon their intended 

application, sensible minimum boundaries could be placed upon the required accuracies of 

predicted salinities from the range of sea surface salinities observed to occur in the Conwy 

Estuary. In this study, sea surface salinity was observed to range from 0.0 - 33.1 PSU, with 

the maximum salinity occurring in summer at the mouth of the Conwy Estuary (23/06/2005, 

Conwy Pier). Hence, a sensible minimum accuracy of predicted salinities, for predicted 

salinities to be considered useful, could reasonably be defined as being one which enabled 

fresh water (0 PSU) to be distinguishable from brackish water (i.e. waters with salinities 

around 16 PSU), and brackish water to be distinguishable from salt water (33 PSU). This 

could be achieved if predicted salinities were accurate to ~ 12.5 % of the full range of sea 

surface salinities observed to occur, being approximately± 4.0 PSU for the Conwy Estuary. 

159 



Chapter 6 - Inversion of in-situ water colour 

With the required minimum accuracy of predicted salinities established, the accuracy of sea 

surface salinities derivable from CDOM-Salinity relationships was subsequently assessed. 

Coincident measurements of [ CDOM] and salinity were obtained in the Conwy Estuary 

during 19 individual surveys, and following previous studies (see Chapter 2, Section 

2.3.1.6), relationships between [CDOM] and salinity were sought via linear regression. A 

summary of the resulting regression statistics is provided in Table 6.1. 

Sea Surface Salinity = (ax [CDOM]) + fJ 

Survey Date a ± S.E. P± S.E. Rz (%) p n 

29/10/2003 -16.276 ± 0.592 36.071 ± 0.704 99.1 0.000 9 

23/01/2004 -18.964 ± 0.269 36.273 ± 0.207 99.9 0.000 8 

29/01/2004 -27.785 ± 0.468 37.815 ± 0.249 99.8 0.000 8 

05/02/2004 -14.358 ± 1.443 42.986 ± 3.490 93.4 0.000 9 

04/03/2004 -38.374 ± 0.963 38.813 ± 0.333 99.6 0.000 8 

01/04/2004 -27.442 ± 1.096 36.333 ± 0.348 98.9 0.000 9 

23/04/2004 -19.115 ±0.298 36.109 ± 0.206 99.8 0.000 9 

24/05/2004 -34.483 ± 1.459 43.493 ± 1.123 97.6 0.000 16 

03/08/2004 -15.890 ± 0.366 37.805 ± 0.477 99.7 0.000 7 

01/09/2004 -8.007 ± 0.152 34.338 ± 0.270 99.5 0.000 15 

15/09/2004 -6.999 ± 0.105 34.073 ± 0.092 99.9 0.000 8 

24/09/2004 -5.998 ± 0.639 32.062 ± 3.006 97.8 0.011 4 

04/11/2004 -18.190 ± 0.641 35.103 ± 0.614 99.1 0.000 9 

17/05/2005 -28.201 ± 2.094 43.617 ± 1.715 95.8 0.000 10 

23/06/2005 -17.920 ± 0.154 39.078 ± 0.201 99.9 0.000 18 

25/08/2005 -6.613 ± 0.235 30.049 ± 0.621 99.5 0.000 6 

21/11/2005 -23.693 ± 0.567 36.978 ± 0.731 99.7 0.000 7 

17/01/2006 -15.005 ± 0.656 34.347 ± 1.259 99.1 0.000 7 

30/01/2006 -28.942 ± 0.391 36.007 ± 0.364 99.8 0.000 12 

Table 6.1 - Summary of regression statistics describing the relationships 
between observed CDOM concentrations and observed salinities for 19 
surveys in the Conwy Estuary. 
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To analyse the inherent accuracy of the relationships presented in Table 6.1, each 

relationship was used to calculate sea surface salinities for the observed CDOM 

concentrations from which it was derived, and the predicted salinities then compared to the 

measured salinities (see Table 6.2). To evaluate the effect of inaccuracies in CDOM 

concentration on the accuracy of predicted salinities, the observed CDOM concentrations 

for each survey were then randomly perturbed by± 0.1, 0.2, 0.3, 0.4 and 0.6 m-1
, and the 

perturbed CDOM concentrations then used to predict salinity from the appropriate 

relationship. The RMS difference between the observed and predicted salinities, using the 

perturbed CDOM concentrations, are presented in Table 6.2 for each survey, and for each 

level of perturbation. (It should be noted, that by constraining the perturbations to randomly 

either +n or -n, the resulting perturbed CDOM concentrations have by definition an RMS 

error of n, relative to the unperturbed CDOM concentrations. Thus, CDOM concentrations 

randomly perturbed by± 0.1 m-1 had an RMS error of 0.1 m-1 about the unperturbed CDOM 

concentrations, and so on for all levels of perturbation employed.) Table 6.2 shows that even 

for CDOM concentrations containing no errors relative to the in-situ samples, the inherent 

accuracy of the CDOM-Salinity relationships ranged from 0.1 - 2.9 PSU. For predicted 

salinities to always be within ± 4.0 PSU of the observed values, Table 6.2 suggested that 

predicted CDOM concentrations were required to within ± 0.1 m-1 of the observed values. 

For predicted salinities to be only on average within ± 4.0 PSU of the observed values 

however, predicted CDOM concentrations were required to within± 0.2 m-1 of the observed 

values. Hence, for any water colour inversion procedure to be considered a success when 

applied in the Conwy Estuary, it would have to yield predicted CDOM concentrations to 

within at least± 0.2 m-1
• 
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RMS difference (PSU) for CDOM concentrations perturbed by: 

Survey 0.0 m·1 (Unperturbed) ± 0.1 m·l ± 0.2 m·l ± 0.3 m·l ± 0.4 m·l ± 0.6 m·l 

29/10/2003 2.9 3.4 4.6 5.5 5.5 11.4 

23/01/2004 1.2 1.9 3.5 6.1 7.9 12.0 

29/01/2004 0.3 2.9 5.5 8.5 11.3 16.7 

05/02/2004 0.9 1.7 3.4 4.1 6.1 9.2 

04/03/2004 0.2 3.7 7.6 11.4 15.3 23. l 

01/04/2004 0.2 2.7 5.5 8.2 11. l 16.5 

23/04/2004 0.3 2.0 3.9 5.9 7.7 11.6 

24/05/2004 1.7 3.8 6.6 10.0 14.1 21.7 

03/08/2004 0.4 1.7 3.2 4.7 6.1 9.7 

01/09/2004 0.6 1.0 1.8 2.5 2.9 5.0 

15/09/2004 0.1 0.7 1.4 2.1 2.8 4.2 

24/09/2004 0.2 0.7 1.2 1.6 2.4 3.6 

04/11/2004 0.3 1.8 3.6 S.6 7.4 11.0 

17/05/2005 0.4 2.5 5.6 8.5 11.4 17.2 

23/06/200S 0.5 2.1 3.4 5.4 7.2 10.9 

25/08/2005 0.4 0.8 1.4 1.8 2.5 4.0 

21/11/2005 0.2 2.4 4.7 7.2 9.6 14.4 

17/01/2006 0.8 2.0 2.3 5.1 5.8 9.S 

30/01/2006 0.3 2.9 5.8 8.8 11.5 17.4 

Average 0.6 2.1 3.9 5.9 7.8 12.1 

Table 6.2 - RMS difference between observed salinities and those predicted using each 
relationship presented in Table 6.1 applied to the CDOM concentrations from which 
the relationship was derived, and for five levels of perturbation of the CDOM 
concentrations. 
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6.2.2 Variability of CDOM-Salinity relationships 

The regression slope of the CDOM-Salinity relationships showed considerable variability 

between surveys (see Table 6.1), and previous studies have reported that variation in the 

CDOM-Salinity relationship slope are due to variations in the concentration of CDOM in 

the source river (Bowers et al, 2004). Whilst the concentration of CDOM in the source river 

was not determined for the majority of surveys presented in Table 6.1, it was considered that 

CDOM concentrations from water samples with salinities < 4 PSU, may constitute a 

representative proxy of the source river CDOM concentration, since [CDOM] could be 

reasonably expected to change only slightly, and proportionally, across the salt water/fresh 

water interface. 

To test this hypothesis, CDOM concentrations from samples with salinities < 4 PSU were 

compared to the theoretical Zero-Salinity [CDOM] (see Figure 6.1). The Zero-Salinity 

[CDOM] was calculated for each survey from the CDOM-Salinity relationship, by setting 

the salinity equal to 0 and rearranging the regression equation. Figure 6.1 shows the low 

salinity CDOM concentrations were in good agreement with the theoretical Zero-Salinity 

CDOM concentrations, with values on or close to the theoretical 1: 1 line. 

Consequently, CDOM concentrations determined from water samples with salinities < 4 

PSU were used as a proxy for the CDOM concentrations in the source river, to enable the 

variability of the magnitude of the CDOM-Salinity regression slope with source [CDOM] to 

be inferred. Figure 6.2 presents the variation of the magnitude of the regression slope with 

the low salinity [CDOM] for 9 surveys, and shows that the magnitude of the regression 

slope displayed a power law relationship with the CDOM concentrations determined in 

waters with salinities of< 4 PSU. 

The regression intercept in the relationships between CDOM and Salinity also showed 

substantial variation between surveys (see Table 6.1). The regression intercept was therefore 

also compared to the low salinity ( < 4 PSU) CDOM concentrations, though it showed no 

clear relationship (see Figure 6.3). A linear regression between the CDOM-Salinity 

regression intercept and the low salinity CDOM concentrations had a slope that was 

statistically not significantly different from Oat the 95 % confidence level (see Table 6.3). 
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Figure 6.1 - Comparison of measured [CDOM] determined from low 
salinity ( < 4 PSU) water samples, with the theoretical Zero-Salinity 
CDOM concentrations for 9 surveys. The dashed line shows the 
theoretical 1:1 line. 
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Figure 6.2 - Variation of the magnitude of the CDOM-Salinity 
relationship Regression Slope (solid triangles) with the concentration 
of CDOM at salinities less than 4 PSU, for 9 surveys presented in 
Table 6.1. The dashed line shows a power law regression fit, along 
with the regression equation and R2 value. The salinity for each data 
point is also shown (open squares). 
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Figure 6.3 - Variation of CDOM-Salinity relationship Regression 
Intercept with the concentration of CDOM at salinities less than 4 
PSU, for the same 9 surveys presented in Figure 6.2. The dashed 
line shows the linear regression fit described in Table 6.3. 

CDOM-Salinity Regression Intercept= o. x [CDOM] + /3 

o. ± S.E. 1.592 ± 1.000 

o. 95 % confidence interval -3.957 to 0.773 

/3 ± S.E. 40.820 ± 2.701 

/3 95 % confidence interval 34.434 to 47.207 

RL (%) 26.6 

p 0.155 

n 9 

Table 6.3 - Summary of regression statistics describing 
the regression analysis between the CDOM-Salinity 
Regression Intercept and the concentration of CDOM 
derived from water samples with salinities < 4 PSU, for 
the same 9 surveys as presented in Figure 6.3. 
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6.3 Inversion of water colour measured by the PRR-600 radiometer 

The modelling results presented in Chapter 5 suggested that in the Conwy Estuary, a three 

stage procedure may enable the retrieval of OIC concentrations from water colour, where 

simultaneous measurements of irradiance reflectance at 710, 665 and 490 nm exist. The 

wavebands for the PRR-600 radiometer were fixed however, and did not include a channel 

in the far-red (see Chapter 3, Section 3.5.1). The three stage procedure could therefore not 

be applied to the PRR-600 in-situ radiometer dataset, and consequently alternative inversion 

techniques were explored. 

6.3.1 Application of a Two Colour Ratio Simultaneous Equation 

Inversion technique 

6.3.1.1 Predicted [CDOM] and [MSS] 

Bowers et al (2004) described a simultaneous equation inversion technique for which two 

colour ratios (R(670)/R(570) and R(670)/R(490)) were solved simultaneously to obtain 

estimates of both [ CDOM] and [MSS]. The RMS difference between the predicted and 

observed CDOM concentrations in the study of Bowers et al (2004) was 0.27 m-1
, which 

was close to the value of the required accuracy of predicted CDOM concentrations needed 

for predicting useful sea surface salinities according to Table 6.2 (0.2 m-1
, see Section 

6.2.1). Hence, the Two Colour Ratio Simultaneous Equation Inversion was applied to the 

R(665)/R(555) and R(665)/R(490) colour ratios determined from the PRR-600 radiometer 

measurements obtained in this study, following the inversion model of Bowers et al (2004) 

described by Equations 6.1 and 6.2: 

[CDOM] = (law (A,)+ a~ss (/41 )[MSS]~(A, ) / R(/42 ) )- law (/42 ) + a~ss (,1,2 ) J (6.1) 

aCDOM (/42) 

[MSS] = [aw (/41 )R(Ai}I R(~)J-.law (~) + a~DOM (~)[CDOMJ] (6.2) 

[aMss (~) - aMss (A, )R(A,) IR(~)] 

where A. 1, ,h, and A.3 were 665, 490 and 555 nm respectively. In this study, a*cooM(A) was 

modelled according to Equation 4.1 and a*Mss(A) were taken from the results of the multiple 

regression analyses (Chapter 4, Section 4.3.4). Thus, Equation 6.2 was substituted into 
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Equation 6.1, enabling the prediction of [ CDOM] from the measured colour ratios. The 

predicted [CDOM] was then substituted back into Equation 6.2 to predict [MSS]. 

Figure 6.4 presents a comparison between the observed CDOM and MSS concentrations 

and those predicted via the Two Colour Ratio Simultaneous Equation Inversion technique, 

for 125 PRR-600 profiles for which simultaneous irradiance reflectances at 490, 555 and 

665 nm were obtained. 
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Figure 6.4 - Comparison between measured and predicted values of (a) 
[CDOM] and (b) [MSS], derived from the Two Colour Ratio 
Simultaneous Equation Inversion technique. An extreme predicted value 
of [MSS] of -4012.3 has been excluded from (b), to enable the 
distribution of predicted [MSS] at lower values to be more clearly 
discerned. The dashed line in each plot shows the theoretical 1:1 line. 
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The range of OIC concentrations for the 125 profiles was: 0.101 - 5.333 m-1 for [CDOM] , 

1.7 - 114.5 gm-3 for [MSS] and 0.6 - 38. 1 mgm-3 for [PIG]. Whilst many predicted CDOM 

concentrations lay close to the theoretical 1: l line, Figure 6.4 (a) showed significant 

disagreement between numerous observed and predicted values existed, particularly (though 

not exclusively) for [CDOM] of 3 m-1 and above. Predicted MSS concentrations showed 

even greater disagreement with the observed values, with numerous physically impossible 

negative concentrations predicted. These included a singular extreme value of -4012.3 gm-3, 

which is not shown in Figure 6.4 (b) in order to enable the distribution of predicted [MSS] at 

lower values to be more clearly presented. The RMS differences between the observed and 

predicted values for [CDOM] and [MSS] were 0.649 m-1 and 361.2 gm-3 respectively. 

Predicted CDOM concentrations were also compared to the observed values via linear 

regression analysis, and a summary of the resulting regression statistics is provided in Table 

6.4. Statistically, the slope and constant for the regression were significantly different from 

1 and O respectively, at the 95 % confidence interval. 

[CDOM](Predicted) = ax [CDOM](Observed) + /J 

a ±S.E. 0.570 ± 0.025 

a 95 % confidence interval 0.520 to 0.620 

fJ ± S.E. 0.446 ± 0.046 

fJ 95 % confidence interval 0.354 to 0.538 

RL (%) 80.6 

p 0.000 

n 125 

Table 6.4 - Summary of regression statistics 
describing the regression analysis between 
observed CDOM concentrations and those 
predicted using Equations 6.1 and 6.2. 

6.3.1.2 Predicted sea surface salinities 

The relationships between [CDOM] and salinity were known for 44 of the 125 profiles 

inverted in Figure 6.4. The RMS difference between the observed and predicted [CDOM] 

for the 44 profile subset was 0.439 m-1
, being lower then the RMS difference for all 125 

profiles (0.649 nf 1
) as many of the worst predicted CDOM concentrations were not present 

in the 44 profile subset. The CDOM-Salinity relationships reported in Table 6.1 could 
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theoretically predict negative salinities, and this would occur where CDOM concentrations 

were greater than the Zero-Salinity [CDOM] . Hence, as negative salinities were a purely 

mathematical consequence, and are physically impossible, and as CDOM concentrations 

greater than the Zero-Salinity [CDOM] naturally occur up-river of the saltwater/freshwater 

interface (Evans, 2004 ), all predicted salinities for which the predicted [ CDOM] was greater 

than the Zero-Salinity [CDOM] were set to O PSU. All salinities for which the predicted 

[CDOM] was less than or equal to the Zero-Salinity [CDOM] were calculated using the 

appropriate CDOM-Salinity relationship. A comparison between observed and predicted 

salinities for the 44 profile subset is presented in Figure 6.5, which shows many of the 

predicted salinities were close to the theoretical l : l line. Predicted salinities were also 

compared to the observed salinities via regression analysis, and a summary of the regression 

statistics is presented in Table 6.5. Statistically, the slope and intercept of the regression 

were significantly different from 1 and O respectively, at the 95 % confidence interval. The 

RMS difference between the observed and predicted salinities for the 44 profile subset was 

7.2 PSU. This value compared well to the expected RMS value between observed and 

predicted salinities given by Table 6.2, which predicted an RMS of 7.8 PSU for CDOM 

concentrations that were within± 0.4 m-1
• 
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Figure 6.5 - Comparison between observed salinities and 
those predicted from the CDOM-Salinity relationships 
applied to the [CDOM] predicted by the Two Colour Ratio 
Simultaneous Equation Inversion technique. 
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Salinity(Predicted) = a x Salinity(Observed) + /J 

o.. ±S.E. 0.402 ± 0.086 

a. 95 % confidence interval 0.228 to 0.576 

fJ ± S.E. 12.030 ± 1.921 

fJ 95 % confidence interval 8.160 to 15.904 

RL (%) 33.5 

p 0.000 

n 44 

Table 6.5 - Summary of regression statistics 
describing the regression analysis between 
observed sea surface salinities and those predicted 
from the CDOM-Salinity relationships applied to 
the [CDOM] predicted by the Two Colour Ratio 
Simultaneous Equation Inversion technique. 
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6.3.2 Application of a Three Colour Ratio Simultaneous Equation 

Inversion technique 

It was considered that the discrepancies between the observed and predicted OIC 

concentrations obtained from the Two Colour Ratio Simultaneous Equation Inversion 

technique (Section 6.3.1.1) could have been attributable to the effects of phytoplankton 

pigments, which were not included in the Two Colour Ratio Simultaneous Inversion 

technique, and which were found to significantly affect the modelled colour ratios 

R(665)/R( 490) and R(665)/R(555) in Chapter 5 (see Sections 5.3.1 and 5.3.2). In addition, 

the absorption by CDOM in the red (670 nm) was excluded in the inversion model of 

Bowers et al (2004), under the assumption that it was negligible. In this study however, 

absorption by CDOM at red wavelengths (665 nm), whilst small, was found to significantly 

affect modelled colour ratios, particularJy at CDOM concentrations above 2 m-1 (see 

Chapter 5, Figure 5.3 (a)) . Hence, the simultaneous equation technique of Bowers et al 

(2004) was adapted to the water colour model presented in Equation 5.2, and then extended 

to include a third colour ratio, to enable a simultaneous equation inversion yielding 

[CDOM] , [MSS] and [PIG]. Briefly, Equation 5.2 was rearranged for three different colour 

ratios, such that: 

[CDOM] = ([aw (Ai)+ a:1ss (Ai )[MSS] + a;,c(~ )[P/G]V?(Ai} I R(A.z) )-[aw (A.z) + a:1ss (A.z)[MSS] + a;IG(A-z)[PIG]] 

[acooM (A.z )-ClcooM (Ai )R(Ai) I R(A.z )] 

(6.3) 

(6.4) 

(6.5) 

where all terms are as defined in Equation 5.2, with 21, 22, ).3 and ).4 set to 665,490, 555 and 

510 nm respectively. Equation 6.4 was then substituted into Equation 6.3, and rearranged to 

produce Equation 6.6: 
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(6.6) 

where the terms t 1, t2 and t3 contained the algebraic assimilation of the specific absorption 

and colour ratio values at wavelengths ,,l1, ,,l2 and ,,l3• Equation 6.4 was also substituted into 

Equation 6.5 and rearranged to produce Equation 6.7: 

[PIG]= [t4 (A, ,A:J, A4)x [CDOM]]+t5 (,,t, ,A:J ,A4) 
t6(A, ,A:J,A-4) 

(6.7) 

where the terms t4 , t5 and t6 contained the algebraic assimilation of the specific absorption 

and colour ratio values at wavelengths ,,l1, ,,l3 and ,,l4• Equation 6.7 was then substituted into 

Equation 6.6 to yield [CDOM]. The calculated [CDOM] was then substituted back into 

Equation 6.7 to yield [PIG] and then both [CDOM] and [PIG] were substituted into 

Equation 6.4 to yield [MSS]. 

Figure 6.6 presents a comparison between measured [CDOM] , [MSS] and [PIG] and those 

derived using the Three Colour Ratio Simultaneous Equation Inversion technique, for the 

same 125 PRR-600 profiles utilised in Section 6.3.1.1, for which simultaneous irradiance 

reflectances at 490, 510, 555 and 665 nm were obtained. Figure 6.6 showed considerable 

disagreement between observed and predicted values existed, with physically impossible 

negative values predicted for each ore concentration. Predicted ore concentrations were 

further compared to observed ore concentrations via regression analysis, and Table 6.6 

provides a summary of the regression statistics for each ore. The poor performance of the 

inversion was further reflected in the RMS differences between observed and predicted 

values for [CDOM], [MSS] and [PIG], being 1.7 m-1
, 21.3 gm-3 and 97.3 mgm-3 

respectively. Due to the poor comparison between observed and predicted [CDOM] , and the 

large RMS difference, no sea surface salinities were predicted for CDOM concentrations 

predicted using the Three Colour Ratio Simultaneous Equation Inversion technique. 
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OIC Concentration(Predicted) = a x OIC concentration(Measured) + fJ 

OIC concentration a± S.E. p ± S.E. Rz (%) p 

[CDOM] 0.296 ± 0.109 0.875 ± 0.200 5.7 0.007 

[MSS] -0.124 ± 0.063 6.679 ± 1.270 3.1 0.050 

[PIG] 2.492 ± 1.235 -21.02 ± 11.70 3.2 0.046 

Table 6.6 - Summary of statistics describing regression analyses between 
observed and predicted [CDOM], [MSS] and [PIG] for the Three Colour 
Ratio Simultaneous Equation Inversion technique. 

6.3.3 Modelling the effects of measurement errors on the Three Colour 

Ratio Simultaneous Equation Inversion technique 

The effects of colour ratio measurement errors on the inversion technique were evaluated 

using synthetic data, since measurement error style fluctuations (or synthetic errors) could 

be added to the synthetic data in a controllable way. Thus, 125 synthetic OIC concentrations 

were randomly generated within the adopted model range previously presented in Chapter 5 

(see Table 5.2). Water colour was then modelled for the synthetic OIC concentrations for 

the colour ratios R(665)/R(555), R(665)/R(510) and R(665)/R(490) , in the same way as for 

which colour ratios were modelled in Chapter 5, Section 5.2. To mimic the effects of 

measurement errors, a random synthetic error was then added to the modelled synthetic 

colour ratios, to generate degraded synthetic colour ratios. The random synthetic error was 

calculated using Equation 6.8: 

. · L R~) 
S yn.thet1cError = (- l)'x-P x n x--
. 100 R R(A.i) 

(6.8) 

where i was randomly either 1 or 2, Lp was the degradation percentage error limit and 

constrained the range of synthetic errors, nR was a random number between O and 1, and 

R(}, .. 1)/R()..2) was a modelled synthetic colour ratio with ).. 1 being 665 nm and },2 being either 

555, 510 or 490 nm. Hence, to mimic random experimental errors ranging from e.g. -10 % 

to + 10 %, Lp would take a value of 10. The degraded synthetic colour ratios were then 

inverted following the Three Colour Ratio Simultaneous Equation Inversion technique 

outlined in Section 6.3 .2, to yield inversion estimates of the synthetic OIC concentrations. 
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The choice of a suitable value for Lp was based upon the comparisons between the observed 

and modelled colour ratio values previously reported in Chapter 5 (Section 5.2), and 

assumed that the discrepancies were due to in-situ colour ratio measurement errors rather 

than modelling errors. The differences between observed in-situ colour ratio values and 

those modelled in Section 5.2 ranged from - -20 % to+ 20 %, and consequently Lp was set 

to 20 in the model. Figure 6.7 presents a comparison between synthetic OIC concentrations 

and those predicted by the Three Colour Ratio Simultaneous Equation Inversion technique, 

for synthetic colour ratios degraded using random synthetic errors in the range -20 % to + 

20 %. The results presented in Figure 6.7 bear of a number of resemblances to those 

presented in Figure 6.6, with both Figure 6.7 and 6.6 showing negative predicted 

concentrations for all three OICs, and with very few predicted concentrations lying on or 

close to the theoretical 1: 1 line. Figure 6. 7 also shows that with random synthetic errors 

added to the synthetic colour ratios, the simultaneous equation inversion resulted in semi

constant values for each OIC, being approximately 0.8 m-1
, 0 gm-3 and -40 mgm-3 for 

CDOM, MSS and total phytoplankton pigments respectively. Further inspection of Figure 

6.6 suggests that this behaviour may also be present for the inversion results of the in-situ 

radiometer measured colour ratios, with semi-constant values of approximately 1.0 m-1
, 0 

gm-3 and -30 mgm-3 for CDOM, MSS and total phytoplankton pigments respectively. 

The synthetic OIC concentrations along with the degraded modelled colour ratios were used 

to evaluate the effect of the size of the random synthetic error on the RMS difference 

between synthetic and predicted CDOM concentration. Figure 6.8 shows the RMS 

difference between synthetic and predicted CDOM concentration as a function of Lp. As the 

synthetic colour ratios were degraded using randomly generated synthetic errors (Equation 

6.8), the RMS difference at each L,, value in Figure 6.8 was calculated as the average value 

for 10 synthetic model runs. Whilst the RMS difference between synthetic and predicted 

CDOM concentration was close to zero for small values of Lp (.'.S 0.01), as might reasonably 

be expected, the RMS difference showed a peak around Lp = 0.5, before tailing off to values 

similar to the observed RMS difference between measured and predicted CDOM 

concentration reported in Section 6.3 .2 (1.7 m- 1
). 
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6.3.4 Application of an Over-determined Matrix Inversion technique 

6.3.4.1 Predicted [CDOM], [MSS] and [PIG] 
Section 6.3.3 showed that colour ratio measurement uncertainties could significantly affect 

the OIC concentrations predicted by the Three Colour Ratio Simultaneous Equation 

Inversion technique. When solving systems of linear equations for multiple unknowns 

however, the effects of uncertainties can be restrained by obtaining the least squares 

solution to an over-determined system of equations, for which there are more equations than 

unknowns (Press et al, 1993). Consequently, the mathematical technique of over-determined 

matrix inversion was applied to the PRR-600 in-situ radiometer dataset, and a full 

mathematical description of this procedure is provided in Appendix 1. To avoid introducing 

new uncertainties into the system of equations to be solved, in the form of any additional 

uncertainties associated with either the specific MSS backscattering coefficients or the 

modelled C(µ 0) term in Equation 5.3, the matrix inversion technique was applied to the 

colour ratios measured by the PRR-600, rather than the irradiance reflectances. Each colour 

ratio included generated a further equation in the matrix inversion, and hence to make the 

matrix inversion over-determined, a minimum of 4 colour ratios was required. The choice of 

an appropriate set of colour ratios was made with reference to a correlation matrix, to ensure 

that each colour ratio in the set was as linearly independent of the other colour ratios in the 

set as was possible. In total, 77 PRR-600 profiles existed for which simultaneous irradiance 

reflectances were obtained in all 6 PRR-600 wavebands (see Chapter 3, Section 3.5. 1), and 
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the correlation matrix for all ( 15) colour ratios constructible from the 6 wavebands is 

presented for the 77 profiles in Table 6.7. 

RIG R/T RIC RIB R/DB GIT GIC GIB G/DB TIC TIB T/DB CIB C/DB 

R/T 0.96 

RIC 0.93 0.99 

RIB 0.82 0.90 0.92 

R/DB 0.80 0.88 0.89 0.94 

GIT -0.04 0.21 0.30 0.31 0.26 

GIC 0.01 0.24 0.35 0.35 0.31 0.97 

GIB 0.27 0.46 0.54 0.73 0.68 0.73 0.76 

G/DB 0.48 0.61 0.66 0.79 0.90 0.43 0.47 0.82 

TIC 0.17 0.35 0.47 0.46 0.44 0.81 0.92 0.75 0.55 

TIB 0.39 0.51 0.56 0.81 0.76 0.43 0.49 0.93 0.85 0.57 

T/DB 0.53 0.60 0.63 0.77 0.90 0.20 0.26 0.70 0.97 0.41 0.82 

CIB 0.38 0.46 0.48 0.77 0.72 0.23 0.25 0.81 0.78 0.31 0.96 0.80 

C/DB 0.53 0.57 0.58 0.73 0.87 0.08 0.13 0.62 0.93 0.26 0.77 0.99 0.80 

B/DB 0.54 0.53 0.52 0.47 0.7 1 -0.11 -0.05 0.18 0.69 0.13 0.31 0.79 0.31 0.81 

Table 6.7 - Correlation matrix for colour ratios measured by the PRR-600 for 77 profiles. 
The following abbreviations have been applied - R:Red:R(665), G:Green:R(SSS), 
T:Turquoise:R(SlO), C:Cyan:R(490), B:Blue:R(443) and DB:Dark-Blue:R(412). The 
coefficients presented are the Pearson product moment correlation coefficients. Values close 
or equal to 1 denote a high degree of linear dependency exists between two colour ratios, 
whilst values close or equal to O denote a high degree of linear independency exists between 
two colour ratios. Negative numbers denote one colour ratio tends to decrease as the other 
increases. 

The correlation matrix (Table 6.7) showed that the colour ratios R(665)IR(555), 

R(555)IR(510), R(490)/R(443), R(443)/R(412), and R(555)/R412) were relatively linearly 

independent of each other, and hence these colour ratios were selected for matrix inversion. 

Using the 5 selected colour ratios, up to 5 linearly independent equations could be included 

in the matrix inversion. Theoretically, increasing the number of linearly independent 

equations in the matrix inversion would improve the predictions, and this was tested for the 

PRR-600 in-situ radiometer dataset by running the matrix inversion for 3 colour ratios 

(R(665)/R(555), R(555)/R(510), and R(490)/R(443)), 4 colour ratios (the initial three plus 
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R(443)/R(412)) and all 5 selected colour ratios. A comparison between the observed and 

predicted CDOM concentration for the 3 colour ratio (even-determined), 4 colour ratio and 

5 colour ratio matrix inversions is presented in Figure 6.9. The comparison between 

predicted and observed [ CDOM] improved as the number of linearly independent colour 

ratios (and hence equations) increased, with the degree of scatter between the observed and 

predicted [CDOM] decreasing as the number of colour ratios increased, and with all 

predicted CDOM concentrations being > 0 for the 5 colour ratio over-determined matrix 

inversion. The RMS difference between the observed and predicted [CDOM] was 0.972, 

0.645 and 0.477 m-1 for the 3 colour ratio, 4 colour ratio and 5 colour ratio matrix inversions 

respectively. This behaviour was not full y repeated for the predictions of the other OIC 

concentrations however. For mineral suspended solids, the lowest RMS difference between 

observed and predicted [MSS] was observed for the 4 colour ratio matrix inversion, with 

predicted [MSS] becoming increasingly under-estimated relative to observed [MSS] for the 5 

colour ratio matrix inversion (see Figure 6.10). The RMS difference between the observed 

and predicted [MSS] was 18.1 , 6.7 and 9.9 gm-3 for the 3 colour ratio, 4 colour ratio and 5 

colour ratio matrix inversions respectively. For phytoplankton pigments, the predictions of 

[PIG] did improve as the number of linearly independent colour ratios increased, though the 

degree of scatter between observed and predicted [PIG] was large even for the 5 colour ratio 

matrix inversion (see Figure 6.11). The RMS difference between the observed and predicted 

[PIG] was 182.8, 38.0 and 16.6 mgm-3 for the 3 colour ratio, 4 colour ratio and 5 colour 

ratio matrix inversions respectively. Predicted OIC concentrations were further compared to 

observed OIC concentrations via regression analysis for the 5 colour ratio matrix inversion 

results. A summary of the resulting regression statistics is provided in Table 6.8 for each 

OIC. The regression statistics (Table 6.8) showed that at the 95 % confidence interval, the 

slope for the regression between observed and predicted [PIG] was statistically not 

s ignificantly different from 0. 

For comparison, the RMS difference between observed and predicted [CDOM] , [MSS] and 

[PIG] was 1.496 m-1
, 11.8 gm-3, and 117.6 mgm-3 using the Three Colour Ratio 

Simultaneous Equation Inversion applied to the 77 profile subset. For clarity, it should be 

noted that the differences between the OIC concentrations predicted by the even-determined 

matrix inversion and Three Colour Ratio Simultaneous Equation Inversion were due to the 

different input colour ratios used. 
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OIC Concentration(Predicted) = a x OIC concentration(Measured) + /3 

OIC concentration a± S.E. p ± S.E. Ri (%) p 

[CDOM] 0.377 ± 0.062 0.385 ± 0.060 33.1 0.000 

[MSS] 0.131 ±0.048 0.300 ± 0.534 9.2 0.007 

[PIG] 0.327 ± 0.227 -6.846 ± 1.881 2.7 0.153 

Table 6.8 - Summary of statistics describing regression analyses between 
observed and predicted [CDOM], [MSS] and [PIG] for the 5 colour ratio 
over-determined matrix inversion. 

6.3.4.2 Predicted sea surface salinities 

The relationships between [ CDOM] and salinity were known for 30 of the 77 profiles to 

which the 5 colour ratio over-determined matrix inversion was applied. The RMS difference 

between the observed and predicted [CDOM] for the 30 profile subset was 0.287 m-1
, being 

lower then the RMS difference for all 77 profiles (0.477 m-1
) as many of the worst predicted 

CDOM concentrations were not present in the 30 profile subset. A comparison between the 

predicted and observed sea surface salinities for the 30 profile subset is presented in Figure 

6.12, and shows considerable scatter between the observed and predicted salinities, with 

relatively few values on or close to the theoretical 1:1 line. As in Section 6.3.1.2, predicted 

salinities were again compared to the observed salinities via regression analysis, and a 

summary of the regression statistics is presented in Table 6.9. Despite the large scatter 

between observed and predicted salinities, the slope and intercept of the regression were 

statistically not significantly different from l and O respectively, at the 95 % confidence 

interval. The RMS difference between the observed and predicted salinities for the 30 

profile subset was 7.8 PSU. This value was slightly larger than the expected RMS value 

between observed and predicted salinities given by Table 6.2, which predicted an RMS of 

5.9 PSU for CDOM concentrations that were within± 0.3 m-1
• 
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Figure 6.12 - Comparison between observed salinities and those 
predicted from the CDOM-Salinity relationships applied to the 
[CDOM] predicted by the 5 colour ratio over-determined matrix 
inversion. The dashed line shows the theoretical 1:1 line. 

SaJinity(Predicted) = a x SaJinity(Observed) + /J 

o.±S.E. 0.757 ± 0.218 

a 95 % confidence interval 0.312 to 1.203 

fJ ± S.E. 8.518 ± 5.243 

fJ 95 % confidence interval -2.223 to 19.258 

R2 (%) 30.2 

p 0.002 

n 30 

Table 6.9 - Summary of regression statistics 
describing the regression analysis between 
observed sea surface salinities and those predicted 
from the CDOM-Salinity relationships applied to 
the [CDOM] predicted by the 5 colour ratio over
determined matrix inversion. 
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6.3.5 Evaluation of the Over-determined Matrix Inversion technique 

using synthetic data 

The observed improvement in the matrix inversion predictions of CDOM concentration with 

increasing number of linearly independent equations (Figure 6.9), suggested that further 

improvement may be possible if the number of linearly independent equations (colour 

ratios) was increased beyond 5. However, the lack of any further improvement in MSS 

concentration predictions with increasing number of linearly independent equations, beyond 

4 colour ratios (see Figure 6.10), cast doubt on this theory holding in practical applications. 

The number of wavebands for the PRR-600 radiometer was fixed at 6, and provided only 5 

(apparently) linearly independent colour ratios. Consequently, synthetic data was used to 

evaluate whether further improvement in the matrix inversion predictions of [ CDOM] could 

theoretically be achieved by increasing the number of available wavebands, which could 

reasonably be expected to increase the number of linearly independent equations (colour 

ratios) beyond 5. Hence, the same 125 randomly generated synthetic OIC concentrations 

reported in Section 6.3.3 were used to generate further synthetic colour ratios. All (28) 

colour ratios constructible from the wavebands 412, 443, 490, 510, 555, 570, 665 and 710 

nm were thus modelled following Equation 5.2, in the same way as for which colour ratios 

were modelled in Section 6.3.3 and Chapter 5, Section 5.2. As previously described in 

Section 6.3.3, the effects of measurement errors were again mimicked by adding a random 

synthetic error (generated using Equation 6.8) to the modelled synthetic colour ratios, to 

generate degraded synthetic colour ratios. 

Two values of the degradation percentage error limit (Lp) were investigated, with Lp set to 

20 to evaluate the number of (apparently) linearly independent colour ratios in the presence 

of measurement error style fluctuations, and with Lp set to O to evaluate the number of 

linearly independent colour ratios for the zero synthetic error scenario. Hence, the 

correlation matrix for the degraded synthetic colour ratios generated with Lp set to 20 is 

presented in Table 6.10, whilst the correlation matrix for the synthetic colour ratios 

generated with Lp set to O is presented in Table 6.11. With reference to Table 6.10, the 

correlation matrix suggested that the degraded synthetic colour ratios R(710)/R(665), 

R(710)/R(412), R(665)/R(570), R(570)/R(555), R(555)/R(510), R(510)/R(490), and 

R(443)/R412) were apparently relatively linearly independent of each other. However, the 

correlation matrix for the synthetic colour ratios generated with Lp set to O (Table 6.11) 

suggested that a much higher degree of linear dependency existed between the colour ratio 
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pau s R(570)/R(555) and R(555) /R(5 10), R(570)/R(555) and R(510) /R(490), 

R(555)/R(510) and R(443)/R(412), R(5 10)/R(490) and R(443)/R(412), and R(555)/R(510) 

and R(510) /R( 490) then was discernable in Table 6.10. 

To evaluate the effect that increasing the number of apparently linearly independent colour 

ratios would have on the CDOM concentrations predicted by the over-determined matrix 

inversion, the inversion was run using 3, 4, 5, 6 and all 7 of the colour ratios selected from 

Table 6.10. As the synthetic colour ratios were degraded using randomly generated 

synthetic errors (Equation 6.8), the RMS difference for each number of equations was 

calculated as the average value for 10 synthetic inversion runs for that number of equations, 

and the variation of the average RMS difference between synthetic and predicted CDOM 

concentration with the number of colour ratios used is presented in Table 6.12. Table 6.12 

showed that the RMS difference decreased as the number of colour ratios used increased 

from 3 to 5, as was observed for the PRR-600 colour ratio matrix inversion results, though 

beyond 5 colour ratios, the RMS difference began to increase again as more apparently 

linearly independent colour ratios were added. 

As for the Three Colour Ratio Simultaneous Equation Inversion technique, the synthetic 

OIC concentrations, along with the degraded modelled colour ratios, were used to evaluate 

the effect of the size of the random synthetic error (Lp) on the RMS difference between 

synthetic and Over-determined Matrix Inversion predicted CDOM concentrations. This was 

done for 5, linearly independent colour ratios selected from the correlation matrix in Table 

6.11 ( calculated with Lp = 0). Table 6.11 was used as this showed the most realistic state of 

linear dependency between different colour ratios compared to Table 6. 10. The 5 colour 

ratios selected were R(710)/R(665), R(710)/R(490), R(665)/R(570), R(570)/R(555) and 

R(443)/R(412), being one of the most linearly independent combinations achievable 

according to Table 6.11. Figure 6. 13 shows the RMS difference between synthetic and 

predicted CDOM concentration as a function of Lp. As mentioned in Section 6.3.3, since the 

synthetic colour ratios were degraded using randomly generated synthetic errors (Equation 

6.8), the RMS difference at each Lp value in Figure 6.13 was calculated as the average value 

for 10 synthetic model runs. Whilst the RMS difference between synthetic and predicted 

CDOM concentration was close to zero for small values of Lp (:S 0.1), as might reasonably 

be expected, the RMS difference increased with increasing Lp, with predicted [ CDOM] 

becoming unsuitable for the purpose of this study above approximately Lp = 2. 
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IFR/FG 0.15 

FR/n 0.20 0.67 

FRff 0.21 0.61 0.58 

IFR/C 0.21 0.49 0.54 0.67 

FR/R 0.27 0.35 0.41 0.61 0.76 

iFR/DR 0.17 0.25 0.34 0.55 0.78 0.85 

R/Fn -0. 13 0.59 0.56 0.44 0.34 0.15 0.10 

IR/G -0.09 0.63 0.69 0.61 0.56 0.43 0.38 0.66 

IRff 0.00 0.53 0.53 0.64 0.62 0.63 0.57 0.48 0.60 

IR /r 0.03 0.45 0.51 0.60 0.68 0.71 0.70 0.35 0.59 0.69 

R/R 0.12 0.28 0.34 0.51 0.78 0.76 0.83 0.15 0.41 0.58 0.74 

IR/DR 0.04 0.20 0.29 0.45 0.71 0.81 0.86 0. 12 0.40 0.59 0.75 0.87 

i:;-r,;n 0.16 -0.12 -0.10 -0.02 0.03 0.06 0.08 -0.09 -0.07 -0.13 -0.12 0.02 0.04 

FGff 0.1 9 -0. 16 -0.05 0. 17 0.33 0.48 0.54 -0.20 -0.01 0.13 0.29 0.48 0.51 0.25 

Pr,/r 0. 10 -0.1 I -0.06 0.20 0.44 0.57 0.65 -0.32 0.0 1 0.26 0.40 0.59 0.65 0. 16 0.60 

FGIR 0.09 -0.24 -0. 13 0.16 0.39 0.60 0.67 -0.33 -0.08 0.20 0.43 0.59 0.68 0.09 0.62 0.76 

Pr,/f)R 0.13 -0.14 0.00 0.26 0.55 0.70 0.79 -0.23 0.08 0.32 0.52 0.7 1 0.78 0.14 0.66 0.79 0.88 

r.rr 0.02 -0.03 0.01 0.16 0.32 0.32 0.39 -0.08 0.06 0.15 0.21 0.35 0.39 0.26 0.37 0.39 0.43 0.40 

r;;r_ 0.1 5 -0.11 0.00 0.20 0.34 0.46 0.53 -0.22 -0.04 0.19 0.35 0.47 0.50 0.08 0.47 0.50 0.55 0.61 0.28 

G/R 0.1 0 -0.22 -0. 11 0.14 0.46 0.59 0.71 -0.37 -0.07 0.2 1 0.37 0.63 0.68 0.09 0.52 0.75 0.80 0.84 0.44 0.57 

G/DR 0.05 -0. 16 -0.07 0.24 0.47 0.64 0.72 -0.17 0.04 0.31 0.52 0.66 0.74 0. 13 0.58 0.76 0.83 0.88 0.41 0.54 0.78 

Tlr 0.07 -0.24 -0.13 -0.23 -0.05 0.06 0.06 -0.20 -0. 12 -0.13 -0.02 0.04 0.09 -0.06 0.26 0.15 0.20 0.17 0.03 0.07 0.16 0.16 

T/R 0.05 -0.19 -0.13 0.07 0.40 0.53 0.62 -0.32 -0.0 1 0.20 0.37 0.59 0.65 0. 12 0.52 0.72 0.77 0.79 0.41 0.61 0.77 0.77 0. 12 

Ttr)R 0.07 -0.1 3 -0.09 0.21 0.47 0.62 0.72 -0.23 0.02 0.32 0.45 0.67 0.77 0.10 0.62 0.74 0.79 0.81 0.40 0.59 0.79 0.78 0. 17 0.73 

r!R 0.1 2 -0.06 -0.06 0.26 0.45 0.60 0.58 -0.23 0.05 0.27 0.36 0.53 0.60 0.00 0.51 0.60 0.60 0.65 0.30 0.41 0.63 0.60 0. 18 0.57 0.64 

,.../DR 0.04 -0.15 0.00 0.16 0.43 0.57 0.67 -0.22 0.08 0.25 0.42 0.60 0.69 0.12 0.54 0.64 0.72 0.77 0.43 0.48 0.74 0.77 0.16 0.72 0.70 0.55 

R /f)R -0.02 -0.03 -0.02 0. 12 0.35 0.44 0.39 -0.02 0.15 0.24 0.34 0.42 0.45 0. 10 0.29 0.43 0.39 0.43 0.24 0. 19 0.46 0.44 0.20 0.40 0.41 0.24 0.37 

Table 6.10 - Correlation matrix for degraded synthetic colour ratios generated with Lp = 20. Abbreviations are as specified in Table 6.7, with FR:Far 
Red:R(710) and FG:Far-Green:R(SSS). 
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FR/Fr. 0.36 

IFR/G 0.41 0.99 

IFRrr 0.44 0.83 0.90 

FR/I' 0.42 0.71 0.80 0.98 

IFR/H 0.34 0.44 0.56 0.87 0 .94 

IFRtnR 0.27 0.34 0.47 0.81 0.90 0.99 

IR/FG -0.07 0.91 0.87 0.69 0.58 0.32 0.25 

RIG -0.03 0.91 0.90 0.78 0.68 0.46 0.39 0.99 

IRrr 0.02 0.75 0.80 0.90 0.89 0.80 0.77 0.80 0.88 

Rtr 0.03 0.62 0.70 0.89 0.92 0.89 0.87 0.66 0.76 0.98 

IR /R 0.04 0.35 0.47 0.78 0 .86 0.95 0.96 0.37 0.50 0.85 0.94 

RtnR 0.0 1 0.26 0.38 0.72 0.82 0.94 0.96 0.28 0.42 0.80 0.91 1.00 

IFntn 0.24 -0.37 -0.23 0.20 0.37 0.64 0.70 -0.49 -0.35 0. 12 0.32 0.61 0.67 

Fnrr 0.1 5 -0.27 -0.13 0.31 0.48 0.73 0.79 -0.35 -0.20 0.28 0.47 0.74 0.79 0.98 

lcr;1r 0.13 -0.26 -0.12 0.32 0.49 0.74 0.80 -0.33 -0.18 0.30 0.49 0.75 0.80 0.98 1.00 

IFG/H 0.10 -0.26 -0.12 0.3 1 0.48 0.74 0.80 -0.32 -0. 17 0.31 0.50 0.76 0.8 1 0.97 1.00 1.00 

cr.tnR 0.06 -0.22 -0.08 0.36 0.52 0.77 0.83 -0.25 -0.11 0.38 0.55 0.80 0.85 0.95 0.99 0.99 1.00 

nrr 0.12 -0.23 -0.09 0.35 0.51 0.76 0.82 -0.29 -0.15 0.34 0.52 0.77 0.82 0.97 1.00 1.00 1.00 1.00 

"'.tr 0.11 -0.23 -0.09 0.35 0.52 0.77 0.83 -0.28 -0. 14 0.35 0.53 0.78 0.83 0.96 1.00 1.00 1.00 1.00 1.00 

r./R 0.09 -0.24 -0.1 1 0.33 0.50 0.75 0.82 -0.29 -0. 15 0.34 0.52 0.78 0.83 0.96 1.00 1.00 1.00 1.00 1.00 1.00 

r;/f)R 0.05 -0.20 -0.06 0.37 0.54 0.78 0.84 -0.23 -0.08 0.40 0.58 0.82 0.86 0.94 0.99 0.99 0.99 1.00 0.99 1.00 1.00 

TIC: 0.12 -0.20 -0.06 0.37 0.53 0.78 0.84 -0.26 -0.12 0.37 0.55 0.79 0.84 0.95 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 

T/R 0.09 -0.24 -0. 10 0.34 0.50 0.75 0.82 -0.29 -0. 14 0.34 0.52 0.78 0.83 0.95 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.00 

T/DR 0.04 -0. 17 -0.03 0.40 0.56 0.79 0.85 -0.19 -0.04 0.43 0.60 0.83 0.88 0.92 0.97 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 

,....m 0.08 -0.25 -0.11 0.33 0.49 0.74 0.81 -0.29 -0.15 0.33 0.5 1 0.77 0.82 0.95 0.98 0.98 0.98 0.98 0.99 0.99 0.99 0.98 1.00 1.00 0.99 

'"'/f)R 0.03 -0.15 -0.01 0.41 0.57 0.80 0.86 -0.16 -0.02 0.45 0.62 0.84 0.88 0.90 0.96 0.97 0.97 0.98 0.98 0.98 0.98 0.99 0.99 0.99 1.00 0.99 

RtnR -0.02 0.03 0.15 0.53 0.67 0.84 0.89 0.04 0.18 0.61 0.74 0.90 0.93 0.78 0.87 0.88 0.89 0.92 0.90 0.91 0.91 0.93 0.93 0.93 0.96 0.93 0.97 

Table 6.11- Correlation matrix for synthetic colour ratios generated with Lp = 0. Abbreviations are as specified in Table 6.7, with FR:Far-Red:R(710) and 
FG:Far-Green:R(555). 
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Number of Average RMS (m-1
) S.E. 

Colour Ratios 

3 17.633 6.416 

4 1.661 0.116 

5 1.440 0.035 

6 1.498 0.016 

7 1.749 0.033 

Table 6.12 - Variation of RMS difference between 
synthetic and matrix inversion predicted [CDOM] as a 
function of the number of apparently linearly 
independent colour ratios used in the matrix inversion. 
Values are the average RMS and S.E. for 10 synthetic 
model runs. 
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Figure 6.13 - Variation of the RMS difference between synthetic 
and predicted [CDOM] as a function of the modelled degradation 
percentage error limit. CDOM concentrations were predicted using 
the Over-determined Matrix Inversion technique. Values are the 
average RMS difference for 10 synthetic model runs. Error bars 
indicate ± one standard error about the average. 
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6.4 Inversion of water colour measured by the Colour Sensor 

Whilst the PRR-600 radiometer did not include a channel in the far-red, the UWB built 

Colour Sensor was modified to measure irradiance at 710 nm, as outlined in Chapter 3 (see 

Section 3.5.2). Post modification, the Colour Sensor recorded irradiance at 440, 490, 570 

and 710 nm. 

6.4.1 Application of a Two stage Semi-analytical Inversion technique 

6.4.1.1 Predicted [MSS] and [CDOM] 

As the 3 stage inversion procedure outlined in Chapter 5 (Section 5.5.3) required irradiance 

reflectance in both the far-red and red (e.g. 665 nm) to be present, the 3 stage procedure 

could not be applied to the Colour Sensor derived dataset. As the Colour Sensor 

simultaneously recorded irradiances at both 570 and 710 nm however, the simpler 2 stage 

inversion procedure described in Chapter 5 (Section 5.5.3) could be applied. Hence, with 

both acooM(710) and ap1c(710) assumed to approximate zero, Equation 5.3 was rearranged 

in terms of the mineral suspended solid concentration: 

[MSS] = *(C(µ0 ) xb,,w (710))-(aw (710) x R(710)) 

(aMss (7 lO)xR(710))-(C(µ0)xb,, *M.s·s (710)) 
(6.9) 

where a*Mss(710) was taken from the results of the multiple regression analyses (Chapter 4, 

Section 4.3.4), b& *Mss(710) was taken from the results of the linear regression analyses 

(Chapter 4 , Section 4.4.1 ), the absorption and backscattering coefficients of water at 710 nm 

were taken from Pope and Fry (1997) and Smith and Baker (1981) respectively, and R(710) 

was as determined by the in-situ Colour Sensor radiometer measurements. C was calculated 

following Equation 2.18, with µ 0 calculated following the procedure outlined in Chapter 3, 

Section 3.5.7. Irradiance reflectance at 710 nm was obtained for 36 Colour Sensor profiles 

and Figure 6.14 presents a comparison between the observed MSS concentration and that 

predicted using Equation 6.9. The range of OIC concentrations for the 36 profiles was: 

0.576 - 4.274 m-1 for [CDOM], 2.5 - 140.0 gm-3 for [MSS] and 0.7 - 9.3 mgm-3 for [PIG]. 

Predicted MSS concentrations were further compared to observed MSS concentration via 

linear regression analysis, and a summary of the resulting regression statistics are presented 

in Table 6.13. Both the slope and constant for the regression were statistically not 
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significantly different from 1 and 0 respectively, at the 95 % confidence interval. The RMS 

difference between observed and predicted [MSS] was 10.2 gm-3
. 
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Figure 6.14 - Comparison of observed and predicted [MSS] using 
R(710) for 36 Colour Sensor profiles. The dashed line shows the 
theoretical 1:1 line. 

[MSS](Predicted) = a x [MSS](Observed) + fJ 

a ± S.E. 0.952 ± 0.065 

a 95 % confidence interval 0.820 to 1.084 

f]±S.E. 4.219 ± 2.226 

fJ 95 % confidence interval -0.305 to 8.743 

Ri (%) 86.3 

p 0.000 

n 36 

Table 6.13 - Summary of regression statistics 
describing the regression analysis between 
observed MSS concentrations and those predicted 
using R(710). 

Whilst the MSS concentrations predicted by Equation 6.9 showed good agreement to the 

observed values, it was considered that where differences existed, they may be attributable 

to the simplifying assumptions made in deriving Equation 6.9. To test this, the square of the 

191 



Chapter 6 - Inversion of in-situ water colour 

differences between individual predicted and observed [MSS] were compared to the 

observed [CDOM] and [PIG] for the 36 profiles (see Figure 6.15). Figure 6.15 showed no 

positive trend in the square of the differences between observed and predicted [MSS] , with 

either increasing [CDOM] or [PIG] , suggesting the assumptions that both acooM(7 10) and 

ap1c(7 10) could be approximated to 0 in Equation 6. 9 were valid. 
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Figure 6.15 - Variation of the square of the difference between individual 
observed and predicted [MSS] with (a) [CDOM], and (b) [PIG]. 

Using the MSS concentration determined from R(710), the R(710)/R(570) colour ratio was 

subsequently used to predict CDOM concentration, assuming that ap1c(570), aPJc(710) and 

acooM(7 l 0) could be approximated to equal 0, and that the ratio of backscattering 
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coefficients bb(710)/bb(570) could be approximated to equal 1. Hence, Equation 5.2 was 

rearranged in terms of CDOM concentration: 

[CDOM] = l(aw (710) + a~ss (710)[MSS])R(71.0) I R(570)J-(aw (570) + a~ss (570)[MSS]) 

aCDOM (570) 

(6.10) 

where a*Mss(570) and a *Mss(710) were taken from the results of the multiple regression 

analyses (Chapter 4, Section 4.3.4), [MSS] was the MSS concentration predicted by 

Equation 6.9, a *cooM(570) was modelled according to Equation 4.1 , the absorption 

coefficients of water at 570 and 710 nm were taken from Pope and Fry ( 1997), and 

R(710)/R(570) was as determined by the in-situ Colour Sensor radiometer measurements. In 

total, 31 Colour Sensor profiles had concurrent measurements of both R(570) and R(710) 

and Figure 6.16 presents a comparison between the observed CDOM concentrations and 

those predicted by Equation 6.10 for the 31 profiles. The range of OIC concentrations for 

the 31 profiles was: 0.709 - 4.274 m· ' for [CDOM] , 2.5 - 75.7 gm·3 for [MSS] and 0.7 - 9.3 

mgm·3 for [PIG]. Predicted CDOM concentrations were also compared to the observed 

values via linear regression analysis, and a summary of the resulting regression statistics is 

provided in Table 6.15. At the 95 % confidence interval, the constant for the regression was 

statistically not significantly different from 0. The slope of the regression was statistically 

significantly different from 1 however, and indicated that Equation 6.10 tended to 

overestimate CDOM concentration relative to the observed values. The RMS difference 

between observed CDOM concentrations and those predicted using Equation 6.10 was 

0.566 m·' . 
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Figure 6.16 - Comparison of observed and predicted [CDOM] using 
Equation 6.10 for 31 Colour Sensor profiles. The dashed line shows 
the theoretical 1:1 line. 

[CDOM](Predicted) = o. x [CDOM](Observed) + /J 

o. ±S.E. 1.239 ± 0.108 

o. 95 % confidence interval 1.018 to 1.459 

/J ± S.E. -0.381 ± 0.217 

fJ 95 % confidence interval -0.825 to 0.064 

RL (%) 82.0 

p 0.000 

n 3 1 

Table 6.14 - Summary of regression statistics 
describing the regression analysis between 
observed CDOM concentrations and those 
predicted using Equation 6.10. 
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6.4.1.2 Predicted sea surface salinities 

The relationships between [ CDOM] and salinity were known for 23 of the 31 profiles to 

which the two stage Semi-analytical Inversion was applied. The RMS difference between 

the observed and predicted [CDOM] for the 23 profile subset was 0.546 m-1
, and was similar 

to the RMS difference for all 31 profiles (0.566 m- 1
). A comparison between the predicted 

and observed sea surface salinities for the 23 profile subset is presented in Figure 6.17, and 

shows considerable scatter between the observed and predicted salinities, with relatively 

few values on or close to the theoretical 1: 1 line. As in Sections 6.3. l.2 and 6.3.4.2, 

predicted salinities were again compared to the observed salinities via regression analysis, 

and a summary of the regression statistics is presented in Table 6.16. Although considerable 

scatter existed between the observed and predicted salinities, the slope and intercept of the 

regression were statistically not significantly different from l and O respectively, at the 95 % 

confidence interval. The RMS difference between the observed and predicted salinities for 

the 23 profile subset was 9.3 PSU. This value was close to the expected RMS value between 

observed and predicted salinities given by Table 6.2, which predicted an RMS of 12.1 PSU 

for CDOM concentrations that were within ± 0 .6 m-1
• 
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Figure 6.17 - Comparison between observed salinities and 
those predicted from the CDOM-Salinity relationships 
applied to the [CDOM] predicted by the Two stage Semi
analytical Inversion technique. 
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SaJinity(Predicted) = a x Salinity(Observed) + /3 

a ±S.E. 1.130 ± 0.289 

a 95 % confidence interval 0.529 to 1.731 

/3 ± S.E. 2.143 ± 2.533 

/3 95 % confidence interval -3. 123 to 7.410 

RL (%) 42.2 

p 0.001 

n 23 

Table 6.15 - Summary of regression statistics 
describing the regression analysis between 
observed sea surface salinities and those predicted 
from the CDOM-Salinity relationships applied to 
the [CDOM] predicted by the Two stage Semi
analytical Inversion technique. 
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6.5 Discussion 

6.5.1 Inherent accuracy of CDOM-Salinity relationships 

For 19 surveys conducted in the Conwy Estuary over a two year period, [ CDOM] was found 

to be linearly related to Salinity, though the slopes and intercepts of the individual 

relationships differed s ignificantly from survey to survey (Table 6.1). All 19 CDOM

Salinity relationships were highly correlated, with the lowest R2 being 93.4 %, and 14 of the 

19 relationships having R2 > 99 %. Numerous other studies have reported similar highly 

correlated relationships between CDOM and Salinity in regions of freshwater influence (see 

Blough and Del Vecchio, 2002), though this may be the first study that reports the inherent 

accuracy of such relationships. For any particular application of remote sensed sea surface 

salinities, derived from CDOM-Salinity relationships, the inherent accuracy of the 

relationships is a crucial parameter for indicating whether or not the salinity can be remote 

sensed to a sufficient accuracy. Of equal importance is knowledge of how the inherent 

accuracies of CDOM-Salini ty relationships change as a function of the accuracy of the 

remote sensed CDOM concentrations to which the relationships would be applied. The 

inherent accuracies of the 19 individual CDOM-Salinity relationships were typically better 

than 1 PSU when applied to unperturbed CDOM concentrations detennined from in-situ 

water samples, though the average RMS difference between the predicted and observed 

salinities increased by - 2 PSU for every 0.1 m-1 decrease in the accuracy of the CDOM 

concentrations to which the relationships were applied (see Table 6.2). 

It is acknowledged that the method used to probe the inherent accuracy of the CDOM

Salinity relationships was to some degree incestuous, since the CDOM-Salinity 

relationships were tested using the same CDOM concentrations from which they were 

derived. However, as the CDOM concentrations used were determined 

spectrophotometrically in the laboratory (to a photometric accuracy of 0.065 m-1
, see 

Chapter 3, Section 3.7.1), they are likely to be more accurate then any CDOM 

concentrations predicted by remote sensing methods, and therefore may provide an upper 

limit on the inherent accuracy of the CDOM-Salinity relationships. 

Comparison with the theoretical Zero-Salinity CDOM concentrations, suggested that 

CDOM concentrations determined from water samples with salinities less than 4 PSU were 

a representative proxy of the theoretical source river CDOM concentrations (Figure 6.2). 

The magnitude of the CDOM-Salinity relationship regression slopes displayed a clear, 

highly correlated relationship with these low salinity CDOM concentrations. The observed 
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relationship between CDOM-Salinity regression slope and low salinity [CDOM] supports 

the hypothesis of Bowers et al (2004), who suggested that the slope of CDOM-Salinity 

relationships vary with the concentration of CDOM in the source river. The results of this 

study may indicate the nature of this variability, with the magnitude of the CDOM-Salinity 

relationship slope displaying a -1.169 power law dependency upon the low salinity CDOM 

concentrations (as shown in Figure 6.2). If the linear CDOM-Salinity relationships 

presented in Table 6.1 hold across the salinity gradient down to O PSU, then the CDOM

Salinity relationship slope could be expected to be simply inversely proportional to the 

source CDOM concentration. This inverse proportionality would arise, since the source 

river [CDOM] would be equal to the Zero-Salinity CDOM concentration, which is itself 

equal to the ratio of the CDOM-Salinity regression intercept to regression slope. The 

implications of these results are that if the relationship between source river [ CDOM] and 

the CDOM-Salinity relationship slope is known accurately, a single [CDOM] measurement 

in the source river could be used to accurately predict the slope of the relationship between 

CDOM and salinity in the estuary. This may not lead to an accurately known CDOM

Salinity relationship however, since the intercepts of the CDOM-Salinity regressions 

presented in Table 6.1 also varied significantly from survey to survey, and showed no 

significant relationship to the low salinity CDOM concentrations (as shown in Table 6.3). 

Whilst an average value of the CDOM-Salinity relationship intercept could be used, this 

would (on average) result in a corresponding decrease in the accuracy of salinities predicted 

by the resulting CDOM-Salinity relationship. 

6.5.2 Water Colour Inversion methods 

6.5.2.1 Two Colour Ratio Simultaneous Equation Inversion 

The results of the Two Colour Ratio Simultaneous Equation Inversion technique were 

disappointing, with the RMS difference between the observed and predicted [CDOM] 

(0.649 m-1
) being more than double that observed by Bowers et al (2004) , and some three 

times greater than the minimum level of accuracy required to yield useful salinity 

predictions (see Table 6.2). Several potential reasons exist as to why this inversion 

technique did not work as well in the present study as when utilised by Bowers et al (2004). 

As already outlined in Section 6.3.2, the Two Colour Ratio Simultaneous Equation 

Inversion technique did not account for absorption by phytoplankton pigments. The 

modelling results presented in Chapter 5 showed that phytoplankton pigments decreased the 
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R(665)/R(555) colour ratio with increasing [PIG] (see Figures 5.8 (b) and 5.9). A lower 

R(665)/R(555) colour ratio value could be interpreted in the Two Colour Ratio inversion 

model as being due to a lower [MSS]. This in turn would lead to the [ CDOM] being either 

underestimated for CDOM concentrations greater than the R(665)/R(490) colour ratio pivot 

point CDOM concentration ( ~ 1.8 m-1
, see Figure 5.3), or overestimated for CDOM 

concentrations less than the R(665)/R(490) pivot point CDOM concentration. This 

behaviour certainly appears to be present in the CDOM concentrations predicted from the 

PRR-600 derived colour ratios. Where measured [CDOM] was greater than ~ 1.8 m-1
, the 

majority of predicted CDOM concentrations were underestimated, whilst all significantly 

overestimated predicted CDOM concentrations occurred where measured [ CDOM] was less 

than ~ 1.8 m-1 (see Figure 6.4). 

The exclusion of absorption by CDOM at red wavelengths (665 nm for the PRR-600) could 

also contribute to predicted CDOM concentrations being underestimated, with values 

underestimated wherever the measured R(665)/R(490) colour ratio was greater than the 

colour ratio value at which the pivot point [CDOM] occurred(~ 2, see Figure 5.3 (a)). 

The ranges of the OIC concentrations in the present study were much greater then the ranges 

in the optical dataset used by Bowers et al (2004 ), particularly for both MSS and 

phytoplankton pigments (see Section 6.3.1.1 and their Table 1 ). The modelling results 

presented in Chapter 5 showed that the sensitivity of the R(665)/R(490) colour ratio to 

changes in [CDOM] decreased as both the [MSS] and [PIG] increased, whilst the 

R(665)/R(555) colour ratio was much less sensitive to changes in [MSS] above ~ 50 gm-3. 

Hence, even relatively small measurement uncertainties in the measured PRR-600 colour 

ratios could potentially swamp relatively large changes in either [CDOM] or [MSS] , and 

would therefore constitute a significant source of error for the elevated OIC concentrations 

present in the PRR-600 dataset. 

6.5.2.2 Three Colour Ratio Simultaneous Equation Inversion 

Although both phytoplankton pigment absorption and absorption by CDOM at red 

wavelengths were included in the Three Colour Ratio Simultaneous Equation Inversion 

technique, the RMS difference between predicted and observed CDOM concentrations 

increased relative to that obtained for the Two Ratio Simultaneous Equation Inversion 

technique. In fact, the predicted CDOM concentrations showed a similar behaviour to those 

predicted by the Two Colour Ratio Simultaneous Equation Inversion, with all predicted 
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CDOM concentrations underestimated where measured [CDOM] was greater than~ 2.2 m-1
, 

and all overestimated predicted CDOM concentrations occurring where measured [CDOM] 

was less than ~ 2.2 m-1 (see Figure 6.6 (a)). 

The poor performance of the Three Colour Ratio Simultaneous Equation Inversion 

technique (see Section 6.3.2) could have been attributable to one or more of three possible 

causes, namely either a failure of the optical model (Equation 5.2), inaccuracies in the 

specific absorption coefficients, or measurement errors associated with the in-situ measured 

colour ratios. The optical model was tested in Chapter 5 however, and was found to provide 

forward modelled colour ratios that were in good agreement with measured values (see 

Section 5.2). In addition, the specific absorption coefficients of each OIC were tested in 

Chapter 4, and were used to successfully model both dissolved and particulate absorption 

(Sections 4.2.3 and 4.3.5 respectively). Although the measured colour ratios were in good 

agreement with forward modelled colour ratios in Chapter 5, the effects of the propagation 

of colour ratio measurement errors during the simultaneous equation inversion procedure 

were unknown, and were evaluated using synthetic data (Section 6.3.3). The comparisons 

between the predicted and synthetic OIC concentrations showed a number of similarities to 

the comparisons between predicted and measured OIC concentrations, and suggested that 

for large colour ratio measurement uncertainties of between ± 20 %, the predicted OIC 

concentrations converged to singular values. The departure from gradient unity of the 

predicted CDOM concentrations was therefore in agreement with the propagation of 

measurement uncertainties during the inversion procedure, and consequently explains why 

low values were preferentially overestimated whilst high values were preferentially 

underestimated in the Three Colour Ratio Simultaneous Equation Inversion results. It is 

unclear as to what extent the propagation of colour ratio measurement uncertainties 

accounted for the poor performance of the Two Colour Ratio Simultaneous Equation 

Inversion technique, since it was both mathematically simpler and based on an 

oversimplified optical model (see the previous section) . 

Whilst the measurement uncertainties associated with many of the PRR-600 derived colour 

ratios, and potentially even the airborne CASI derived colour ratios, may be less than 20 %, 

Figure 6.8 suggested that where colour ratio measurement errors were greater than or equal 

to only 0.1 %, the Three Colour Ratio Simultaneous Equation Inversion technique would 

fail to provide predicted CDOM concentrations to an accuracy suitable for the purpose of 

this study. The need for high radiometric accuracy has been recognised in other studies, 

with the SeaWiFS project for example requiring accuracies of 5 % absolute and 1 % relative 
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rn the retrieved water leaving radiances for meaningful applications (Hooker and M orel, 

2003). Whilst the threshold suggested by the present study of 0.1 % relative in the irradiance 

reflectances (i.e. the colour ratios) may seem surprisingly high in comparison, it is merely a 

consequence of the intended application of the predicted OIC concentrations (to predict 

salinity) combined with the algebraic intensiveness of the Three Colour Ratio Simultaneous 

Equation Inversion. 

6.5.2.3 Matrix Inversions 

Even-determined matrix inversions of water colour measurements have been reported in a 

number of previous studies (Brando and Dekker, 2003; Hakvoort et al, 2002; Hoge and 

Lyon, 1996). In this study, both even-determined and over-determined matrix inversions 

were exploited to provide estimates of the concentrations of the three dominant optically 

active in-water constituents in the Conwy Estuary. Irrespective of whether four or five 

colour ratios were used, the RMS differences between observed and predicted ore 

concentrations were smaller for the over-determined matrix inversions when compared to 

those obtained from both the even-determined matrix inversion and Three Colour Ratio 

Simultaneous Equation Inversion (see Section 6.3.4.1). Although the predicted ore 

concentrations were improved relative to those predicted by the Three Colour Ratio 

Simultaneous Equation Inversion, negative ore concentrations were still predicted by both 

the even-determined and over-determined matrix inversions. Negative OIC concentrations 

were also obtained in the even-determined matrix inversions of irradiance reflectances 

reported by both Brando and Dekker (2003) and Hakvoort et al (2002), suggesting this may 

be a common problem associated with matrix inversion. Hoge and Lyon ( 1996) showed that 

negative constituent absorptions (and hence OIC concentrations, assuming non-negative 

specific absorptions) could result in even-determined matrix inversions due to measurement 

uncertainties of less than 5 % in the measured radiances, whilst almost any error in the 

CDOM spectral slope resulted in negative CDOM absorptions. Whilst the over-determined 

matrix inversion yields the least squares solutions, the colour ratio measurement 

uncertainties are only constrained and not eradicated. Consequently, the problem of negative 

predicted ore concentrations will also occur for over-determined matrix inversions, 

whenever measurement or modelling errors are sufficiently high. 

In this study, the effects of random measurement uncertainties of between ± 20 % were 

found to have another imp01tant consequence for over-determined matrix inversions. The 
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correlation matrix derived with Lp equal to O (Table 6.11), suggested measurement error 

style fluctuations can obscure the true nature of linear dependency that exist between two 

colour ratios. The consequences of this, are that if further colour ratios which are only 

apparently linearly independent are added to the colour ratio set to be inverted, no further 

improvement in the matrix inversion predicted CDOM concentrations is achieved, as no 

new information has been supplied. This was supported by the observed variation of the 

average RMS difference between synthetic and predicted CDOM concentration, with the 

number of apparently linearly independent colour ratios supplied to the over-determined 

matrix inversion (Table 6.12). 

The correlation matrix derived with Lp equal to O (Table 6.11), also suggested that a high 

degree of linear dependency existed between most of the colour ratios modelled for 7 

wavebands spread across the visible and far-red spectrum. Indeed, Table 6.11 shows that for 

the 28 colour ratios modelled, it is difficult to find more than 5 colour ratios for which all 

colour ratios would have a linear independency, such that the Pearson product moment 

correlation coefficient was less than even 0.90 for all colour ratio pairs. This suggests that 

the input of more than 5 linearly independent colour ratios to the over-determined matrix 

inversion technique may not be possible for hyperspectral ocean colour datasets with similar 

wavebands, such as those derived by SeaWiFS, MERIS, MODIS, and in thi s study, CASI. 

6.5.2.4 Two stage Semi-analytical Inversion 

The Two stage Semi-analytical Inversion technique predicted MSS concentrations with a 

greater degree of success then any other inversion technique tested in this study. Predicted 

MSS concentrations were in excellent agreement with the observed values, with an RMS 

difference of 10.2 gm-3 over a 140 gm-3 range, and with the slope and intercept of a 

regression between the observed and predicted values not significantly different from l and 

0 respectively (Table 6.13). Nevertheless, differences did exist between the observed and 

predicted MSS concentrations for a number of profiles (see Figure 6.14), and these may 

have arisen from several potential origins in Equation 6.9. Variability in the specific 

backscattering coefficient of MSS has been observed to effect single waveband retrieval 

algorithms in the adjacent Irish Sea (Binding et al, 2005), and as the specific backscattering 

coefficient of MSS was derived from regression analysis only, profile to profile variability 

of this property was not discernable in this study. The standard error of the specific 

backscattering coefficient of MSS was relatively small however (see Chapter 4, Section 
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4.4.1), suggesting variability in bb*Mss was unlikely to constitute a large source of error. As 

the square of the differences between individual observed and predicted [MSS] showed no 

positive trend with either increasing [PIG] or [CDOM] (Figure 6.15), the simplifying 

assumptions made when deriving Equation 6.9 appeared to hold. In addition, as the majority 

of predicted MSS concentrations were in good agreement with the observed values, 

systematic calculation procedures, such as the calculation of the proportionality constant 

(C(µ0) in Equation 6.9), were also an unlikely error source. The differences between 

observed and predicted [MSS] may therefore have been due largely to random measurement 

errors on the Colour Sensor derived irradiance reflectances. 

The CDOM concentrations predicted by the Two stage Semi-analytical Inversion technique 

were also encouraging. Whilst the RMS difference between the observed and predicted 

CDOM concentrations was larger than the accuracy required for the purpose of this study, 

and although the predicted CDOM concentrations were slightly overestimated, they were 

scattered closely around the theoretical 1: 1 line, across the full range of CDOM 

concentrations observed (Figure 6.16). Of course, at least some of the scatter between the 

observed and predicted CDOM concentrations would be a natural result of the errors in the 

predicted MSS concentrations. Whilst the applicability of the Two stage Semi-analytical 

Inversion technique was acknowledged to be limited by the presence of significant 

phytoplankton pigment concentrations in Chapter 5, the results of the inversion applied to 

the Colour Sensor dataset (for which [PIG] ranged from 0.7 - 9.3 mgm-3
) were certainly no 

worse then the results of the other inversion methods tested in this study, and further 

suggested that the full Three stage Semi-analytical Inversion technique (described in 

Chapter 5, Section 5.5.3) may enable the retrieval of all three OICs. 

6.5.3 Predicted Salinities 

All predicted salinities were disappointing, with the RMS differences between observed and 

predicted salinities being greater for all inversion methods, than the minimum accuracy 

required for predicted salinities to be considered as useful in an estuary ( 4 PSU, see Section 

6.2.1). The RMS differences between observed and predicted salinities were in good 

agreement with those predicted from the application of the CDOM-Salinity relationships to 

randomly perturbed CDOM concentrations (Table 6.2). Hence, the poor accuracy of 

predicted salinities from both the PRR-600 and Colour Sensor optical datasets was 
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attributable to the inaccuracies in the predicted CDOM concentrations, combined with the 

inherent accuracy of the CDOM-Salinity relationships. 
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Chapter 7 - Inversion of airborne remote sensed 

water colour 

7 .1 Synopsis and data disclaimer 

In this Chapter, the most successful of the four inversion techniques tested in Chapter 6 is 

adapted and applied to the airborne remote sensed measurements of water colour. The two 

dimensional synoptic results show spatial gradients and concentrations that are similar to 

those observed by coincident in-situ surveys for all three OICs, though not for all 

overflights. 

It should be noted that a number of uncertainties exist pertaining to the atmospheric 

correction of the airborne data, supplied by the NERC RSDAS. The method used is at 

present unpublished, and the accuracy of the resulting data can not be guaranteed. The 

uncertainties include the lack of a correction for blue sky reflection from the water surface 

(sky-glint), the non-use of the downwelling irradiance measured by the aircrafts Incident 

Light Sensor (ILS), and the application of a single Fa(O,,l) value (at each wavelength) over 

the whole of each image (since downwelling irradiance may be expected to vary spatially 

over the full extent of each scan). A number of problems were encountered with the 

atmospherically corrected above water irradiance reflectance spectra, and these are reported 

in Section 7 .3. The airborne data presented in this chapter should be interpreted with the 

above in mind, and the results highlight the need for accurate atmospheric correction of 

water leaving radiances for remote sensing applications. 

7.2 Application of a Three stage Semi-analytical Inversion technique 

Encouraged by the performance of the simple 2 stage inversion procedure presented in 

Chapter 6 (Section 6.5), the full 3 stage inversion procedure was applied to the airborne 

remote sensed CASI radiometer measurements obtained during each overflight. As the 

centre of each CASI waveband differed between each of the three overflight days (see 

Chapter 3, Section 3.4.1), and as the centre of each CASI waveband for each overflight 

differed from the wavebands of the in-situ radiometers (Section 3.5), the wavelengths used 

in the 3 stage inversion procedure when applied to the airborne CASI radiometer data were 

adapted accordingly. Table 7. 1 provides a summary of the water colour parameters used for 
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each stage of the 3 stage inversion procedure, when applied to the CASI radiometer data 

from each overflight. 

Although 18 individual CASI radiometer scans were obtained over the 3 overflight days 

(see Chapter 3, Table 3.4), some scans contained only a small area of target water pixels 

(e.g. Scan 1 on 24/05/2004), or none at all (Scans 7, 8 and 9 on 24/05/2004). In addition, 

some scans did not include areas encompassing any of the in-situ sampling stations, and 

therefore could not be validated (Scans 1 and 6 on 23/06/2005). The presentation of all 18 

scans was therefore beyond the scope of this thesis. 

Water colour parameter used to derive OIC 

Stage OIC derived 24/05/2004 24/09/2004 23/06/2005 

1 [MSS] R(701.2) R(709.8) R(710.7) 

2 [PIG] R(701.2)/R(662.0) R(709.8)/R(670.6) R(710.7)/R(669.6) 

3 [CDOM] R(662.0)/R(482.4) R(670.6)/R(489.9) R(669.6)/R(489.8) 

Table 7.1 - Summary of water colour parameters used to derive each OIC for 
each stage of the 3 stage semi-analytical inversion procedure, for each of the three 
overflights. Numbers in brackets denote the centre wavelength of the wavebands 
used. 

7 .2.1 Stage 1 - Remote Sensed MSS concentrations 

The first stage of the Three stage Semi-analytical Inversion technique was to estimate the 

MSS concentrations from the irradiance reflectance in the far red. Hence, above water 

remote sensing reflectance (RRs(0\Ji.)) was related to below water remote sensing reflectance 

(RRs(O-))) by (Kirk, 1994): 

(7.1) 

where T was the radiance transmittance across the air-sea interface calculated following 

Equation 7.2: 

(7.2) 

where 0 was the nadir angle of below water upwelling radiance, n was the refractive index 

of seawater, and p was the Fresnel reflectance coefficient. For below water upwelling 

206 



Chapter 7 - Inversion of airborne remote sensed water colour 

radiance, 0 equals 0, and Twas equal to 0.546. Below water remote sensing reflectance was 

then converted to below water irradiance reflectance (R(0-))) from: 

(7.3) 

where Q was equal to the ratio of EJL11• As no direct measurements of Q were made, Q was 

taken to equal n:, as for a Lambertian reflector (Kirk, 1994). 

Hence, assuming both acooM and ap1c could be approximated to zero at all far-red 

wavelengths (1 > 700 nm), Equation 6.9 was re-written: 

[MSS] = •(C(µ0 ) x b,,w (,-1,))- (aw (,-1,) x R(O- , ,1,)) 

(aMSS (A) X R(o- ,,1,))- (C(µo) X b,, * MSS (,1,)) 
(7.4) 

where 1 was the centre wavelength of the far-red CASI waveband used for each overflight 

(as presented in Table 7 .1 ). The proportionality constant ( C(p0)) was calculated following 

the procedure outlined in Chapter 3 (Section 3.5.7). The specific inherent optical properties 

present in Equation 7.4 were not derivable at precisely the same wavelengths at which the 

CASI radiometer data was obtained, due to the radiometric resolution of both the laboratory 

spectrophotometer, and literature derived values. The backscattering coefficients of water 

were taken from the literature (Smith and Baker, 1981) at the available wavelengths closest 

to those recorded by the CASI radiometer, being 700, 710 and 710 nm for the overflights on 

24/05/2004, 24/09/2004 and 23/06/2005 respectively. Similarly, the absorption coefficients 

of water were taken from Pope and Fry (1997), at the available wavelengths closest to those 

recorded by the CASI radiometer, being 701.25, 710 and 710 nm for the overflights on 

24/05/2004, 24/09/2004 and 23/06/2005 respectively. It should be noted that the value for 

the absorption by water at 701.25 nm on 24/05/2004 was calculated by taking the mean of 

the values of aw at 700 and 702.5 nm presented in Pope and Fry (1997). The specific MSS 

absorption coefficients (a*Mss) were taken from the results of the multiple regression 

analyses (Chapter 4, Section 4.3.4) at the nearest (0.5 nm interval) wavelength to those 

recorded by the CASI radiometer. As backscattering coefficients were derived following 

Kirk's method, specific backscattering coefficients were only derived at the in-situ 

radiometer wavelengths (see Chapter 4, Section 4.4.1 ), and hence bb *Mss at 710 nm was 

used in Equation 7.4, as this was the closest wavelength for all three overflights. Thus, 

Equation 7.4 was applied to the CASI imagery to obtain remote sensed estimates of MSS 

concentration. 
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7.2.1.1 Remote Sensed [MSS] for overflights conducted on 24/05/2004 

Figure 7 .1 shows CASI derived estimates of the surface MSS concentration at 

approximately high water on 24/05/2004, along with a map showing the geographical 

location of each scan within the Conwy Estuary. High water was predicted to occur at 

Conwy at 14: 10 GMT on 24/05/2004, though high water at Dolgarrog Bridge typically 

occurs 30 minutes - l hour after high water at Conwy (Hillier, 1985). Figure 7.1 shows 

elevated surface MSS concentrations in the upper reaches of the Conwy Estuary, south of 

Tal-y-cafn Bridge, with maximum concentrations occurring approximately mid-way 

between Tal-y-cafn Bridge and Dolgarrog Bridge, indicative of the presence of a turbidity 

maximum. Predicted [MSS] concentrations in the lower reaches of the estuary were an order 

of magnitude less than those predicted in the turbidity maximum. Whilst a number of 

regions of apparently higher [MSS] can be seen in the lower reaches of the estuary at the 

land-water boundary, these regions coincided with known areas of exposed sand banks and 

beaches, and were not interpreted as being real features of in-water MSS concentration. It 

should be noted that the missing data category for CASI images represents atmospherically 

corrected radiances that were < 0. Figure 7.2 presents a comparison between the in-situ 

MSS concentrations obtained from the accompanying RIB and Conwy Pier surveys 

conducted on 24/05/2004 and the remote sensed [MSS] at the in-situ sampling sites. Figure 

7 .2 also presents the time difference between the in-situ and remote sensed observations. To 

provide an estimate of the local variance between adjacent pixels at the in-situ sampling 

sites, the remote sensed MSS concentrations shown in Figure 7.2 were taken as the average 

value of a four pixel square encompassing the in-situ sampling site, and therefore represent 

the average remote sensed value for areas of 19.4 m2
. Whilst the time difference between 

the in-situ and remote sensed observations was of the order of 1 hour for some stations in 

the lower reaches of the Conwy Estuary, Figure 7.2 shows the remote sensed MSS 

concentrations were broadly in excellent agreement with those obtained in-situ on 

24/05/2004. However, Figure 7 .2 suggests that at least some of the remote sensed [MSS] 

concentrations in the turbidity maximum (around 2 Km north of Dolgarrog Bridge) may 

have been significantly overestimated. 
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Figure 7.1 - Remote Sensed surface [MSS] (gm-3

) in the Conwy Estuary on 
24/05/2004. The blue and red outline boxes in (a) depict the geographical 
location of images shown in (b) and (c) respectively. The images were acquired 
from South to North at 14:31-14:40 GMT (b) and 14:11-14:20 GMT (c). 
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Figure 7.2 - Comparison of in-situ measured axial distribution of [MSS] 
(open squares, solid line) with remote sensed [MSS] at the in-situ sampling 
stations (solid triangles, dashed line) on 24/05/2004. The time difference in 
minutes (mins) between the in-situ sample collection and remote sensed 
observations are also shown (open diamonds, dashed line). Error bars on the 
remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 

Whilst Figure 7 .1 presented the distribution of remote sensed surface [MSS] obtained for the 

whole estuary on 24/05/2004, two features are worthy of noting in a close up view of the 

turbidity maximum area in the upper estuary (see Figure 7.3). The first of these is the 

presence of two lateral lines of apparently high [MSS], the locations of which are indicated 

by the red arrow in Figure 7.3 (a). The uniform nature (and lateral extent) of these lines 

(also just visible in Figure 7.1) was suggestive of them being a non-water feature, and the 

lines could have been indicative of the presence of in-water objects, such as pipelines. If 

these lines were due to in-water objects, their presence in the remote sensed images shown 

in Figures 7 .1 and 7 .3 would imply the CASI measured upwelling radiance may be 

contaminated by bottom reflectance. In fact this was not the case, and these lines 

corresponded to an above-water feature, namely multiple power lines that cross the Conwy 

Estuary between two pylons at this location, as shown in Figure 7.3 (b). Figure 7.1 also 

shows that lateral gradients of [MSS] of up to 20 gm-3 were present at two locations 

(indicated by white arrows) at approximately high water on 24/05/2004. 
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Figure 7 .3 - Remote sensed MSS concentrations (gm-3
) in the upper 

reaches of the Conwy Estuary on 24/05/2004. The red arrow in (a) 
indicates the location of two lateral lines of (apparently) high [MSS] 
that were caused by the presence of multiple power cables crossing the 
Conwy, as shown by the aerial photograph obtained on 23/06/2005 in 
(b). The white arrows in (a) indicate the locations of two areas showing 
lateral gradients of [MSS]. 
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7 .2.1.2 Remote Sensed [MSS] for the overflight conducted on 24/09/2004 

Figure 7.4 shows CASI derived estimates of the surface MSS concentration approximately 

2.5 hours before low water on 24/09/2004, along with a map showing the geographical 

location of the CASI data within the Conwy Estuary. Low water was predicted to occur at 

Conwy at 13:48 GMT on 24/09/2004, with the smallest neap tide in the spring-neap cycle 

occurring the day before (23/09/2004). As the overflight on 24/09/2004 was conducted 

around low water, numerous sand/mud banks and islands were exposed in the lower estuary, 

and great care was taken in the analysis of the remote sensed data to remove these features. 

The overflight on 24/09/2004 was also affected by clouds and cloud shadows at some 

locations. CASI data affected by clouds and exposed sandbanks showed elevated radiance 

values in all wavebands, and this characteristic was used to remove them from the imagery. 

Figure 7.4 shows data from three regions of the CASI scan obtained on 24/09/2004. The 

area between the two regions in Figure 7.4 (b) and (c) was excluded, due to it being too 

severely affected by a combination of cloud, cloud shadows, and sandbanks to enable 

interpretation of the in-water MSS concentrations. Aerial photographs, taken during the 

CASI data collection on 24/09/2004, confirmed the locations of clouds, cloud shadows, sand 

banks and islands during the overflight, and are presented in Figure 7.5. Similarly, the area 

between Figure 7.4 (c) and (d) was also affected by cloud cover, shadows and sandbanks, 

though the aerial photographs did not cover this region. Figure 7.4 shows that MSS 

concentrations were greatest in the lower estuary on 24/09/2004, with concentrations 

increasing from north of Conwy Bridge to a maximum south of Conwy Bridge, and then 

decreasing with increasing distance south of Conwy Bridge, with concentrations below 5 

gm-3 throughout the upper estuary. The distribution of [MSS] shown in Figure 7.4 was also 

indicative of the presence of a turbidity maximum, though showed the reverse trend to that 

observed at high water on 24/05/2004 (see Figure 7 .1 ), with MSS concentrations greatest in 

the lower estuary on 24/09/2004. The patchy nature of Figure 7.4 (d) was caused by the 

spatial resolution of the CASI radiometer on 24/09/2004, which was only just able to 

resolve the upper stretches of the Conwy Estuary. Figure 7.6 presents a comparison between 

the in-situ MSS concentrations obtained from the accompanying RIB survey conducted on 

24/09/2004 and the remote sensed [MSS] at the in-situ sampling sites. Figure 7 .6 also 

presents the time difference between the in-situ and remote sensed observations, which was 

unfortunately large, due to a short notice communication that the overflight was to be 

conducted. The remote sensed MSS concentrations shown in Figure 7.6 were again taken as 
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the average value of a four pixel square encompassing the in-situ sampling site, and 

therefore represent the average remote sensed value for areas of 100 m2
. Although the in

situ MSS concentrations were obtained between 1.5 - 2 hours after the remote sensed 

observations, Figure 7 .6 shows the in-situ observations were in close agreement with the 

remote sensed observations for many of the sampling stations on 24/09/2004, with both the 

remote sensed and in-situ MSS concentrations showing a peak in the first 1 Km south of 

Conwy Bridge. 
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Figure 7.4 - Remote sensed surface [MSS] (gm.3) in the Conwy Estuary on 24/09/2004. 
The blue, red and green outline boxes in (a) depict the geographical location of the images 
shown in (b), (c) and (d) respectively. The remote sensed data was acquired from North to 
South at 11:10 - 11:16 GMT. 
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(a) (b) 

Figure 7 .5 - Mosaic of aerial photographs taken during the 
overflight on 24/09/2004 (a). The green outlined box in (b) shows 
the approximate geographical location of the photo mosaic shown 
in (a), whilst the blue and red outlined boxes in (b) show the 
geographical locations of the remote sensed images shown in 
Figure 7.4 (b) and (c) respectively. The CASI data from the region 
in between the blue and red outlined boxes in (b) was not 
interpreted, due to the presence of the 3 cloud shadows, 1 cloud 
and 5 exposed sandbanks which are visible in (a). 
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Figure 7 .6 - Comparison of in-situ measured axial distribution of [MSS] 
(open squares, solid line) with remote sensed [MSS] at the in-situ sampling 
stations (solid triangles, dashed line) on 24/09/2004. The time difference in 
hours (hrs) between the in-situ sample collection and remote sensed 
observations are also shown (open diamonds, dashed line). Error bars on 
the remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 

7 .2.1.3 Remote Sensed [MSS] for overflights conducted on 23/06/2005 

Figure 7.7 shows CASI derived estimates of surface MSS concentration approximately 1 

hour after high water on 23/06/2005, along with a map showing the geographical location of 

each scan within the Conwy Estuary. High water was predicted to occur at Conwy at 11 :22 

GMT on 23/06/2005. As on 24/05/2004 (see Figure 7 .1), a maximum in surface MSS 

concentration was seen to occur in the upper reaches of the Conwy Estuary on 23/06/2004, 

with concentrations being least in both the north and far south of Figure 7 .7 (c). A region of 

elevated MSS concentrations (> IO gm-3
) was also visible in the lower estuary, on the right 

hand side of Figure 7.7 (d). In the absence of in-situ ground truth observations in this region 

however, these elevated MSS concentrations were treat with caution, as this region of the 

estuary was known to be relatively shallow even at high water, with water depth being only 

1.5 - 2.0 m. Hence, whilst physical reasons may exist that could satisfactorily explain these 

elevated MSS concentrations, such as enhanced re-suspension of bed sediments, it is 

acknowledged that water leaving radiance in this region may have been contaminated by 

bottom reflectance . 
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Figure 7.7 - Remote sensed surface [MSS] (gm-3
) in the Conwy Estuary on 23/06/2005. 

The red, blue and green outline boxes in (a) depict the geographical location of the 
images shown in (b), (c) and (d) respectively. The images were acquired at 12:13 -
12:18 GMT (b), 12:31-12:36 GMT (c) and 12:53 -12:55 GMT (d). 
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Unfortunately, due to logistical reasons, no RIB survey could be conducted on 23/06/2005 

and in-situ MSS concentrations were collected at only 3 geographical locations, namely 

Conwy Pier, Tal-y-cafn Bridge and Dolgarrog Bridge. Figure 7.8 presents a comparison 

between the in-situ MSS concentrations and the remote sensed [MSS] at the in-situ sampling 

sites on 23/06/2005, along with the time difference between the in-situ and remote sensed 

observations. The remote sensed MSS concentrations shown in Figure 7.8 were again taken 

as the average value of a four pixel square encompassing the in-situ sampling site, and 

therefore represent the average remote sensed value for areas of 41.0 m2
. Figure 7.8 shows 

the in-situ observations were in close agreement with the remote sensed observations at both 

Conwy Pier and Dolgarrog Bridge on 23/06/2005, and in reasonable agreement at Tal-y

cafn Bridge, considering the large time difference between the in-situ and remote sensed 

observations. 
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Figure 7.8 - Comparison of in-situ measured axial distribution of [MSS] (open 
squares, solid line) with remote sensed [MSS] at the in-situ sampling stations 
(solid triangles, dashed line) on 23/06/2005. The time difference in hours (hrs) 
between the in-situ sample collection and remote sensed observations are also 
shown (open diamonds, dashed line). Error bars on the remote sensed 
observations indicate ± one standard error of the average value obtained from 
four adjacent pixels. 

In addition to the two features already shown in the close up view presented in Figure 7.3, 

another feature worthy of noting in a close up view of the upper estuary was visible in the 

remote sensed images of MSS concentration on both 24/05/2004 and 23/06/2005. Figure 7.9 
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shows the influence of an out flowing tributary on local MSS concentrations within the 

upper Conwy Estuary on 24/05/2004 and 23/06/2005. On both 24/05/2004 and 23/06/2005, 

MSS concentrations within the tributary were low ( < 5 gm-3), though the apparent influence 

of the tributary on concentrations within the upper Conwy Estuary differs between the two 

images. At approximately local high water slack on 24/05/2004, a local maximum in MSS 

concentrations can be seen in the Conwy Estuary just at the mouth of the tributary, as shown 

in Figure 7.9 (a) . In contrast, on 23/06/2005, a local minimum in MSS concentrations can be 

seen in the Conwy Estuary at the mouth of the tributary, as shown in Figure 7.9 (b). MSS 

concentrations increase northwards of this local minimum in Figure 7.9 (b), suggestive of 

the presence of a seaward mean flow in the upper Conwy Estuary, at the time the image was 

collected (approximately 1 hour after local high water). 
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Figure 7.9 - Remote sensed MSS concentrations (gm-3) in the upper 
reaches of the Conwy Estuary on (a) 24/05/2004 and (b) 23/06/2005. 
The white arrows in (a) and (b) indicate the location of local maxima 
and minima of [MSS] respectively. 

218 



Chapter 7 - Inversion of airborne remote sensed water colour 

A comparison between in-situ and remote sensed MSS concentrations for all scans from all 

3 overflights is provided in Figure 7 .10, for all in-situ MSS concentrations that were 

collected within 30 minutes of the remote sensed observations (28 in total). The RMS 

difference between the remote sensed and in-situ derived MSS concentrations for the 28 

values shown in Figure 7 .10 was 8.5 gm·3. Remote sensed and in-situ MSS concentrations 

were also compared via regression analysis, and a summary of the resulting regression 

statistics is provided in Table 7.2. Statistically, the slope and the intercept of the regression 

were not significantly different from 1 and O respectively at the 95 % confidence interval. 

Encouragingly, even when all remote sensed and in-situ derived MSS concentrations from 

the 3 overflights were compared, regardless of the time difference between the in-situ and 

remote sensed observations (47 observations in total), the RMS difference was 10.3 gm·3, 

showing only a small increase from the time restricted value. 
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Figure 7.10 - Comparison between remote sensed and in-situ [MSS] for 
all 3 overflights. Observations for which the time difference between in
situ and remote sensed data collection was more than 30 minutes have 
been excluded. Error bars on the remote sensed observations indicate ± 
one standard error of the average value obtained from four adjacent 
pixels. The dashed line shows the theoretical 1:1 line. 
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[MSS](Remote Sensed) = a. x [MSS](ln-situ) + J] 

a ±S.E. 1.018±0.110 

a 95 % confidence interval 0.792 to 1.245 

J] ± S.E. 1.836 ± 2.552 

J] 95 % confidence interval -3.409 to 7.080 

Rz (%) 76.6 

p 0.000 

n 28 

Table 7 .2 - Summary of regression statistics 
describing the regression analysis between the 
remote sensed and in-situ MSS concentrations 
presented in Figure 7.10. 
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7 .2.2 Stage 2 - Remote Sensed phytoplankton pigment concentrations 

As outlined in Chapter 5, the second stage of the 3 stage inversion procedure was to obtain 

the phytoplankton pigment concentration from a far-red/red colour ratio, using the 

concentration of MSS obtained in the first stage (see Section 7 .2.1) to calculate the 

absorption by MSS at the far-red and red wavelengths. Hence, the above water remote 

sensing reflectance far-red/red colour ratio was converted to the below water irradiance 

reflectance far-red/red colour ratio following Equation 7.5: 

R(0- , A,) Q x RRS (0+, A,) IT RRS (0+, A,) 
=-------=----

R(0- , ,1,2 ) 
(7.5) 

where A.1 was set equal to the centre wavelength of the far-red CASI waveband used for each 

overflight (see Table 7.1) and similarly ,1.2 was set equal to the centre wavelength of the red 

CASI waveband used for each overflight, and all terms are as defined in Equations 7.1 -

7.3. Assuming acooM could be approximated to zero at all red and far-red wavelengths, and 

that ap1c could be approximated to zero at all far-red wavelengths, Equation 5.2 was 

rearranged in terms of the phytoplankton pigment concentration: 

[PIG]= l(aw (A-i) + a:,ss (A-i )[MSS])R(A-i )*/ R(A-2 ) J-(aw (A-2) + a:ss (A-2 )[MSS]) 

a, PIG (A-2) 
(7.6) 

where the specific MSS absorption coefficients (a *Mss) were taken from the results of the 

multiple regression analyses (Chapter 4, Section 4.3.4) at the nearest (0.5 nm interval) 

wavelength to those recorded by the CASI radiometer, and [MSS] was taken from the values 

derived using Equation 7.4 for each pixel (see Section 7.2.1). The time varying model of 

a*PJc was not used in Equation 7.6, with the direct measurements of a*Pic made for each 

overflight used instead (Chapter 4 , Section 4.3.2). The absorption coefficients of water were 

derived from the literature (Pope and Fry (1997)) at the available wavelengths closest to 

those recorded by the CASI radiometer, being 701.25 and 662.5 nm for overflights on 

24/05/2004, and 710 and 670 nm for overflights on both 24/09/2004 and 23/06/2005. 

Hence, Equation 7 .6 was applied to the CASI imagery (using Equation 7.4 to first derive the 

MSS concentration, see Section 7.2.1) to obtain remote sensed estimates of phytoplankton 

pigment concentration for each overflight. 
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7.2.2.1 Remote Sensed [PIG] for overflights conducted on 24/05/2004 

Figure 7 .11 shows CASI derived estimates of surface [PIG] at approximately high water on 

24/05/2004, along with a map showing the geographical location of each scan within the 

Conwy Estuary. The MSS concentrations used to derive the [PIG] in Figure 7.11 were 

presented in Figure 7.1. Figure 7.11 shows elevated surface [PIG] in the upper reaches of 

the Conwy Estuary, south of Tal-y-cafn Bridge, with maximum concentrations occurring 

approximately mid-way between Tal-y-cafn Bridge and Dolgarrog Bridge, indicative of the 

presence of a phytoplankton maximum. A feature worthy of noting is that when Figure 7 .11 

is compared to Figure 7.1, it can be seen that the maxima in CASI derived [PIG] occurred 

just seaward of the maxima in CASI derived [MSS] on 24/05/2004. Figure 7.11 also shows 

however, that many of the predicted [PIG] in the lower reaches of the estuary were 

unfortunately less than zero, particularly in Figure 7.11 (c). 

Figure 7.12 presents a comparison between the in-situ [PIG] obtained from the 

accompanying RIB and Conwy Pier surveys conducted on 24/05/2004 and the remote 

sensed [PIG] at the in-situ sampling sites. Figure 7 .12 also presents the time difference 

between the in-situ and remote sensed observations. The remote sensed [PIG] shown in 

Figure 7.12 were again taken as the average value of a four pixel square encompassing the 

in-situ sampling site, and therefore represent the average remote sensed value for areas of 

19.4 m2
. Whilst the time difference between the in-situ and remote sensed observations was 

relatively large for some stations, Figure 7.12 shows that the axial variation in remote 

sensed [PIG] followed the same trend as that shown by the in-situ [PIG] obtained on 

24/05/2004. Figure 7 .12 shows that the maxima seen in both in-situ and remote sensed 

phytoplankton pigment concentrations occurred at approximately the same geographical 

location in the estuary. Comparing Figure 7 .12 to Figure 7 .2, it can be seen that the 

maximum in in-situ determined [PIG] peaked between 2 - 4 Km north of Dolgarrog Bridge, 

being just seaward of the maximum in in-situ determined [MSS] (which peaked between 0 -

2.5 Km north of Dolgarrog Bridge, see Figure 7.2), as was observed in the remote sensed 

imagery for 24/05/2004 ( see above). 
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Figure 7.11 - Remote Sensed surface [PIG] (mgm-3
) in the Conwy Estuary on 

24/05/2004. The blue and red outline boxes in (a) depict the geographical 
location of images shown in (b) and (c) respectively. The images were acquired 
from South to North at 14:31-14:40 GMT (b) and 14:11-14:20 GMT (c). 
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Figure 7.12 - Comparison of in-situ measured axial distribution of [PIG] 
(open squares, solid line) with remote sensed [PIG] at the in-situ sampling 
stations (solid triangles, dashed line) on 24/05/2004. The time difference in 
minutes (mins) between the in-situ sample collection and remote sensed 
observations are also shown (open diamonds, dashed line). Error bars on the 
remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 

7.2.2.2 Remote Sensed [PIG] for the overflight conducted on 24/09/2004 

Figure 7.1 3 shows CASI derived estimates of surface [PIG] approximately 2.5 hours before 

low water on 24/09/2004, along with a map showing the geographical location of the CASI 

data within the Conwy Estuary. As previously described in Section 7.2.1, the overflight on 

24/09/2004 was affected by exposed sand banks, clouds and cloud shadows, and great care 

was taken in the analysis of the remote sensed data to remove or exclude these features. The 

MSS concentrations used to derive the [PIG] in Figure 7. 13 were presented in Figure 7.4. 

Figure 7 .13 shows data from three uncontaminated regions of the CASI scan obtained on 

24/09/2004, and shows that phytoplankton pigment concentrations were greatest in the 

upper estuary, though concentrations in the lower estuary were relatively large compared to 

those observed on 24/05/2004 (see Figure 7.11 ). As noted in Section 7.2.1 , the missing data 

category for CASI images represented atmospherically corrected radiances that were < 0. 

Figure 7.13 (d) includes a greater missing data content relative to Figure 7.4 (d), as the red 

670.6 nm CASI waveband used in the far-red/red colour ratio to calculate the [PIG], 
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contained additional negative atmospherically corrected water leaving radiances relative to 

the 709.8 nm CASI waveband used to derive the MSS concentrations shown in Figure 7.4. 
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Figure 7.13 - Remote sensed surface [PIG] (mgm-3
) in the Conwy Estuary on 24/09/2004. 

The blue, red and green outline boxes in (a) depict the geographical location of the images 
shown in (b), (c) and (d) respectively. The remote sensed data was acquired from North to 
South at 11:10-11:16 GMT. 

Figure 7.14 presents a comparison between the in-situ [PIG] obtained from the 

accompanying RIB survey conducted on 24/09/2004 and the remote sensed [PIG] at the in

situ sampling sites. Due to equipment limitations, only 6 in-situ [PIG] samples were 

collected on 24/09/2004. The remote sensed [PIG] shown in Figure 7.14 were again taken 
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as the average value of a four pixel square encompassing the in-situ sampling site, and 

represent the average remote sensed value for areas of 100 m2
. Figure 7 .14 shows that the 

remote sensed [PIG] were an order of magnitude greater than those obtained from the in

situ samples on 24/09/2004, suggesting that either the remote sensed (or less likely the in.

situ) phytoplankton pigment concentrations were incorrect, or that the surface 

phytoplankton pigment concentrations had changed considerably in the 1.5 - 2.0 hours in 

between the collection of the remote sensed and in-situ observations. 
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Figure 7.14 - Comparison of in-situ measured axial distribution of [PIG] 
(open squares, solid line) with remote sensed [PIG] at the in-situ sampling 
stations (solid triangles, dashed line) on 24/09/2004. The time difference in 
hours (hrs) between the in-situ sample collection and remote sensed 
observations are also shown (open diamonds, dashed line). Error bars on 
the remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 

7.2.2.3 Remote Sensed [PIG] for overflights conducted on 23/06/2005 

Figure 7.15 shows CASI derived estimates of surface [PIG] approximately 1 hour after high 

water on 23/06/2005, along with a map showing the geographical location of each scan 

within the Conwy Estuary. The MSS concentrations used to derive the [PIG] in Figure 7.15 

were presented in Figure 7.7. As on 24/05/2004 (see Figure 7. 11 ), maximum surface [PIG] 

occurred in the upper reaches of the Conwy Estuary on 23/06/2004, with remote sensed 

concentrations being least in the lower estuary. Numerous remote sensed [PIG] were again 

less than 0 in the lower estuary, with the majority of lower estuary pixels in Figure 7.15 (c) 

and (d) being negative. 
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Figure 7.15 - Remote sensed surface [PIG] (mgm-3) in the Conwy Estuary on 
23/06/2005. The red, blue and green outline boxes in (a) depict the geographical 
location of the images shown in (b), (c) and (d) respectively. The images were acquired 
at 12:13 - 12:18 GMT (b), 12:31-12:36 GMT (c) and 12:53 - 12:55 GMT (d). 
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As outlined in Section 7 .2.1, no RIB survey could be conducted on 23/06/2005 due to 

logistical reasons, and in-situ phytoplankton pigment concentrations were collected at only 

2 geographical locations, namely Conwy Pier and Dolgarrog Bridge. Figure 7.16 presents a 

comparison between the in-situ [PIG] and the remote sensed [PIG] at the in-situ sampling 

sites on 23/06/2005, along with the time difference between the in-situ and remote sensed 

observations. The remote sensed [PIG] shown in Figure 7 .16 were again taken as the 

average value of a four pixel square encompassing the in-situ sampling site, and represent 

the average remote sensed value for areas of 41.0 m2
. Figure 7.16 shows the remote sensed 

observations were in close agreement with the in-situ observations at Conwy Pier, though 

were in disagreement by a factor 2 at Dolgarrog Bridge on 23/06/2005. 
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Figure 7.16 - Comparison of in-situ measured axial distribution of [PIG] 
(open squares, solid line) with remote sensed [PIG] at the in-situ sampling 
stations (solid triangles, dashed line) on 23/06/2005. The time difference in 
minutes (mins) between the in-situ sample collection and remote sensed 
observations are also shown (open diamonds, dashed line). Error bars on 
the remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 

A comparison between in-situ and remote sensed [PIG] for all scans from al l 3 overflights is 

presented in Figure 7 .17, for all in-situ [PIG] that were collected within 30 minutes of the 

remote sensed observations (28 in total). Figure 7. 17 suggests that overall, the remote 

sensed [PIG] were in reasonable agreement with the in-situ derived values, with most points 
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scattered close to the theoretical 1: 1 line, except for the 3 [PIG] values > 100 mgm-
3

. The 

RMS difference between the remote sensed and in-situ derived [PIG] for the 28 values 

shown in Figure 7.17 was 30.5 mgm-3. Remote sensed and in-situ [PIG] was also compared 

via regression analysis, and a summary of the resulting regression statistics is provided in 

Table 7 .3. Statistically, the slope of the regression was significantly different from 1, though 

the intercept of the regression was not significantly different from 0, at the 95 % confidence 

interval. For phytoplankton pigment concentrations, when all remote sensed and in-situ 

derived values from the 3 overflights were compared, regardless of the time difference 

between the in-situ and remote sensed observations (47 observations in total), the RMS 

difference was 27.6 mgm-3, showing a small decrease from the time restricted value. 
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Figure 7.17 - Comparison between remote sensed and in-situ [PIG] for 
all 3 overflights. Observations for which the time difference between in
situ and remote sensed data collection was more than 30 minutes have 
been excluded. Error bars on the remote sensed observations indicate ± 
one standard error of the average value obtained from four adjacent 
pixels. The dashed line shows the theoretical 1:1 line. 
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[P/G](Remote Sensed) = o. x [PJG](In-situ) + /3 

a ±S.E. 1.504 ± 0.206 

a 95 % confidence interval 1.080 to 1.928 

/3 ± S.E. -1.140±7.590 

/3 95 % confidence interval -16.741 to 14.462 

R2 (%) 67.2 

p 0.000 

n 28 

Table 7 .3 - Summary of regression statistics 
describing the regression analysis between the 
remote sensed and in-situ phytoplankton pigment 
concentrations presented in Figure 7.17. 

230 



Chapter 7 - Inversion of airborne remote sensed water colour 

7 .2.3 Stage 3 - Remote Sensed CDOM concentrations 

The final stage of the 3 stage inversion procedure was to obtain the CDOM concentration 

from a red/blue colour ratio, using the [MSS] obtained in the first stage to calculate the 

absorption by MSS at both the red and blue wavelengths, and the [PIG] obtained in the 

second stage to calculate the absorption by phytoplankton pigments at both the red and blue 

wavelengths. Thus, the above water remote sensing reflectance red/blue colour ratio was 

converted to the below water irradiance reflectance red/blue colour ratio following Equation 

7.5, with At set equal to the centre wavelength of the red CASI waveband used for each 

overflight (see Table 7.1), and A.2 set equal to the centre wavelength of the blue CASI 

waveband used for each overflight. As in Equation 7.6, it was assumed that acooM could be 

approximated to zero at all red wavelengths, and Equation 5.2 was rearranged in terms of 

the CDOM concentration: 

[CDOM] = (aw (A-1) + a~ss (A-1 )[MSS•] + a;1c (A.1 )[PIG])R(A.1 ) I R(A.2 ) 

a CDOM (A.2) 

(aw (A.2) + a~ss (A.2 )[MSS] + a;1G (A.2 )[PIG]) 

Cl~DOM ( A.2) 

(7.7) 

where the specific MSS absorption coefficients (a*Mss) were taken from the results of the 

multiple regression analyses (Chapter 4, Section 4.3.4) at the nearest (0.5 nm interval) 

wavelength to those recorded by the CASI radiometer, and [MSS] was taken from the values 

derived using Equation 7.4 for each pixel (see Section 7.2.1). The specific phytoplankton 

pigment absorption coefficients (a*p1c) were taken from the direct measurements made for 

each overflight (Chapter 4, Section 4.3 .2) at the nearest (0.5 nm interval) wavelength to 

those recorded by the CASI radiometer, and [PIG] was taken from the values derived using 

Equation 7.6 for each pixel (see Section 7.2.2). The absorption coefficients of water were 

derived from the literature (Pope and Fry (1997)) at the available wavelengths closest to 

those recorded by the CASI radiometer, being 662.5 and 482.5 nm for overflights on 

24/05/2004, and 670 and 490 nm for overflights on both 24/09/2004 and 23/06/2005. 

Hence, Equation 7.7 was applied to the CASI imagery to obtain remote sensed estimates of 

CDOM concentration for each overflight. However, whilst the remote sensed MSS 

concentrations obtained in the first stage of the procedure were physically (and 

quantitatively) acceptable, the remote sensed phytoplankton pigment concentrations 

231 



Chapter 7 - Inversion of airborne remote sensed water colour 

obtained in the second stage of the procedure showed significant departures from the 

measured in-situ values, with large areas of (physically incorrect) negative concentrations in 

the images from the first and third overflights (see Section 7 .2.2). Consequently, no value 

for the absorption by phytoplankton pigments could be calculated for those pixels for which 

the predicted [PIG] was less than 0, and hence no [CDOM] was calculated for those pixels. 

7.2.3.1 Remote Sensed [CDOM] for overflights conducted on 24/05/2004 

Figure 7.18 shows CASI derived estimates of surface [CDOM] at approximately high water 

on 24/05/2004, along with a map showing the geographical location of each scan within the 

Conwy Estuary. The [MSS] and [PIG] used to derive the [CDOM] in Figure 7.18 were 

presented in Figure 7 .1 and Figure 7 .11 respectively. No obvious axial gradient is apparent 

in Figure 7.18, with similar predicted surface CDOM concentrations throughout the Conwy 

Estuary. Two (slightly separated) regions of negative predicted [CDOM] are present 

between Tal-y-cafn Bridge and Dolgarrog Bridge in Figure 7 .18, with the most southerly 

region occurring in approximately the same geographical location as the maximum in 

surface [MSS] observed in Figure 7 .1. Figure 7 .19 presents a comparison between the in-situ 

[ CDOM] obtained from the accompanying RIB and Conwy Pier surveys conducted on 

24/05/2004 and the remote sensed [ CDOM] at the in-situ sampling sites. Figure 7 .19 also 

presents the time difference between the in-situ and remote sensed observations, which were 

again taken as the average value of a four pixel square (corresponding to a physical area of 

19.4 m2
) encompassing the in-situ sampling site. Figure 7.19 shows the remote sensed 

CDOM concentrations were in considerable disagreement with those measured in-situ on 

24/05/2004, with (positive) remote sensed [CDOM] being between an order of two to five 

times too small. The most negative remote sensed CDOM concentration in Figure 7 .19 

occurred at 2 Km north of Dolgarrog Bridge. Remote sensed CDOM concentrations are 

absent in Figure 7 .19 between 8 and 11 Km north of Dolgarrog Bridge, as no CDOM 

concentrations were calculated in this region due to the [PIG] being negative. The RMS 

difference between the remote sensed and in-situ CDOM concentrations presented in Figure 

7.19 was 1.0 m-1
• 
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Figure 7.18 - Remote Sensed surface [CDOM] (m-1

) in the Conwy Estuary on 
24/05/2004. The blue and red outline boxes in (a) depict the geographical 
location of images shown in (b) and (c) respectively. The images were acquired 
from South to North at 14:31-14:40 GMT (b) and 14:11-14:20 GMT (c). 
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Figure 7.19 - Comparison of in-situ measured axial distribution of [CDOM] 
(open squares, solid line) with remote sensed [CDOM] at the in-situ sampling 
stations (solid triangles, dashed line) on 24/05/2004. The time difference in 
minutes (mins) between the in-situ sample collection and remote sensed 
observations are also shown (open diamonds, dashed line). Error bars on the 
remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 

7.2.3.2 Remote Sensed [CDOM] for the overflight conducted on 

24/09/2004 

Figure 7.20 shows CASI derived estimates of surface [CDOM] approximately 2.5 hours 

before low water on 24/09/2004, along with a map showing the geographical location of the 

CASI data within the Conwy Estuary. Exposed sand banks, clouds and cloud shadows were 

removed or excluded as described in Section 7.2. l. The [MSS] and [PIG] used to derive the 

[CDOM] in Figure 7.20 were presented in Figure 7.4 and Figure 7.13 respectively. Figure 

7 .20 shows data from three uncontaminated regions of the CASI scan obtained on 

24/09/2004, and shows regions of elevated CDOM concentration in the lower estuary. Both 

Figure 7.20 (c) and (d) were dominated by missing data, caused by the atmospherically 

corrected normalised water leaving radiance being less than zero at the blue wavelength 

(489.9 nm). Figure 7.21 presents a comparison between the in-situ [CDOM] obtained from 

the accompanying RIB survey conducted on 24/09/2004 and the remote sensed [ CDOM] at 

the in-situ sampling sites, which were taken as the average value of a four pixel square 
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(corresponding to a physical area of 100 m2
) encompassing the in-situ sampling site. Figure 

7.21 shows that the remote sensed [CDOM] were again overestimated relative to the in-situ 

determined concentrations, being between 1.5 - 4 times too high. The axial distribution of 

remote sensed [CDOM] was also in disagreement with the in-situ distribution measured 

during the accompanying RIB survey, and Figure 7.21 suggests that either the remote 

sensed CDOM concentrations were incorrect, or the CDOM concentrations changed 

significantly in the 1.5 - 2.0 hours in between the in-situ and remote sensed observations. 
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Figure 7.20 - Remote sensed surface [CDOM] (m-1
) in the Conwy Estuary on 24/09/2004. 

The blue, red and green outline boxes in (a) depict the geographical location of the images 
shown in (b), (c) and (d) respectively. The remote sensed data was acquired from North to 
South at 11:10-11:16 GMT. 
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The RMS difference between the remote sensed and in-situ CDOM concentrations in Figure 

7.21 was 8.9 m-1
• 
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Figure 7.21 - Comparison of in-situ measured axial distribution of [CDOM] 
(open squares, solid line) with remote sensed [CDOM] at the in-situ sampling 
stations (solid triangles, dashed line) on 24/09/2004. The time difference in 
hours (hrs) between the in-situ sample collection and remote sensed 
observations are also shown (open diamonds, dashed line). Error bars on the 
remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 

7.2.3.3 Remote Sensed [CDOM] for overflights conducted on 23/06/2005 

Figure 7.22 shows CASI derived estimates of surface [CDOM] approximate ly 1 hour after 

hjgh water on 23/06/2005, along with a map showing the geographjcal location of each scan 

withln the Conwy Estuary. The [MSS] and [PIG] used to derive the [CDOM] in Figure 7.22 

were presented in Figure 7.7 and Figure 7.15 respectively. F igure 7 .22 shows a clear axial 

gradient in [CDOM] on 23/06/2005, from low values (around 0.2 m-
1
) in Conwy Bay (the 

North of Figure 7 .22 (b)), to intermediate values (around 1.5 m-1
) both north and south of 

Tal-y-cafn Bridge (Figure 7.22 (c)), to higher values (around 3 m-
1
) north and south of 

Dolgarrog Bridge. Figure 7.22 (d) was dominated by pixels for which [CDOM] was not 

calculated, due to the [PIG] being predominantly negative in the corresponding image 

presented in Figure 7.15 (d). A local maxima in remote sensed [CDOM] occurred at Tal-y

cafn Bridge (Figure 7.22 (c)), in approximately the same geographlcal location as a small 

maxima in surface [MSS] observed in Figure 7.7 (c). 
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Figure 7.22 - Remote sensed surface [CDOM] (m-1) in the Conwy Estuary on 
23/06/2005. The red, blue and green outline boxes in (a) depict the geographical 
location of the images shown in (b), (c) and (d) respectively. The images were acquired 
at 12:13 -12:18 GMT (b), 12:31-12:36 GMT (c) and 12:53 -12:55 GMT (d). 
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Figure 7 .23 presents a comparison between the in-situ [ CDOMJ and the remote sensed 

[CDOMJ at the in-situ sampling sites on 23/06/2005, along with the time difference between 

the in-situ and remote sensed observations, which were taken as the average value of a four 

pixel square (corresponding to a physical area of 41.0 m2
) encompassing the in-situ 

sampling site. Figure 7.23 shows that whilst the remote sensed observations were 

overestimated by a factor of two in the upper estuary, the axial change in CDOM 

concentration followed the same trend as the in-situ observations, increasing with increasing 

distance up-estuary. The RMS difference between the remote sensed and in-situ values 

presented in Figure 7.23 was 1.2 nf 1• 
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Figure 7.23 - Comparison of in-situ measured axial distribution of [CDOM] 
(open squares, solid line) with remote sensed [CDOM] at the in-situ sampling 
stations (solid triangles, dashed line) on 23/06/2005. The time difference in 
hours (hrs) between the in-situ sample collection and remote sensed 
observations are also shown (open diamonds, dashed line). Error bars on the 
remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 

A comparison between in-situ and remote sensed [ CDOMJ for all scans from all 3 

overflights is presented in Figure 7 .24, for all in-situ [ CDOMJ that were collected within 30 

minutes of the remote sensed observations (28 in total). Figure 7.24 shows that the remote 

sensed [ CDOMJ were in poor agreement with the in-situ derived values, with most points 

either zero, negative of significantly overestimated relative to the in-situ observations. The 
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RMS difference between the remote sensed and in-situ derived [CDOM] for the 28 values 

shown in Figure 7.24 was 1.4 m-1
• As with other parameters, remote sensed and in-situ 

[CDOM] were also compared via regression analysis, and a summary of the resulting 

regression statistics is provided in Table 7.4. Statistically, the slope and intercept of the 

regression were significantly different from l and O respectively at the 95 % confidence 

interval. When all remote sensed and in-situ derived CDOM concentrations from the 3 

overflights were compared, regardless of the time difference between the in-situ and remote 

sensed observations (47 observations in total), the RMS difference was 4.9 m-1
, and was 

thus considerably larger than the time restricted value. 
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Figure 7.24 - Comparison between remote sensed and in-situ [CDOM] 
for all 3 overflights. Observations for which the time difference between 
in-situ and remote sensed data collection was more than 30 minutes have 
been excluded. Error bars on the remote sensed observations indicate ± 
one standard error of the average value obtained from four adjacent 
pixels. The dashed line shows the theoretical 1:1 line. 
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[CDOM](Remote Sensed) = a x [CDOM](Jn-situ) + f] 

a ±S.E. 2.241 ± 0.43 1 

a 95 % confidence interval l.351to3.131 

/3 ± S.E. -1.470 ± 0.459 

f] 95 % confidence interval -2.418 to -0.522 

RL (%) 52.9 

p 0.000 

n 28 

Table 7 .4 - Summary of regression statistics 
describing the regression analysis between the remote 
sensed and in-situ CDOM concentrations presented in 
Figure 7 .24. 
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7 .3 An assessment of the accuracy of the CASI derived irradiance 

reflectances and the influence of bottom reflectance 

7 .3.1 Origin of negative [PIG] 

The negative phytoplankton pigment concentrations observed in Figures 7.11 (b) and (c), 

7.12, 7.15 (b), (c) and (d), 7.16 and 7.17 were physically impossible, and suggested that 

either the inversion model represented by Equation 7 .6 was incorrect, that the specific 

absorptions or water absorption coefficients applied to Equation 7 .6 were incorrect, or that 

the atmospherically corrected water leaving radiances at either far-red or red wavelengths 

were incorrect. The modelling results of total particulate absorption presented in Chapter 4 

(Section 4.3.6) suggested that the specific absorptions for MSS and phytoplankton pigments 

reproduced the total particulate absorption adequately, at both far-red and red wavelengths. 

In addition, whilst no in-situ measurements of far-red/red colour ratios were available to 

validate Equation 7.6, the colour ratio model upon which Equation 7.6 was based (Equation 

5.2) was tested for numerous other colour ratios in Chapter 5 (Section 5.2) and was found to 

reproduce observed colour ratios satisfactorily. At least some atmospherically corrected 

water leaving radiances were known to be incorrect however, since they were negative, 

leading to the missing data category being present in many of the remote sensed parameters 

so far presented. Thus, the accuracy of the atmospherically corrected CASI derived 

irradiance reflectances was evaluated. 

Referring to Equation 7 .6, it can be seen that predicted phytoplankton pigment 

concentrations would be negative when: 

(7.8) 

and when: 

(7.9) 

where }q and .?c2 are far-red and red wavelengths respectively, in both Equations 7.8 and 7.9. 

As a*Mss(A.2) > a*Mss(A.1) (see Chapter 4, Section 4.3.4), the effect of any non-zero [MSS] is 

to increase the nominator on the right hand side (RHS) of Equation 7 .9 relative to the 

denominator, and to therefore increase the ratio on the RHS with increasing [MSS]. Thus, 
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the RHS of Equation 7.8 represents the minimum theoretically possible value for the far

red/red colour ratio, for which predicted phytoplankton pigment concentrations would not 

be negative. For the absorption coefficients of pure water obtained by Pope and Fry (1997), 

this lower limit is equal to 0.659 for At = 701.25 nm and A2 = 662.5 nm, as used for the 

overflights on 24/05/2004, and equal to 0.531 for At= 710 nm and A2 = 670 nm, as used for 

the overflights on 24/09/2004 and 23/06/2005. 

It should be noted that the above theory assumes that acooM at both the far-red and red 

wavelengths can be approximated to zero, and that the ratio of backscattering coefficients 

can be approximated to equal 1. For the pixels for which the [PIG] was predicted to be 

negative (in the lower Conwy Estuary), the CDOM concentrations were known to be low ( ~ 

0.25 m•t) from the in-situ data collected during the overflights. As absorption by CDOM 

decreases exponentially with increasing wavelength, the assumption that acooM at both far

red and red wavelengths could be approximated to zero would therefore be expected to hold 

in these pixels. Whilst no direct measurements were made of the far-red/red backscattering 

coefficient ratio, estimates of bb*Mss derived from Kirk's method at both red and far-red 

wavelengths were found to be very similar in the Conwy Estuary (Chapter 4, Section 4.4.1). 

When these values were applied to the predicted MSS concentrations and used to calculate 

the far-red/red backscattering coefficient ratio (along with the backscattering coefficients of 

water taken from Smith and Baker (1981 )), no improvement was observed in the predicted 

pigment concentrations. 

Figure 7 .25 presents a comparison between the CASI derived far-red/red colour ratio and 

the RHS of Equation 7.9, calculated using the MSS concentrations derived for each image 

as presented in Section 7 .2.1 , for all individual pixel data at the in-situ sampling sites 

presented in Figures 7 .12 and 7 .16. Figure 7 .25 also shows the theoretical lower limit of 

possible far-red/red colour ratios for which [PIG] would be non-negative. In accordance 

with the above theory, Figure 7.25 shows that for all pixels for which the predicted [PIG] 

was negative, the far-red/red colour ratio was less than the RHS of Equation 7.9 (and 

therefore below the theoretical 1: 1 line in Figure 7 .25). Figure 7 .25 also shows that for 

many of the predicted negative [PIG] on 24/05/2004, the CASI derived far-red/red colour 

ratio was less than the theoretical minimum value derived from Equation 7.8 (0.659: the 

dashed red line in Figure 7 .25). Hence, assuming that the water absorption coefficients 

obtained by Pope and Fry (1997) are correct, and that the assumptions made in deriving 

Equation 7.6 hold, Figure 7.25 suggests that the CASI derived far-red/red colour ratio 

values were incorrect, for those pixels for which the colour ratio values were less than the 
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ratio of water absorption coefficients. It should be noted that this is true irrespective of the 

accuracy of the predicted MSS concentrations used to calculate the RHS of Equation 7.9, 

since the CASI derived colour ratio values were less than the minimum theoretically 

possible value for [MSS] = 0 . 

It should also be noted that the additional assumption made in deriving Equation 7 .6 (that 

phytoplankton pigment absorption in the far-red can be approximated to zero) has no affect 

on the above theory, since a*p,c(far-red) << a*Ptc(red) (see Chapter 4, Section 4.3.2), and 

hence for far-red/red colour ratio values of less than or equal to 1 (for which all the negative 

[PIG] occurred), the exclusion of the absorption by phytoplankton pigments at far-red 

wavelengths in Equation 7.6 can not change the sign of the predicted pigment 

concentrations. 
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Figure 7.25 - Comparison between CASI derived far-red/red colour ratios and 
the Right Hand Side of Equation 7.9, for CASI data obtained at the in-situ 
sampling stations for the overflights on 24/05/2004 and 23/06/2005. The 
symbols denote: pixels from any overflight for which the predicted [PIG] was 
positive (open black diamonds), pixels from 24/05/2004 for which the predicted 
[PIG] was negative (open red squares), pixels from 23/06/2005 for which the 
predicted [PIG] was negative (solid blue triangles). The dashed black line 
shows the theoretical 1:1 line. The minimum theoretical value of the colour 
ratio for which predicted [PIG] would not be zero is shown for 24/05/2004 
overflights (red dashed line) and 23/06/2005 overflights (blue dashed line). 
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7 .3.2 CASI derived Irradiance Reflectance Spectra 

The accuracy of CASI derived irradiance reflectance spectra were evaluated by comparison 

of the CASI derived values with both in-situ radiometer measurements and modelled values. 

As irradiance reflectance is dependent upon both the sun angle and the level of cloud cover 

(see Chapter 3, Section 3.5.7), comparisons were made only for samples for which the time 

difference between the airborne and in-situ measurements was less than or equal to 15 

minutes. In total, 10 in-situ samples satisfied this criterion, 3 of which had coincident PRR-

600 profiles. Modelled irradiance reflectances were derived using Equation 5.3, applied to 

the OIC concentrations obtained from the in-situ water bottle samples as previously 

described in Chapter 5 (Section 5.4), though here, the average a*PJc obtained from the QFP 

measurements on each overflight day (Chapter 4 , Section 4.3.2) were applied, in order to 

fine tune the model to each overflight day. 

Thus, Figure 7.26 presents a comparison of CASI derived irradiance reflectances to those 

obtained in-situ by the PRR-600 radiometer, and values modelled from the supporting water 

bottle samples, on 24/05/2004. The CASI derived irradiance reflectances in Figure 7.26 

were again taken as the average value from a 4 pixel square, corresponding to a physical 

area of 19.4 m2
. Figure 7.26 shows two contrasting comparisons between the in-situ and 

airborne derived reflectances, with Figure 7.26 (a) showing reasonable agreement between 

the CASI derived and PRR-600 measured irradiance reflectances, whilst Figure 7.26 (b) 

shows considerable disagreement at blue wavelengths, with the CASI derived irradiance 

reflectances overestimated relative to those obtained by both the PRR-600 and the model. 

The closest agreement between the CASI derived and modelled irradiance reflectances was 

observed at wavelengths above 650 nm in both Figure 7.26 (a) and (b). The PRR-600 

measured irradiance reflectances in Figure 7.26 showed good agreement with the modelled 

values at 665 nm, though modelled values were underestimated at green wavelengths. The 

comparison between the PRR-600 derived and modelled irradiance reflectances was 

somewhat variable at the blue wavelengths however, with modelled values underestimated 

relative to PRR-600 derived values in Figure 7.26 (a), whilst close agreement was observed 

in Figure 7.26 (b). 

Figure 7 .27 presents a comparison of CASI derived irradiance reflectances to those obtained 

in-situ by both the PRR-600 radiometer at Dolgarrog Bridge, and the Colour Sensor 

radiometer at Conwy Pier, on 23/06/2005. The CASI derived irradiance reflectances in 

Figure 7 .27 were again taken as the average value from a 4 pixel square, corresponding to a 
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physical area of 41.0 m2
. Figure 7.27 (a) shows that close agreement was observed between 

the modelled irradiance reflectances and those measured by the PRR-600, whilst the CASI 

derived irradiance reflectances were apparently underestimated relative to both. At least 

some of the difference between the in-situ and CASI derived irradiance reflectances in 

Figure 7.27 (a) however, may be due to changes in the OIC concentrations in the time 

between the measurements (14 minutes). The MSS concentration was observed to fall from 

42.9 gm-3 at 12:00 to 20.6 gm-3 at 12:30 on 23/06/2005, and hence the reflectance could be 

reasonably expected to be lower at the time of the CASI observations (12: 14) then at the 

time the PRR-600 profile was collected (12:00). Figure 7.27 (b) showed reasonable 

agreement between the in-situ, modelled and CASI derived irradiance reflectances at blue 

and red wavelengths, though as observed in Figure 7.26, the modelled irradiance 

reflectances were lower then both the in-situ and CASI derived values at green wavelengths. 

Due to the differences in sampling wavelengths between the CASI and PRR-600, no direct 

expression of the accuracy of the CASI derived irradiance reflectances relative to the PRR-

600 derived irradiance reflectances was possible. However, the sample averaged, spectrally 

averaged difference between the CASI derived irradiance reflectances and those derived 

from the model was 42.7 % (n = 10). For comparison, the sample averaged, spectrally 

averaged difference between the PRR-600 derived irradiance reflectances and those derived 

from the model was 29.2 % for the 3 profiles presented in Figures 7.26 and 7.27. 
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Figure 7 .26 - Comparison of CASI derived irradiance 
reflectances (solid diamonds) with those measured in-situ by the 
PRR-600 (open triangles) at Conwy Pier on 24/05/2004, at (a) 
14:22 GMT, and (b) 14:45 GMT. Modelled irradiance 
reflectances (crosses), derived from the in-situ water samples are 
also shown. The time difference between the in-situ and 
airborne measurements in (a) and (b) was 15 and 0 minutes 
respectively. Error bars on the remote sensed observations 
indicate ± one standard error of the average value obtained 
from four adjacent pixels. 
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Figure 7.27 - Comparison between CASI derived irradiance 
reflectances (solid diamonds) with those measured in-situ (open 
triangles) by (a) the PRR-600 at Dolgarrog Bridge at 12:00 GMT, and 
(b) the Colour Sensor at Conwy Pier at 12:30 GMT on 23/06/2005. 
Modelled irradiance reflectances (crosses) are also shown. The time 
difference between the in-situ and airborne measurements in (a) and 
(b) was 14 and 4 minutes respectively. Error bars on the remote sensed 
observations indicate ± one standard error of the average value 
obtained from four adjacent pixels. 

7 .3.3 CASI derived red/blue colour ratios 

In addition to the comparisons between the CASI derived irradiance reflectance spectra and 

those obtained from the in-situ radiometers and the model, the CASI derived red/blue colour 

ratio was also compared to modelled values at the in-situ sampling sites. The red/blue colour 

ratio was modelled at the CASI wavelengths for each overflight day (see Stage 3 in Table 

7. 1) using Equation 5.2, as described in Chapter 5 (Section 5.2). However, as for the model 

of irradiance reflectance, the average a *PJc obtained from the QFP measurements on each 

overflight day (Chapter 4, Section 4.3.2) were applied to the colour ratio model, in order to 
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fine tune the model to each overflight day. Comparisons were again made only for samples 

for which the time difference between the airborne and in-situ measurements was less than 

or equal to 15 minutes, and are presented in Figure 7.28. Figure 7.28 includes data from in

situ sampling stations throughout the estuary. The two lowest values for the 24/05/2004 in 

Figure 7.28 were collected at Conwy Pier, whilst the remaining values were collected at 

stations located between 1.5 and 4 Km North of Dolgarrog Bridge. The lowest value for the 

23/06/2005 in Figure 7.28 was collected at Conwy Pier, whilst the remaining two values 

were collected at Dolgarrog Bridge. 
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Figure 7.28 - Comparison of CASI derived red/blue colour 
ratios with modelled values at in-situ sampling stations for the 
overflights conducted on 24/05/2004 (solid diamonds) and 
23/06/2005 (open triangles). The dashed line shows the 
theoretical 1:1 line. 

Figure 7.28 shows that whilst the CASI derived red/blue colour ratios were m close 

agreement with the modelled values obtained at Conwy Pier on 24/05/2004 and Dolgarrog 

Bridge on 23/06/2005, the CASI derived values from the in-situ stations located between 1.5 

and 4 Km North of Dolgarrog Bridge on 24/05/2004 were significantly underestimated 

relative to the modelled values. It should be noted that the CDOM concentrations predicted 

using the Three stage Semi-analytical Inversion technique at the in-situ stations located 

between 1.5 and 4 Km North of Dolgarrog Bridge on 24/05/2004 were all negative, as can 

be seen in Figure 7 .19. The RMS difference between the CASI and model derived red/blue 

colour ratios was 0.332 for the values presented in Figure 7.28 (n = 10). For comparison, the 

RMS difference between the PRR-600 and model derived red/blue colour ratios was 0.341 

(n = 126), as previously reported in Chapter 5, Table 5.1. 
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7 .3.4 Influence of bottom reflectance 

The influence of bottom reflectance (i.e. from the sea-bed) on the CASI derived irradiance 

reflectances was evaluated at the in-situ sampling stations, using data collected during the 

accompanying support surveys for each overflight. As reported in Chapter 2 (Section 

2.4.1.3), Ohde and Siegel (2001) calculated an effective water column depth (zoo) for which 

the upward irradiance contained less than l % of bottom reflected light from a sandy 

bottom, for 7 Jerlov water types (classified according to the downward irradiance 

attenuation coefficient spectra, Jerlov, 1976). The influence of reflectance from the sea 

bottom of the Conwy Estuary was thus inferred by calculation of the downwelling 

attenuation coefficient spectra at the in-situ sampling stations, and subsequent comparison 

of the in-situ water depth (where measured) with Zoo for the appropriate Jerlov water type. 

The downwelling attenuation coefficient (Kd) was calculated from Equation 3.7, with the 

absorption and scattering coefficients calculated as the sum of the contributions from each 

of the three dominant OICs, thus: 

(7.10) 

and 

(7. 11) 

where all symbols a.re as previously defined and the wavelength dependence of all optical 

properties has been omitted for clarity. The concentrations of each OIC were taken from the 

water bottle samples collected at each station. The absorption and backscattering 

coefficients of water were taken from Pope and Fry (1997) and Smith and Baker (1981) 

respectively, whilst the specific inherent optical properties were the same as those defined 

for the modelled irradiance reflectances in Section 7 .3.2. The 0.019 factor in Equation 7 .11 

was the ratio of backscattering to scattering coefficients taken from Petzold ( 1972). 

The model of downwelling attenuation was tested on 127 PRR-600 profiles, and a 

comparison between the modelled Kd and PRR-600 measured Kr1 is presented in Figure 7.29. 

It should be noted that the modelled values in Figure 7 .29 were calculated as outlined above, 

though for the PRR-600 profiles the time varying model of a*Plc defined by Equation 4.4 

(see Chapter 4, Section 4.3.5) was applied. Figure 7.29 shows good agreement existed 
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between the measured and modelled Kd, though there was some suggestion that the model 

underestimated Kd, particularly at blue and green wavelengths. 
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Figure 7 .29 - Comparison of measured and modelled down welling 
attenuation coefficient for 127 PRR-600 profiles at 490 nm (open 
diamonds), 555 nm (solid triangles) and 665 nm (crosses). Modelled 
values were derived using Equation 3.7, with a and b defined by 
Equations 7.10 and 7.11 respectively. The dashed line shows the 
theoretical 1:1 line. 

During the RIB survey conducted at high water on 24/05/2004, the depth of the water 

column at each sampling station was recorded using an echo sounder mounted underneath 

the RIB. Figure 7 .30 presents the axial variation of modelled K, at each of the in-situ 

sampling stations on 24/05/2004, along with the recorded depth. With reference to Figure 

2.4 (a), Figure 7.30 shows that all stations between O and 6 Km North of Dolgarrog Bridge 

had attenuation spectra considerably greater than Jerlov type 9, all stations between 6 and 9 

Km North of Dolgarrog Bridge were of Jerlov type ~ 7, and all stations between 9 and 13 

Km North of Dolgarrog Bridge were of Jerlov type ~ 5 - 7. From the calculations of Ohde 

and Siegel (2001) for bright sandy sea bottoms (see Figure 2.4 (b)), waters of Jerlov type 7 

and above would require less than 5 m of water, whilst waters of Jerlov type 5 would 

require ~ 6 - 10 m of water, for the upwelling irradiance to contain less than 1 % of bottom 

reflected light. The high Kd, coupled with water depths of between 2 - 4 m, would therefore 

suggest no bottom reflectance contamination occurred for stations between O and 6 Km 

North of Dolgarrog Bridge. The water depth (3 - 4 m) for stations between 6 and 9 Km 

North of Dolgarrog Bridge should have been sufficient for no bottom reflectance to occur, 

particularly at blue and red wavelengths. Similarly, the water depth for stations between 9 
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and 13 Km North of Dolgarrog Bridge should have been sufficiently deep to ensure surface 

reflectance was not significantly contaminated by bottom reflectance . 
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Figure 7 .30 - Axial variation of modelled Kd at the in-situ sampling stations on 
24/05/2004, along with the recorded depth (black diamonds, dashed line). Kt1 is 
presented at four wavelengths, being 490 nm (blue triangles), 555 nm (green 
diamonds), 665 nm (red crosses) and 701 nm (dark red squares). 

No depths were recorded during the low-water RIB survey on 24/09/2004, though the Kt1 

spectra for all 6 in-situ samples for which Kt1 could be modelled (due to [PIG] being 

collected for 6 samples only) were all considerably greater than Jerlov type 9, and Figure 

7.31 presents the average spectra for the 6 samples. 
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Figure 7.31 - Average modelled Kt1 spectra derived from 6 in-situ 
samples on 24/09/2004. The error bars indicate ± one standard 
error about the average. The Kt1 spectra for Jerlov type 9 waters 
was shown in Figure 2.4 (a). 
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Similarly, Figure 7.32 presents the average modelled and measured Kc, spectra obtained 

from samples and profiles collected at Dolgarrog Bridge, and the average modelled Ktt 

spectra obtained from samples collected at Conwy Pier, during the overflight on 

23/06/2005. Figure 7.32 shows that both the modelled and measured spectra obtained at 

Dolgarrog Bridge were above Jerlov water type 9, whilst the spectra obtained at Conwy Pier 

were of Jerlov type 5 - 7. Depths recorded by the PRR-600 at Dolgarrog Bridge on 

23/06/2005 ranged from 4 - 5.5 m, and whilst no depths were measured at Conwy Pier on 

23/06/2005, high water depths at Conwy Pier were typically greater than 6 m on spring 

tides, such as experienced on 23/06/2005. Consequently, the high attenuations at Dolgarrog 

Bridge, combined with water depths greater than or equal to 4 m, suggested the CASI 

derived irradiance reflectances were not contaminated by bottom reflectance at this location. 

Similarly, water depths in the vicinity of Conwy Pier should have been sufficiently deep to 

ensure surface reflectance was not significantly contaminated by bottom reflectance, 

particularly at blue and red wavelengths. 
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Figure 7.32 - Average measured (open triangles, solid line) 
and modelled (solid triangles, dashed line) Kd spectra at 
Dolgarrog Bridge, and average modelled Kd spectra at Conwy 
Pier (solid diamonds, dashed line) on 23/06/2005. The number 
of samples from which the average values were derived was 
two at both Dolgarrog Bridge and Conwy Pier. The error bars 
indicate ± one standard error about the average. The Kd 
spectra for each Jerlov water type was shown in Figure 2.4 (a). 
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7 .4 Application of a Two stage Reflectance Inversion technique 

The magnitude of the errors on both CASI derived irradiance reflectances and red/blue 

colour ratios, relative to modelled values, were comparable to those obtained for the PRR-

600 (see Sections 7.3.2 and 7.3.3). As the Three Colour Ratio Simultaneous Equation 

Inversion and Over-determined Matrix Inversion techniques explored in Chapter 6 were 

found to be compromised by the presence of measurement errors on the supplied colour 

ratios, this suggested that the application of these inversion techniques to the CASI derived 

colour ratios would also fail. In fact, most of the inversion techniques explored in Chapter 6 

were applied to the CASI derived water colour observations, though none were found to 

perform satisfactorily (data not shown), and it is beyond the scope of this thes is to report the 

results of all the inversions applied. The application of the Two stage Semi-analytical 

Inversion technique however, showed marked improvement in the predicted CDOM 

concentrations for the overflights on 24/09/2004 and 23/06/2005, relative to those predicted 

by the Three stage Semi-analytical Inversion technique. Further significant improvement 

was achieved for both of these overflights, by simplifying the second stage of the Two stage 

Semi-analytical Inversion technique, by predicting CDOM concentrations directl y from the 

irradiance reflectance at green wavelengths, rather than the far-red/green colour ratio. Only 

minor improvement was achieved using this technique for the overflight on 24/05/2004. The 

results obtained from this Two stage Reflectance Inversion technique were the best achieved 

for CDOM in this study, and are thus presented. 

7 .4.1 Stage 1 - Remote Sensed MSS concentrations 

The first stage of the Two stage Reflectance Inversion technique was identical to the first 

stage of the Three stage Semi-analytical Inversion technique, and hence the remote sensed 

MSS concentrations were as previously presented in Section 7 .2. 1. 

7.4.2 Stage 2 - Remote Sensed CDOM concentrations 

Equation 5.3 was re-arranged in terms of the [CDOM] under the assumption that ap,c at 

green wavelengths could be approximated to equal 0: 

[CDOM]= [C(µ o)x (bbw(A) + bb *,wss (;/,) [MSSJ)] - (aw(A)+a~55 [MSS])R(A) 

R(A) x a~00,w (A) 
(7 .12) 
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where Jc was the centre wavelength of the green CASI waveband used for each overflight 

(548.2, 554.8 and 555.7 nm for the overflights on 24/05/2004, 24/09/2004 and 23/06/2005 

respectively). The proportionaJjty constant ( C(µ0)) was calculated following the procedure 

outlined in Chapter 3 (Section 3.5.7). As previously stated in Section 7.2.1, the specific 

inherent optical properties present in Equation 7.12 were not derivable at precisely the same 

wavelengths at which the CASI radiometer data was obtained, due to the radiometric 

resolution of both the laboratory spectrophotometer, and literature derived values. The 

backscattering and absorption coefficients of water were taken from the literature at the 

available wavelengths closest to those recorded by the CASI radiometer. For the 

backscattering coefficients, these were 550, 555 and 555 nm for the overflights on 

24/05/2004, 24/09/2004 and 23/06/2005 respectively, whilst for the absorption coefficients 

these were 547.5, 555 and 555 nm for the overflights on 24/05/2004, 24/09/2004 and 

23/06/2005 respectively. The specific MSS absorption coefficients (a*Mss) were taken from 

the results of the multiple regression analyses (Chapter 4, Section 4.3.4) at the nearest (0.5 

nm interval) wavelength to those recorded by the CASI radiometer, and [MSS] was taken 

from the values derived using Equation 7.4 for each pixel (see Section 7 .2. 1). As 

backscattering coefficients were derived following Kirk's method, specific backscattering 

coefficients were only derived at the in-situ radiometer wavelengths (see Chapter 4, Section 

4.4. 1), and hence bb*Mss at 555 nm was used in Equation 7.12, as this was the closest 

wavelength for all three overflights. Unlike previous inversions, the specific CDOM 

absorption coefficient was not taken from the model of CDOM absorption represented by 

Equation 4.1. Instead, to fine tune the specific CDOM absorption coefficient to each 

overflight, and to avoid any errors attributable to inaccuracies in the exponential model, the 

specific CDOM absorption coefficient was taken as the average value, at the nearest (0.5 nm 

interval) wavelength, from the samples collected on each overflight day. 

7.4.2.1 Remote Sensed [CDOM] on 24/05/2004 

Figure 7.33 shows CASI derived estimates of surface [CDOM] at approximately high water 

on 24/05/2004, along with a map showing the geographical location of each scan within the 

Conwy Estuary. The MSS concentrations used to derive the [CDOM] in Figure 7.33 were 

presented in Figure 7 .1. As mentioned above, some improvement in the predicted CDOM 

concentrations for 24/05/2004 was observed relative to those presented in Figure 7 .18, with 

positive CDOM concentrations predicted in many pixels for which no [CDOM] could 
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previously be calculated. Whilst no axial gradient was apparent in Figure 7.18, Figure 7.33 

shows increasing CDOM concentrations with increasing distance landward, although these 

decrease again on approach to Dolgarrog Bridge. Many of the pixels for which no CDOM 

concentration was calculated in Figure 7.18 however, showed negative CDOM 

concentrations in Figure 7.33, and comparison of the remote sensed CDOM concentrations 

to those obtained in-situ during the accompanying RIB survey showed poor agreement (see 

Figure 7.34). The RMS difference between the remote sensed and in-situ CDOM 

concentrations presented in Figure 7.34 was 0.6 m·1
• Whilst the RMS difference between the 

remote sensed and in-situ CDOM concentrations was substantially lower then that obtained 

using the Three stage Semi-analytical Inversion technique (1.0 m·1
), no further was made of 

the CASI imagery from the overflight on 24/05/2004 due to the poor agreement between the 

remote sensed and in-situ CDOM concentrations. 
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Figure 7.33 - Remote Sensed surface [CDOM] (m-1
) in the Conwy Estuary on 

24/05/2004, derived using the Two stage Reflectance Inversion technique. The 
blue and red outline boxes in (a) depict the geographical location of images 
shown in (b) and (c) respectively. The images were acquired from South to 
North at 14:31-14:40 GMT (b) and 14:11-14:20 GMT (c). 
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Figure 7.34 - Comparison of in-situ measured axial distribution of [CDOM] 
(open squares, solid line) with remote sensed [CDOM] at the in-situ 
sampling stations (solid triangles, dashed line) on 24/05/2004, derived using 
the Two stage Reflectance Inversion technique. The time difference (in 
mins) between the in-situ sample collection and remote sensed observations 
are also shown (open diamonds, dashed line). Error bars on the remote 
sensed observations indicate ± one standard error of the average value 
obtained from four adjacent pixels. 

7.4.2.2 Remote Sensed [CDOM] on 24/09/2004 

Figure 7 .35 shows CASI derived estimates of surface [CDOM] approximately 2.5 hours 

before low water on 24/09/2004, along with a map showing the geographkal location of the 

CASI data within the Conwy Estuary. The MSS concentrations used to derive the [CDOM] 

in Figure 7 .35 were presented in Figure 7.4. Significant improvement was observed in both 

the magnitude and spatial consistency of the predicted CDOM concentrations for 

24/09/2004, relative to those presented rn Figure 7.20 , with the predicted CDOM 

concentrations showing much closer agreement to values obtained in-situ during the 

accompanying RIB survey. Figure 7.36 presents a comparison between the in-situ [CDOM] 

obtained during the RIB survey and the remote sensed [ CDOM] derived using the Two 

stage Reflectance Inversion technique, at the in-situ sampling sites. The remote sensed 

CDOM concentrations in Figure 7.36 were again taken as the average value from a four 

pixel square (corresponding to a physical area of 100 m2
) encompassing the in-situ sampling 

site. Whilst still overestimated relative to the in-situ values, Figure 7.36 shows the CDOM 

concentration obtained using the Two stage Reflectance Inversion technique were 
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comparable to those obtained in-situ, and were significantly lower then those obtained by 

the Three stage Semi-analytical Inversion technique, particularly south of Conwy Bridge 

(see Figure 7.21, note difference in scale). The RMS difference between the remote sensed 

and in-situ observations presented in Figure 7.36 was 2.5 m-1
• Whilst the RMS difference 

between remote sensed and in-situ CDOM concentrations was substantially lower then that 

obtained using the Three stage Semi-analytical Inversion technique, no further use was 

made of the CASI imagery from 24/09/2004 due to the significant overestimation of the 

remote sensed CDOM concentrations. 
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Figure 7.35 - Remote sensed surface [CDOM] (m-1
) in the Conwy Estuary on 24/09/2004, 

derived using the Two stage Reflectance Inversion technique. The blue, red and green 
outline boxes in (a) depict the geographical location of the images shown in (b), (c) and (d) 
respectively. The remote sensed data was acquired from North to South at 11:10 - 11:16 
GMT. 
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Figure 7.36 - Comparison of in-situ measured axial distribution of [CDOM] (open 
squares, solid line) with remote sensed [CDOM] (solid triangles, dashed line) at the 
in-situ sampling stations on 24/09/2004, derived using the Two stage Reflectance 
Inversion technique. The time difference in hours (hrs) between the in-situ sample 
collection and remote sensed observations are also shown (open diamonds, dashed 
line). Error bars on the remote sensed observations indicate ± one standard error 
of the average value obtained from four adjacent pixels. 

7.4.2.3 Remote Sensed [CDOM] on 23/06/2005 

Figure 7.37 shows CASI derived estimates of surface [CDOM] approximately 1 hour after 

high water on 23/06/2005, along with a map showing the geographical location of each scan 

within the Conwy Estuary. The MSS concentrations used to derive the CDOM 

concentrations in Figure 7.37 were presented in Figure 7.7. Figure 7.37 shows significant 

improvement in the predicted CDOM concentrations for 23/06/2005 was achieved relative 

to those predicted by the Three stage Semi-analytical Inversion technique (Figure 7.22), 

with positive CDOM concentrations predicted in the majority of pixels for which no 

[ CDOM] could previously be calculated. The axial gradient in CDOM concentration also 

showed some improvement relative to that observed in Figure 7 .22, with the mid-estuary 

maxima in [CDOM] that was present in Figure 7.22 (located around Tal-y-cafn Bridge) 

diminished in Figure 7.37. 

259 



-3.88 -3.83 

(a) 

Chapter 7 - Inversion of airborne remote sensed water colour 

-3.78 

(b) (c) 

(d) 

Land 
11:issing 
<O 
0.00 - 0.25 
0.26 - 0.50 
0.51 - 1.00 
1.01 - 1.50 
1.51 - 2.00 
2.01 - 3.00 
3.01 - 4.00 
4 .01 - 6.00 

,__ _ __, 6.01 - 8.00 
8.01 - 10.00 
10.01 - 15.00 
> 15 

Figure 7.37 - Remote sensed surface [CDOM] (m-1
) in the Conwy Estuary on 

23/06/2005, derived using the Two stage Reflectance Inversion technique. The red, blue 
and green outline boxes in (a) depict the geographical location of the images shown in 
(b), (c) and (d) respectively. The images were acquired at 12:13 - 12:18 GMT (b), 
12:31-12:36 GMT (c) and 12:53-12:55 GMT (d). 
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As for the previous overflight, the remote sensed CDOM concentrations derived using the 

Two stage Reflectance Inversion for 23/06/2005, also showed closer agreement to values 

obtained from in-situ samples (see Figure 7.38), relative to those predicted by the Three 

stage Semi-analytical Inversion technique. Predicted CDOM concentrations in the upper 

estuary were still overestimated however, albeit less so then those predicted by the Three 

stage Semi-analytical Inversion technique. The RMS difference between the remote sensed 

and in-situ observations presented in Figure 7.38 was 0.7 m· ' . 
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Figure 7.38 - Comparison of in-situ measured axial distribution of [CDOM] 
(open squares, solid line) with remote sensed [CDOM] at the in-situ sampling 
stations (solid triangles, dashed line) on 23/06/2005, derived using the Two 
stage Reflectance Inversion technique. The time difference in hours (hrs) 
between the in-situ sample collection and remote sensed observations are also 
shown (open diamonds, dashed line). Error bars on the remote sensed 
observations indicate ± one standard error of the average value obtained from 
four adjacent pixels. 
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7.4.3 Remote Sensed sea surface salinities and DOC concentrations 

Whilst the RMS difference of the remote sensed CDOM concentrations about the in-situ 

values for the 23/06/2005 (0.7 m-1
) was substantially larger than the minimum required 

accuracy (0.2 m· \ see Chapter 6, Section 6.2.1 ), Figure 7 .38 showed that the axial gradient 

of remote sensed CDOM concentrations at least followed a similar trend to that observed in 

the in-situ values, with reasonable agreement being evident in the lower to mid-estuary. 

Consequently, the CDOM-Salinity relationship determined on 23/06/2005, and the CDOM

DOC relationship observed in the Conwy Estuary by Williams et al (2004), were both 

applied to the remote sensed CDOM concentrations from 23/06/2005 to produce remote 

sensed sea surface salinities and DOC concentrations respectively. 

Hence, Figure 7.39 shows CASI derived estimates of sea surface salinity approximately 1 

hour after high water on 23/06/2005. Maximum sea surface salinities were observed in the 

lower estuary, with negative salinities (indicative of freshwater) observed at the head. A 

minimum in sea surface salinities was observed south of Tal-y-cafn bridge, due to slightly 

elevated CDOM concentrations in this region. As no RIB survey was made on the 

23/06/2005, it was not possible to confirm the presence of the minima seen in the remote 

sensed salinities (Figure 7 .39), though localised minima in salinities were observed in other 

RIB surveys throughout the study period (see Figure 7 .40). Figure 7.41 presents a 

comparison between the remote sensed and in-situ sea surface salinities, for which the RMS 

difference was 13.2 PSU. If the negative salinities predicted at the head of the estuary 

(Dolgarrog Bridge in Figure 7.41) are taken to be indicative of freshwater, and therefore 

representative of O PSU, this RMS difference falls substantially to 3.7 PSU. 

Figure 7.42 shows CASI derived estimates of surface DOC concentration in the Conwy 

Estuary on 23/06/2005, approximately 1 hour after high water. No in-situ DOC 

concentrations were obtained on 23/06/2005, and hence no validation of the remote sensed 

DOC concentrations could be made. 
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Figure 7 .39 - Remote sensed sea surface salinity (PSU) in the Conwy Estuary on 
23/06/2005, derived using the Two stage Reflectance Inversion technique. The red, blue 
and green outline boxes in (a) depict the geographical location of the images shown in 
(b), (c) and (d) respectively. The images were acquired at 12:13 - 12:18 GMT (b), 
12:31-12:36 GMT (c) and 12:53 -12:55 GMT (d). 
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Figure 7 .40 - Axial variation of sea surface salinity observed on 
29/10/2003 (solid diamonds, dashed line), 01/09/2004 (open squares, 
solid line), and 30/01/2006 (solid triangles, dashed line). Minima in 
the axial distribution of sea surface salinities can be seen for all 3 
surveys. 
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Figure 7.41 - Comparison of in-situ measured axial distribution of sea surface 
salinity (open squares, solid line) with remote sensed sea surface salinity at the 
in-situ sampling stations (solid triangles, dashed line) on 23/06/2005. The time 
difference in hours (hrs) between the in-situ sample collection and remote 
sensed observations are also shown (open diamonds, dashed line). Error bars 
on the remote sensed observations indicate ± one standard error of the average 
value obtained from four adjacent pixels. 
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Figure 7 .42 - Remote sensed surface DOC concentration (µM) in the Conwy Estuary 
on 23/06/2005, derived using the Two stage Reflectance Inversion technique. The red, 
blue and green outline boxes in (a) depict the geographical location of the images 
shown in (b), (c) and (d) respectively. The images were acquired at 12:13 - 12:18 GMT 
(b), 12:31 - 12:36 GMT (c) and 12:53-12:55 GMT (d). 
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7 .5 Discussion 

7 .5.1 Remote Sensed MSS concentrations 

The existence and location of the turbidity maxima present in the images of remote sensed 

MSS concentrations on 24/05/2004 and 23/06/2005 was confirmed by in-situ water samples, 

and was in good agreement with Hillier (1985), who also observed the presence of turbidity 

maxima in the Conwy Estuary. The geographical location of the turbidity maximum was 

variable however, with the precise location of the turbidity maximum at approximately high 

water differing between the 24/05/2004 and 23/06/2005. The remote sensed image obtained 

on 24/09/2004 showed the turbidity maximum was located in the lower estuary 2.5 hours 

before low water, suggesting the turbidity maximum in the Conwy Estuary may be 

significantly tidally advected. Tidal advection of estuarine turbidity maxima has been 

observed in other studies (Jago et al, 2006), though the location of estuarine turbidity 

maxima can also be significantly influenced by river discharge (Patchineelam and Kjerfve, 

2004). Prior to the overflight on 24/09/2004, rainfall in the area had been high, as supported 

by the high CDOM concentrations observed during the in-situ RIB survey on 24/09/2004 

(see Figure 7.21). The observed variability in the location of the turbidity maximum across 

the three overflight days may therefore have been due to either tidal vadations, differences 

in river discharge, or a combination of both factors. 

The accuracy of the remote sensed MSS concentrations was promising, with the RMS 

difference between measured and remote sensed values being 8.5 gm-3
. This is very similar 

to the RMS value obtained for the MSS concentrations predicted from the Colour Sensor in 

Chapter 6 (Section 6.4.1.1), and the successful inversion of both datasets suggests that the 

adopted inversion technique for obtaining MSS concentrations is spatially, seasonally and 

instrument independent in the Conwy Estuary. A potentially important disagreement 

between remote sensed and in-situ MSS concentration was observed on the 24/05/2004 

however, with the remote sensed MSS concentration at approximately 2 Km North of 

Dolgarrog Bridge substantially overestimated relative to the in-situ value (see Figure 7.2). 

This disagreement could simply be due to the difference in sampling times, or it could be 

due to a failure of the atmospheric correction to completely remove the atmospheric path 

radiance. However, close agreement was observed between the CASI derived and modelled 

irradiance reflectances at far-red wavelengths in both Figures 7.26 and 7.27, and close 

agreement between in-situ and predicted MSS concentrations was observed throughout the 

rest of the estuary. The fact that the disagreement was located within the turbidity 
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maximum, suggests there may be a physical explanation. Hillier (1985) found the location 

of the turbidity maxima in the Conwy Estuary corresponded to a minima in suspended 

particle size, and both the backscattering properties and spectral reflectance of suspended 

inorganic particles have been found to be dependent upon the size of the particles, with 

reflectance increasing with decreasing particle size (Stramski et al, 2004; Gin et al, 2003; 

Bhargava and Mariam, 1991). The presence of finer particles in the turbidity maximum 

therefore, may lead to enhanced reflectance at this location. As the MSS concentrations 

were predicted using Equation 7.4, which did not incorporate the effects of particle size on 

reflectance, enhanced reflectance due to decreases in particle size would result in 

overestimated MSS concentrations. As the axial variation of particle size was not measured 

on 24/05/2004 however, it was not possible to confirm the presence or absence of a minima 

in particle size at this location during the overflight. 

An alternative explanation of the presence of the overestimated MSS concentration in the 

turbidity maximum on 24/05/2004, could be due to enhanced upwelling water leaving 

radiance (and hence irradiance reflectance) caused by phytoplankton fluorescence. Although 

phytoplankton fluorescence peaks at 685 nm, the full spectral range of emission 

encompasses some 10 nm or so either side of this wavelength (Kirk, 1994). Therefore, as 

the far-red wavelength on 24/05/2004 was centred at 701.2 nm (with a full-width half 

maximum bandwidth of 10 nm) , it would be conceivable that some of the measured water 

leaving radiance in this waveband could have been due to fluorescence from the 

phytoplankton maximum also observed to occur in this location. This explanation would 

seem less likely then the particle size explanation given above however, primarily due to the 

known spatial distribution of both the MSS and phytoplankton pigment maxima on 

24/05/2004. Similarly high phytoplankton pigment concentrations were observed between 2 

- 4 Km North of Dolgarrog Bridge on 24/05/2004 (see Figure 7.12) , though only the MSS 

concentration in the turbidity maximum at 2 Km North of Dolgarrog Bridge was 

overestimated (by~ 50 %, see Figure 7.2). The absence of any s ignificant overestimation in 

MSS concentration at stations elsewhere in the phytoplankton maximum, would therefore 

suggest phytoplankton fluorescence did not significantly contribute to the far-red irradiance 

reflectance at any station. 

It should be noted that the close agreement between the CASI derived and modelled 

irradiance reflectances at far-red wavelengths mentioned above, suggested that the 

procedure for obtaining the below water irradiance reflectance from the CASI derived 
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normalised water leaving radiance was satisfactory, and that the adopted value of Q did not 

introduce any obvious estuary wide biasing. 

7 .5.2 Remote Sensed phytoplankton pigment concentrations 

Two problems with the remote sensed phytoplankton pigment concentrations were apparent, 

with some values being considerably overestimated relative to the in-situ values (Figure 

7.14), and with predicted concentrations being negative for the majority of pixels in the 

lower estuary on both 24/05/2004 and 23/06/2005. Whilst many of the negative predicted 

pigment concentrations could potentially be attributed to problems with the atmospheric 

correction of the CASI data (see Section 7.3.1), the substantial overestimation of remote 

sensed pigment concentrations on 24/09/2004 and 23/06/2005 was at least partly due to the 

simplifying assumptions made when deriving Equation 7.6. As noted in Chapter 5 (Section 

5.3.3), the modelled far-red/red colour ratio was only affected by CDOM when 

concentrations were 2'.: 2 m·1
• On the 24/09/2004, CDOM concentrations were observed to be 

~ 5 m·1 throughout the estuary (Figure 7.21), whilst at the head of the estuary on 

23/06/2005, CDOM concentrations were 2'.: 2 m·1 (Figure 7.23). These high CDOM 

concentrations therefore significantly invalidated the assumption that acDoM could be 

neglected at red wavelengths for these two overflights. The pigment concentrations 

predicted by Equation 7.4 on 24/09/2004 and 23/06/2005, therefore included a component 

attributable to absorption by CDOM, being ~ 0.20 and 0.08 m·1 respectively at 670 nm. For 

the overflight on 24/09/2004, this caused pigment concentrations to be overestimated by 

18.7 mgm·3, whilst at the head of the estuary on 23/06/2005, pigment concentrations were 

overestimated by 5.5 mgm·3. The removal of 18.7 mgm·3 from the remote sensed pigment 

concentrations on 24/09/2004 would yield predicted concentrations comparable to those 

observed in-situ two hours after the overflight occurred. The removal of 5.5 mgm·3 

however, from the remote sensed pigment concentrations on 23/06/2005, would still yield 

predicted concentrations that were overestimated relative to the in-situ value obtained at 

Dolgarrog Bridge, and therefore this disagreement may be attributable to the difference in 

sampling times (14 minutes). The implications of these results, are that the far-red/red 

colour ratio can not be used to predict pigment concentrations in regions where CDOM 

absorbs significantly in the red, without independent knowledge of the [CDOM]. In this 

study, this threshold occurred where CDOM concentrations reached or exceeded 2 m·1
, 
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though this threshold will vary with the specific CDOM absorption (and therefore, the 

CDOM spectral slope, S). 

Despite these problems, it is worth noting the relative success of the remote sensed 

phytoplankton pigment concentrations between O and 7 Km North of Dolgarrog Bridge on 

24/05/2004, which were in good agreement with values determined in-situ (see Figure 7.12). 

This region encompassed the location of the phytoplankton maximum on 24/05/2004, with 

the axial variation in pigment concentration showing a twin peaked maximum in both the 

in-situ and remote sensed values. Unfortunately, in-situ pigment concentrations were 

obtained at only a very low spatial frequency on both 24/09/2004 and 23/06/2005, and 

therefore a similar assessment of the axial variation of the phytoplankton maxima observed 

in the remote sensed imagery of these overflights was not possible. 

7 .5.3 Remote Sensed CDOM concentrations 

The remote sensed CDOM concentrations derived using the Three stage Semi-analytical 

Inversion technique were disappointing for all three overflights, with large areas of negative 

CDOM concentrations predicted in the upper estuary on 24/05/2004, and with remote 

sensed CDOM concentrations overestimated on both 24/09/2004 and 23/06/2005. Whilst 

some error in remote sensed CDOM concentration could be caused by inaccuracies in the 

supplied estimates of remote sensed MSS and pigment concentrations, Figures 7.26, 7.27 

and 7 .28 all suggested that the CASI derived irradiance reflectances were incorrect at blue 

wavelengths (400 - 500 nm). It is therefore possible that either the atmospheric correction 

had failed to remove sufficient path radiance at blue wavelengths, or that the CASI derived 

irradiance reflectances were contaminated by bottom reflectance. The assessment of the 

downwelling attenuation coefficients and water depths at the in-situ sampling stations 

however, suggested that bottom reflectance was unlikely to be significant, with green 

wavelengths in the shallowest areas of the estuary the most susceptible. 

It should be noted that the assessment of the bottom reflectance presented in Section 7.3.4 

represented the worst case scenario, as it assumed that the sea bottom was composed of 

bright sand, and that the modelled values of Kr, at the in-situ sampling stations were correct. 

Figures 7.29 and 7.32 however, showed a tendency for modelled Kd values to be 

underestimated relative to those obtained by the PRR-600 radiometer, particularly at both 

blue and green wavelengths. It is likely therefore, that the true values of Kd at the in-situ 

sampling stations, during all three overflights, may have been slightly greater than the 
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modelled values presented in Figures 7.30, 7.31 and 7.32. In addition, the Conwy catchment 

area is known to consist mainly of thin, peaty soils, with the upper Conwy draining upland 

peat moors (Laube1 et al, 2004). As mentioned in Chapter 3 (Section 3.3.5), the river bottom 

was visible in the Conwy River at Betws-y-Coed, where it appeared dark and peaty in 

nature, and it is likely that the bed composition of the upper estuary was at least similar. The 

presence of dark, muddy material in the seabed sediments, would decrease the reflective 

characteristics of the sea bottom in the Conwy Estuary, relative to the sandy bottom studied 

by Ohde and Siegel (2001), and therefore the values of Zoo that would be applicable to the 

Conwy Estuary could reasonably be expected to be somewhat lower then those calculated 

by Ohde and Siegel (2001). 

Whilst the atmospheric correction of the CASI data at blue wavelengths was doubtful, close 

agreement was observed between the CASI derived and in-situ radiometer measured 

irradiances reflectances at green wavelengths, for most of the comparisons presented in 

Figures 7.26 and 7.27. Remote sensed CDOM concentrations obtained using the CASI 

derived irradiance reflectances in the green, certainly showed significant improvements over 

those obtained from the Three stage Semi-analytical Inversion technique, though the 

predicted CDOM concentrations were somewhat overestimated on 24/09/2004 and at the 

head of the estuary on 23/06/2005 (see Figures 7 .36 and 7 .38). For the overflight on 

24/09/2004, it is difficult to evaluate the source of this overestimation, since no in-situ 

radiometer profiles were collected, and the time difference between the remote sensed 

observations and collection of the in-situ water samples was large (- 2 hours). For the 

overflight on 23/06/2005 however, the source of this overestimation would seem to be a 

combination of the exclusion of absorption by phytoplankton pigments from the inversion 

model , and a slight over atmospheric correction of the green CASI waveband at the head of 

the estuary. QFP measurements showed that the absorption by phytoplankton pigments at 

Dolgarrog Bridge on 23/06/2005 was equal to 0.093 m-1 at 555 nm, which when subtracted 

from the nominator on the right hand side of Equation 7.12, would account for 0.35 m-1 of 

the 1.2 m-1 overestimation in predicted CDOM concentration. Figure 7.27 (a) shows that the 

CASI derived irradiance reflectance at 555 nm was 0.006 lower then the value obtained 

from the in-situ PRR-600 radiometer profile. Whilst this difference is seemingly very small, 

when it was added to the CASI derived irradiance reflectance in the green, and the inversion 

re-run, it remarkably accounted for 0.7 m-1 of the overestimation in predicted CDOM 

concentration (data not shown). Hence, the combination of these two problems would 
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account for the majority of the overestimation of predicted CDOM concentrations at the 

head of the estuary on 23/06/2005. 

Unlike previous inversions, the specific CDOM absorption coefficient applied in the Two 

stage Reflectance Inversion technique was taken as the average measured value for each 

overflight day (see Section 7.4.2). This was because the modelled specific CDOM 

absorption coefficient obtained from Equation 4.1 was significantly lower than the 

measured values, and would therefore have introduced another source of overestimation into 

Equation 7 .12. By using the average measured value of a*cooM, this overestimation was 

thus avoided. It is interesting to note, that the CDOM concentrations obtained from the Two 

stage Semi-analytical Inversion technique applied to the Colour Sensor dataset in Chapter 6 

(Section 6.4.1.1 ), also showed a tendency to be overestimated relative to the measured 

values, and were derived using a specific CDOM absorption coefficient modelled following 

Equation 4.1. As mentioned in Chapter 6 (Section 6.5.2.3), Hoge and Lyon (1996) found 

matrix inversion predicted CDOM concentrations were significantly affected by any error in 

the CDOM spectral slope. These results would suggest therefore that a better model of 

CDOM specific absorption, then the exponential model of Bricaud et al ( 1981 ), is needed 

for the purpose of accurately predicting CDOM concentrations from water colour 

measurements. 

7 .5.4 Remote Sensed sea surface salinities and DOC concentrations 

Although the remote sensed salinities were overestimated in the lower estuary and 

underestimated in the upper estuary on 23/06/2005, Figure 7.39 clearly demonstrates that 

water colour measurements can be used to remote sense salinity in optically complex 

estuaries via the Two stage Reflectance Inversion technique, all be it only to an accuracy 

suitable for distinguishing fresh water from salt water. The accuracy of the remote sensed 

salinities is a function of the inherent accuracy of the CDOM-Salinity relationship, the 

accuracy of the remote sensed water leaving radiances attributable to the OICs, the accuracy 

of the specific inherent optical properties, and the validity of the simplifying assumptions 

made. In the present study, the last three of these are by far the largest sources of error, and 

as bottom reflectance was unlikely to be significant, the atmospheric correction may have 

been the greatest single source of inaccuracy. In terms of the specific inherent optical 

properties, the specific backscattering coefficients may be the least accurately known, since 

no direct measurements of backscattering were made. It is likely that improvements in both 
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of these areas would yield remote sensed salinities (via the Two stage Reflectance Inversion 

technique) to a greater accuracy then obtained in this study, though these would be limited 

to times or areas where pigment concentrations were relatively low. 

Whilst no in-situ DOC concentrations existed for the remote sensed values to be compared 

to, the DOC concentrations shown in Figure 7.42 were within the range of those observed in 

the Conwy Estuary in previous studies (Evans, 2004 ). In addition, the axial gradient 

observed in Figure 7.42, with DOC concentrations increasing landward, is also consistent 

with those observed in other estuaries (Cauwet, 2002; Alvarez-Salgado and Miller, 1998). 
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Chapter 8 - Summary, conclusions, and suggestions 

for future research 

8.1 Summary 

The primary aim of this study, was to develop a technique by which the concentration of 

Chromophoric Dissolved Organic Matter could be retrieved from water colour 

measurements in an optically complex estuary. The intended application of the retrieved 

CDOM concentrations, was to enable the successive retrieval of both sea surface salinity 

and surface DOC concentrations, from their respective inter-relationships with CDOM 

concentration. This intended application placed a constraint upon the acceptable level of 

accuracy of the retrieved CDOM concentrations, which, along with the optical complexity 

of the intended study area indicated by a previous study (Bowers et al, 2004), suggested that 

suitable empirical relationships between CDOM concentration and water colour were 

unlikely to exist (and none were found). Consequently, this study focussed on analytical 

inversion techniques, and therefore both the mass specific absorption and backscattering 

spectral properties of the dominant optically active in-water constituents were quantified, 

and in-situ measurements of irradiance reflectance collected, to enable both forward and 

inverse optical modelling in the study region. 

Whilst specific CDOM absorption spectra were derived relatively easily via direct 

spectrophotometric measurements, the derivation of pa1iiculate specific absorption spectra 

was less straight forward. The method adopted in this study, was to detennine the 

absorption spectra of particles concentrated on filter papers (the Qualitative Filter Pad, or 

QFP, technique), and to then utilise either statistical or physical separation processes to 

recover the specific absorptions of each particle species. Apparent absorption losses caused 

by enhanced scattering due to the presence of the filter paper and the concentrated proximity 

of the particles, were accounted for by the application of a pathlength amplification 

correction algorithm. In the highly turbid waters of the Conwy and Mersey estuaries, the 

theoretical pathlength amplification algorithm of Roesler (1998) provided corrected particle 

absorptions that showed a 1: l agreement with aP-Kil:k (derived by subtracting acooM from 

radiometer derived total absorption, obtained using Kirk's method). 

Absorption spectra of phytoplankton pigments were subsequently obtained from the QFP 

samples using the bleaching method ofKishino et al (1985), thus enabling the calculation of 
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specific phytoplankton pigment absorption spectra for samples for which total 

phytoplankton pigment concentration was known. Specific absorption by phytoplankton 

pigments was found to be non-constant in the Conwy Estuary, showing a clear seasonal 

variability that could not be accounted for by the known variation of a*PtG with pigment 

concentration reported in previous studies ( e.g. Bricaud et al, 1995). As the variation of 

a*PIG from winter exponential shaped spectra to summer twin peaked shaped spectra was 

unrelated to changes in either [PIG], [MSS] or [CDOM] , it is possible that the observed 

seasonal variation in a *PIG was due to a biological reaction to a seasonal driving mechanism, 

though the driving mechanism responsible was not identified in this study. As a*p1c showed 

a periodic variation throughout the two year study period, a*p1c was modelled using a 

simple time varying model, which was found to reproduce the observed ap1c to an RMS 

difference of 0.07 m-1 about the measured values. Periodic variability in a*Pic has been 

observed over shorter timescales in previous studies (Mercado et al, 2006), though the 

sampling frequency in the present study was unsuitable to investigate whether similar short 

timescale variability occurred in the Conwy Estuary. Further research is therefore required 

to establish whether a*PIG varies on any other timescales in the Conwy Estuary, and to 

identify the driving mechanism(s). Identification of the driving mechanisms may lead to 

improved modelling of time varying a*PIG, and also therefore, improvements in water 

colour modelling in the region. 

Initial attempts at spectrophotometrically obtaining a *i11ss, by first removing all orgamc 

particles from the filter paper by the method of combustion, showed that the combustion 

process modified the absorption properties of the inorganic particles, with post-combustion 

absorption being greater than pre-combustion absorption at blue wavelengths for the vast 

majority of samples. This confirmed the speculation of Babin et al (2003), who 

hypothesised that high temperature treatment may alter the absorption properties of 

inorganic particles, and suggests that where this method has been applied in previous studies 

( e.g. Bowers et al, 2004 and 1996; Binding et al, 2003 ; Kratzer, 2000), the resulting a *111ss 

spectra may also have been (slightly) overestimated at blue wavelengths, relative to the true 

in-situ values. 

Due to the failure of the combustion method, multivaiiate linear regression was employed to 

enable the derivation of a *111ss from the QFP determined total particle absorptions. Whilst 

previous studies have reported the application of multi variate linear regression to absorption 

coefficients determined from in-situ instruments (such as radiometers, Wild-Allen et al, 

2002; Bowers and Mitchelson-Jacob, 1996), no examples were found in the literature of this 
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technique applied to QFP derived absorption coefficients. Therefore, the present study may 

constitute the first time that this statistical separation method has been applied to QFP 

measurements, and an assessment of the accuracy of the derived a*Mss was therefore 

conducted. As aMss could not be measured directly, this assessment was made by application 

of the derived a*Mss to an independent dataset, along with the time varying model of a*p1c, 

to model total particle absorption. The modelled total particle absorption showed excellent 

agreement with the measured total particle absorption for the independent dataset, thus 

indicating that the derived a *Mss were not only accurate, but were also relatively non-variant 

both temporally and spatially. The success of this technique may therefore enable the 

determination of a *Mss to be made more routinely, since it does not require any dedicated 

hardware to be deployed in-situ. 

Backscattering coefficients were determined indirectly using Kirk's method, and relied upon 

the assumption that the ratio of backscattering to scattering coefficients at all visible 

wavelengths in the Conwy Estuary, was equal to that observed by Petzold (1972) at 530 nm 

in San Diego Harbour. The validity of this assumption was not verified in the present study, 

though measurements by McKee et al (2003) have found the ratio of backscattering to 

scattering coefficients in the nearby Clyde Sea to be identical to Petzolds coastal waters 

value. The results of multivariate linear regression analyses applied to the backscattering 

coefficients, showed that backscattering in the Conwy Estuary was predominantly 

controlled by mineral suspended solids at all wavelengths, with no significant contribution 

by phytoplankton, and only relatively minor contributions by water, and (potentially) 

organic detritus. 

The mass-specific backscattering coefficient of MSS, along with the average total 

backscattering coefficients, suggested that total backscattering in the Conwy Estuary was 

relatively wavelength independent. Following this assumption, the mass specific inherent 

optical properties derived in this study, along with the absorption and backscattering 

propetiies of water taken from the literature, were used to model both irradiance reflectance 

and colour ratios in the Conwy Estuary. Modelled reflectances and colour ratios were 

evaluated relative to values measured using in-situ radiometers, and showed excellent 

agreement (within measurement uncertainties) over a broad range of OIC concentrations. 

The observed agreement between modelled and measured values supported the validity of 

both the optical model implemented (Equation 2.16) and the applied simplifying 

assumptions, as well as providing direct evidence that the laboratory determined specific 

absorption coefficients were representative of the true in-situ values. 
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The water colour model was further used to investigate relationships between individual 

colour ratios and the concentrations of the dominant OICs, over the full range of OIC 

concentrations observed to occur in the Conwy Estuary during the two year study period. 

The modelling results showed that all the colour ratios assessed were significant functions 

of at least two of the dominant OICs, with all colour ratios significantly influenced by the 

concentration of mineral suspended solids. In addition, the modelling results also showed 

that the two colour ratios (R(665)/R(490) and R(665)/R(555)) employed by Bowers et al 

(2004), were in fact significant functions of all three dominant OICs. This suggested that the 

inversion method described by Bowers et al (2004) would be unlikely to yield satisfactory 

predictions of CDOM concentration over the whole range of OIC concentrations that were 

observed to occur over the full geographical extent of the Conwy Estuary. This was 

confirmed by application of the inversion method of Bowers et al (2004) to an estuary-wide 

in-situ water colour dataset obtained in this study, and hence alternative inversion methods 

were sought (see below). Modelling of irradiance reflectance (water brightness) in the 

Conwy Estuary, showed neither CDOM nor phytoplankton pigments significantly 

contributed to water brightness at far-red wavelengths, which was controlled by MSS. Thus, 

a potentially simple inversion method to yield MSS concentration from far-red irradiance 

reflectance was revealed, and fonned the basis for two (staged) spectral windowing 

inversion techniques. The colour ratio modelling results suggested that if MSS 

concentration was known, a far-red/red colour ratio could be used to obtain the 

phytoplankton pigment concentration, and a red/blue colour ratio could subsequently be 

used to obtain CDOM concentration (the Three stage Semi-analytical Inversion Technique). 

Alternatively, if MSS concentration was known, the colour ratio modelling results suggested 

that a far-red/green colour ratio could be used to obtain the CDOM concentration directly, 

providing phytoplankton pigment concentrations were sufficiently low (the Two stage 

Semi-analytical Inversion Technique). 

In the present study, the in-situ water colour data collected did not include simultaneous 

measurements of irradiance reflectance at all the wavelengths required to test the Three 

stage Semi-analytical Inversion Technique, and four alternative inversion methods were 

therefore assessed. The first of these was the Two Colour Ratio Simultaneous Equation 

Inversion technique of Bowers et al (2004, described above), which tended to overestimate 

CDOM concentrations below ~ 1.8 m-1
, whilst underestimating those above~ 1.8 m-

1
• This 

biasing was attributed to the absence of phytoplankton pigment absorption in the inversion 

model, as well as the exclusion of CDOM absorption at red wavelengths. The inversion 
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technique was thus modified to include these absorption terms, and therefore extended to 

become the Three Colour Ratio Simultaneous Equation Inversion technique. CDOM 

concentrations predicted by the Three Colour Ratio Simultaneous Equation Inversion 

technique showed poorer agreement with measured values then those predicted by the Two 

Colour Ratio Simultaneous Equation Inversion technique, and analysis of synthetic data 

suggested that this was consistent with the propagation of irradiance reflectance 

measurement errors during the inversion procedure. To attempt to constrain the effects of 

error propagation during inversion, an Over-determined Matrix Inversion (OMI) technique 

was employed, using up to 5 colour ratios to retrieve the three unknown OIC concentrations. 

The RMS differences between observed and OMI predicted CDOM concentrations showed 

significant improvement relative to those obtained using the Three Colour Ratio 

Simultaneous Equation Inversion technique, though were still too large for the purpose of 

predicting sea surface salinities. In addition, application of the OMI technique to synthetic 

data, suggested that an upper limit existed on the number of linearly independent equations 

( colour ratios) that could be used in an over-determined matrix inversion, for which any 

further improvement in the predicted OIC concentrations could be achieved. Lastly, the 

Two Colour Ratio Semi-analytical Inversion technique (described above) was tested using a 

small optical dataset collected predominantly during winter months, when the effects of 

phytoplankton pigment absorption could reasonably be expected to be minimal. The MSS 

and CDOM concentrations predicted using the Two Colour Ratio Semi-analytical Inversion 

technique were encouraging, showing good agreement with measured values, and added 

support to the potential success of the full spectral windowing inversion technique 

suggested initially by the colour ratio modelling results (the Three Colour Ratio Semi

analytical Inversion technique). 

One inversion technique that was not applied to in-situ water colour measurements in the 

present study, was the mathematical method of convergent iteration. In convergent iteration, 

convergent forms of the governing physical equations (in this study, Equation 2.16) are used 

to improve initial estimated solutions, and the process repeated until convergence occurs 

(Bajpai et al, 1977). There is to date, little mention of the application of this procedure to 

water colour inversion in the literature, and the performance of a convergent iteration 

inversion technique relative to those assessed in the present study is therefore unknown. 

However, as convergent iteration is only a mathematical method for obtaining the solutions 

of a system of equations, it may be susceptible to the same problems as those encountered 

by both the simultaneous equation and over-determined matrix inversion techniques 
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assessed in this study, namely the propagation of measurement errors leading to inaccurate 

and even physically impossible solutions that mathematically satisfy the equations. Future 

research is therefore required to assess the success or failure of this technique, what the 

effects of irradiance reflectance measurement errors are on the solutions, how the solutions 

compare to those obtained from other methods of solving simultaneous equations, and 

whether the convergent iteration method can be optimised by the choice of the colour 

ratios/reflectance bands employed. 

As the results of the four inversion techniques tested on the in-situ water colour datasets 

suggested that spectral windowing techniques may provide the best method of inversion, the 

Three stage Semi-analytical Inversion technique was applied to remote sensed water colour 

measurements collected in the Conwy Estuary using a compact airborne spectrographic 

imager (CASI). The CASI data was atmospherically corrected and corrected for sun-glint 

contaminations by the Natural Environment Research Councils Remote Sensing and Data 

Analysis Service. Remote sensed MSS concentrations predicted using the Three stage Semi

analytical Inversion technique showed excellent agreement with those measured in-situ 

during the overflights, with both axial and lateral gradients in MSS discemable in the 

imagery. The remote sensed phytoplankton pigment concentrations were less successful, 

with axial gradients of [PIG] reproduced reasonably well, though with negative pigment 

concentrations predicted in the lower Conwy Estuary. The remote sensed CDOM 

concentrations predicted using the Three stage Semi-analytical Inversion technique were 

also disappointing, showing poor agreement with values determined from in-situ water 

samples, and with numerous pixels having negative values. Comparison of the CASI 

derived irradiance reflectances with in-situ and model derived values suggested that the 

poor perfonnance of the Three stage Semi-analytical Inversion technique was due to the 

failure of the atmospheric correction technique to properly correct the CASI measured 

upwelling water leaving radiances, particularly in the blue wavebands. The exploration of 

alternative atmospheric co1Tection methods, such as CASIDAS (Lavender and Nagur, 2002) 

and the 6S radiative transfer code (Vermote et al, 1997), was beyond the scope of this study, 

and future research is required to compare the relative perfonnance of these and other 

atmospheric correction methods in optically complex waters. Due to the problems with the 

blue wavebands, the Two stage Semi-analytical Inversion technique was simplified, to 

become the Two stage Reflectance Inversion technique, and applied to the CASI data. The 

resulting remote sensed CDOM concentrations showed significant improvement over those 

derived using the Three stage Semi-analytical Inversion technique for all three overflight 
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days, though only those derived for the 23/06/2005 showed favourable comparison to values 

derived from in-situ water samples collected during the overflights. Consequently, remote 

sensed sea surface salinities and DOC concentrations were only produced for this overflight, 

with the salinities showing reasonable agreement with in-situ derived values (no in-situ 

DOC concentrations were obtained on 23/06/2005). 

The method proposed in this study of obtaining the MSS concentration from irradiance 

reflectance at 710 mn is worthy of highlighting for two reasons. Firstly, a recent study by 

Defoin-Platel and Chami (2007) has shown that reflectance spectra consisting of RRS at 412, 

443, 490, 510, 555, 620 and 665 mn display considerable ambiguity, that is, numerous 

combinations of OICs can lead to the same reflectance spectra at these wavelengths. This 

ambiguity occurs due to the fact that in coastal waters, all three dominant OICs can 

contribute significantly to all of the wavelengths present in the dataset of Defoin-Platel and 

Chami (2007). This is not the case at 710 mn however, which is outside of the spectral 

region studied by Defoin-Platel and Chami (2007). In the Conwy Estuary, the present study 

found that the influence of both CDOM and phytoplankton pigments on R(7 l 0) was 

insignificant (see Chapter 5, Section 5.4), with variations in R(7 l 0) attributable to variations 

in mineral suspended solids only. Hence, the method of spectral windowing proposed in this 

study, by-passes the problem of ambiguity, since the MSS solutions derived from R(7 l 0) via 

Equations 6.9 and 7.4 are unique (provided that the specific inherent optical properties are 

constant, or their temporal and/or spatial variation can be modelled successfully). Within 

operational limits, these unique estimates of MSS can then be used to obtain unique 

estimates of e.g. phytoplankton pigment concentrations (again, providing the specific 

inherent optical properties are reasonably invariant, or their variation can be modelled). 

Obviously however, application of this method to waters outside of the present study region 

would require the characterisation of the specific inherent optical properties and their 

variability in that region. 

Secondly, the method of obtaining MSS concentration from R(7 l 0) was the most successful 

of all the inversion methods explored in this study. Using this method, predicted MSS 

concentrations showed a l : l agreement with measured values at the 95 % confidence 

interval, with no negative concentrations predicted, and were retrieved to an RMS accuracy 

of :::; I 0.2 gm-3 for both in-situ and remote sensed irradiance reflectances. Whilst MSS 

concentrations predicted usmg this method may therefore be satisfactory for some 

applications ( e.g. sediment transport studies), further improvements in the accuracy of the 

predicted MSS concentrations can reasonably be expected to result in the improved 
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accuracy of both phytoplankton pigment and CDOM concentrations predicted using the 

staged spectral windowing inversion techniques. It is not clear from the present study 

however, whether the accuracy of the MSS concentrations predicted using this method in 

the Conwy Estuary is solely a function of the accuracy of the measured irradiance 

reflectances supplied to the inversion, or whether other contributing factors exist. 

Measurements by Pegau and Zaneveld (1993) suggest aw varies with temperature at 710 

nm, though the magnitude of this variation is relatively small (digitisation of their data 

suggesting 0.0013 m-1 °C 1 at 710 nm), and whilst no account for the variability of in-situ 

aw(? I 0) with temperature was made in this study, this is unlikely to be a significant source 

of error. Vaiiability in the specific inherent optical properties of mineral suspended solids 

however, not observed nor incorporated in the inversion in the present study, would 

generate inaccuracies in the predicted MSS concentrations where single values for a* Mss 

and bb*Mss were used. The particle absorption modelling results (described above) suggested 

that a* Mss was relatively constant in the Conwy Estuary, though variability in bb *Mss could 

not be assessed as only a single value at each wavelength was derived (via multi-va1iate 

regression). Possible sources of variation in bb * Mss include variations in shape, composition, 

as well as variations in the mean particle size of a suspended population of MSS (Stramski 

et al, 2004; Gin et al, 2003), and regional variability of MSS scattering properties has been 

incorporated into single band algorithms in previous studies (Binding et al, 2005). In 

addition, recent modelling studies have demonstrated that the backscattering properties of 

suspended inorganic particles are a strong function of not only the nominal size, but also the 

size distribution of the suspended population (Stavn and Keen, 2004; Wozniak and 

Stramski, 2004; Risovic, 2002), and variations in particle size distributions have been 

observed in other estuaries (Li et al, 1999; Sherwood and Creager, 1990). Further research 

is therefore required to assess the geographical and temporal variability of suspended 

particle composition, size, and size distribution in the Conwy Estuary, and, if present, 

whether these variations result in a measurable change in bb * MSS· In-situ measurements of 

variations in particle size and distribution may be difficult to interpret in the Conwy Estuary 

however, since they may include contributions from suspended organic particles. 

280 



Chapter 8 - Summary and Conclusions 

8.2 Conclusions 

• For CDOM samples collected from estuarine waters, no statistically significant 

difference exists between absorption spectra collected from either 0.2 µm or 0.45 µm 

filtered samples. 

• For QFP samples collected from turbid estuarine waters, the theoretical pathlength 

amplification algorithm of Roesler (1998) sufficiently accounts for apparent 

absorptions caused by scattering losses within the paiiicle/filter matrix. 

• The specific absorption of mineral suspended solids can not be determined from 

samples that have undergone combustion at 500 °C for three hours, as combustion 

increases the absorption at blue wavelengths. 

• In the Conwy Estuary, the specific absorption spectra of phytoplankton pigments 

show a seasonal variability, unrelated to changes in either [PIG] , [MSS] or [CDOM]. 

• The statistical separation process of multivariate regression is suitable for retrieving 

the specific absorption of mineral suspended solids to a sufficient accuracy to enable 

modelling of total particle absorption in the Conwy Estuary. 

• Specific backscattering coefficients of mineral suspended solids are relatively 

wavelength independent in the Conwy Estuary, and mineral suspended solids 

dominate the total backscattering coefficient at all wavelengths. 

• Mineral suspended solids contribute to water brightness at all wavelengths, and 

therefore effect all visible colour ratios in the Conwy Estuary. 

• Variations in water brightness in the far-red(> 700 nm) are dominated by changes in 

MSS concentration, and are predominantly unaffected by CDOM and phytoplankton 

pigments. 

• Variations in far-red/red colour ratios in the Conwy Estuary are relatively unaffected 

by CDOM, and are primarily controlled by variations in both MSS and 

phytoplankton pigment concentration. 

• Variations in far-red/green colour ratios in the Conwy Estuary are largely unaffected 

by changes in pigment concentration, except at large pigment concentrations, and are 

therefore predominantly controlled by variations in both CDOM and MSS 

concentrations throughout much of the estuary. 

• Red/blue colour ratios in the Conwy Estuary are functions of CDOM, MSS and 

phytoplankton pigment concentration, and can also be affected by seasonal changes 

in a*PtG• 
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• Measurement errors in irradiance reflectances propagate during inversions of the 

optical model, causing spurious estimates of the concentrations of the dominant 

optically active in-water constituents. This affect is worse for some inversions 

methods then for others, as it is dependent upon the magnitude of the errors 

supplied, and the computational complexity of the inversion. 

• The most reliable method of inversion in optically complex waters is spectral 

windowing, though in the Conwy Estuary this requires accurate measurements to be 

made at wavelengths outside the traditional 400 - 700 nm range. 

• The concentration of MSS can be retrieved from the irradiance reflectance at 710 

run. This method of obtaining MSS is not significantly affected by either CDOM or 

phytoplankton pigment concentrations over the entirety of their observed range in 

the Conwy Estuary. 

• The concentration of phytoplankton pigments can be retrieved from far-red/red 

colour ratios, providing the concentration of MSS is known, and provided that 

CDOM concentrations are lower then ~ 2 m- 1
• 

• The concentration of CDOM can be retrieved from far-red/green colour ratios, 

providing the concentration of phytoplankton pigments is low ( < 20 mgm-3). 

• The accuracy of retrieved sea surface salinities from predicted CDOM 

concentrations, via CDOM-Salinity relationships, is dependent upon the accuracy of 

the predicted CDOM concentrations, which should be within ± 0.2 m-1 of the true in

situ values to retrieve meaningful salinities in the Conwy Estuary. 
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8.3 Future Research 

• A high temporal resolution investigation is required to establish whether a *PIG varies 

over shorter timescales in the Conwy Estuary, then that already observed in the 

present study. In particular, the investigation should aim to identify the driving 

mechanism(s) of all timescales of temporal variability in a*p1G, to produce a model 

of a*PIG based on the driving mechanism(s), and to test the model using an 

independent dataset. 

• Further work is required to evaluate the application of the mathematical inversion 

method of convergent iteration to water colour, relative to other inversion 

techniques. The work should include an assessment of the effects that measurement 

uncertainties in the irradiance reflectances have on the solutions, as well as 

investigating whether convergent iteration inversions can be optimised by the choice 

of colour ratios and/or reflectance bands. 

• Further testing of the Three stage Semi-analytical Inversion technique is needed 

using an in-situ optical dataset with simultaneous measurements of irradiance 

reflectance at the key wavelengths, and covering a broad range of OIC 

concentrations. Of particular interest would be the RMS difference between 

predicted and measured CDOM concentrations, which would indicate whether or not 

the technique is suitable for retrieving sea surface salinities using reflectances more 

accurate then the CASI derived reflectances available in this study. 

• Further work is required to compare the atmospheric correction method used in this 

study to other methods such as CASIDAS and the 6S radiative transfer code. As 

some atmospheric correction methods require atmospheric parameter inputs, the 

remote sensed dataset obtained in the present study is not suitable for this purpose. 

• An investigation is required to assess the geographical and temporal variability of 

suspended particle composition, size, and size distribution in the Conwy Estuary, 

and to asses the impact such variations (if present) have on the backscattering 

characteristics of mineral suspended solids. A possible additional element to such a 

study, would be to assess whether, given three different far-red wavelengths (e.g. 

710, 725 and 750 nm), the concentration, mean size, and size distribution could be 

retrieved via inversion. Inversion attempts may be limited to measurements from 

highly turbid waters however, to ensure the reflectances at the longer wavelengths 

are measurable to sufficient accuracy. 
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Appendix 1: Mathematical procedure for Over

determined Matrix Inversion 

This appendix provides a mathematical description of an Over-determined Matrix Inversion 

technique, used in this study to obtain solutions from series of linear equations constructed 

from colour ratios measured in-situ. The results of the matrix inversions are presented in 

Chapter 6. 

Expressing the inherent optical properties as the sum of the contributions from each OIC, 

and assuming the ratio of backscattering coefficients at two wavelengths was approximately 

equal to one, the ratio of irradiance reflectances at two wavelengths was expressed as 

presented in Equation 5.2 (see Chapter 5). Rearranging Equation 5.2 and collecting terms 

gives: 

where all terms are as defined in Equation 5.2. Equation Al. l is of the form: 

where X = [CDOM] 

Y = [MSS] 

Z= [PIG] 

a(A1, A2) = a*cooM(A2) - [a *cooM(A1)R(A1)/R(A2)] 

p(A1, A2) = a*Mss(A2) - [a *Mss(A1)R(). ,)/R(A2)] 

o{A1, A2) = a*P1c(A2) - [a*P1c(A1)R().,)/R(A2)] 

and v(A1, A2) = [aw(A1)R().,)/R(A2)] - aw(A2) 

(Al. 1) 

(Al.2) 

Hence, the measured colour ratios, combined with the specific absorptions (determined in 

Chapter 4) and the absorption coefficients of pure water taken from the literature (Pope and 
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Fry, 1997), were used to generate series of equations of the form of Equation A 1.2, with one 

equation generated per colour ratio. In order to solve equations of the form of Equation A 1.2 

for X, Y and Z, a minimum of three equations are required. For series of equations for which 

there are as many equations as unknowns, the series is said to be even-determined. Where 

there are more equations than unknowns, the series of equations are said to be over

determined, and due to the presence of measurement errors, no real solutions may exist that 

satisfy all the equations precisely. For an over-detennined series of equations however, 

solutions can be found that closely satisfy all equations, and hence where numerous 

equations are used, the inaccuracies associated with the estimated X, Y and Z can be 

minimised. For fo ur colour ratios, the series of equations of the form of Equation A 1.2 can 

be written in matrix form: 

Ax =B (Al.3) 

with 

a(,1,1 , A-2 ) p(A-1 'A-2) 0-(A.1, A-2) 

,x=[r}B= 
u(,1,1, A-2) 

A = 
a (A.i, A-3) p(A-1 • A.3) o-(Ai, A-3) u(,1,1 , A-3) 

a(Ai, ..t4) p(A-1,A-4) o-(,1,1> A-4) U(A.i, A-4) 

a(,1,1 ,As ) p(A-1, A-5 ) 0-(A.1, A-5) u(Ai, ,1,5) 

where ,l,1, ,l,2, ,1,3, ,1,4 and As were five different wavelengths from which the fo ur colour ratios 

were constructed. The solutions to Equation A l .3 are found by multiplying A and B by the 

transpose matrix of A on the left (Press et al, 1993 ): 

(Al.4) 

which yields a resulting matrix of the form: 

P1 
(A l.5) 

The solutions to Equation Al.5 are then given by Cramer' s rule (Stephenson, 1973): 
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[v, P1 ~·] [a, U1 

<let ~2 <let ~ 2 
A 

P2 0'2 U2 
A 

X= 
U3 h 0'3 a 3 U3 

det(A r .A) 
Y = 

det(A r .A) 

[ a, 
P 1 ~·] <let ~ 2 Pi U2 

A A 

Z= 
a 3 p3 U3 

det(Ar .A) 

(Al.6) 

where the determinant ( <let) of a general 3 by 3 matrix is given by: 

au] 
: 23 = a1 , (a 22a33 - a 23 a 32 )- a,2 (a2,a33 - a23a 3,) + au (a2,an - a22a31) 

33 

As any 3 by n matrix (where n > 3) can be reduced to a 3 by 3 matrix by multiplication of 

the transpose matrix on the left (Equation A 1.4), over-determined matrix solutions for X, Y 

and Z were found for series of equations of varying lengths following the procedure outlined 

above. 
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