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Standfirst 70 
 71 
People’s values are important drivers in health-care decision making. The certainty of an 72 

intervention’s effect on benefits and harms relies on two factors: the certainty in the measured 73 

effect on an outcome in terms of risk reduction and the certainty in its value, utility or 74 

importance. The GRADE working group has proposed a set of questions to assess risk of bias 75 

(ROB) in a body of evidence from studies addressing how people value outcomes. However, no 76 

validated ROB tool in individual value, utility, and importance of outcome studies exists, which 77 

is required to evaluate such evidence.  78 

Hence, we developed the ROB in VALues and Utilities (ROBVALU) tool. ROBVALU has good 79 

psychometric properties and will be useful when assessing individual studies in measuring values, 80 

utilities, or the importance of outcomes. As such, ROBVALU can support health research 81 

assessments, where the certainty of input variables determines the certainty in model outputs, for 82 

example, in decision-analytic benefit-harm analysis for health guidelines and cost-utility or cost-83 

effectiveness analysis for health policy and reimbursement decision-making.  84 

 85 
 86 
 87 
Summary Box 88 
 89 

• The risk of bias (ROB) in VALues and Utilities (ROBVALU) tool serves to assess risk of 90 

bias in studies determining values, utilities, or importance of outcomes studies 91 

• The tool covers four separate subdomains through which bias might be introduced 92 

• The individual subdomain judgments inform the studies’ overall ROB  93 

• ROBVALU has demonstrated high validity and reliability  94 



Introduction  95 

Healthcare decision-making relies on evidence on the relative effectiveness, safety and cost-96 

effectiveness of an intervention evaluated in appropriate studies [1, 2]. Choosing between 97 

different interventions, such as a preventive, diagnostic or treatment strategies, depends on the  98 

importance or value people place on specific health states or health outcomes [2]. Values play a 99 

major role at different levels of decision making, from the individual to the healthcare system 100 

level. In this context, people’s values reflect the importance they place on outcomes of interest 101 

that result from decisions about using an intervention, e.g., taking a certain test or starting a new 102 

treatment regimen [2]. We use the term “people” when talking about value as the term is 103 

inclusive to patients, healthcare providers, policy makers, and the general public. Utility 104 

instruments are widely used to elicit the absolute value of a health outcome and provide an index 105 

measure anchored on a scale with 1 reflecting “perfect health” and 0 reflecting “being dead”.[3, 106 

4]. Indeed, various methods are used to establish values, including direct measures of utility, 107 

indirect measurements of utility, or qualitative research [2, 5]. The visual analogue scale (VAS) 108 

is one of the simplest measures to elicit these values. People are asked to rate a health state on a 109 

VAS  that is then converted to a utility value [6, 7]. While the VAS directly measures the 110 

importance of an outcome, concerns exist about how accurate and valid it may be [2]. Other 111 

direct measures such as the standard gamble and time-trade-off require people to choose between 112 

their current health state and a treatment option that may result in perfect health or in immediate 113 

death [4, 8]. Discrete-choice experiments ask people to choose between two or more treatment 114 

options, where the choices differ in terms of their attributes, that are defined by the investigators 115 

[9]. The relative importance of each attribute is then inferred by analyzing the responses, 116 

assuming patients choose the option with the highest value [9]. Indirect methods of measuring 117 



utility values include validated health related quality of life (QoL) instruments, such as the EQ-118 

5D and the Health Utilities Index (HUI) [10]. The EQ-5D requires respondents to answer 119 

questions across five domains that are converted to a utility value using validated scoring 120 

systems [11, 12].  121 

General application of utility values in research 122 

These utility values allow weighing the benefits and harms of an option and, thus, they also play 123 

a cardinal role in health economics and health technology assessments [3, 13]. For instance, in 124 

decision analysis they are required to calculate quality adjusted life years (QALY). Confidence 125 

in studies that report on values needs to be ascertained for decision-making in guideline 126 

recommendations, health technology assessments, or coverage decision [14]. For example, in a 127 

systematic review on people with chronic obstructive pulmonary disease, we found that there is 128 

moderate certainty that patients value adverse events as important, but on average less important 129 

than symptom relief [15]. We also found moderate certainty that exacerbation and hospitalisation 130 

due to exacerbation are the outcomes that COPD patients’ rate as most important. In another 131 

example, a systematic review on patients values on venous thromboembolism (VTE), we found 132 

that people with cancer place more importance on a decrease of new or recurrent VTE than on a 133 

decrease in major or minor bleeding events [16].  134 

The Grading of Recommendations, Assessment, Development and Evaluation (GRADE) 135 

Evidence to Decision (EtD) frameworks, a widely approach used in guidelines, health 136 

technology Assessment and other decisions, require judgments about the certainty in how much 137 

people value the main outcomes: “Is there important uncertainty about … how much people 138 

value the main outcomes?”[17, 18]. One of the key determinants of certainty is internal validity, 139 



that is, how well individual studies were designed and conducted, i.e., internal validity which 140 

GRADE and Cochrane label as the risk of bias (ROB) domain.  141 

Risk of bias 142 

Similar to other study designs, threats to internal validity arising from the study design, conduct, 143 

analysis, and reporting of the study introduce ROB in research on utility values [2]. Poor study 144 

quality could result in indirectness which encompasses applicability and external validity, often 145 

as a result of PICO elements. Another quality issue is low sample size or no sample size 146 

calculation which may result in imprecision. ROB assessment tools are developed to assess 147 

biases that result in threats of internal validity and would not measure indirectness and precision. 148 

Quality assessment tools and reporting checklists often address all factors of a studies qualities 149 

and safeguards, this is different form a ROB assessment tool that aims to present a ROB 150 

judgment for a study. One key factor that may introduce bias in values studies is the 151 

measurement instrument used to measure utilities of the people in the study. Bias means that a 152 

value people place on an outcome in a research study, e.g., a value of 0.5 for stroke, would be 153 

systematically different from the true value that people would place on that outcome. That is, the 154 

true, unbiased value may be 0.3 and, thus, using biased estimates would provide wrong answers 155 

in the modeling and the health decision-making context.  156 

ROB assessment tools exist for many study designs including the Cochrane Risk of Bias 2 (RoB 157 

2) for randomised trials [19], ROBINS-I for non-randomised studies of the effects of 158 

interventions (NRSI) [20] and ROBINS-E for studies about exposures [21, 22]. Critical appraisal 159 

tools to assess the quality of a study, such as the Newcastle-Ottawa scale and the JBI critical 160 

appraisal tool for cross-sectional studies, are also study design specific[23, 24]. These tools are 161 

regularly used by researchers to assess the quality of individual studies or to assess ROB, 162 



however, they were not developed for utility values studies. These checklists invariably include 163 

questions that are study design specific that would not always be appropriate to address in 164 

studies about peoples values (e.g., “Were there deviations from the intended intervention that 165 

arose because of the trial context?” or “Was the exposure measured in a valid and reliable 166 

way?”). A major concern with utility values studies which is not adequately addressed by any 167 

commonly used ROB tool is the method used to elicit peoples values. The measurement 168 

instrument needs to be valid and reliable, administered appropriately, valid health outcomes 169 

used, and proper understanding of the instrument explored. No validated tool for the nuanced 170 

assessment of the ROB in individual studies measuring utility values is available [9, 20, 25-27].  171 

 172 

Objective 173 

 To properly implement evidence-based decision-making and formulate evidence-based 174 

recommendations in clinical or public health guidelines, it is crucial to evaluate ROB in values, 175 

utilities, or importance of outcome studies.  However, due to the absence of specialized and 176 

validated ROB assessment tool this is rarely done. Thus, our goal was to develop, validate, and 177 

describe a pragmatic ROB tool for studies measuring the value people place on health outcomes 178 

with appropriate guidance to apply it correctly.  179 

 180 
Development of the ROBVALU tool and guidance 181 
 182 
We followed a sequential mixed-methods approach starting with a qualitative approach to 183 

develop ROBVALU and related guidance document (Supplement S1) [28], followed by a 184 

quantitative phase to assess the psychometric properties of the tool (Figure 1). In the qualitative 185 

phase, we began by considering the ROB signaling questions (Table A1 in the Appendix) and 186 

subdomains that we had carefully developed for GRADE guidance to assess ROB about values 187 



across studies in a body of evidence [2]. For that GRADE guidance, we iteratively developed the 188 

subdomains and signaling questions starting with a 23-item list that we identified as part of a 189 

systematic survey project [27]. The core research group reviewed the 23-item list to identify any 190 

missing item that may be relevant for the single study ROBVALU tool, after thorough 191 

discussions within the group a decision was made not to add any new items or subdomains to 192 

avoid complexity, improving applicability, feasibility, and adoption of the tool. We first 193 

structured a preliminary version of the tool and added simple considerations to help answer the 194 

signaling questions. These signaling questions were categorized into four subdomains: Selection 195 

of participants into the study, completeness of data, measurement instrument, and data analysis. 196 

We used a 4-point Likert-type scale (yes, probably yes, probably no, no) to judge the individual 197 

items, this was done to avoid a neutral option of a 5-point Likert scale when studies lack 198 

sufficient information to make a proper judgment. In each subdomain the tool asked for how 199 

important and how serious the risk of bias issue is. The core research group iteratively revised 200 

the ROB tool and the accompanying guidance document. An advisory group of experts provided 201 

feedback and suggested appropriate changes to establish face and content validity (Supplement 202 

S2).  203 

  204 



Figure 1. Tool development process 205 

 206 



Participant testing 207 

We used purposeful sampling to recruit 15 participants with experience in critical appraisal, 208 

systematic reviews, or guidelines for user testing and semi-structured interviews (supplement 209 

S3). The participants had a broad level of expertise and included master level students to senior 210 

researchers with experience in health research ranging from 6 months to 30 years (Table A2 in 211 

the Appendix). All users received the ROBVALU tool and the accompanying guidance 212 

document (Supplement S1). We instructed the participants to complete three to four assessments 213 

and every sample study was assessed by four users independently, 11 studies in total were 214 

assessed (Table A3 in the Appendix). Based on feedback received in the semi-structured 215 

interview after user testing, we iteratively revised and improved the guidance document 216 

throughout the project with a focus on the wordings, spelling, and grammatical structure of the 217 

guidance document. The ROBVALU tool demonstrated good psychometric properties with an 218 

overall intraclass correlation coefficient of 0.87 and the four subdomains showed good to 219 

excellent reliability ranging from 0.80 to 0.91 (Table 1 and Supplement S4). We also calculated 220 

the inter-rater reliability of the global ROB judgment using the ROBVALU tool using Kendall's \ 221 

W that showed substantial agreement of 0.62 (Supplement S4).  We invited four expert 222 

participants in the field to provide a global judgment for ROB without using the ROBVALU, 223 

with each expert rating three to four studies. When we added the expert participant responses of 224 

the global ROB judgment the Kendall's W dropped to 0.45 showing moderate agreement 225 

(Supplement S4). However, only four global judgment responses were more than one level of 226 

seriousness higher or lower than the expert participant judgment (Table A4).   227 

  228 

  229 



Table 1.  Reliability of ROBVALU 230 

Subdomain Cronbach's Alpha 

Selection of participants  .87 (95%CI: 0.79-0.93) 

Completeness of data .90 (95%CI: 0.84-0.94) 

Measurement instrument .80 (95%CI: 0.69-0.88) 

Data analysis  .91 (95%CI: 0.86-0.95) 

Total .86 (95%CI: 0.78-0.91) 

 231 

Modified Delphi process 232 

Finally, following our protocol, we used purposeful sampling to invite 20 experts in values, 233 

utilities, health technology assessment and health decision science to participate in a modified 234 

Delphi process for final refinement of the tool (Supplement S5, Figure S8)  [29-31]. We used our 235 

extensive network of global colleagues working in the field of study to identify and invite the 236 

expert panel. Ten voting members accepted the invite to participate in the Delphi panel, and four 237 

members of the working group participated as non-voting members. We shared the ROBVALU 238 

tool draft, guidance document, and the results of our participant testing with the panel members. 239 

The first round of the Delphi process involved an anonymous survey to determine the signaling 240 

questions to be included. The second round took place via recorded video conferences with the 241 

aim of identifying common themes and reaching consensus on simplifying and harmonising 242 

language across the tool. The third and final round of the Delphi process included an anonymous 243 

survey for final consensus on the wording of the signaling questions and the proposed methods 244 

for providing a global ROB judgment. We used google forms to prepare the surveys, and in the 245 

first survey we used a 7-point Likert scale (strongly agree, agree, somewhat agree, neutral, 246 



somewhat agree, disagree, and strongly disagree) to rate each item, with 70% agreement set as 247 

the cut-off to retain or remove a signaling question. In the final survey we used a 3-point scale 248 

(agree, neutral, and disagree) with 70% agreement set as cut-off to retain the signaling question. 249 

In the first round of the Delphi process, we had 100% response rate resulting in 80% to 100% 250 

consensus to retain all signaling questions. We also collected feedback from open ended 251 

questions for suggested edits for the signaling questions (Supplement S6). In the second round of 252 

the Delphi process, we presented the ROBVALU tool, the psychometric properties, the 253 

exploratory factor analysis, and the results of the first round of the Delphi to the panel members. 254 

After deliberating on the tool’s properties, agreement was reached to edit some signaling 255 

questions to simplify the language or to harmonize the language across the tool. This resulted in 256 

minor changes only. We also discussed how to make a final judgment for ROB for a study. We 257 

had 100% response rate in the third and final round of the Delphi process resulting in 80% to 258 

100% consensus on the tools signaling questions, including the ones with minor adjustments to 259 

the wording.  We also established consensus of >70% that the overall ROB judgment should 260 

match the most severe ROB judgment on an item unless the appraisers can provide justifications 261 

to rate the overall ROB lower (e.g., many concerns on many items) or higher (concern seems to 262 

not be influencing overall ROB importantly). For example, if multiple subdomains were rated as 263 

very serious, the final judgment could be rated as extremely serious (Supplement S7). 264 

 265 
 266 
Risk of bias subdomains 267 
 268 
ROBVALU included seven key signaling questions across four subdomains selection of 269 

participants into the study, completeness of data, measurement instrument, and data analysis 270 

(Table 2). 271 



 272 

Table 2. Risk of bias subdomains and considerations in ROBVALU 273 

Risk of bias 
subdomains 

Signaling questions Rationale/ Example 

Selection of 
participants 

Was an appropriate 
study sample selected 
from the study’s 
sampling frame? 
 
(Consider: what is the 
sampling strategy? i.e., 
random sample or 
consecutive sample, etc.  
Is there a subset of the 
population that is more 
or less likely to be 
reached with this 
sampling strategy?) 
 

● Yes 
● Probably yes 
● Probably no 
●  No 

 

Reviewers should determine whether the sampling strategy 
was conducted in a manner to minimize the risk of 
selection bias.  
 
In a comparison study, selection bias refers to systematic 
differences between baseline characteristics of the groups 
that are compared. Here, for risk of bias, we only refer to 
bias internal to the study, rather than inadequate 
generalizability (applicability or “directness”); that is, 
selection bias that could happen when the achieved sample 
is deviated from the intended sample (as described in the 
protocol or the methods section of the study), rather than 
from the population we intend to extrapolate the 
conclusion to (i.e., the target population of the research 
question). We need to assess to what extent the achieved 
sample is similar to the intended sample. 
 
The sampling strategy is a critical component since it will 
influence the results through the population the 
researcher’s had studied. For example, for a cross-
sectional study, a stratified random sampling strategy 
would minimize the risk, while a convenience sample 
would probably be a biased sample for the study 
population. 
 

Completeness 
of data  

 

Was the attrition rate 
sufficiently low to 
minimize the risk of 
bias? 
 
(To consider:  what was 
the response rate? If 
follow-ups were planned 
and used, what was the 
attrition rate during the 
follow up? Were the 
participants responded 

In addition to sampling strategy, in surveys, response rate 
also influences the representativeness of the achieved 
sample. The higher the response rate the less likely risk of 
bias is a concern. Response could be influenced by various 
factors, including study design, study purposes, sampling 
strategy, and survey administration. There is no single rule 
for an “inadequate” response rate though; if the judgment 
is not an acceptable response rate, provide justification. 
 
For longitudinal studies with follow-ups planned and used, 
the attrition rate such as drop-outs, loss to follow up and 
exclusions could be another source of concern 



systematically different 
from those not?) 

● Yes 
● Probably yes 
● Probably no 
●  No 

 

Measurement 
instrument 

Was the instrument 
used to measure patient 
values and preferences 
in a valid and reliable 
manner?  
 
(Consider: what was the 
measurement instrument 
selected? does the 
instrument have well-
constructed validity and 
reliability? Or is this 
instrument widely 
accepted in this area to 
have adequate reliability 
and validity?). 
(Translation and 
culturally adapted in 
guidance) 
 

● Yes 
● Probably yes 
● Probably no 
● No 

 

Measurement instrument refers to direct measures of 
utility (e.g., standard gamble and time trade-off, conjoint 
analysis with discrete choice experiments) and indirect 
measurement instruments of utility such as EQ-5D. 
 
A variety of measurement instruments could be chosen, 
including those providing utility measurements (standard 
gamble, time trade off, visual analogue scale, etc.), 
willingness to pay, discrete choice, or other structured 
scales.  
 
For a specific study, the validity and reliability of the 
instrument may not always have been determined. In these 
cases, to be considered a reliable and valid instrument, 
either the researchers provide the validity and reliability 
information in the study being evaluated, or the 
measurement instruments are widely accepted as both 
reliable and valid.  
 

Was the instrument 
administered in the 
intended way? 

● Yes 
● Probably yes 
● Probably no 
● No 

 

Faulty measurements could be a source of bias, either due 
to inherent shortcomings in a measurement tool or via 
administration error. For a specific study, the researchers 
should demonstrate the measurement tools were 
administered correctly or in a manner conforming to their 
rationale to minimize the risk of introducing bias. If 
applicable, tools should be administered in a consistent 
manner across different subpopulations. 



Was a valid 
representation of the 
outcome (health state) 
utilized? 

• Yes 
● Probably yes 
● Probably no 
● No 

 

The description of health states is another possible source 
of bias. High quality description provides participants with 
best available evidence, while wrong or insufficient 
information based on low quality evidence may mislead 
participants and bias the measurement. High quality 
description consists of the experience, probability, 
duration, and consequences of a health state and should be 
presented in an understandable format.  

Did the researchers 
check for 
understanding of the 
instrument? 

● The investigator 
tested the 
understanding, 
and 
understanding 
was adequate; 

●  The 
investigators did 
not formally test 
the 
understanding, 
but there was 
evidence 
suggesting 
adequate 
understanding  

● The investigators 
did not formally 
test the 
understanding; 
but there was 
evidence 
suggesting 
inadequate 
understanding. 

If the participants have problems to understanding the 
techniques, the results they provide are likely to be 
misleading. There is a gradient in the understanding of 
measurement techniques. Depending on whether the 
understanding is checked formally, and whether the 
understanding is adequate. 



● The investigator 
tested the 
understanding, 
but 
understanding 
was inadequate. 
 

Data Analysis Were the results 
analyzed appropriately 
to avoid influence of 
bias and confounding? 
 
(Consider whether the 
adjustment, 
stratification, strategy to 
deal with missing data 
and model selection, if 
any, was appropriate) 
 

● Yes 
● Probably yes 
● Probably no 
● No 

The appropriateness of data analysis would include the 
strategy to deal with missing data and/or excluded cases 
from analysis. 
 
If confounding factors or other influential factors exist, 
statistical techniques such as stratification or regression 
analyses for adjustment of measured confounding factors 
may be taken when appropriate. Often, in an outcome 
valuation study, no adjustment is made, and the results are 
reported in different subgroups. Furthermore, the 
appropriateness of model selection (if any) or analysis 
strategy should be checked. 

 274 

 275 

Selection of participants into the study 276 

Precise research questions include a clear definition of the target population. The study 277 

population of any empirical study must be representative for this target population, and is 278 

therefore, a critical component since bias in the selection will lead to biased estimates of the 279 

values people place on outcomes in the target population [2]. When assessing selection bias, 280 

users should consider the study’s sampling strategy, in particular if the achieved sample 281 

population deviates from the intended sample population [2], as this may lead to biased estimates 282 

for the study’s population of interest due to threats to internal validity. If the achieved sample 283 



population does not deviate from the intended sample population, but it differs from the 284 

population one intends to extrapolate the results to, it will result in lack of generalizability. We 285 

refer to it as indirectness which encompasses applicability and external validity. The ROBVALU 286 

tool is not intended to address indirectness, a different domain in assessing the certainty of a 287 

body of evidence according to GRADE, but we are developing a tool that is specific to 288 

indirectness separately.  289 

Completeness of data 290 

When judging completeness of data, reviewers need to consider the response rate of the study 291 

population, the attrition rate if follow-up was involved, and the differential responders compared 292 

to non-responders [2]. High response rates and/or low proportion of loss to follow-up are clearly 293 

preferable, and a high proportion of nonresponse or dropout could be problematic [2]. 294 

Participants providing responses may very plausibly differ from those who do not, and to the 295 

extent this is the case, results coming only from those who responded or completed follow-up 296 

may be misleading [2].  297 

 298 

Measurement instrument 299 

It is important to use reliable and valid instruments to measure the relative importance of 300 

outcomes in values, preferences, and utility studies [2]. Using unreliable or poorly validated 301 

instruments can result in biased measurements of the outcome. Similarly, utility values for 302 

specific health-states based on instruments not sufficiently validated that are used as input 303 

parameters for decision-analytic models can result in biased estimates, such as quality-adjusted 304 

life years (QALYs) derived from state-transition models[32, 33]. Researchers conducting 305 



primary empirical studies should provide information regarding the measurement properties of 306 

the instrument they have chosen [2].  307 

Researchers should also demonstrate that the instrument has been administered correctly and in a 308 

consistent manner across all participants in a study. For example, if the standard gamble is to be 309 

administered by an interviewer, self-administration would pose risk of bias as utility estimates 310 

could be systematically different. In addition, an optimal representation of the outcome or health 311 

state should be presented/described in a way that accurately reflects the attribute the researchers 312 

intended to measure. This may include a detailed explanation of how the outcome defines the 313 

experience, the probability of the outcome, durations, and possible consequences. Finally, it 314 

should be evaluated as to whether participants had a proper understanding of the instrument to 315 

complete the tasks. 316 

 317 

Data analysis 318 

Studies should explore heterogeneity in values when appropriate and present results for the 319 

different subgroups. The data analysis plan and exploration of heterogeneity should be outlined a 320 

priori before collection of data. A causal framework that helps delineate health state and outcome 321 

interactions with possible confounding factors will help make assumptions explicit. If 322 

heterogeneity is found, the evaluator needs to consider whether the adjustment, stratification, or 323 

model selection used in the study reporting on values was appropriate [2]. Adjusting for 324 

important confounding factors, such as age if it is associated with the intervention and influences 325 

the estimated values, or reporting values in stratified manner, reduces biased estimates of the 326 

value placed on an outcome. In addition, self-inflicted biases, including selection bias or 327 



immortal time bias should be controlled for appropriately using modern causal inference 328 

methods (e.g., target trial emulation or g-methods for time-varying confounding)[34]. 329 

 330 

ROBVALU tool application 331 

The assessment of ROB in studies evaluating the value people place on outcomes involves the 332 

following steps: 333 

1) specify the research or review question; 334 

2) specify the outcome being assessed; 335 

3) identify the sampling frame, the response rate and/or attrition rate, the measurement 336 

instrument used, and the data analysis plan; 337 

4) answer the signaling questions of the four subdomains; 338 

5) make a judgment if there are important risk of bias concerns in the four subdomains; 339 

6) formulate a risk of bias judgment for the four subdomains; 340 

7) formulate an overall risk of bias judgment for the study outcome being assessed. 341 

The ROBVALU tool (Table 3) provides users with space to record vital information of the study 342 

being assessed, and signaling questions to all four subdomains that must be addressed. We 343 

validated a 4-point Likert-type scale (yes, probably yes, probably no, no) to respond to the 344 

individual signaling questions (items). When rating individual signaling questions, we suggest 345 

following the flowchart (Figure 2) for consistent answers between raters. In each subdomain the 346 

tool asks to specify how important the ROB issue is on a 4-point Likert-type scale (yes, probably 347 

yes, probably no, no), and then how serious the overall ROB issue is on a 4-point Likert-type 348 

scale (not serious, serious, very serious, extremely serious). Responses to the signaling questions 349 

should provide the basis for the subdomain level judgment, of how important and how serious 350 



the ROB issues are in the study. Raters should provide a rationale for the response as free text, to 351 

justify their judgments. We suggest that the final judgment for each subdomain inversely 352 

correlates with the signaling question judgment. For example, in the measurement instrument 353 

subdomain, if the answer to “Was the instrument administered in the intended way?” was “No”, 354 

then the answer to “Are there important risk of bias issues concerning the measurement 355 

instruments?” should be “Yes”. If raters believe that the lowest signaling question judgment does 356 

not reflect the overall subdomain judgment, they may choose not to deem the results of the study 357 

at risk of bias for that subdomain, but they are asked to provide explanations for why they would 358 

not do this.  359 

 360 

  361 



Table 3. Risk of bias assessment tool: ROBVALU 362 

 

R I S K  O F  B I A S  A S S E S S M E N T  T O O L ( R O B V A L U )  
Rating the Risk of Bias of Research Evidence in Studies on Values, Utilities, or the Importance of 
Outcomes 
Specify the study question 
Selections of 
participants 

 

Completeness 
of data 

 

Measurement 
instrument 

 

Data analysis  

 
Specify which 
outcome is being 
assessed  

 

 
We suggest that the final judgment for each subdomain inversely correlates 
with the lowest judgment of the signaling question. If you believe that the 
lowest subdomain judgment does not reflect the overall subdomain 
judgment, they may choose not to deem the results of the study at risk of 
bias, but they should provide explanations for why they would not do this. 

 
 
S E L E C T I O N  O F  P A R T I C I P A N T S  I N T O  T H E  S T U D Y  
Was an appropriate study sample selected 
from the sampling frame? Yes Probably 

yes 
Probably 
no No 

Consider the study’s sampling strategy, is it a random sample or consecutive sample? Is there a subset of the 
population that is more or less likely to be reached with this sampling strategy? 
Rationale: 

 
Are there important risk of bias issues 
concerning selection of participants into 
the study? 

Yes Probably 
yes 

Probably 
no No 

How serious are the risk of bias issues 
concerning selection of participants into 
the study? 

Extremely 
serious 

Very 
serious Serious  Not  

serious 

 
 
 

    

C O M P L E T E N E S S  O F  D A T A  
Was the attrition sufficiently low to minimize 
the risk of bias? Yes Probably 

yes 
Probably 
no No 

Consider the response rate; if follow-up was involved, also the attrition rate; and the characteristics of the 
participants who responded and those who did not.   



Rationale: 
 

Are there important risk of bias issues 
concerning completeness of data? 

Yes Probably 
yes 

Probably 
no No 

How serious are the risk of bias issues 
concerning completeness of data? 

Extremely 
serious 

Very 
serious Serious  Not  

serious 
 
 
 

    

M E A S U R E M E N T  
I N S T R U M E N T      

Was the instrument used to measure patient 
values and preferences in a valid and reliable 
manner? 

Yes Probably 
yes 

Probably 
no No 

Consider if the instrument chosen is familiar to assessors and is widely accepted to be reliable and valid, Also, 
consider whether the authors provide information regarding the measurement properties of the instrument chosen. 
Consider if the tool used is a validated translation. 
Rationale: 

 

Was the instrument administered in the 
intended way? Yes Probably 

yes 
Probably 
no No 

Consider whether the instrument was administered correctly, and in a consistent manner across participants and 
subpopulations. 
Rationale: 

 

Was a valid representation of the outcome 
(health state) utilized? Yes Probably 

yes 
Probably 
no No 

Optimal representation of the outcome includes a 
detailed explanation of how the outcome that defines 
the experience, probability, duration, and 
consequences was developed. This question only 
applies when the participants are asked to indicate 
the importance they would like to place on a set of 
hypotheticals or described outcomes, rather than 
their own health.  

    

Rationale: 
 

Did the researchers check the understanding 
of the instrument? 

The investigators tested the understanding, and 
understanding was adequate 

 The investigators did not formally test the understanding, 
but there was evidence suggesting adequate understanding  

 The investigator tested the understanding, and 
understanding was inadequate  

 The investigators did not formally test the understanding, 
but there was evidence suggesting inadequate 
understanding  



 
 

Consider whether the investigators piloted the study, 
or if the instrument was simple enough to assume 
understanding. 

    

Rationale: 
 

Are there important risk of bias issues 
concerning the measurement 
instruments? 

Yes Probably 
yes 

Probably 
no No 

How serious are the risk of bias issues 
concerning measurement instruments? 

Extremely 
serious 

Very 
serious Serious  Not  

serious 
     

D A T A  A N A L Y S I S  
Were the results analyzed appropriately to 
avoid influence of bias and confounding? Yes Probably 

yes 
Probably 
no No 

Consider whether the adjustment, stratification, or model selection was appropriate. Was there a priori analysis plan. 
Rationale: 
 
Are there important risk of bias issues 
concerning the data analysis? 

Yes Probably 
yes 

Probably 
no No 

How serious are the risk of bias issues 
concerning data analysis? 

Extremely 
serious 

Very 
serious Serious  Not  

serious 
O V E R A L L  R I S K  O F  B I A S  F O R  T H E  
S T U D Y  

Not serious 

Serious 

Very serious 

Extremely serious 

 363 

The global ROB judgment for a study corresponds to the lowest subdomain judgment (Table 4), 364 

this is done because any domain level bias will lower our confidence in the study results. If users 365 

do not believe that the lowest subdomain judgment reflects the global ROB judgment, they 366 

should provide a justification. For example, if a study has a low response rate resulting in very 367 

“serious risk of bias” domain judgment and the study results are comparable to better quality 368 



studies, a reviewer may consider that the subdomain judgment does not reflect the global ROB 369 

judgment.  An illustrative example of a completed assessment is provided in Box 1. 370 

 371 

Box1. ROBVALU to assess the risk of bias in values assigned to a exacerbation of chronic 372 
obstructive pulmonary disease (COPD) [35]  373 
In assessing the utility value patients with chronic obstructive pulmonary disease (COPD) place 374 
on an exacerbation, a study evaluated 65 males and females with COPD at 7 study sites in the 375 
United States when they visited an outpatient clinic withing 48 hours of symptom onset [35]. 376 
Participants had to be 40 years or older and had to be current or former smokers with a history of 377 
at least 10 pack-years. Of 65 subjects, 59 completed the study and 3 were lost to follow up and 3 378 
were ineligible. The utility values were measured using the EQ-5D.  379 
- Selection of participants into the study likely lead to risk of bias: Exacerbations that required 380 
hospital admission were considered severe and were excluded from this study and might thus 381 
importantly bias. Thus, the population was deemed to be probably not representative of the 382 
intended population. A risk of bias assessment using the ROBVALU tool revealed the following 383 
(Supplement 8, Table S1): 384 
- Completeness of data was present: Only 3 patients were lost to follow up and this did not cause 385 
risk of bias. 386 
- Measurement instrument caused some concern about risk of bias: It was not clear if the 387 
instrument was used in a valid and reliable manner, but it was administered in the intended way 388 
using a valid representation of the outcome. It also appeared that the patients exhibited an 389 
understanding of the instrument that was used and did not encounter difficulties, but this was not 390 
reported. 391 
- Data analysis did not cause concern for risk of bias: Adjustment, stratification, and model 392 
selection was appropriate based on an a-priority plan.  393 
Overall risk of bias was deemed serious because of issue related to selection of participants into 394 
the study and the way the measurement instrument was used. 395 
 396 

 397 

  398 



Figure 2. Rating individual signaling questions. 399 

 400 

Table 4 Final judgment response 401 

RESPONSE OPTION  CRITERIA 

Not serious risk of bias;  The study is judged to have no serious risk of bias for all 
subdomains.  

Serious risk of bias;  The study is judged to be serious risk of bias in at least one 
subdomain, but not very serious or extremely serious in any 
subdomain.  

Very serious risk of bias 
(the study has some 
important problems);  

The study is judged to be at very serious risk of bias in at least 
one subdomain, but not at extremely serious risk of bias in any 
subdomain.  

Extremely serious risk of 
bias;  

The study is judged to be at extremely serious risk of bias in at 
least one subdomain.  

 402 

Discussion 403 

We have developed and validated a new instrument to assess ROB in studies measuring the 404 

value, utility or relative importance that people place on health outcome, the ROBVALU tool. 405 

We followed a sequential mixed-methods approach, starting by adapting the signaling questions 406 



from the GRADE guidance for judging the risk of bias across studies. ROBVALU differs from 407 

existing GRADE guidance in that it is specific for assessing ROB of individual studies as 408 

opposed to across studies [2]. We iteratively revised the tool with our core group and an advisory 409 

group. The final draft tool contains 15 items in four subdomains: selection of participants, 410 

completeness of data, measurement instrument, and data analysis. We conducted a validation 411 

exercise with 15 participants which showed good reliability. Additional refinement using a 412 

modified Delphi process established construct validity and the final content of the tool.  413 

 414 

Assessing ROB is an essential step to assess the overall certainty of the evidence in a systematic 415 

review or health technology assessment and to develop a guideline. The assessment of ROB has 416 

often relied on adapting ROB tools not specifically designed for this type of research [27]. 417 

However, the lack of validation may lead to unreliable certainty of the evidence assessments, 418 

both for single studies and for a body of evidence. Using ROBVALUE, evaluators could 419 

incorporate the ROB assessment into their meta-analysis, such as performing a sensitivity 420 

analysis to evaluate how studies with higher risk of bias may affect the study’s conclusion or 421 

primary outcomes. A particular advantage of the ROBVALU tool is that we used standardized 422 

GRADE terminology and judgments, that will facilitate assessing the ROB domain, when 423 

establishing the certainty of the evidence. Another advantage is that the ROBVALU tool can be 424 

used to assess ROB in all values utilities and importance of outcomes elicitation studies that 425 

utilize discrete choice, ranking, indifference, and rating methods [36]. It can also be used to 426 

assess ROB in individual studies that use indirect methods to elicit peoples preferences such as 427 

QoL and EQ-5D scores.   428 

 429 



In addition to the strengths, this study, and the derived tool has also several limitations. The new 430 

tool focuses on assessing values quantitively.  For any given intervention, there is usually 431 

qualitative literature exploring what patients want to achieve and what they value (or not) from 432 

interventions and this information may be important for decision-making. While some of the 433 

signaling questions may be used for qualitative studies, other signaling questions will not be 434 

applicable. Further exploration with qualitative studies should be performed to assess how 435 

ROBVALU may be adapted for that particular use case or whether a different tool is required.   436 

Another limitation of ROBVALU is the relatively poor fit of one of the items in our exploratory 437 

factor analysis, “Was a valid representation of the outcome (health state) utilized?”, but this 438 

could be due to the relatively small sample size. However, we had a reason to retain this item 439 

based on the feedback from the Delphi panel who thought it was important. External validation 440 

of ROBVALU’s reliability by different users and on different studies will help us refine the 441 

guidance, and to a smaller extent, the tool.   442 

 443 

ROBVALUE allows appraising individual studies for their credibility and is not tied to using the 444 

GRADE approach. For example, in health technology assessments not using GRADE the 445 

certainty of input variables determines the certainty in decision-analytic model outputs, e.g., in 446 

cost utility and cost effectiveness analysis[33, 37].  ROBVALU should also be helpful when 447 

evaluating the ROB as part of a systematic review, health technology assessment, or a formal 448 

clinical health guideline, to develop recommendations and make judgments across the overall 449 

body of this type of evidence. That includes its use when following the GRADE approach, to 450 

assess the overall certainty of the evidence. 451 

 452 
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