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Abstract

Social cognition differs from general cognition in its focus on understanding, perceiving, and
interpreting social information. However, we argue that the significance of domain-general pro-
cesses for controlling cognition has been historically undervalued in social cognition and social neu-
roscience research. We suggest much of social cognition can be characterized as specialized fea-
ture representations supported by domain-general cognitive control systems. To test this proposal,
we develop a comprehensive working model, based on an interactive activation and competition
architecture and applied to the control of action. As such, we label the model “ICON” (interac-
tive activation and competition model for the control of action). We used the ICON model to sim-
ulate human performance across various laboratory tasks. Our simulations emphasize that many
laboratory-based social tasks do not require socially specific control systems, such as those that
are argued to rely on neural networks associated with theory-of-mind. Moreover, our model clar-
ifies that perceived disruptions in social cognition, even in what appears to be disruption to the
control of social cognition, can stem from deficits in social representation instead. We advocate
for a “default stance” in social cognition, where control is usually general, but representation is
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specific. This study underscores the importance of integrating social cognition within the broader realm
of domain-general control processing, offering a unified perspective on task processing.

Keywords: Social cognition; Control of action; Stimulus–response compatibility; Computational
modeling; Autism spectrum; Imitation; Approach–avoid

1. Introduction

What is “social cognition,” as distinguished from cognition more generally? The theoretical
position we develop here is that many aspects of social cognition can be accounted for by a
combination of specialized feature representations interfacing with domain-general cognitive
control (Ramsey & Ward, 2020). We develop and instantiate this proposal as a working model,
capable of simulating behaviors from a range of laboratory tasks. We believe the importance
of domain-general control has been to a degree neglected in social neuroscience and social
cognition research and seek to redress this balance. We begin by describing key aspects of
our proposal.

1.1. Domain-specific representation and domain-general control

Research in cognitive science distinguishes between domain-specific and domain-general
information processing. Domain-specific systems are specialized for particular stimulus cat-
egories or task features, while domain-general ones operate across stimulus or task features
(Barrett, 2012).

For our focus on action selection to visual objects, domain-specific visual representa-
tions are especially relevant. The human brain responds to visual stimuli with the activation
of domain-general and domain-specific regions. For example, the primary visual cortex is
arguably domain-general: Cells in the primary visual cortex respond to the orientations of
contours, on all sorts of objects (Hubel & Wisesel, 1977). However, as information flows
forward from the primary visual cortex, specialized brain regions are recruited for process-
ing specific object categories, like faces, bodies, places (Kanwisher, 2010), and visual word
form (Dehaene & Cohen, 2011). The response of these specialized areas is sharply tuned for
specific categories, forming what we call domain-specific representations.

Representations of different kinds of objects and events are likely to be domain-specific in
important ways because useful representations must capture the unique elements of their sub-
jects. For example, consider two very different classes of objects, human faces and English
words. Useful representations of human faces need to allow inferences about things like iden-
tity and mood. Useful representations of words need to allow access to semantics on the
basis of arbitrary letter combinations. These are very different, domain-specific, properties
of the representations, which largely rely on distinct patches of neural tissue in the ventral
visual stream (Dahaene & Cohen, 2011; Kanwisher, McDermott, & Chun, 1997). We expect
representations of object categories to frequently have domain-specific elements, even while
retaining domain-general aspects, such as spatial location.
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However, representations are only half the story, as it were. Representations can be dis-
tinguished from the computational processes that manipulate them. The general intuition is
that a representation of an object “stands in” for that object and can be subject to all kinds
of cognitive manipulations (Haugeland, 1992): For example, the representation of an apple
might be manipulated to create new semantic associations to an apple; to direct attention
toward the location of an apple in the real world; to focus on an attribute of the apple,
such as its color; to select an apple as a target for reaching from a crowd of fruit; and so
on. The distinction between representations and computational processes can be highly for-
malized, as in the physical symbol system hypothesis of Newell (1980), and it can be more
nuanced, for example, in the context of dynamical systems (van Gelder, 1998; Ward & Ward,
2009).

When we discuss the distinction between representation and processes here, we will be
referring specifically to control processes: the range of processes regulating the operation of
the cognitive system, to allow accurate and flexible responses to task demands (Botvinick
et al., 2015; Braver, 2012). This means not only ecologically relevant needs and stimulus–
response associations (e.g., “if you are hungry, find something nutritious to eat”) but also
entirely arbitrary tasks (e.g., “press the green button if you see a letter A”). Attentional selec-
tion, response inhibition, executive control of task organization, and task switching would
all be examples of domain-general control processes, applicable to many kinds of tasks.
As such, domain-generality is the default assumption for research in attention, executive
control, and the organization of behavior. Research in these areas tends to use a variety
of stimulus categories (pictures, text, letters, auditory stimuli, etc.). For example, investi-
gation about the “early” or “late” nature of selective attention began with auditory stimuli
(Cherry, 1953), then proceeded smoothly to the use of tachistoscopic displays and visual
stimuli of all sorts (Treisman, 1980), and to neuroimaging studies of executive function
in which much of frontoparietal cortex responds to an arbitrary target stimulus (Duncan,
2010).

Sometimes the evidence shows that attentional systems are not domain-general. For exam-
ple, attentional selection in one modality (e.g., selecting a visual target from visual distractors)
produces a relatively long-lasting timecourse of interference on subsequent selection in that
modality (the “attentional blink”). However, this interference appears to have a modality-
specific component. For example, visual selection produces long-lasting interference on sub-
sequent visual targets but has much less effect on auditory ones (e.g., Duncan, Martens, &
Ward, 1997), suggesting domain-specific attentional capacity. Domain-specificity when found
is subject to detailed investigation (e.g., Arnell & Jenkins, 2004; Wang, Qian, Zhao, Tang, &
Zhang, 2022); but domain-specific control processing would be the exception rather than the
presumption.

1.2. Domain-specific thinking

Our view is that social cognition, as a field, has over-emphasized domain-specific thinking
at the neglect of domain-general thinking. To an understandable extent, much of this emphasis
is due to excitement around domain-specific representations of social stimuli, such as brain
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regions specialized for bodies and faces (Kanwisher, 2010). We have no concerns about these
kinds of socially specific representations and share the excitement around them.

But again, to emphasize, we are distinguishing representations from processes. Unless the
field operates carefully and precisely, excitement and discussion about domain-specific rep-
resentations can incorrectly, unintentionally, and unknowingly drift into presumptions about
socially specific control processes. This kind of enthusiasm takes two forms, which vary in
what we might think of as researcher awareness. First, to a limited but significant degree,
there are explicit proposals for domain-specific control processes, which are tied to social
processes and do not generalize to other contexts. For example, a dominant view is that the
control of conflict in automatic imitation is mediated by a specialized theory-of-mind network
(Brass, Zysset, & von Cramon, 2001, 2009; Sowden & Shah, 2014; Spengler, von Cramon, &
Brass, 2009; Wang & Hamilton, 2012). Second, and more common, are what might be called
implicit suggestions for domain-specific social control processes. For example, research into
the perception of eye-gaze very often refers to “social” attention (Klein, Shepherd, & Platt,
2009; Nummenmaa & Calder, 2009). This raises the question of whether “social” attention
is something distinct from “regular” attention, and if so, in what ways (Braithwaite, Gui, &
Jones, 2020; Elsabbagh & Johnson, 2016; Emery, 2000; Frischen, Bayliss, & Tipper, 2007;
Langton, Watt, & Bruce, 2000; Mundy & Bullen, 2022; Mundy & Newell, 2007; Nummen-
maa & Calder, 2009).

At the very least, we might expect claims about social control processes to begin by exam-
ining how they are different from domain-general control processes, but this is rarely the
case. Our mission here is to demonstrate that for many laboratory tasks, we have no need to
create or refer to socially specific control processing. We want to move the burden of proof
to those who argue, explicitly or implicitly, that there are social control processes separate
from domain-general ones. Our concern is that while a domain-specific emphasis has allowed
considerable progress, social cognition risks becoming isolated from developments in more
general and well-established forms of cognitive science. As such, for more effective and effi-
cient progress to be made, we suggest that researchers interested in social cognition should
collaborate more directly with researchers who study more general mechanisms of attention
and vision.

1.3. Our alternative

We advocate an alternative theoretical and computational position. Consistent with other
recent proposals (Barrett, 2012; Binney & Ramsey, 2020; Michael & D’Ausilio, 2015;
Ramsey, 2018; Spunt & Adolphs, 2017; van Elk, van Schie, & Bekkering, 2014), control
in social tasks comes through domain-general control processes, such as prioritization, selec-
tion, and memory (Ramsey, 2018; Ramsey & Ward, 2020). To illustrate our ideas and give
guidance about how they might work in practice, we have developed a computational network
model of attentional selection and control for many kinds of social and non-social tasks. This
is part of an effort to respond to calls for more systematic theory construction in psychology
(Gray, 2017; Haig, 2014; Muthukrishna & Henrich, 2019; Oberauer & Lewandowsky, 2019;
for a special issue on theory, see Proulx & Morey, 2021).
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Fig. 1. An overview of the general structure of the ICON model. Modules are labeled in bold font, whereas iden-
tification of units and groups are smaller lowercase labels. Within a module, there is inhibition between units.
Between modules, there is excitation between corresponding units (bold arrows). For example, all the units within
the “A” feature map are reciprocally connected with the “A” identity. Prepotent connections reflect learned associ-
ations, and those are indicated by the thin lines. The features were chosen (letters, faces, and fingers) to allow the
simulation of a variety of social and non-social laboratory paradigms. Some plausible connections and structures
were omitted for simplicity as not required for the simulations: The effector pool might reasonably have direct
connections with Intentions and Action maps; and the “button-press” and “avoid” actions are, for the simulation,
considered non-spatial and unlike the other intentions do not have a corresponding action map. Not shown are the
connections to and from the hub, which in principle could link any unit within any pool.

2. The model

2.1. Overview

As we will show, our interactive activation and competition model for the control of action
(ICON) instantiates the framework proposed by Ramsey and Ward (2020) and its three key
principles: (a) a variety of domain-specific and domain-general feature representations; (b)
localizable domain-general systems for controlled processing; and (c) network-wide biased
competition.

The ICON model is a functioning computational system with a broad scope from percep-
tion to action. The model reflects an agent designed to live in a crude and desolate world of
psychological laboratory experiments (see Fig. 1). The agent’s entire environment consists of
a 5 × 5 grid of locations. Only a few objects exist: two letters (A and B), and a few body
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parts (index and middle fingers; happy and angry faces). The agent is modeled with a “hand”
consisting of an index and middle finger effectors and has representations for action plans
allowing button pressing with either finger, as well as reaching to grasp objects at any specific
location within the 5 × 5 grid.

Within the bounds of this simple environment, the network is a complete system for per-
ception and action. This simplicity is beneficial in the context of simulations and makes the
dynamics of the model and action selection process much easier to understand. The net-
work can simulate a range of traditional social and non-social laboratory tasks, including
object-based filtering, location-based filtering, prepotent stimulus–response associations, and
goal-directed stimulus–response mappings.

The entire model is built in base R using the freely available iac package
(devtools::install_github(“rob-ward-psych/iac”)), which is designed to “easily” create arbi-
trary interactive activation and competition (IAC) networks. The R code for running and ana-
lyzing all simulations is available from (https://github.com/rich-ramsey/icon-model). The raw
data generated by the simulations are reproducible from these files but can also be downloaded
directly here from the OSF page (https://osf.io/m2enf/). In the next section, we provide details
on the model’s architecture.

2.2. The model architecture

2.2.1. A constraint network
ICON is based on the IAC architecture as developed by McClelland and Rumelhart (1981).

IAC models are distributed networks of simple units, organized into modular pools. This
quote from Rumelhart, Smolensky, McClelland, and Hinton (1986) is slightly extended but
provides tremendous clarity about how to best understand the operation of IAC models as a
constraint network:

It is often useful to conceptualize a parallel distributed processing network as a con-
straint network in which each unit represents a hypothesis of some sort (e.g., that a
certain semantic feature, visual feature, or acoustic feature is present in the input) and
in which each connection represents constraints among the hypotheses. … If the con-
straints [between hypotheses] are weak, the weights should be small. If the constraints
are strong, then the weights should be large. Similarly, the inputs to such a network can
also be thought of as constraints. A positive input to a particular unit means that there is
evidence from the outside that the relevant feature is present. … The stronger the input,
the greater the evidence. If such a network is allowed to run it will eventually settle into
a locally optimal state in which as many as possible of the constraints are satisfied, with
priority given to the strongest constraints. The process whereby such a system settles
into such a state is called relaxation. (pp 8–9)

2.2.2. Bayesian-like
This conception of a constraint network also shows how even the most basic IAC net-

works embody “Bayesian-like” distinctions between prior knowledge about how the world
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works, as reflected in the weights between units (i.e., the constraints between hypothe-
ses); current evidence, as reflected in the external inputs to the network; and the plausi-
ble interpretation of evidence, arising as the network relaxes to a stable state of unit acti-
vations. Although true Bayesian inference is not needed for our purposes here, McClel-
land, Mirman, Bolger, and Khaitan (2014) have formally shown how a revised formulation
of IAC networks can produce true Bayesian probabilistic inference (see also McClelland,
2013).

2.2.3. Biased competition
An important feature of IAC networks for our purposes is their relationship to biased

competition. Models of biased competition have taken a central place in our understanding
of controlled cognitive processing. Biased competition assumes that the features of objects
are represented across multiple specialized modules, with systematic communication pat-
terns within and between them (Desimone & Duncan, 1995; Duncan et al., 1997; Beck &
Kastner, 2009). Within a module, there is competition so that the features of a single object
come to dominate the module’s activity. Competition within a module may be biased by
external inputs, reflecting anything from bottom-up salience to top-down goals. Between
modules, there is excitation between corresponding features of the same object or event.
The result is that a bias for a winning object in one module propagates to other modules
so that the representation of a single object or event comes to dominate across the entire
network.

IAC networks are naturally structured to reflect these key principles of biased competition.
In fact, their equivalence lets us realize that one of the first computational models of biased
competition was the McClelland and Rumelhart (1981) model of word and letter perception.
In the McClelland and Rumelhart model, units within the word module competed with one
another as did units within the position-specific letter modules. Words had excitatory con-
nections to their corresponding units in the letter modules. This soft architectural constraint
meant that a winning feature, arising through competition within one module, activated cor-
responding features in other models so that the entire network relaxed to a single consistent
state.

To help illustrate the process of biased competition, we provide a concrete example using
the McClelland and Rumelhart (1981) word and letter perception model. Suppose the visual
input corresponded to the letters W*RK, where the star indicates the absence of a letter in the
second position. The letters that are present excite corresponding units at the word level, such
as WORN to a limited extent and WORK to a greater extent. Activation at the word level flows
back to the letters, so that the unit representing the letter O in the second location becomes
more active, and inhibits other letter representations in the second position. The network
relaxes into a state where the word WORK and its position-specific letter units dominate.
This state represents the most plausible interpretation of the evidence provided by external
inputs, given what the network knows in the form of its connection weights. As we will see,
our model of selection and control of action also embodies biased competition within an IAC
network.
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2.3. Detailed structure

The ICON network consists of pools of units or modules. The operation of the network is
defined by the structure of modules and by the connections between units. These properties of
the model are fixed, leaving only the external inputs to vary between simulations of different
tasks.

2.3.1. Modules
2.3.1.1. Feature maps (What × Where): This module can be thought of as an array of

spatial feature maps, activated by external inputs generated by objects in the visual world.
The receptive fields of units within the different maps are “tuned” to respond to a specific
feature at a specific location: a conjunction of what the feature is and where it occurs. In a
more realistic model, one could imagine something closer to stacks of convoluted neural nets,
which progressively abstract away spatial information as the complexity of identity informa-
tion increases. In that case, we assume units would still code a conjunction of what and where
information, but as we ascend the stack, units would represent conjunctions of progressively
coarser location codes with progressively more elaborate identity codes.

2.3.1.2. Identities (What): The units in this module represent the presence of a specific
visual object, somewhere in the environment, but they do not encode where those objects
occur. This location-invariant code is useful in tasks such as object recognition. These units
are meant to be analogous to specialized visual areas of the ventral visual stream, which
respond in a category-specific way to visual stimuli, including social (faces and body parts),
and non-social (letter) domains.

2.3.1.3. Salience map (Where): The activity of units in this module indicates the pres-
ence of a visual object at a specific location but gives no information about the features of
that object. Competition within the map ensures that eventually a single location will tend
to dominate, representing the location of most interest in the current context. Activity in this
module therefore reflects the salience of objects at specific locations.

2.3.1.4. Intentions (How): This module represents different intentions for action but not
a plan for execution. For example, the intention to grasp something is represented by a unit
in this module. But the intention to grasp by itself does not indicate what or where to grasp.
The full plan for action must be constrained by the identity and location of objects in the
environment. Competition within this module tends to keep the network focused on a single
intention. Intentions are normally activated through the “hub” module, which we describe
below.

2.3.1.5. Action maps and effectors: In general, upper limb responses, like reaching to
grasp, involve both shaping distal effectors (e.g., hand and fingers) to the characteristics of
the object being manipulated and transporting the effector to a location that allows that inter-
action. Units in these two modules are meant to provide these different aspects of a motor
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plan. Activity within the action maps indicates the target location for action in the visual
world. The model allows that the target location may depend upon the intended action: For
example, approach and avoid intentions have distinct action maps. Activity within the effec-
tor module specifies which effectors will be used for action, for example, whether the model
should respond using its “index finger” or “middle finger.”

Simplifying assumptions are made for actions, as they are for other parts of the network.
For example, in the current simulations, the model’s effectors do not produce visual input,
even when moved into the 5 × 5 visual world. There is no forward or backward prediction or
online guidance. In effect, the model’s mission is complete when it settles to a state in which
an action plan is created, specifying the desired transport and effectors.

2.3.1.6. Hub: Influenced by recent neuroscience research (e.g., Cole et al., 2013) as well
as computational principles (e.g., Botvinick & Cohen, 2014), the hub provides flexible tempo-
rary association between stimuli and actions. The hub is inspired by neurophysiological work
examining brain systems for cognitive control (hubs), and the function of the frontoparietal
cortex, needed for flexible and organized behaviors (Cole et al., 2013; Duncan, 2010). In the
absence of neurophysiological hubs, behavior becomes stereotyped, inflexible, and disorga-
nized. For example, in the syndrome of “utilization behavior,” behavior is triggered by asso-
ciations to the immediate environment rather than current task demands (Riddoch, Edwards,
Humphreys, West, & Heafield, 1998).

Units within the hub module encode arbitrary associations between units in any of the other
modules. Consider, for example, a task to find the letter A within the visual environment, and
then touch it with the index finger. The hub unit representing this task sends excitatory con-
nections to the identity “A,” the effector “index,” and the intention “touch.” This combination
of associations encodes a specific task: to touch the letter A. Within the hub are multiple
such units, each connected to a particular combination of units in other pools representing
the stimulus and response characteristics of a task. These hub weights are bidirectional but
asymmetric: the top-down weights (from the hub to other units) are larger than the bottom-up
weights (from the units to the hub). The bottom-up weights allow hub units with activated
task components to dominate over those without. Although much of the model is based on
previous work by Ward (1999), the hub module is a crucial addition, as it gives the model a
coherent mechanism for specifying and performing arbitrary tasks.

2.3.2. Connections within and between modules
2.3.2.1. Inhibition and excitation: Units within a module compete with one another. This

is instantiated by negative connection weights between all units in the same module. There-
fore, within a module, if one unit is activated, the others are suppressed. Between different
modules are relatively sparse excitatory connections, for units representing what we refer
to as consistent hypotheses. For example, a unit within the visual feature array will carry
bidirectional, positively weighted connections with the corresponding identity unit and the
corresponding location of the salience map. Take the unit representing the center location of
the visual feature array for the letter A: It is connected to both the identity unit for “A” and the
central location of the salience map. In terms of a constraint network, the hypothesis that there
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10 of 34 R. Ward, R. Ramsey / Cognitive Science 48 (2024)

is an object at the center location is consistent with the hypothesis that there is a letter “A” at
that location. Our network has more restricted connectivity than the general form expressed
by Rumelhart et al. (1986), as we do not use inhibitory connections between modules. How-
ever, as we will see, this restricted connectivity is sufficient for the network to relax into a
state that is fully consistent with task requirements and stimulus evidence.

2.3.2.2. Prepotent associations between stimuli and actions: The model includes some
prepotent stimulus–response associations, in the form of positively weighted, unidirectional
connections, from specific identity units to action-related units. For example, the identity unit
for happy faces activates the intention for approach, whereas identity for angry faces activates
the intention for avoid. Other prepotent associations are from the identity of effectors to the
effector units themselves (e.g., from an index finger as an identified form to the index finger
as an effector), as well as a bias for animate over inanimate objects. These associations are
meant to reflect the result of learning about repeated co-occurrences over an extended time.
As such, these prepotent associations represent in-built biases within the model.

2.3.2.3. Noise: All connections within the model are subject to some noise. Specifically,
the final activation of a unit is a function of the activations of the units it is connected to,
the strength of those connections, and random variation. Noise is helpful in these simulations
because it creates a range of behaviors for a given set of task conditions. For example, we can
vary the overall error rates within a simulation by controlling the level of noise.

2.4. Stable states of the model and what they mean

Having described the structure of the network, we can now address a fundamental question
in its operation. As this is a constraint satisfaction network—which will eventually relax into
a stable state—what does the stable state represent? We indicated earlier it can be helpful to
think about network function in Bayesian-like terms.

2.4.1. Prior knowledge
As mentioned, the structure and connections of this network represent its prior knowl-

edge about how the world works. For the model, this prior knowledge is, roughly speaking,
about how to interact with visual objects. The network has the knowledge to interact with
every object it knows about using every action it knows about. But it also has some biases.
It is biased toward visual activity in the center of its world. This is implemented as a small
tonic input to the center of the salience map. It is likewise biased toward animate, or socially
relevant, over inanimate ones: as the model only knows about letters, faces, and body parts
(fingers), the animate objects also have social significance. The model also carries biases in
the form of some prepotent responses to specific visual properties (e.g., approach rather than
avoid happy faces). These different biases reflect the model’s knowledge that not all things in
its world are equally likely nor should they be treated in the same way.
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R. Ward, R. Ramsey / Cognitive Science 48 (2024) 11 of 34

2.4.2. Current evidence
The external inputs to the model specify the visual world, in terms of feature map activity,

and task goals, in terms of activation of units in the hub, specifying any current task set. These
inputs constitute the evidence about what objects are in the world and how the agent should
deal with them. In our simulations, we typically provide the model with external inputs rep-
resenting multiple objects (e.g., an “A” in the center and a flanking face), and hub activation
representing multiple tasks (e.g., approach if there’s an “A”; avoid if there’s a “B”).

2.4.3. Best interpretation: What to do
Given the network knows about a range of different actions to different objects, and given

the evidence about the objects and tasks relevant to its immediate situation, the final stable
state of the network represents a specific action to a specific visual object. The action and
object jointly selected in this way represent the network’s best conjoint understanding of the
current environment and how it should behave. Now, because our particular network does not
perform true Bayesian analysis (as in, e.g., McClelland, 2013), this understanding will not
always be optimal, but we are not invested at this point in optimality. What we want to high-
light is that while the network does have domain-specific knowledge, including knowledge
about socially relevant stimuli, the process of inference is domain-general, arising through
network relaxation. Inference about what to do and how to do it is the result of activity circu-
lating throughout the entire network as we detail later.

2.5. Predictions and overview of simulations

The ICON model makes several general predictions, and we present a range of simulations
to demonstrate them. The first and most general prediction emerges from the network archi-
tecture itself, namely, an “object-based” selection system, in which a single object or episode
of attention is selected with its associated features. All properties of the selected object,
including its implications for action, become available concurrently, whether the selected
object is a social or non-social stimulus. Second, there is no need for a socially specific form
of control. Social stimuli—based on domain-specific representations—gain control of behav-
ior through the same general mechanisms as other stimuli. Third, some apparent deficits in
social control processes can be modeled as deficits in socially specific representation.

In addition, we make more detailed predictions tied to the specifics of the different tasks
we simulate:

2.5.1. Simulation 1: Automatic imitation
Our first simulations model a social laboratory task argued to index automatic imitation

(Brass, Bekkering, Wohlschlager, & Prinz, 2000). We demonstrate how congruency effects
in this task can be replicated, contrary to current accounts (Brass et al., 2001, 2009; Sow-
den & Shah, 2014; Spengler et al., 2009; Wang & Hamilton, 2012), without requiring a
socially specific form of control and without processes related to either a self-other dis-
tinction or a theory of mind. We also review our criterion-based procedure for generating
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12 of 34 R. Ward, R. Ramsey / Cognitive Science 48 (2024)

reaction-time distributions and condition-dependent accuracy, the object-based nature of
selection, and the effect of target and distractor salience on the observed congruency effects.

2.5.2. Simulation 2: Approach–avoidance to social stimuli
Our second set of simulations uses the same network as Simulation 1 to model an entirely

different task. In this case, we model the congruency effects resulting when the task requires
approaching a pleasant, as compared to approaching an unpleasant, social stimulus. We again
demonstrate the object-based nature of selection, and we show multiple ways in which a
change in behavior that might appear to be related to socially specific control can arise in the
absence of socially specific control processes.

2.5.3. Simulation 3: The autistic spectrum and the “first-year puzzle”
The distinction between socially specific and domain-general cognition has important

implications for understanding atypical development relating to autistic spectrum disorders
(ASDs; e.g., Mundy & Bullen, 2022). Our third set of simulations considers two important
perspectives: “social-specific theories,” emphasizing early social deficits leading to disrupted
social development, and “domain-general theories,” suggesting broader cognitive deficits
cause ASD’s social differences. The research presents a model addressing both theories and
the “first-year puzzle” in ASD. Simulations indicate that early social representation dis-
ruptions might become apparent only when coupled with a later domain-general control
disturbance.

2.5.4. Simulation 4: Visual search and reach-to-grasp
In our fourth set of simulations, we show some of the versatility of the model, again using

the same network, but this time modeling a task in which the participant is meant to reach out
and grasp a target letter from a field of non-target letters. This demonstrates how the model’s
architecture is versatile enough to map between a range of different stimulus sets, task goals,
and actions.

3. Simulation results

3.1. Simulation 1: Automatic imitation

3.1.1. The task
We first present simulations of the automatic imitation paradigm as used by Brass and oth-

ers (Brass et al., 2000). In the simulated task, an imperative target letter is presented centrally,
with an adjacent, task-irrelevant, distractor (a middle or index finger stimulus). The task for
the model is to press the button “under” its index finger if the target is an “A” or middle finger
if the target is a “B.”

We simulate Congruent conditions in which an “A” target appears with an index finger dis-
tractor and Incongruent with an “A” target and middle finger distractor. Crucially, as described
earlier, the network includes prepotent associations from visual stimuli to responses.
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R. Ward, R. Ramsey / Cognitive Science 48 (2024) 13 of 34

Fig. 2. Timecourse of activity across conditions and parameters. (a) Activation plotted as a function of response
and condition (congr = congruent; incon = incongruent). (b) Solid lines show activation corresponding to the
target object (the letter target) in the Feature Maps, Feature Indentities, and Salience Map modules. Dashed lines
show activation corresponding to the distractor object (finger) in the same modules. The Feature Map activation
is not fully suppressed, as it is receiving continuing external input throughout the trial, representing the visual
presentation of the finger.

Important in this case are the associations from the finger identities (in the What module)
to their corresponding units in the Effectors module. Essentially, the network associates see-
ing an index finger with movements of the index finger. These associations, in conjunction
with the visual characteristics of the display, will drive the congruency effect.

We think of the simulations that follow as analogous to the performance of a single partic-
ipant. If we were to model multiple participants, we would use the same network architecture
but vary the connection strengths and noise to some degree. Although we report tests of sig-
nificance, we do not place much weight on them. These are interesting in some ways, but
trivial in others, as we could change significance and effect size measures by running ever
greater numbers of simulated trials and even simulated participants. Instead, we focus on the
broad patterns and robust outcomes.

3.1.2. Bias propagation: How the model responds
We first examine the activations for units representing the index (correct) and middle fin-

ger (incorrect) response effectors. As a reminder, these units inhibit one another, as they are
within the same module (Effectors). Mutual inhibition ensures that as one unit gains an advan-
tage in activation, it will progressively inhibit the other. In Fig. 2a, we see early activation of
both effector units in both conditions. With time, activation trajectories diverge, and the cor-
rect response is fully activated and incorrect fully inhibited. Interestingly, in the Incongruent
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14 of 34 R. Ward, R. Ramsey / Cognitive Science 48 (2024)

condition, the incorrect response has a small early advantage over the correct one. That is,
early in the trial, we see subthreshold activation of the incorrect response associated with the
visual distractor. This initial bias toward the incorrect response is corrected on most trials.
The trajectories of effector activations shortly cross, and the correct response goes on to fully
suppress the incorrect one.

What gives an advantage to the correct response? This is the activity of the hub. In this
case, there are two hub units receiving external activation throughout the trial, reflecting the
current task set. We will call these press-index-for-A and press-middle-for-B. For example,
press-index-for-A has excitatory connections with identity “A,” effector “index,” and inten-
tion “button press.” Press-index-for-A and the “A” target present in this trial provide mutual
support for one another. In contrast, as the target “B” is not present in the display, press-
middle-for-B does not receive the same level of support. The bias in the hub, for one unit
over others, propagates through to other modules representing its corresponding attributes: in
this case, identity “A,” action “button press,” and effector “index.” By doing so, the hub has
allowed the network to map the imperative stimulus to the correct response.

3.1.3. The object-oriented selection of the target and its attributes
We now look more broadly at activations throughout the network. Fig. 2b shows the time-

course of attributes relating to the target and distractor stimuli, averaged across all simulated
trials. The figure shows the propagation of bias from one module to another. As the compe-
tition within one module resolves upon an alternative, the excitatory connections from that
module propagate the bias, resulting in a cascade of resolved competitions. The end result,
as seen in the figure, is that the attributes of the target come to dominate across the various
modules of the network. We can also see the attributes of the distractor are progressively
inhibited.

3.1.4. Simulated reaction times
The activations in Fig. 2 represent average activations for 100 trials (50 Congruent; 50

Incongruent). For easier comparison with human performance, these activations can be con-
verted into response latencies. This raises the question, at what point in these graphs should
the model make a response, particularly given that there is noise on every trial and that acti-
vation levels will vary somewhat unpredictably?

We assumed a process by which a response is selected for execution when the unit repre-
senting that response exceeds its alternatives by a criterion difference. Raising the criterion
increases the certainty that the correct response is selected but also increases the time to
respond. Conversely, lowering the criterion decreases response time but increases the chance
of an error. By varying the criterion, we generate a response operating characteristic (ROC)
describing how speed and accuracy co-vary in the task.

The resulting ROC curve is shown on the left side of Fig. 3. As we change the criterion,
we change both the resulting mean accuracy and mean RT. We choose as our criterion the
value producing a required accuracy level of 98%, with the fastest overall RT. The right
side of Fig. 3 shows how varying the required accuracy level shifts the congruency effect.
These ROC curves bring a first prediction from domain-general thinking to this imitation
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Fig. 3. Response operating characteristic (ROC) curves. (a) Speed versus accuracy and (b) congruency effect
versus accuracy.

Fig. 4. RT in the imitation task plotted as a function of congruency and stimulus salience. congr = congruent;
incon = incongruent; baseline = standard model settings; high = high distractor salience; low = low distractor
salience. Error bars = standard error of the mean.

task: We can see how simple response criteria could move participants along a speed-accuracy
trade-off, which can then modify the congruency effect they show.

The resulting RTs show a clear advantage for Congruent over Incongruent trials, 41.3 cycles
for Congruent (100% accuracy over 50 trials); 60.7 cycles for Incongruent (96% accuracy);
t(92.9) = 9.46, p < .0001, d = 1.6. These data are illustrated in Fig. 4 in the baseline condition
panels.

3.1.5. The effects of relative stimulus salience on the congruency effect
While the inferential statistics based on the congruency effect in the baseline condition

(shown in the leftward panel of Fig. 4) would be highly prized by some researchers in a test
of human participants, they are less relevant in a simulation, where we have the flexibility to
run unlimited numbers of trials and to manipulate internal parameters of the model. Instead,
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Fig. 5. Sample conditions from Bamford and Ward (2008). Two stimuli were presented on either side of the
fixation: a face (angry or happy) and a rectangle. In Congruent blocks, participants approached the happy face
(and avoiding angry faces by instead approaching the rectangle); in Incongruent blocks, they approached the
angry face. Facial photographs were used in the actual experiment.

we want to emphasize the pattern of results and how these can change based on experimental
manipulations.

Here, we show how the size or even existence of congruency effects in our simulations
can be manipulated, by increasing the relative salience of the target or the distractor. When
distractor salience is increased, so are the effects of prepotent associations; therefore, the
congruency effect will increase. When distractor salience is decreased, we increase the sup-
pression on the distractor and therefore reduce its influence. These effects are shown in Fig. 4,
where we manipulated distractor salience by increasing or decreasing the bias toward animate
stimuli.

These predicted effects of salience in the automatic imitation task will come as no surprise
to those who have devoted years or decades of effort to understanding stimulus-response com-
patibility (SRC) effects. However, this is part of our general point. Domain-general studies
have learned a great deal about attention and action. The model informs us about how these
concepts from domain-general studies can be brought into investigations of social cognition.
The model shows how the imitation experiments simulated here, which are intended to be
demonstrations of socially specific control, can be understood as domain-general control pro-
cesses operating on socially specific representations.

3.2. Simulation 2: Approach–avoidance to social stimuli

Our next simulations are on approach and avoidance to happy and angry faces. Congru-
ency effects in approach–avoid tasks demonstrate prepotent associations between stimuli and
responses, that is, spontaneous activation of responses following stimulus detection or iden-
tification. Fig. 5 illustrates tasks used by Ward and colleagues (Bamford & Ward, 2008;
Bamford, Turnbull, Coetzer, & Ward, 2009; Kramer et al., 2020), similar in principle to
other approach–avoidance experiments (e.g., Markman & Brendl, 2005; Solarz, 1960). The
paradigm measures a congruency effect reflecting an automatic bias to approach happy or
attractive faces and avoid angry, sad, or unattractive faces. In this task, a valenced (positive
or negative, e.g., happy or angry face) stimulus appears alongside a neutral stimulus (a black
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rectangle). Among several variations, participants in congruent conditions might be asked to
approach (i.e., physically reach out and touch) stimuli that were attractive, happy, or other-
wise positively valenced; while in incongruent conditions, they would approach negative or
angry stimuli.

Our goals in this simulation are: (a) to show the versatility of our model, and how the same
network structure and weights used previously can easily accommodate a different laboratory
task; (b) to show how damage to socially specific representation might give the appearance of
socially specific control processes.

3.2.1. The task
Our simulations address a subset of the manipulations used by Bamford and Ward (2008)

and focus on congruent conditions in which participants approach happy faces and incongru-
ent where they approach angry ones.

Recall the model contains domain-specific representations which are relevant to this task,
in the form of prepotent connections from visual stimuli to prototypical responses: Specif-
ically, identity units representing happy and angry faces have positive weights to the corre-
sponding approach and avoid intentions. These weights reflect knowledge, presumed to be
acquired over much experience, about the usual best courses of action to different aspects of
the world. This knowledge means that faces are valenced for the model, and they have positive
(approach) and negative (avoid) associations. By contrast, letter stimuli have neutral valence,
precisely because they have no direct associations with actions or intentions.

In the absence of any other instruction, the model therefore has a default tendency to
approach happy and avoid angry people. However, by activating specific task requirements
in the model’s hub, we can override this default. On congruent blocks, there is a hub unit
activating the “happy” identity and the “approach” intention, reinforcing the prepotent asso-
ciation already present. For incongruent blocks, there is a hub unit activating “angry” and
“approach,” allowing the model to complete actions contrary to its default.

To respond correctly, it is not enough to simply activate an intention to “approach.” An
adaptive agent must approach the specific location of a target object. The link between inten-
tions and actions is made possible within the model through “action maps.” In this case, the
approach intention is associated with a spatial map of all possible locations, which can be
approached. We consider the model to have responded successfully if it activates the location
within the action map containing the target object. In this way, the stable state arising through
relaxation specifies the response location. For example, if the happy face is the target and
is presented left of center, then activation of the approach action map in the left-of-center
position would mark the correct response.

The model architecture and weights were identical to our first simulations. As in those
simulations, we also incorporated domain-specific knowledge in the forms of a bias toward
the central location and a bias for animate objects (hands and faces) over inanimate (letters).

3.2.2. Results
Activations for the correct response (approaching the target location) are shown in Fig. 6.

We converted activations into response latencies exactly as in our previous simulation (see
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18 of 34 R. Ward, R. Ramsey / Cognitive Science 48 (2024)

Fig. 6. Mean response activation as a function of task conditions in the approach–avoid task.

Fig. 7. RT in the approach–avoid task plotted as a function of congruency and with different task settings.
congr = congruent; incon = incongruent; baseline = approach–avoid task with standard model settings; iden-
tity = approach–avoid task with noise added to identity processing; intention = approach–avoid task with noise
added to intention processing. Error bars = standard error of the mean.

Section 3.1.4), to achieve a required overall accuracy of 98%. The resulting RTs and con-
gruency effect are illustrated in Fig. 7 (see baseline panel). Evidently, the model’s domain-
specific knowledge, in conjunction with domain-general control processes, can produce the
typical congruency effect.

3.2.3. Effects of damage and the appearance of domain-specific control
Bamford et al. (2009) suggested that approach and avoidance might be mediated by sep-

arate action systems. Their stance was motivated by the work of Davidson and colleagues
(e.g., Davidson, 2003), suggesting that approach and avoidance processing is lateralized, the
left hemisphere for approach behaviour and the right more involved in avoidance. On the
basis of patient data showing reduction of some of the usual congruency effects, Bamford
et al. (2009) also argued for lateralized, domain-specific control systems for approach and
avoidance.
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Fig. 8. RT in the imitation task plotted as a function of congruency and task settings. Damage to face stimuli has
little effect on baseline performance on the imitation task. congr = congruent; incon = incongruent; baseline =
imitation task with standard model settings; identity = imitation task with noise added to face identity units. Error
bars = standard error of the mean.

Here, we examine whether different forms of damage to domain-specific representations
can give the appearance of impaired domain-specific control. There are many different ways
to disrupt the processing of units in an IAC network. We chose simply to increase the noise
associated with the activity of units representing either the approach and avoid intentions, or
the happy and angry identities: that is, specifically disrupting either the response or stimuli
ends associated with approach–avoidance. We will show how, contrary to Bamford et al.’s
(2009) reasoning, this kind of result does not mean the two tasks are controlled by different
domain-specific processes. A disruption can reduce or eliminate the compatibility effect for
the approach task, yet leave unaffected compatibility effects in a different task.

These simulations are summarized in Fig. 7, which shows results when using standard
model settings (baseline) and when the effects of disruptive noise “lesions” are applied specif-
ically to identity units (happy, angry) and intention units (approach, avoid). Relative to the
baseline, noise disruption virtually eliminated the congruency effect. Perhaps the simplest
way to understand this finding is that the signal driving the congruency effect is the prepo-
tent stimulus–response associations between faces and intentions. As the noise within this
stimulus-resopnse (SR) chain is increased, the signal-to-noise ratio driving the congruency
effect is reduced.

We further confirmed that the effects of the noise “lesion” were specific to the approach
task. We compared the response of the lesioned “Identities” network and the normal network
on the imitation task used in Simulation 1 (Section 3.1). These results are shown in Fig. 8.
As expected, there was no difference in the congruency effect between these two conditions.
In the imitation task, unlike the approach task, face identity units remain below the activation
threshold in virtually every case, and so additional noise to their activation has very little
effect.

Similar to Bamford et al. (2009), we might look at the pattern of results in Figs. 7 and 8
and reason as follows. The “brain lesion” specifically impacted the approach responses to
happy and angry faces but did not affect the highly related stimulus–response congruency
task of imitation. Therefore, the reasoning might go that the approach task is controlled by a
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domain-specific network distinct from the network controlling the imitation task. This kind of
reasoning from dissociations is not uncommon, and indeed it is clear that something specific
to the approach task has been impaired. But the conclusion is incorrect. Because we are
running a simulation, we know the effect of the “lesion” was specific to the representation
of a stimulus type. The control processes—for our model, the process of relaxing to a stable
state, and the arbitrary task associations stored in the hub—were not affected. We return to
consider the wider implications of this finding in the general discussion.

3.3. Simulation 3: The autistic spectrum and the “first-year puzzle”

Distinctions between domain-specific and general cognition are now important in the study
of ASD. ASD is a heterogeneous neurodevelopmental condition, but differences related to
control of attention are an important characteristic. These differences relate to social atten-
tion, including social motivation (the bias to attend to socially significant stimuli), and joint
attention (attending to where others are attending) and also differences in domain-general pro-
cesses for the control of attention, such as attentional disengagement (e.g., Mundy & Bullen,
2022; Mundy & Newell, 2007).

Because of these social and non-social components, there is ongoing and nuanced debate
about the effects of domain-general and domain-specific disruptions in the development of
ASD. This debate includes questions about the best way to characterize ASD and related
conditions, its early developmental signs, and the ways in which domain-specific and domain-
general processes for selection and control of action might interact in typical and atypical
function (e.g., Braithwaite et al., 2020).

Debate on the developmental origin of social differences in ASD centers on two perspec-
tives: social-specific theories (e.g., “social first”) and domain-general theories (Elsabbagh &
Johnson, 2016). Social-specific theories propose that an early socially specific deficit, even
in the context of intact domain-general processing, creates knock-on effects disrupting social
development (Pelphrey, Shultz, Hudac, & Vander Wyk, 2011). For example, a decrease in
social motivation would mean less attention paid to other people, resulting in less social
engagement early in life, and ultimately disruption to theory of mind and understanding of
others.

The second perspective comes from domain-general theories, which propose that social dif-
ferences in ASD arise from general cognitive deficits impacting a range of abilities. Domain-
general theories recognize that although ASD is at least partly typified by behavioral variation
in social contexts, it is not necessary that socially specific cognitive and brain systems are
impaired. Social skills might still be differentially affected, compared to other kinds of tasks,
as they are generally complex, involve widespread brain systems, and require complex mul-
tisensory integration. For example, the nature of joint attention requires general attentional
mechanisms of disengagement (e.g., Elsabbagh & Johnson, 2016). This perspective is con-
sistent with the range of domain-general differences seen in ASD (e.g., Robertson & Baron-
Cohen, 2017). It also addresses what Elsabbagh and Johnson (2016) refer to as the “first-year
puzzle,” that is, indicators of ASD in the first year of life can relate more to domain-general
differences in attention, perception, and motor skills than to social orienting.
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Fig. 9. RT in the approach–avoid task as a function of congruency and with different task settings. congr =
congruent; incon = incongruent; baseline: the original intact network; identity: noise disruption to the identity
units representing faces (in this case, with less disruption than in Fig. 7); global: increased global noise within the
network; combined: the combined effects of the two separate disruptions.

This is an important and complex debate, where we might be able to contribute in two ways.
First, our model addresses the important issue raised by Braithwaite et al. (2020): Models
of how social-specific and domain-general cognitions might be integrated have been very
limited. Our model is meant to address exactly this sort of integration and can help develop
alternative ways of thinking about the “first-year puzzle,” typical and atypical development,
showing combined effects of disruption to control and representation systems.

In Simulation 2, we modeled disruption of approach—avoid effects in a way that would be
consistent with a “social first” model. In that simulation, loss of social motivation, as mea-
sured by the tendency to approach happy faces, was the result of disrupted social representa-
tions. Domain-general control processes for biased competition and the hub were completely
intact. We now look at how disruption to domain-general control might exaggerate socially
specific deficits.

3.3.1. Effects of domain-general disruption on the use of socially specific representation
Fig. 9 shows the separate and combined effects of noise to specific and general systems.

First, let us review the effects of low levels of noise to the identity system. Simulation 2 also
applied noise to this system, but here we are using less noise, so we can better observe how
this representation-specific disruption will interact with domain-general disruption. Congru-
ency effects for identity disruption (the “identity” panel of Fig. 9), were therefore readily
observable, even while reduced, compared to baseline. This pattern looks much like the base-
line condition: a clear congruency effect, demonstrating social sensitivity (even if slightly
reduced, compared to baseline), and overall latencies very similar to baseline. If we imagine
this pattern of results in the context of a behavioral study on young children, showing natural
individual variation, the disruption to social representations, which we know to be present
here, would be effectively invisible.
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We then looked at the effects of increased global noise, on its own (the “global” panel of
Fig. 9). By increasing noise throughout the system, we increase the time required to relax into
a stable state. Global noise therefore lets us model individual differences in domain-general
control: The less noise throughout the system, the more efficient domain-general control pro-
cesses, such as selection, filtering, and inhibition, will be. In this case, unlike the “identity”
panel, the effects of disruption are clearly visible. While there is still demonstrated social
sensitivity in the form of a congruency effect (even if reduced somewhat relative to baseline),
response latencies are clearly slowed. In the context of tests for early behavioral markers of
ASD, a result like this one would correctly flag a deficit in general control, in the relative
absence of a social deficit. That is, the congruency effect indicates social sensitivity; but the
slowed latencies indicate a general control deficit.

However, when these two forms of disruption are combined (far right panel of Fig. 9),
we again see the increased latencies due to disruption to control systems, but now social
sensitivity, as reflected in the congruency effect, is almost eliminated.

How does this pattern of results relate to the “first-year puzzle”? Recall that this puzzle
is the pattern reported by Elsabbagh and Johnson (2016), in which during the first year,
deficits in domain-general control were a better predictor of future ASD than deficits in social-
specific processing. A previous proposal is that social tasks are inherently more complex and
demanding on domain-general systems than other tasks, and therefore damage or disruption to
domain-general systems can produce relatively specific or pronounced social effects (Elsab-
bagh & Johnson, 2016). One proposal is that social tasks require the simultaneous processing
of multiple and sometimes conflicting cues and contexts, straining domain-general systems
like attention, memory, and cognitive flexibility. Thus, early deficiencies in domain-general
systems make it challenging for children to manage social interactions, making these deficits
more noticeable.

Our simulation results suggest an alternative. We do not need to assume that social tasks
are inherently more complex than non-social tasks. Instead, we focus on the combined effects
of disruption to different cognitive subsystems. That is, domain-general disruption places the
system at greater vulnerability to socially specific disruptions. To illustrate, let us assume the
minor disruption seen in the “identity” panel of Fig. 9, on its own, would not indicate atypical
social behavior. However, if this deficit was concurrent to a domain-general deficit like that
in the “global” panel of Fig. 9, it would lead to noticeable deficits (i.e., the “combined” panel
of Fig. 9). Based on these results, we suggest that when domain-general deficits arise early
in development, the system will be vulnerable to subsequent domain-specific deficits that
might otherwise go unnoticed. Or in other words, socially specific deficits require disruption
to socially specific systems, but domain-general deficits increase the effect of any specific
disruption.

3.4. Simulation 4: Integrating traditional non-social experiments into the model

A strength of our approach is that it integrates the use of socially specific representations
into a general-purpose framework for control of behavior. The simulations above were driven
by the model’s knowledge about the world, encoded in the form of prepotent associations.
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Fig. 10. Visual search task. Two arrays were used, set sizes 3 (left panel) and 10 (right panel). The task was to
find the location of target A in an array containing distractor B letters and reach to touch the target’s location as
indicated in the right panel.

The paradigms being simulated can be placed within the very general category of stimulus–
response compatibility or congruency. Here, we present a different task, visual search. Our
aim is to illustrate the powerful and general nature of the model’s architecture and demonstrate
its flexible application to non-social tasks, as well as tasks requiring social representations.
We will also show how the relative salience of objects can be changed, and how the trade-off
between speed and accuracy is inherent in reaction-time tasks.

Visual search is a classic method for investigating bottlenecks in cognitive performance.
A target is to be found among variable numbers of distractors. By increasing the number
of distractors, a “search slope” is generated, measuring the increase in response latency
with the increase in the total number of items in the array or “set size” (Sternberg, 1966).
Search can be highly efficient, with little or no effect of set size, or very costly, in which
search slopes approximate the duration of saccades to individual object locations (e.g., Wood-
man & Luck, 2003). The efficiency of search reflects fundamental constraints and opera-
tions of visual processing, including the relative salience of target and distractor (Broadbent,
1982), their featural composition and overlap (Treisman & Gelade, 1980), grouping between
and within target and distractor groups (Duncan & Humphreys, 1989), and more (Wolfe,
2020).

3.4.1. The search task
Our task required the model to find a target letter A among distractor Bs, with search

arrays of set sizes 3 and 10. A target was present on every trial, and the model was required to
“touch” it by activating the location within the touch action map corresponding to the target
location as illustrated in Fig. 10. Note that in our simulation, there is no difference between
As and Bs other than their labeling. That is, unlike the face identity units (happy associated
with approach; angry with avoid), A and B share the same patterns of connections. Responses
will be driven to the A by instruction: the active hub unit for this task connects to the identity
unit “A,” the intention unit “touch,” and the effector unit “index finger.”
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Fig. 11. RT latencies (in simulation cycles; calculated as in Section 3.1.4 to achieve a criterion overall accuracy of
98%). Baseline panels—network parameters were identical to the previous simulations, resulting in a flat search
slope. The relative salience of the target was increased (easy panels) or reduced (hard panels). A reduction in
saliency is achieved by decreasing competition within the feature maps. This allowed the distractors and target
to compete for longer within the salience map, slowing the resolution of competition. The difference between
hard_high_criterion and hard_low_criterion is that the criterion for task accuracy was reduced from 98% to 85%.
This allows faster responses and a reduced search slope, at a cost to accuracy.

3.4.2. Results: Relative salience and speed-accuracy trade-offs
Our first search simulation was run using the identical network settings and parameters of

the previous simulations and produced the flat search slope seen in Fig. 11 (baseline panel).
Within the visual search literature, this would indicate a highly efficient search and a highly
salient target.

The salience of the target is in part due to the competition in the various spatial maps of
the network. Inhibition within the feature maps means that as the number of Bs increases,
so too will their mutual inhibition. That is, with set size 3, there are two slightly inhibited
Bs, with set size 10, there are nine more thoroughly inhibited objects within the B feature
map. Decreased activation within the feature map means decreased activation at the level of
the salience map, where representations of all objects in the display will be competing. By
reducing the competition within the B feature map, the activity of B objects in the salience
map is maintained for longer. This decreases the relative salience of target A, and slows
responses, as illustrated in Fig. 11 (hard panels).

A feature of the criterion-based method we use for converting activation patterns into
response latencies (Section 3.1.4) is that it is flexible. We can use this criterion in the same
way that a person might choose to take extra time so as to ensure accuracy, or sacrifice accu-
racy to make a faster response. In all simulations so far, we have set the response criterion
relatively high, to ensure 98% accuracy for all trials in the task. Functionally, this means that
before responding, we require a large difference in the activation between units representing
alternative responses. However, we can lower this criterion, allowing faster responses at a cost
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to accuracy. This speed-accuracy trade-off is illustrated in Fig. 11. We used the same param-
eters producing the relatively low salience shown in Fig. 11. But we lowered the response
criterion to produce an overall accuracy of 85%. Now although accuracy is lower, latencies
and the search slope are clearly reduced.

These are very general patterns of results reflecting fundamental mechanisms in the con-
trol of behavior: salience and response criteria. Looking across our simulations, we can see
that salience can arise from interactions and representations throughout the model, from the
within-module competition seen here to the effects of prior knowledge demonstrated in Simu-
lation 1. Likewise, the speed-accuracy trade-off shown here is inherent within the ROC curves
shown in Fig. 3. The ROC shows how, for a given level of observer sensitivity, the observer
can change their response criteria to optimize speed, accuracy, or some desired joint function
of the two.

4. Discussion

4.1. Control versus representation

The most important conclusion from our work is that simply because a task requires control
of social behavior does not mean it requires socially specific control processes. Our simula-
tions show how general control processes operating on social representations replicate impor-
tant patterns of behavior in social laboratory tasks. Although computational models have
been put forward to account for effects within the automatic imitation task (Cooper, Catmur,
& Heyes, 2013; Cracco & Cooper, 2019), our approach is novel in addressing the key distinc-
tion between representation and control, across a variety of experimental paradigms.

This distinction is also important in assessing deficits and disruptions to social cognition
because it is not always obvious how the structure and function of cognitive and brain systems
vary across individuals. Our simulations demonstrate that disruption to social representations
can give the appearance of a deficit in socially specific control, despite intact control systems.
Indeed, we have made a similar erroneous inference ourselves (Bamford et al., 2009).

4.2. The default stance

Our simulations therefore support the claim that the “default stance” in social cognition
should be that control is general, but representation is specific (Ramsey & Ward, 2020). As
mentioned earlier, this is not to say that domain-specific control systems cannot exist. But in
our view, domain-specific control processing would be the exception rather than the presump-
tion, and such extraordinary claims would require extraordinary evidence.

To illustrate, the difference between representations and control is crucial not only for
interpreting findings but for deciding research questions. Our interpretation of Brass et al.’s
(2000) imitation experiments is essentially that biased competition operates on prepotent SR
associations. By this interpretation, the imitation results fit neatly into a much larger literature
on SR compatibility. In contrast, the dominant interpretation is that finger responses are being
controlled in part by a theory-of-mind network, operating to distinguish the self from other
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(Brass et al., 2001, 2009; Sowden & Shah, 2014; Spengler et al., 2009; Wang & Hamilton,
2012).

But when one starts to unpack the idea of a socially specific control system, a range of basic
architectural issues arise: How do control processes relating to the theory-of-mind network
operate with respect to general control systems? Do they share resources? Are they indepen-
dent? How are the two systems integrated so that tasks involving social and non-social stimuli
can be performed? How do the decades of research describing general principles of attention,
executive control, and action relate to the theory-of-mind system?

We have not seen these kinds of questions explicitly addressed in claims around specialized
social control. Yet these are the kinds of questions that need answering to overcome what we
would argue is appropriate skepticism about a special-purpose control system. As such, much
like other tasks that claim to measure processes associated with theory-of-mind, evidence for
the specificity or validity of the claims being made is often lacking (Higgins, Ross, Lang-
don, & Polito, 2022; Higgins, Ross, Polito, & Kaplan, 2023) and can be accounted for by
alternative, lower-level or more general processes (Quesque & Rossetti, 2020). Therefore, we
support recent suggestions across the board in psychology to take measurement and theory
construction far more seriously than is currently practiced (Flake & Fried, 2020; Proulx &
Morey, 2021).

4.3. The value of simulating “damage”

Our model was designed as a general framework for perception and action and not as a spe-
cific model of atypical function. However, comparing model performance when aspects of the
ICON model are “damaged” can be instructive for understanding cognitive performance in
typical development and development disorders. For example, in Simulation 2, the represen-
tation of faces was disrupted, but control systems were working normally. Nonetheless, based
on the resulting reaction time (RT) data in a distractor interference paradigm, one could easily
be tempted to conclude that attentional control systems were faulty (Figs. 7 and 8). Indeed,
distracter interference is often used to define a loss in attentional function (Moore & Zirnsack,
2017). Thus, a reduction in the strength or quality of visual representation can be sufficient
to produce the illusion of an attentional deficit, despite completely intact systems of attention
(Squire, Noudoost, Schafer, & Moore, 2013). These effects occur because of the architecture
of our model, in which perceptual representations propagate through a connected network
via biased competition. Such architectural principles are not unique to the ICON model but
are found across many cognitive neuroscience models of attention and vision in both mature
systems (Desimone & Duncan, 1995; Moore & Zirnsack, 2017; Reynolds & Heeger, 2009)
and developing systems (Amso & Scerif, 2015).

4.4. Integrating social cognition into a wider world of domain-general control processing

Our general approach toward simulating social cognition has been, first and foremost,
to develop a general-purpose architecture, capable of simulating a variety of laboratory
tasks. Then, within that general architecture, we insert social (and non-social) cognition
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experiments. This approach ensures we maintain a unified account of social and non-social
task processing.

Our model is therefore a vehicle for exploring how general control systems can impact lab-
oratory tasks with social relevance. We believe this is important because the wealth of research
on attention and control of action is a valuable resource, hard-fought and won. Rather than
turning first toward novel mechanisms and explanations, as a field, social cognition can turn
toward this knowledge base. For example, we demonstrated how the influence of social rep-
resentation, established in one version of an experiment, can virtually vanish when distractor
salience is reduced (as in Fig. 4) or because participants’ criteria for accuracy are altered (as
in Fig. 3b). Like others recently (Botvinick & Braver, 2015), we see a lot of value to be added
by taking core principles and findings from research on general control mechanisms and see-
ing how they mesh with and inform processes that may mimic real-world behaviors, such as
motivation.

4.5. Models and theories

This work is also a direct response to calls for more systematic theory construction in
psychology (Proulx & Morey, 2021). One advantage of more formal modeling approaches
is that it forces researchers to be explicit about the relationship between parts of the system
under investigation, which is valuable when comparing and testing theories (Hintzman, 1991;
McClelland & Rumelhart, 1981; Newell, 1992). By doing so we minimize the reliance on
narrative accounts of psychological theories, which are easier to misconstrue and therefore
harder to evaluate, revise, and update in an efficient manner (Yarkoni, 2022).

Along with other emerging computational social neuroscience approaches (Charpentier &
O’Doherty, 2018; Cheong et al., 2017; Hackel & Amodio, 2018; Lockwood & Klein-Flugge,
2021), we see considerable value in providing a platform for others to prove the limitations
of our approach. Given that the entire model is open and available to download and run using
freely available software also encourages other researchers to build upon this work in the
future, which is consistent with the principle that we should try to make science as open and
transparent as possible (Munafò et al., 2017).

4.6. Limitations

As argued by Simons, Shoda, and Lindsay (2017), we feel it is valuable to explicitly state
the limitations of our approach, and likely constraints on the generality of our findings, to
provide a more stable and transparent platform for future research (Ramsey, 2021).

4.6.1. We chose to focus on one type of modeling approach
Our aim was not to optimize performance or to match specific datapoints but to under-

stand the capabilities of a particular cognitive architecture. We therefore focussed on general
patterns and general parameters—we have not mucked about with details. For this reason,
except when explicitly exploring parameter effects, we use a single set of weights, a single
set of network parameters, and a consistent set of external activations, that is, the input to
visual objects and hub units was the same across tasks. Furthermore, we have focussed on
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cognitive modeling, not statistical learning. This is modeling a specific architecture rather
than using statistical learning or other techniques to uncover new solutions (e.g., Ward &
Ward, 2008). As experimenters, we supplied the network architecture, and the network itself
with knowledge about SR associations. There is no learning taking place in the simulations
here, although that may be a valuable extension in future research.

The range of simulations we cover suggests the versatility of the model’s architecture.
However, even within the realm of a single paradigm like the automatic imitation task (Sim-
ulation 1), we have made simplifications. The compatibility effects in our model result from
the effects of prepotent associations acting with or in opposition to the transient associations
established by the hub. The current model has no prepotent associations between spatial codes
and any of the response or effector units. This means we do not simulate the effects of spatial
compatibility, which have been identified in the Brass et al. (2001) task (Catmur & Heys,
2011). In contrast, Cooper et al. (2013) model both imitative compatibility (based on whether
the distractor finger is index or middle) and spatial compatibility (whether the distractor finger
is relatively left or right) in the Brass et al. task and include detailed modeling of the time-
course of compatibility effects. Cooper et al. also support the idea of domain-general control
processing in this task.

4.6.2. The hub
The hub is central to the operation of the network, allowing arbitrary goals to control behav-

ior. The hub in the model was inspired by recent neuroscientific approaches to flexible hubs
in the human brain (Cole et al., 2013), as well as principles from computational neuroscience
(Botvinick & Cohen, 2014). The hub as shown here raises two important issues though that
extend beyond the scope of the model. First, if the hub is responsible for maintaining the task
set, what homunculus is responsible for activating the hub? For example, in the imitation task,
we assume the appropriate units in the hub are activated for the task (e.g., the unit represent-
ing the combination of “button-press,” “index,” and “A”). That is, the hub establishes and
maintains the task set. But how would the hub know which units to activate for the current
set? Some other (domain-general) process would need to decide that button-pressing to A’s is
in order. We have shown how a hub allowing arbitrary task activations can be integrated into
a general action selection system but not how the hub units themselves come to be active. We
have simply done that as programmers. Second, the hub is meant to understand all the ways
that deliberate action can be made to all kinds of objects. Within the limited world here, that
is easy enough. But how would the innumerable combinations be handled in a hub at scale?
We do not have answers to these questions.

4.6.3. Specific and general
Why should we call the face identity units “social”? In the brain, socially specific visual

areas, such as single cells for faces (Perrett, Rolls, & Caan, 1982), or extrastriate brain regions
for bodies (Downing, Jiang, Shuman, & Kanwisher, 2001), are typically reported in terms
of a response profile or tuning curve, showing how the intensity of response varies based on
stimulus categories and properties. Specificity and intensity are typically graded. For example,
a cell in the superior temporal sulcus might respond very strongly to a face and more weakly
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to a brush (Desimone, Albright, Gross, & Bruce, 1984). Our identity units (within the “What”
module) reflect extreme versions of such tuning profiles: The face and finger units are “social”
in that they represent visual categories of the social world and “specific” in that they represent
nothing else. The category specificity of the identity units can be contrasted to the generality
of the model’s spatial salience map, which represents the locations of all categories of objects.

As the model has no dedicated semantic store, the meaning of those objects, beyond what
actions can be performed on them, is very limited. The model’s social identity units could still
be argued to have limited semantics by virtue of their prepotent associations. For example,
happy faces have associations with approach actions. In a more detailed model, these associ-
ations could be elaborated to include social actions like a smile or an adjustment in posture.
However, the focus of our model is on control of action, and rich semantic content is well
outside our current scope.

One could reasonably question whether any representation can be entirely domain-general,
as long as we are free to vary what we call a “domain.” For example, we described early
visual regions as domain-general, but this is only within the domain of vision. Similarly, we
might “zoom in” to say this region or those units show category-specific tuning, and “zoom
out” to say those same processors are part of a larger and more general system. Ultimately,
these definitional issues do not change the fact that in the brain, as in our model, there are
specialized processors for different categories of objects.

In contrast, it seems clear to us that, within our model, biased competition is a domain-
general control process and cannot be reasonably characterized as domain-specific. Biased
competition is an emergent property inherent within the very architecture, and it affects every
unit and every module. The hub module we also see as domain-general but in a different way.
We think of the hub module, in a way that is similar to Cole and colleagues’ view of hubs
in the human brain (e.g., Cole et al., 2013; Cocuzza, Ito, Schultz, Bassett, & Cole, 2020), as
a structure that can effectively reconfigure the connectivity of the system, in a flexible and
arbitrary way, in line with current goals.

Taking these considerations into account, we might rephrase our default stance from
“domain-general control operating on domain-specific representation” to “domain-general
control processes operating on representations specialized for different object categories.”
That might be technically more accurate, although it might make our general view less clear.

4.6.4. What is a “real” social task?
As we have tried to demonstrate, our model can handle a wide range of laboratory tasks,

of the kind that involve a single participant, working with a display and buttonbox, on some
well-defined procedure. That is true whether the task involves socially specific stimuli or not.
Are such tasks truly “social”? In an important sense, they are very clearly and obviously social
tasks, because they investigate and reveal the function and structure of social representations
(even if not social control systems). We have emphasized the prepotent associations between
social representations and actions, and how these associations need to be controlled. However,
in other important ways, they are not particularly social tasks. We agree with the recent frame-
work proposed by Quesque and Rossetti (2020), who argue that many “theory of mind” tests
do not require theory of mind at all. They suggest a valid measure of theory of mind would
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require the participant to represent the mental state of another person. Tasks like inhibiting
a distracting animate object and approaching a positively valenced object do not require a
representation of mental state. The true theory of mind tasks would be something that our
model could not possibly address, for example, the Movie for the Assessment of Social Cog-
nition (Dziobek et al., 2006), in which participants explain the motivations and feelings of
characters in short videos. As such, more social and cognitive neuroscience research that can
more effectively span the lab to real life would be welcomed as others have argued previously
(Kingstone, Smilek, & Eastwood, 2008).

Open Research Badges

This article has earned Open Data and Open Materials badges. Data and materials are
available at https://osf.io/m2enf/ and https://github.com/rich-ramsey/icon-model.
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