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Abstract 

We use three supervised machine learning methods, namely linear discriminant analysis, 

quadratic discriminant analysis, and random forest, to build models that predict financial 

performance of sixty-three listed banks from eight emerging markets for 10 years from 2008 to 

2017. We use the design science research (DSR) framework to examine whether the textual 

contents of annual reports in previous years contain value-relevant information for anticipating 

future performance; thus, these contents can improve the accuracy and quality of predictive 

models. We combine two groups of variables in the proposed models. The first group is the 

sentiment analysis of disclosure tone in annual report narratives using the Loughran and 

McDonald (2011) dictionary, while the second group is the quantitative properties of banks 

which consist of five variables: firm size, financial leverage, age, market-to-book ratio, and 

risk. We find that the random forest method provides the best predictive model. We also find 

that the accuracy and performance of predictive models can be increased by incorporating 

disclosure tone variables with financial variables. Interestingly, we find that uncertainty is the 

most important disclosure tone variable. Finally, we find that firm size is the most important 

variable related to banks’ quantitative characteristics. Our study suggests that the analysis of 

tone through corporate narrative disclosures can be used as a complementary or diagnostic 

approach rather than an alternative in making decisions by different stakeholders.    

 

  

 

Keywords: Predictive Models, Financial Performance, Disclosure Tone, Machine Learning, 
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1. Introduction 

The corporate annual report is considered one of the most informative financial communication 

channels used by stakeholders in making their decisions, and it is used by companies as a 

communication tool to send messages or create an image that can impact the perception of their 

stakeholders (Kloptchenko et al., 2002; Magnusson et al., 2005). These reports contain narrative 

sections and financial statements. Narrative sections include, but not limited to, management 

discussion and analysis (MD&A), president’s letter, and chief executive officer’s message 

Research shows that financial statements lost their relevance (Lev, 1989) and there is an 

increasing interest in non-financial information, the language or style of writing, and textual 

structures of these reports (Henry, 2006; Li, 2010; Qiu et al., 2014). For example, Rogers and 

Grant (1997, p.17) point out that “in total, the narrative portions of the annual report provide 

almost twice as much information as the basic financial statements”. In this regard, the 

Association for Investment Management and Research (AIMR) in 2000 used a survey to 

examine the importance of the MD&A section in annual reports. Their findings reveal that 86% 

of surveyed financial analysts consider the MD&A section to contain value-relevant 

information for analysts in assessing firm value and for other stakeholders in making their 

decisions.  

Many studies on the prediction of corporate failure or bankruptcy (Altman et al., 2017; Lukason 

and Laitinen, 2019) as well as firm performance (Chan et al., 2005; Onder and Altintas, 2017) 

are based on financial ratios. Aziz and Dar (2006) argue that financial ratios provide the best 

chance for analysts to predict firm failure. However, the use of financial ratios to predict 

corporate failure or firm performance has been criticised (Cooper et al., 2000; Yu et al. 2014). 

Some of these criticisms are that small or medium companies may not publish their financial 

statements. In addition, financial statements may be exposed to manipulation to achieve certain 

purposes (Ho and Zhu 2004; Yu et al. 2014). In this case, calculation of financial ratios based 

on these statements might be misleading for decision-makers and the use of these ratios in 

building prediction models makes these models invalid. Appiah et al. (2015) reviewed 83 

studies on predicting corporate failure covering the period from 1966-2012 that use 137 models. 

The authors point out that “the neglect of non-financial information remains one of the major 

gaps in the extant corporate failure literature” (Appiah et al., 2015, p.469). 
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Research also shows that narrative disclosures can be used as indicators to predict future 

performance and improve the decision-making process (Qiu, 2007; Dias and Matias-Fonseca, 

2010; Qiu et al., 2014). Annual report narratives play a critical role in maintaining market 

efficiency as financial data in financial statements (AIMR, 2000). Several studies document 

that textual disclosures in annual reports such as the MD&A section, or other disclosures such 

as press releases, play a vital role in making investment decisions because they contain a stock 

of information that can be used for different purposes, such as predicting future financial 

performance (Li, 2010), stock market reaction (Feldman et al., 2010), earnings (Davis et al., 

2006; Li, 2006a), or corporate failure (Balcaen and Ooghe, 2006; Appiah et al., 2015). The 

prediction of financial performance is one of the most important topics to attract the interest of 

many stakeholders (Qiu (2007; Balakrishnan et al., 2010; Qiu et al., 2014). 

Accounting literature explores the impact of narrative disclosure on performance. For example, 

Davis et al. (2006) investigate the relationship between disclosure tone in earnings press 

releases using a measure based on counting optimistic/pessimistic words, and future financial 

performance measured by return on assets (ROA). The authors find that managers use different 

tones (optimistic and pessimistic) to provide reliable information on future performance to the 

stock market, which responds significantly to tone usage. Henry (2006) examines the stock 

market reaction to disclosure tone in press releases. She finds that the incorporation of variables 

that reflect the nature of the verbal method used in writing for press earnings releases increases 

the accuracy of prediction of the market reaction. Feldman et al. (2010) show that the changes 

in disclosure tone (using positive and negative words) in annual reports are linked with stock 

market reactions – in other words, the more positive the tone, the higher the stock market return. 

Li (2006a) uses a fog index to measure the readability of textual contents in annual reports to 

study their relationship with future earnings and the persistence of these earnings. In another 

study, Li (2006b) tests the relationship between using some words in annual reports, namely 

‘risk’ and ‘uncertain’, and future earnings and stock returns. All these studies provide clear 

evidence that the textual contents of companies’ financial communication channels are useful 

for predicting corporate performance.  

The current study argues that the textual contents of annual reports such as disclosure tone 

contain valuable information that can improve the quality and accuracy of predictive models of 

firm performance. We develop predictive models of corporate financial performance using 

three techniques of machine learning: linear discriminant analysis (LDA), quadratic 
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discriminant analysis (QDA), and random forest (RF). Three of these models were based on a 

set of financial and non-financial variables, while the fourth model contained only financial 

variables. We ran these models using a sample of 63 conventional banks from eight emerging 

markets (Egypt, Jordan, Bahrain, United Arab Emirates, Saudi Arabia, Kuwait, Qatar, and 

Oman) from 2008 to 2017.   

There is potential practical relevance for our study as different stakeholders are keen to predict 

corporate future performance. The study offers three important contributions. First, most 

predictive studies rely on financial ratios or quantitative data, while our study combines 

qualitative data through sentiment analysis of disclosure tone in banks’ annual reports with 

quantitative data – namely, the properties of banks such as size, financial leverage, age, market-

to-book ratio, and risk level. Our study extends the narrative disclosure literature by quantifying 

tone across corporate narrative disclosures for a sample of banks from emerging markets to use 

in building a predictive model for banks’ future performance. We provide new evidence that 

the quality of predictive models of financial performance can be improved by incorporating 

disclosure tone variables in these models. Second, our study methodologically contributes to 

the literature by building predictive models that use three techniques of machine learning, 

namely LDA, QDA, and RF. The proposed models can be a useful tool for all stakeholders, 

especially shareholders and investors, as the models can help to predict corporate financial 

performance based on the tone of corporate disclosure. Third, it is one of the first studies – to 

the best of our knowledge – dealing with this vital subject in emerging markets, as most 

previous studies have been conducted in developed countries. These markets undoubtedly 

suffer from the scarcity of studies dealing with this subject.  

The paper is organised as follows: Section 2 provides an overview of corporate disclosure 

theories. Section 3 reviews the relevant literature and develops the research hypothesis. Section 

4 provides details on the empirical research framework. Section 5 presents the analyses and the 

findings. Section 6 shows a comparison among prediction models. Section 7 concludes.  

2. An overview of corporate disclosure theories 
 

A number of theories have been used to explain corporate annual report voluntary disclosure 

practice such as agency theory, signaling theory, legitimacy theory, impression management 

theory, and others. Agency theory argues that there is a conflict of interests between managers 

and corporate owners. Consequently, managers take actions that maximise their benefits. Also, 



 

5 

 

managers may use voluntary disclosure to reduce information asymmetry and agency costs 

(Jensen and Meckling, 1976). Signaling theory posits that corporate managers use voluntary 

disclosures to send messages to stakeholders (Connelly et al., 2011). Furthermore, legitimacy 

theory argues that corporate managers use their voluntary disclosures to legitimise corporate 

activities (Hahn and Lülfs, 2014).    

The 1990s witnessed the emergence of impression management theory, one of the unique 

theories explaining managers’ motivations for voluntary disclosures. Tedeschi and Riess (1981, 

p.3) define impression management “as any behavior by a person that has the purpose of 

controlling or manipulating the attributions and impressions formed of that person by others”. 

Impression management theory goes back to Leary and Kowalski (1990), who identify two 

types of impression that people try to convey of themselves: impression motivation and 

impression construction. The first type “refers to how motivated people are to control how they 

are perceived in a particular social encounter, while the second type refers to the particular 

image a person will try to convey to others” (Leary, 2001, p.7246). Impression management 

theory posits that managers seek to influence interpretations related to corporate financial 

reports by affecting the readers’ awareness of these reports (Falschlunger et al., 2015). Hackfort 

et al. (2019) argue that the process of managing impression takes place in the conscious or 

subconscious, where individuals seek to control and regulate the impressions that others make 

of them in different situations. Consequently, they can obtain many advantages by creating a 

positive impression of them. Leary and Kowalski (1990) argue that managers have a motivation 

to control their impression to affect the way people view them. They may conduct self-serving 

interests to adopt a specific agenda in financial reports through manipulating the readers’ 

perception (Beatti and Jones, 2000). Rahman (2012) argues that managers may take advantage 

of corporate annual reports to provide self-service for the company’s financial performance and 

thus, the management of impressions occurs. Furthermore, Merkl-Davies and Brennan (2007, 

2011) point out that economic and psychological incentives can be an explanation for engaging 

in impression management where managers attempt to maximise their benefits and rewards or 

minimise the penalties. In our study, we test to see if disclosure tone provides useful information 

for the prediction of financial performance.   

3. Literature review and hypothesis development 
 

3.1 Literature review 
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Literature has examined the usefulness of narrative disclosure for stakeholders. For instance, 

it shows that the tone of risk disclosure contains value-relevant information to investors 

(Campbell et al., 2014), and the stock market reacts to risk disclosure (Elshandidy and Shrives, 

2016; Hope et al., 2016). Kravet and Muslu (2013) find a positive relationship between risk 

disclosure and stock return volatility. Heinle and Smith (2017) find a negative relationship 

between risk disclosure and cost of capital.  Lu and Chen (2009) provide evidence that, by 

using decision tree-based mining techniques, and the classification of companies into 

good/bad information disclosure, investors can accurately make a rational investment 

decision.  

Another interesting stream of literature addresses the association between the textual content 

of narrative disclosures and corporate financial performance. For instance, Aly et al. (2018) 

find a positive relationship between narrative disclosure (in terms of good/bad news) and firm 

performance. Baginski et al. (2018) report that linguistic tone in earnings press releases, on 

average, has a positive association with corporate future earnings and incremental value of the 

market. Furthermore, Clatworthy and Jones (2003, 2006) and Arslan-Ayaydin et al. (2016) 

use disclosure tone to examine the association between impression management and corporate 

financial performance. The authors find that managers exhibit opportunistic behaviour when 

presenting financial performance through their voluntary disclosures. In this regard, Davis and 

Tama-Sweet (2012) find that managers use a more optimistic tone in their disclosure through 

the earnings press release in contrast to their tone used through disclosure in the MD&A 

section, because investors interact more with disclosures by earnings press releases. Using a 

sample of 110 UK chairman statements of financial institutions from 2006-2010, Ressas and 

Hussainey (2014) investigate the effect of the financial crisis on the levels of disclosure tone 

in terms of good/bad news. The main finding of their study shows that financial institutions 

had more bad news during and after the financial crisis. Similarly, Schleicher and Walker 

(2010) find that managers use a biased tone when the company’s financial performance tends 

to decline through forward‐looking narrative disclosures using a sample of UK firms. Finally, 

Huang et al. (2014) provide evidence on biased tone by managers. They find that managers 

apply impression management to manipulate investors’ perceptions through their tone in 

earnings press releases when a company needs to make a critical decision such as issuing new 

securities or mergers and acquisitions.  
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Other studies consider the style of writing (readability) in narrative disclosures and its 

relationship with financial performance, such as Magnusson et al. (2005) who find that the 

change in writing patterns in the quarterly reports and financial ratios in these reports related 

to changes in the financial performance of the company. In this regard, Li (2008) finds that 

the annual reports of firms with a low level of earnings are hard to read. Similar results are 

reported by Lehavy et al. (2011), who find a relationship between analyst behaviour and the 

readability of annual reports.  

Based on the previous discussion, it can be concluded that there is a general agreement on the 

importance of corporate narrative disclosures to stakeholders. Our study considers this as a 

starting point to achieve a different research objective than those reported in the previous 

studies. It seeks to build predictive models by incorporating disclosure tone as non-financial 

variables with financial variables. Consequently, it is linked with another stream of disclosure 

tone studies relating to the prediction of corporate performance.  

 

3.2 Hypothesis development 
 

Literature shows that disclosure tone can be a valuable tool for the prediction of financial 

performance. For example, Balakrishnan et al. (2010) examine narrative disclosures in 10-K 

and 10K-405 filings to identify whether these disclosures contain value-relevant information. 

They find that narrative disclosures are positively associated with market performance. 

Similarly, Li (2010) examines the relationship between disclosure tone related to forward-

looking information in the MD&A section and financial performance. He finds a positive 

relationship between the tone of forward-looking disclosure and future earnings. Lee et al. 

(2010) use the support-vector machine (SVM) method, embodying both quantitative and 

qualitative information contained in textual contents of financial reports in their proposed 

model to predict the movements of stock prices. In this regard, Chen et al. (2009) suggest a 

model to predict the earnings change of the firm by embodying risk information disclosed in 

the textual parts of corporate financial reports. Their results show that the accuracy of the 

earnings model is improved.  

Moreover, Qiu (2007) investigates the ability of the textual content of corporate annual reports 

to predict financial performance. To analyse the textual content of these annual reports, the 

author uses the 31 dictionaries included in DICTION 5 and three measures of financial 

performance, namely return on equity (ROE), earnings per share (EPS), and the market 
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response measure (stock return). Then, the author develops three models using SVM 

techniques. He finds that when the textual content of annual reports is incorporated into 

predictive models, the performance of these models is improved in terms of the accuracy and 

Kappa statistics measures. Using the quarterly reports of three big communication firms, 

Kloptchenko et al. (2002) examine the relationship between the style of writing in these 

reports and the financial performance of communication firms. The authors employ seven 

financial ratios including profitability, liquidity, and solvency ratios (as quantitative 

information) and textual contents of the quarterly reports of firms (as qualitative information). 

The authors find that the changes in textual contents of the quarterly reports or style of writing 

are associated with firm performance and help to predict future performance. Using the same 

seven financial ratios used by Kloptchenko et al. (2002), Magnusson et al. (2005) report 

similar results. Dias and Matias-Fonseca (2010) examine the association between the language 

contained in annual reports of 14 listed firms (qualitative data) and financial performance of 

these firms using a group of financial ratios (quantitative data). They find that the textual 

contents of annual reports reflect three elements. First, they reflect the firm’s financial results 

in the year in general; second, they refer to the events that led to such results; and finally, they 

indicate the future changes of these results. Qiu et al. (2014) conduct several experiments to 

build predictive models of firm performance based on their annual reports using supervised 

learning methods. The authors provide evidence of the ability of corporate annual reports to 

be used in predicting the firm performance from one year to the next. However, Hildebrandt 

and Snyder (1981) count the positive and negative words of 24 annual letters which had been 

sent to stockholders in 1975 and 1977. They find that firms use optimistic or positive words 

more frequently than negative ones to reflect their financial results. The authors conclude that 

there is an inconsistency between narrative disclosures and financial performance. 

Moreover, Qiu et al. (2006) employ the SVM method to predict financial performance for the 

next year. The authors provide evidence on incorporating quantitative and qualitative 

information in predictive models to improve the performance of these models and increase 

their accuracy more effectively than using only one type of information in building these 

models. Meanwhile, de Graaff (2017) analyses the textual contents of 150 annual reports using 

advanced textual analysis methods to predict financial performance. The author reports that 

the Fuzzy Fingerprints model is the best model regarding its accuracy (0.8333) and Kappa 

statistic (0.4973). Moreover, Chou et al. (2018) design a model to study the level of 

consistency between using financial ratios and textual disclosures in annual reports. The 
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authors analyse the tone of textual disclosures as positive or negative, using the K-means 

method to classify the firm’s financial performance into good or bad. They find that there is 

no consistency between textual disclosures and financial ratios between countries. For 

example, Chinese and Taiwanese companies exaggerate in their textual disclosures, while US 

firms reverse this behaviour.  

The current study seeks to examine how disclosure tone can be a source of prediction of banks’ 

financial performance. It investigates the power of disclosure tone in building predictive 

models of financial performance. Consequently, we set the following hypothesis: 

The quality of predictive models of financial performance can be improved by incorporating 

disclosure tone variables in these models. 

 

4. Empirical research framework 
 

We test to see if the textual contents of annual reports in previous years contain value-relevant 

information to predict future performance for the following year; thus, these contents can 

improve the accuracy and quality of predictive models. Different analytical techniques of 

machine learning have been employed such as discriminant analysis methods with two main 

techniques (LDA and QDA), in addition to other methods such as random forest (Breiman, 

2001a; McLachlan, 2004; Duda et al., 2012; Siqueira, et al., 2017). To achieve the main goal 

of this study, we run predictive models using three techniques of machine learning (LDA, QDA, 

and RF).  

Discriminant analysis is used to determine the class posterior probability for optimal 

classification. This probability can be measured as follows: 

 

𝑃𝑟(𝑌 = 𝑘|𝑋 = 𝑥) = 𝑓𝑘(𝑥)𝑝𝑘 ∑ 𝑓𝑙(𝑥)𝑝𝑙

𝐾

𝑙=1

⁄  

 

Where 𝑃𝑟(𝑌 = 𝑘|𝑋 = 𝑥) refers to posterior probability for membership in class 𝑘, and 𝑘 is the 

number of classes, 𝑓𝑘(𝑥) indicates the density of 𝑥 in class 𝑘, and 𝑝𝑘 the prior probability.  

The LDA will capture the linear relationship in the model through:  

 

𝑑𝑘 = 𝑙𝑜𝑔�̂�𝑘 −
1

2
�̂�𝑘

𝑇Σ̂−1�̂�𝑘 + 𝑥𝑇Σ̂−1�̂�𝑘 
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Where 𝑥 is the feature vector that is to be classified, �̂�𝑘 is the estimated prior probability of 

class 𝑘, �̂�𝑘 is the estimated mean of class 𝑘, and Σ̂−1 is the estimated inverse pooled covariance 

matrix. The QDA will capture the quadratic relationship in the model through (Hastie et al., 

2009, p.108): 

  

𝑑𝑘 = log �̂�𝑘 −
1

2
log⌈Σ̂𝑘⌉ −

1

2
(𝑥 − �̂�𝑘)𝑇Σ̂𝑘

−1(𝑥 − �̂�𝑘) 

 

 

The conditions for the use of LDA and QDA are that the training data should have a multivariate 

normal distribution and all classes in LDA are assumed to have the same covariance matrices. 

In QDA, the covariances are assumed to be different in each class (for more details about LDA 

and QDA, see Sharma, 1995; Hastie et al., 2009, pp.108 and 110).  

The random forest is introduced by Ho (1995, 1998) and Breiman (2001a) who explain it as an 

ensemble learning method that constructs many decision nodes or trees in the training stage and 

can be used for classification by taking the mode of the categories and regression by taking the 

average prediction of the individual nodes.  

The steps of the random forest for regression and classification are described by Hastie et al. 

(2009, p.588) as follows: 

1. Select the number of runs (B)  

a. From the training data select a bootstrap sample 𝑆∗ of size 𝑁,  

b. To bootstrapped sample, expand a random forest tree (𝑅𝑏) by iterating the next procedures 

for every branch node of the tree, till the lowest (𝑛𝑚𝑖𝑛) node size is obtained.  

i. Choose 𝑙 variables randomly out of 𝑘 variables. 

ii. Select the superior variable/divide-value among the 𝑙. 

iii. Divide the node into two child nodes. 

 

2. Produce the collection of trees [𝑅𝑏]1
𝐵. 

For a forecast at a new value  𝑥: 

“Regression:” 𝑓𝑟𝑓
𝐵 (𝑥) =

1

𝐵
∑ 𝑅𝑏(𝑥)𝐵

𝑏=1 . 
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“Classification:” Let �̂�𝑏(𝑥) be the forecasting set of the 𝑏th random forest tree. Hence, 𝐶𝑟𝑡
𝐵 (𝑥) =

𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑣𝑜𝑡𝑒 [�̂�𝑏(𝑥)]
1

𝐵
. 

 

With this algorithm, the random forest improves the dispersion reduction of bagging via 

reduction of the association between the trees, without increasing the dispersion too much 

(Breiman, 2001b, 2017; Hastie et al., 2009). 

For feature selection, the Boruta algorithm is introduced by Kursa and Rudnicki (2010) to 

identify the most interesting and important features of a data set that have an impact on the 

outcome variable. A large set of independent variables can give rise to heavy computational 

time and a high risk for overfitting in the data. Importantly, the selection of the significant 

features before running random forest reduces the estimated time and makes the interpretation 

of the model results easier. From Kursa and Rudnicki (2010, p.3), the Boruta algorithms can be 

organised in the following steps: 

1. Make duplicate copies of all explanatory variables where all variables are not less than 

five in the original data. 

2. Remove the correlation of explanatory variables with the target variable by shuffling 

the values of added duplicate copies. 

3. Mix the shuffled copies with original ones. 

4. Carry out a random forest method on the mixed dataset and accomplish a variable 

importance measure such as “mean decrease accuracy” to show the significance of each 

variable. 

5. Calculate mean divided by the standard deviation of accuracy loss (Z score). 

6. Obtain max. Z score among variables (shadow attributes). 

7. If the importance of a variable is lower than max. Z score, tag it as insignificant and it 

can be removed from the model. 

8. If the importance of a variable is higher than max. Z score, tag it as significant and it 

can be retained in the model. 

9. For prespecified random forest runs, repeat the above procedures or until the importance 

of variables is designated for all shadow attributes. 

The key procedure in building a predictive model of firm performance when using these 

techniques is to establish two data sets: one to build a training model and another for testing the 

model. The evaluation of the predictive model on new data is important, as the accuracy of 

prediction can be established by considering how the model is performing on new observations 
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that were not included in the fitting model. The testing model should give a good indication of 

how well the model is likely to predict new data (Hastie et al., 2009).  

Our research framework in the current study is based on design science research (DSR) as a new 

approach (Horváth, 2007; Hevner and Chatterjee, 2010; Gregor and Hevner, 2013; Reubens, 

2016), therefore it can be generalised in another research. We follow similar steps of DSR 

(Horváth, 2007; Hevner and Chatterjee, 2010), as follows: 

Step 1: Identify the problem and the importance of the solution. The study problem and its 

importance is identified in the introduction section. Based on this, the related literature is 

presented and the main hypothesis of the study is structured. Can disclosure tone be a source of 

prediction of banks’ financial performance? This question is the main concern of the current 

study. Therefore, how can we prepare predictive models? What are the variables that should be 

included in these models and what about the validation of these models?  

Step 2: Design predictive models. This is conducted through three stages. In stage 1, 

independent variables of the models are identified (financial and non-financial variables) and 

data are collected. In stage 2, the dependent variable of predictive models, EPS, is selected. 

Stage 3 involves selecting the appropriate statistical technique to build predictive models, such 

as machine learning methods. Then, statistical tests on the validity of variables in the proposed 

models are conducted.    

Step 3: Develop the models. In stage 4, the current study has developed predictive models using 

three different methods of machine learning, namely LDA, QDA, and RF.  

Step 4: Evaluate validation of the predictive models and generalise to other applications. In stage 

5, different statistical tests should be used to identify the validity of the predictive models. 

Consequently, these models can be used in other applications. Details on these steps and their 

stages are presented in the following paragraphs. 

A practical framework consisting of five stages is designed (the first three stages are included 

in step 2; stage 4 is employed in step 3, while stage 5 is conducted in step 4), as shown in Figure 

1.  

[Figure 1 about here] 
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Figure 1 shows that the research framework consists of five stages: collecting features, EPS 

classification (EPSC), variable selection and model preparation, building training model, 

predicting, and evaluation process. 

Stage 1: Collecting features and variables of the study 

Data collection 

We select the banking sector in emerging markets since banks have the highest market 

capitalisation in stock exchanges of these markets. Consequently, banks’ annual reports were 

collected for a sample of 63 listed conventional banks covering 10 years (2008-2017) from 

eight emerging countries: Bahrain, Kuwait, United Arab Emirates, Saudi Arabia, Qatar, Jordan, 

and Egypt. The reason for choosing these eight countries is due to the similarity and 

homogeneity between these countries in terms of economic conditions, culture, and language, 

as well as customs and traditions. The final sample consists of a total of 630 annual bank reports. 

Islamic banks are excluded because of their different nature. The selection of banks is based on 

the availability of data during the study period. Information on the quantitative properties of 

banks has been collected from different sources such as the eight websites of emerging markets, 

websites of listed banks, and their financial statements. Table 1 shows the distribution of the 

sample by country and year. 

 

[Table 1 about here] 

 

 

Variables of the study 

 

The current study uses two groups of variables to build its predictive models, as follows: 

 

First group: Disclosure tone in banks’ annual reports (as non-financial variables) 

 
We use Loughran and McDonald’s (LM) (2011) dictionary to analyse disclosure tone in 

banks’ annual reports for several reasons. First, the LM dictionary has been used by several 

researchers (Feldman et al., 2010; Li, 2010; Garcia, 2013; Liu and McConnell, 2013; Huang et 

al., 2014; Baginski et al., 2018) in accounting and finance because it is a comprehensive 

dictionary related to business areas, unlike others such as the Henry (2008) list and Harvard 

IV-4, which are general lists. Kearney and Liu (2014) point out that “the LM lists have become 

predominant in more recent studies” (p.175). Second, the LM dictionary is based on the 

analysis of textual contents of a large sample of two forms (10-K and 10-Q) from 1994-2008 
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in an attempt to identify the language that managers use in their communication, therefore it 

deals with the actual language of managers. In addition, it has an extensive list of words; for 

example, it includes 354 positive and 2,329 negative words. We employ the sentiment analysis 

of disclosure tone in banks’ annual reports using the LM dictionary. Six tone variables are 

identified to include in our models, namely ‘positive’, ‘negative’, ‘litigious’, ‘uncertain’, 

‘constraining’, and ‘superfluous’. These can be considered as the bag-of-words, and the 

model decides the importance of individual words for performance prediction. The current 

study expects that disclosure tones of banks’ annual reports (as non-financial information) are 

forecastable, where disclosure tone in period t can be used in the prediction of bank 

performance in the period t + 1.  

Second group: The quantitative properties of banks (as financial variables) 

Our model requires accounting and financial market variables, therefore we consider prior 

studies that examine the association between firm performance and corporate disclosure as well 

as firm attributes. For example, Davis and Tama‐Sweet (2012) investigate managers’ use of 

language through earnings press releases and MD&A disclosures with different variables such 

as firm performance, firm size, leverage, firm beta, loss, the market value of equity, cash flow 

from operations, and other variables. Keusch et al. (2012) use several control variables in their 

study on managers’ incentives for selecting voluntary disclosures such as firm size, financial 

leverage, profitability, and change in performance. 

Moreover, several studies use different financial ratios in building models to predict many 

purposes such as corporate failure, bankruptcy, financial disasters, and the financial 

performance of the firm. For example, Appiah and Abor (2009) use several financial ratios such 

as liquidity, leverage, and profitability ratios to build their model. In Jordan, Al-Khatib and Al-

Horani (2012) use a set of 24 financial ratios to predict the financial distress of a sample of 

listed companies including leverage and liquidity ratios. In the UK, Smith and Taffler (2000) 

use Z-score to predict firm failure. Additionally, Kloptchenko et al. (2002) use seven ratios to 

predict corporate financial performance. In the USA, Balakrishnan et al. (2010) use firm size, 

market-to-book ratio, and other financial variables in their predictive model. Many prior studies 

(Altman et al., 1994, 2010; Guo et al., 2006) provide evidence that firm size plays a vital role 

in making several decisions in the firm and can impact firm profitability. Dias and Matias-

Fonseca (2010) use 31 financial ratios to predict corporate performance including leverage and 

others, similar to Onder and Altintas (2017). Finally, based on the objective of the current study 
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and previous arguments, we consider five financial variables that reflect the quantitative 

properties of banks: bank size, financial leverage, market-to-book ratio, bank age, and company 

risk measured by beta. Table 2 shows a summary of the variables used in the study. 

[Table 2 about here] 

 

 

Stage 2: EPS classification (EPSC)  

 

In accounting literature, several measures of financial performance are used such as ROA, ROE, 

EPS, net income, stock returns, and others (Kloptchenko et al., 2002; Zhang et al., 2004). EPS 

is the portion of a firm profit allocated to each share of common stocks. It is an indicator of a 

firm’s profitability that can be used in comparison to performance among different firms for 

the same period. EPS is used by several studies to predict corporate financial performance. For 

example, Qiu (2007) provides evidence on EPS that is significantly and consistently better than 

other measures of financial performance, such as ROE and stock return measures, in his 

proposed models of prediction. Using EPS as a measure of financial performance, Zhang et al. 

(2004) structure a variety of neural network models. The current study selects EPS as an 

indicator of the financial performance of a bank. We follow the classification of EPS that is 

conducted by Qiu (2007), Balakrishnan et al. (2010), and Qiu et al. (2014) who categorise the 

data of each firm in a year corresponding into three categories (based on 25-50-25%). 

Consequently, the banks that have EPS over  𝑞0.75 (where q-quantiles refer to the values that 

divide a set of data into q subsets, for example, 𝑞0.25 contains all the values in the lowest quarter 

of a data) are considered top performance banks (Top); banks that have EPS between 𝑞0.25 and 

𝑞0.75 are considered middle-performance banks (Mid); and finally, banks that have EPS less 

than 𝑞0.25 are considered bottom performance banks (Bot). Based on EPS classification (EPSC), 

a bank that lies in any of the three categories (Top, Mid, Bot) for a selected year depends on its 

performance compared with other banks in all years of the study. The current study uses a 

sample of 63 conventional banks with total observations of 630 bank-years. Because of the low 

number of listed banks in these markets and the absence of data for more than 10 years for these 

banks, we decide to build predictive models that predict banks’ financial performance in year 

𝑡 + 1 (year 2017) using the previous years 𝑡 (in our case, years from 2008 to 2016). In other 

words, a training model is built that is based on the data from nine years (from 2008 to 2016) 

then, we predict classification for bank performance in the year 2017. This decision is taken to 

improve the quality of prediction in our models. Some studies that have a large sample of firms 
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(e.g., Qiu, 2007; Balakrishnan et al., 2010) use year t + 1 to predict a company’s change in 

performance the following year based on a previous year t.  

 

Stage 3: Feature selection (model preparation) 
 

Feature selection is an important process in machine learning methods. The increase of the 

accuracy of predictive models depends on the better selection of the independent variables 

(Hastie et al., 2009; Genuer, 2010). We employ two tests to check the validity of variables in 

the proposed models, which are the correlation analysis and Boruta algorithm. 

Table 3 shows the correlation among the independent variables of the study. The highest 

correlation is 0.93 between NEGT and LITT variables and this may cause multicollinearity 

among the independent variables. However, a high correlation among the independent variables 

may affect the accuracy of the proposed models (James et al., 2013; Tharwat, 2016).  

 

[Table 3 about here] 

 

To detect the multicollinearity problem, the current study computes the variance inflation factor 

(VIF). If the VIF value exceeds 10, this indicates multicollinearity problems (James et al., 

2013). Table 4 shows the VIF for all independent variables of the study. It should be noted that 

the VIF value exceeds 10 for LITT (10.49) and NEGT variables (13.57).  

After deleting the NEGT variable, there are no further multicollinearity problems as all values 

are less than 10. After deleting the LITT variable, the multicollinearity problem still exists with 

a value of more than 10 for the NEGT variable. This indicates that NEGT and LITT variables 

are reflecting the same information. Therefore, the NEGT variable is deleted in subsequent 

analysis. 

 [Table 4 about here] 

To achieve a better selection of variables in predictive models in our study, we use the Boruta 

algorithm to identify and test important variables that are statistically significant (Kursa et al., 

2010). Table 5 shows the results.  

[Table 5 about here] 
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It can be noted that all the independent variables are confirmed to be selected in our models 

because they are significant at the level of 0.01. In other words, all 10 independent variables 

help to predict the dependent variable. 

 

Stage 4: Building a training model then testing the model (predictive model) 

 

A training model is built using the data of the previous nine years 𝑡 (2008 to 2016) to predict 

the EPSC of bank performance in year 𝑡 + 1 (year 2017). The current study develops models 

to predict EPSC for a sample of 63 listed conventional banks, as shown in Table 1. Our main 

model consists of a group of five disclosure tones after deleting the NEGT variable, and five 

quantitative properties of banks using three different methods of machine learning, namely 

LDA, QDA, and RF. 

The predictive model of financial performance (using LDA, QDA, and RF) is as follows:  

 

EPSC = 𝑓(Financial Variables + non-Financial Variables) 

Where EPSC, the classification of EPS, is used as an indicator of bank financial performance. 

 

Financial Variables = (𝐿𝑜𝑔𝐵𝑆𝐼𝑍, 𝐿𝐸𝑉𝑅, 𝐵𝐸𝑇𝐴, 𝑀𝐾𝐵𝐾, 𝐵𝐴𝐺𝐸) 

and 

non-Financial Variables = (𝐿𝐼𝑇𝑇, 𝑃𝑂𝑆𝑇, 𝑈𝑁𝐶𝑇, 𝐶𝑂𝑁𝑇, 𝑆𝑈𝑃) 

 

To test the main hypothesis of the study – whether the quality of predictive models of financial 

performance can be improved by incorporating disclosure tone variables – we run the model 

with financial variables only using the same three methods (LDA, QDA, and RF), as follows: 

 

EPSC =  𝑓(𝐿𝑜𝑔𝐵𝑆𝐼𝑍, 𝐿𝐸𝑉𝑅, 𝐵𝐸𝑇𝐴, 𝑀𝐾𝐵𝐾, 𝐵𝐴𝐺𝐸) 

 

 

Stage 5: Evaluation process of the predictive models in the study  

 

Most machine learning techniques use mean square error and confusion matrix methods to 

compare models and evaluate them. In the classification problem, the confusion matrix plays 

an important role in evaluating the model (James et al., 2013). Accuracy is one of the most 

important characteristics used to measure the quality of models. However, in the case of unequal 

numbers in classes or in cases with more than two classes in the data, it can be a misleading 
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measure. The confusion matrix can give a better understanding of the performance of the 

classification model because it uses different characteristics to measure the quality of models 

(Altman and Bland, 1994a, 1994b; Kuhn, 2008).  

These measures are accuracy, Kappa coefficient, sensitivity, specificity, positive predicted 

value, negative predicted value, harmonic mean, and balance accuracy, where accuracy reflects 

the percentage of acceptance correct classification and prediction. Kappa coefficient reflects 

how often the class performs if it compares with its performance by chance. These two measures 

are used for the entire model. The measures that are used for the classes are sensitivity (recall), 

that reflects the percentage of acceptance correct classification for a given observed class; 

specificity, that reflects the percentage of rejection incorrect classification for a given observed 

class; positive predicted value (precision-PPV), that reflects the percentage of acceptance 

correct prediction for a given predicted class; negative predicted value (NPV), that reflects the 

percentage of rejection incorrect prediction for a given predicted class; the harmonic mean (𝐹1), 

that reflects the balance between precision and recall; and balance accuracy, that reflects the 

mean of sensitivity and specificity (see Altman and Bland, 1994a; 1994b; Donner and Klar, 

1996). The classification model predicts data points as top-performing, medium-performing, 

and below-performing according to comparison between the prediction and true labels to 

determine the model accuracy, and other measures such as sensitivity and specificity. The 

current study uses the above measures to evaluate the performance of its proposed models to 

predict the financial performance of the bank.    

Finally, the proposed framework in our study provides many research opportunities that may 

be tested in the future by other researchers. The applied framework presents new horizons and 

trends in the field of forecasting. For example, future studies could use our study’s framework 

to predict stock market prices and the efficiency of investment projects. Moreover, the results 

of our study may be of interest to many parties. For example, shareholders, investors, creditors, 

and others can benefit from these results. They can use the framework from our study in 

forecasting corporate financial performance, which helps to improve the quality of investment 

decisions. In addition, our findings can offer several practical implications. For instance, this 

study provides evidence on disclosure tone as qualitative variables increase the quality of 

predictive models for corporate financial performance. Consequently, it suggests that the 

analysis of disclosure tone can be used as a complementary or diagnostic approach rather than 
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an alternative by different parties such as analysts, investors, auditors, and others in making 

their decisions.   

5. Empirical analysis  
 

5.1 Descriptive analysis  
 

Table 6 presents the descriptive statistics. It shows that the mean and median for LogBSIZ are 

very close with a small coefficient of variation (Coef.Var) (0.20) among the data. A similar 

pattern can be noted for variables such as LEVR, BETA, and BAGE. In contrast, the mean 

and median of disclosure tone variables (LITT, POST, UNCT, CONT, and SUPF) are not 

close and have a high variation. This indicates that the distribution of these variables is mostly 

non-symmetric. In the current study, all the analyses are done through R-Software using the 

CARET package (Kuhn, 2008). 

[Table 6 about here] 

 

Figure 2 shows the distribution of the independent variables across EPSC using Kernel density 

estimates. The plot suggests three different distributions for LogFSIZ with bimodality in Mid 

class. This indicates that the LogBSIZ has different means in each group and consequently 

has a great effect on EPSC. Moreover, there are different shapes for the variables BETA, 

UNCT, and CONT within the groups. SUPF, POST, and LITT are the variables that have the 

most similar shapes in the three groups.  

 

[Figure 2 about here] 

 

5.2 Building predictive models with financial variables only (LDA, QDA, and RF) 
 

The current study seeks to examine whether the disclosure tone contained in the banks’ annual 

reports can be a source of information about the banks’ future performance. Therefore, it is 

suggested that the quality of predictive models of financial performance can be improved by 

incorporating disclosure tone in these models. To test the validity of this hypothesis, we run 

three models (1, 2 and 3) using LDA, QDA, and RF that contained financial variables only 

that reflect the quantitative properties of banks. Then, the same method is used to build 

predictive models that include both financial and non-financial variables. Models that contain 

financial variables only are structured as follows: 

Performance = 𝑓(Financial Variables) 
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Where 

Financial Variables = (𝐿𝑜𝑔𝐵𝑆𝐼𝑍, 𝐿𝐸𝑉𝑅, 𝐵𝐸𝑇𝐴, 𝑀𝐾𝐵𝐾, 𝐵𝐴𝐺𝐸) 

The main financial model is  

EPSC =  𝑓(𝐿𝑜𝑔𝐵𝑆𝐼𝑍, 𝐿𝐸𝑉𝑅, 𝐵𝐸𝑇𝐴, 𝑀𝐾𝐵𝐾, 𝐵𝐴𝐺𝐸) 
 

 

 

5.2.1 LDA method (Model 1: Financial variables only) 

The results of LDA Model 1 are given in Table 7. The overall accuracy of Model 1 is 70% 

with the confidence interval ranging from 0.58 to 0.81. The p-value of the model is 0, 

indicating the accuracy is different from the no information rate that reflects the highest 

proportion of the observed categories. The Kappa value is 0.53 which is quite low. In 

general, LDA Model 1 does best in the Top class in terms of recall where 95% are in Top 

(versus 81% Mid and 28% Bot). The model shows 100% specificity for Bot class (versus 

62% Mid and 89% Top), 100% precision for Bot class (versus 61% Mid and 78% Top) and 

98% rejection of the incorrect prediction for Top class (versus 82% Mid and 78% Bot). 

Moreover, the Top class is still better than Mid and Bot classes in terms of general measures, 

namely 𝐹1 and balance accuracy measures. The Top class (86%) has a balance between 

acceptance of the correct prediction and acceptance of the correct classification (versus 70% 

Mid and 43% Bot) and has a 92% average between acceptance of the correct classification 

and rejection of the incorrect classification (versus 72% Mid and 64% Bot). 

[Table 7 about here] 

The important variables of LDA Model 1 are shown in Figure 3. The process of identifying 

the important variables describes how much the accuracy of the predictive model relies on 

the information in each feature (Hastie et al., 2009). In LDA Model 1, the most important 

variable is LogBSIZ followed by BAGE, LEVR, MKBK, and BETA.  

 

5.2.2 QDA method (Model 2: Financial variables only) 

Table 8 provides the results of QDA Model 2 in addition to the confusion matrix, overall 

and class performance. We run the same combination of variables in Model 1 using the QDA 

method. The overall accuracy of QDA Model 2 is 72%, with the confidence interval ranging 

from 0.59 to 0.82. This is almost the same as the LDA method. The p-value of the model is 
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0, indicating that the accuracy is different from the no information rate. The Kappa value is 

0.56, with the p-value for the McNemar test being 0.19, which does not support rejecting 

equal row and column marginals. In general, QDA Model 2 does best for the Top class in 

terms of 𝐹1 balance between PPV, sensitivity is 79% (versus 72% Mid and 62% Bot), and 

balance accuracy measure is 85% (versus 75% Mid and 73% Bot). Other measures include 

recall at 79% (versus 81% Mid and 50% Bot), specificity at 91% (versus 68% Mid and 96% 

Bot), precision at 79% (versus 65% Mid and 82% Bot), and NPV at 91% (versus 83% Mid 

and 83% Bot). 

[Table 8 about here] 

The important variables plot for the QDA method is shown in Figure 3. The most important 

variable is LogBSIZ, followed by BAGE, LEVR, MKBK, and BETA.  Surprisingly, the rank 

of the important variables is similar to the LDA method. 

 

5.2.3 RF method (Model 3: Financial variables only) 
 

The results of RF Model 3 are given in Table 9. The accuracy of RF Model 3 is 81%, Kappa 

is 71%. Moreover, the mean 𝐹1 for RF Model 3 is 81%, the mean balance accuracy is 85%, 

the mean PPV is 83%, and the mean NPV is 90%. The important variables plot for the RF 

method is shown in Figure 3. It can be noted that the most important variable is LogBSIZ, 

followed by BAGE, LEVR, BETA, and MKBK. The order of variables in the three models 

is similar, except for the order of BETA and MKBK in the RF method.  

[Table 9 about here] 

The results of LDA, QDA, and RF methods are summarised in Table 10. It can be noted that 

the results of RF outperform those of LDA and QDA in terms of accuracy, Kappa, mean 𝑭𝟏, 

mean balance accuracy, mean PPV, and mean NPV. Figure 3 shows the important variables 

using LDA, QDA, and RF methods. 

 

[Table 10 about here] 

 

[Figure 3 about here] 

 

 

5.3 Building predictive models containing financial and non-financial variables 
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5.3.1 LDA Model 4 (Financial and tone variables) 
 

The results of LDA Model 4 are given in Table 11. The overall accuracy of LDA Model 4 

is 70%, with the confidence interval ranging from 0.58 to 0.81. The p-value of the model is 

0, indicating the accuracy is different from the no information rate. The Kappa value is 0.54 

which is quite low, with the p-value for the McNemar test being 0.16, failing to reject equal 

proportions of classifiers. In general, LDA Model 4 does best in the Top class, with 89% 

acceptance of the correct classification (versus 78% Mid and 39% Bot), 89% rejection of the 

incorrect classification (versus 68% Mid and 96% Bot), 77% acceptance of the correct 

prediction (versus 64% Mid and 78% Bot) and 95% rejection of the incorrect prediction 

(versus 81% Mid and 80% Bot). Moreover, the Top class is still better than Mid and Bot 

classes in terms of general measures, namely 𝐹1 and balance accuracy measures. The Top 

class (83%) has a balance between acceptance of the correct prediction and acceptance of 

the correct classification (versus 70% Mid and 52% Top) and it has an 89% average between 

acceptance of the correct classification and rejection of the incorrect classification (versus 

73% Mid and 67% Bot). 

[Table 11 about here] 

The important variables of LDA Model 4 are shown in Figure 4. In LDA Model 4, the most 

important variable is LogBSIZ, followed by BAGE and UNCT. Surprisingly, the POST 

variable is the least important. It can be noted that UNCT, the disclosure tone variable, comes 

before financial variables such as LEVER, MKBK, and BETA, indicating the importance of 

non-financial variables in predicting performance.  

5.3.2 QDA Model 5 (Financial and tone variables) 

The results of QDA Model 5 are given in Table 12. We run the same combination of 

variables as in Model 4 using the QDA method. The overall accuracy of Model 2 is 72%, 

with the confidence interval ranging from 0.59 to 0.82. This is almost the same as the LDA 

method. The p-value of the model is 0, indicating that the accuracy is different from the no 

information rate. The Kappa value is 0.56, with a p-value for the McNemar test of 0.19 – 

this  does not support rejecting equal row and column marginals. In general, QDA Model 5 

does best in the Top class in terms of  𝐹1, balance between PPV and sensitivity is 79% (versus 

72% Mid and 62% Bot), and balance accuracy measure is 85% (versus 75% Mid and 73% 

Bot). Other measures include recall at 79% (versus 81% Mid and 50% Bot), specificity at 
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91% (versus 68% Mid and 96% Bot), precision at 79% (versus 65% Mid and 82% Bot), and 

NPV at 91% (versus 83% Mid and 83% Bot). 

[Table 12 about here] 

The important variables plot for the QDA method is shown in Figure 4. The most important 

variable is LogBSIZ, followed by BAGE and UNCT. Surprisingly, the rank of the important 

variables is the same as the LDA method.  

5.3.3 RF Model 6 (Financial and tone variables) 
 

The results of RF Model 6 are given in Table 13. Comparing the results of RF with the results 

of other methods such as LDA and QDA, RF results are much better. The overall accuracy 

of Model 6 is 86%, with the confidence interval ranging from 0.75 to 0.93. The p-value of 

the model is 0, indicating that the accuracy is different from the no information rate. The 

Kappa value is 0.78 – much higher than LDA and QDA methods. Moreover, RF Model 6 

does well in all classes in terms of 𝐹1 (88%, 85%, and 86%, respectively) and balance 

accuracy (91%, 87%, and 88%, respectively). In addition, the acceptance correct 

classification is 93% for Mid class (versus 83% Bot and 79% Top), rejection for the incorrect 

classification is 98% for Bot and Top classes (versus 81% Mid), acceptance for the correct 

prediction is 94% for Bot and Top classes (versus 78% Mid) and lastly, the rejection for the 

incorrect prediction is 94% for Bot and Mid classes and 92% for Top class. 

[Table 13 about here] 

The important variables plot for RF Model 6 is shown in Figure 4. The most important 

variable is LogBSIZ, followed by BAGE, LEVER, and UNCT. The variable SUP is not 

important at all.  

The UNCT variable ranks fourth before BETA, MKBK, and other non-financial variables. 

Surprisingly, the variable POST is ranked penultimately. This may indicate that stakeholders 

need more information about uncertainty than positive news. This may be explained by a 

general fear of the future due to the uncertainty of what may happen. Risks, losses, and other 

problems may occur in the future, therefore if an individual can obtain information to explain 

this uncertainty they are more likely to feel comfortable about it. The absence of good news 

about the future is something that may not bother investors and shareholders as much as the 

absence of bad news or uncertainty. 
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[Figure 4 about here] 

It is worth mentioning that RF has one tuning parameter that assists in choosing the optimal 

model in terms of accuracy and Kappa (randomly selected predictors; see Kuhn, 2008), 

while there is no tuning parameter for LDA or QDA. It can be noted that the value 4 gives 

the best level of accuracy for the RF method, as shown in Figure 5.  

[Figure 5 about here] 

Table 14 summarises the results of LDA, QDA, and RF methods. It is clear that the results 

of RF outperform the results of both LDA and QDA in terms of accuracy, Kappa, mean 𝐹1, 

mean balance accuracy, mean PPV, and mean NPV. 

[Table 14 about here] 

 

 

 

6. Comparison among models 
 

In terms of the best RF model results, comparison between the results of RF Model 6 (as the 

best model that contains both disclosure tone variables and financial variables) and RF Model 

3 (that contains only the financial variable) shows that the accuracy is 81% for RF Model 3 

versus 86% for RF Model 6, and Kappa is 71% versus 78%, respectively. Moreover, the mean 

𝐹1 for RF Model 3 is 81% versus 86% in RF Model 6, mean balance accuracy is 85% versus 

89%, mean PPV is 83% versus 89%, and the mean NPV is 90% versus 93%. The findings 

indicate that the existence of non-financial variables in predictive models can improve the 

quality of these models and increase their performance. Since RF Model 3 and RF Model 6 are 

used for the same training data, this suggests making inferences on the differences between the 

two models based on results of 100 resampling. Therefore, 𝑎 𝑡-test is used to evaluate whether 

there are differences between the two models (Hothorn et al., 2005; Kuhn, 2008). The results 

of the 𝑡-test show that the accuracy is 5.974 with a p-value of 0, and Kappa is 5.950 with a p-

value of 0. The decision rejects no differences between the two models in terms of the accuracy 

and Kappa measures. This provides statistical evidence that disclosure tone variables increase 

predictive models’ performance in terms of the accuracy and Kappa measures. Moreover, 

Figure 6 shows a 97.5% confidence interval for differences between the two models in terms 

of the accuracy and Kappa measures. Since the intervals lie completely on the positive side, 
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this gives further evidence that the accuracy of predictive models can be increased by 

incorporating disclosure tone variables as non-financial variables with financial variables.  

[Figure 6 about here] 

According to the results of RF Model 3 and RF Model 6 (shown in Tables 9 and 13 and Figure 

6), H1 in the current study is accepted. This result is consistent with Dias and Matias-Fonseca 

(2010) who provide evidence on using both quantitative (financial ratios) and qualitative data 

(positive and negative terms in annual reports) to provide a better indication of the future 

financial performance of the firm. Comparing our results with prior studies shows interesting 

observations. First, comparing with de Graaff (2017), who developed the Fuzzy Fingerprints 

model to predict corporate financial performance using ROE, we note that his model has an 

accuracy of 0.8333 and a Kappa statistic of 0.4973, while our results for RF Model 6 show that 

the accuracy is 86% for the year 2017 with a Kappa statistic of 0.78. Second, the results of Qiu 

et al. (2014), who use the SVM method to build a predictive model of US firms, show that the 

accuracy of their model is 75% for the year 2002. 

7. Conclusion 

The current study examined whether the textual contents of annual reports such as disclosure 

tone contain valuable information that can improve the quality and accuracy of predictive 

models of firm performance. We developed four predictive models of banks’ financial 

performance using three techniques of machine learning: LDA, QDA, and RF. Three of these 

models were based on a set of financial and non-financial variables, while the fourth model 

contained only financial variables. We ran these models using a sample of 63 conventional 

banks from eight emerging markets (Egypt, Jordan, Bahrain, United Arab Emirates, Saudi 

Arabia, Kuwait, Qatar, and Oman) from 2008 to 2017. The findings of the study reveal that the 

RF method provides the best predictive model for the variables of our study in terms of the 

overall accuracy (86%) and Kappa (78%) measures in RF Model 6. LDA Model 1 showed an 

accuracy of 70% and Kappa of 53%; in addition, QDA Model 2 had an accuracy of 72% and 

Kappa of 56%. The results of RF Model 3 showed an accuracy of 81% and Kappa of 71%. 

Moreover, we provided evidence that the incorporation of disclosure tone variables into 

predictive models with financial variables increased the accuracy and quality of these models. 

Concerning disclosure tone variables, uncertainty information is the most important variable 

among the proposed models, indicating that fear of the future is associated with uncertainty 



 

26 

 

status and consequently, it has priority over other tone variables. The most important variable 

related to the quantitative properties of banks is the size of the bank.  

The findings of our study offer practical implications. For instance, the study provides evidence 

that disclosure tone, as qualitative variables, increases the quality of predictive models for 

corporate financial performance. Consequently, it suggests that the analysis of disclosure tone 

can be used as a complementary or diagnostic approach rather than an alternative by different 

parties such as analysts, investors, auditors, and others in making their decisions.   

Of course, this study is not without some limitations. For example, the size of the sample is 

relatively small, with 63 conventional banks. Future research can use these limitations as a topic 

for further studies, where sample size can be increased, and different types of business can be 

examined such as industrial and service companies. In addition, the study combines a group of 

non-financial variables with financial variables to build predictive models. Future studies could 

test other combinations of variables such as liquidity, foreign listing, and board characteristics.  
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Table 1: Distribution of listed conventional banks by country and year 

  2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 total 

Bahrain 4 4 4 4 4 4 4 4 4 4 40 

Egypt 9 9 9 9 9 9 9 9 9 9 90 

Emirates 11 11 11 11 11 11 11 11 13 13 114 

Jordan 12 12 12 12 12 12 12 12 12 12 120 

Kuwait 8 8 8 8 8 8 8 8 8 8 80 

Oman 7 7 7 7 7 7 7 7 6 6 68 

Qatar 5 5 5 5 5 5 5 5 6 6 52 

Saudi 7 7 7 7 7 7 7 7 5 5 66 

Total 63 63 63 63 63 63 63 63 63 63 630 

 
Table 2: Variables included in the predictive models of financial performance 

Variables Symbol Measure 

Financial performance  

(Earnings per share)  

EPS Earnings/total number of the 

outstanding shares of 

common stock.  

Quantitative properties of banks (financial variables) 

 

Bank size  LogBSIZ The natural logarithm of total 

assets.  

Financial leverage  LEVR Total liabilities/total assets 

Market-to-book ratio MKBK  Firm book value to 

its market value 

Beta   of the company  BETA A measure of a stock’s volatility 

in relation to the market. 

Bank age     BAGE The number of years from the 

date of establishment of the 

company. 

Disclosure tone (non-financial variables) 

Positive tone  POST The number of positive words in 

annual reports. 

Negative tone  NEGT The number of negative words in 

annual reports. 

Constraining    𝐶𝑂𝑁𝑇 The number of constraining 

words in annual reports. 

Uncertainty  UNCT The number of uncertainty words 

in annual reports. 

Litigious        LITT The number of litigious words in 

annual reports. 

Superfluous   𝑆𝑈𝑃 The number of superfluous 

words in annual reports. 
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Table 3: The correlation matrix among the study’s variables 

LogBSIZ 1.00 
 **0.09 ***0.19 **0.08 ***0.26 **0.08- 0.01 -0.02 0.01 -0.06 ***0.16 

LEVR **0.09  1.00 0.05 **0.10 0.00 -0.03 0.01 0.03 0.00 -0.06 -0.03 

BETA ***0.19  0.05 1.00 ***0.14- ***0.22- **0.08 ***0.21 ***0.15 ***0.24 ***0.22 ***0.12 

MKBK **0.08  **0.10 ***0.14- 1.00 -0.05 -0.02 -0.05 -0.04 -0.02 ***0.17- -0.01 

BAGE ***0.26  0.00 ***0.22- -0.05 1.00 0.05 0.00 0.07 -0.03 ***0.15- -0.05 

LITT **0.08-  -0.03 **0.08 -0.02 0.05 1.00 ***0.93 ***0.87 ***0.88 ***0.14 0.03 

NEGT 0.01  0.01 ***0.21 -0.05 0.00 ***0.93 1.00 ***0.86 ***0.90 ***0.21 0.05 

POST -0.02  0.03 ***0.15 -0.04 *0.07 ***0.87 ***0.86 1.00 ***0.78 ***0.12 0.00 

UNCT 0.01  0.00 ***0.24 -0.02 -0.03 ***0.88 ***0.90 ***0.78 1.00 ***0.26 ***0.11 

CONT -0.06  -0.06 ***0.22 ***0.17- ***0.15- ***0.14 ***0.21 ***0.12 ***0.26 1.00 ***0.36 

SUPF ***0.16  -0.03 ***0.12 -0.01 -0.05 0.03 0.05 0.00 ***0.11 ***0.36 1.00 

Note: *** significant at the level of 0.01, ** significant at the level of 0.05, * significant at the level of 0.10. 

 

 

 

 
Table 4 The VIF for all independent variables of the study 

   VIF for all independent variables     

LogBSIZ LEVR BETA MKBK BAGE LITT NEGT POST UNCT CONT SUPF 

1.20 1.04 1.35 1.10 1.23 10.49 13.57 4.83 7.54 7.54 1.22 

   VIF for independent variables after deleting NEGT variable  

1.26 1.03 1.33 1.08 1.22 8.03 delete 4.44 5.31 1.33 1.21 

   VIF for independent variables after deleting LITT variable  

1.23 1.02 1.26 1.09 1.22 delete 10.39 4.12 7.14 1.31 1.28 
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Table 5: The selection of independent variables using Boruta algorithm 

Variables Mean Imp Median Imp Min Imp Max Imp decision 

LogBSIZ 54.832 54.817 52.762 56.157 Confirmed 

LEVR 26.903 27.436 23.915 28.012 Confirmed 

BETA 24.900 25.009 22.831 26.372 Confirmed 

MKBK 18.327 18.097 15.854 21.221 Confirmed 

BAGE 30.448 30.719 26.947 32.900 Confirmed 

LITT 17.126 16.940 15.437 18.753 Confirmed 

POST 19.069 19.073 17.765 20.290 Confirmed 

UNCT 29.530 29.708 27.966 31.133 Confirmed 

CONT 22.724 22.856 21.415 23.539 Confirmed 

SUPF 12.887 12.737 12.079 13.652 Confirmed 

(*) Important: Imp 

 

Table 6: Descriptive statistics for the study’s variables 

Variables Median Mean SD Coef.Var 

LogBSIZ 3.930 4.000 0.790 0.200 

LEVR 7.620 7.910 2.370 0.300 

BETA 0.740 0.720 0.370 0.520 

MKBK 1.230 1.370 0.700 0.510 

BAGE 36.500 35.610 13.810 0.390 

LITT 101.000 115.000 128.630 1.120 

POST 92.000 118.250 124.850 1.060 

UNCT 292.500 351.470 333.790 0.950 

CONT 140.500 147.520 93.610 0.630 

SUPF 1.000 2.110 3.890 1.840 

(*) Standard deviation (SD) and coefficient of variation (Coef.Var) 
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Table 7: The results of LDA Model 1 (the confusion matrix, overall and class performance) 
 

Confusion matrix Overall performance   Class performance 

Pred Bot Mid Top Accuracy 0.700  measure  Bot Mid Top 

Bot 5 0 0 95% CI* (0.58,0.81)  Sensitivity (recall) 0.280 0.810 0.950 

Mid 13 22 1 No inf. Rate* 0.420  Specificity 1.000 0.620 0.890 

Top 0 5 18 P-value 0.000  PPV* (precision) 1.000 0.610 0.780 

    Kappa 0.530  NPV* 0.780 0.820 0.980 

    McnemarPvalue NaN  𝐹1* 0.430 0.700 0.860 

       Balance Accuracy 0.640 0.720 0.920 
*CI: confidence interval. No inf. Rate: no information rate, PPV: positive predicted value, NPV: negative predicted value, F1: harmonic mean 

 

 

Table 8: The results of QDA Model 2 (the confusion matrix, overall and class performance) 
Confusion matrix Overall performance  Class performance 

 Bot Mid Top Accuracy 0.72 Measure  Bot Mid Top 

Bot 9 2 0 95% CI* (0.59,0.82) Sensitivity (recall) 0.500 0.810 0.790 

Mid 8 22 4 No inf. Rate* 0.420 Specificity 0.960 0.680 0.910 

Top 1 3 15 P-value 0.000 PPV* (precision) 0.820 0.650 0.790 

    Kappa 0.560 NPV* 0.830 0.830 0.910 

    McnemarPvalue 0.190 F1* 0.620 0.720 0.790 

      Balance Accuracy 0.730 0.750 0.850 
*CI: confidence interval. No inf. Rate: no information rate, PPV: positive predicted value, NPV: negative predicted value, F1: harmonic 

mean 

 

 

 
Table 9: The results of RF Model 3 (the confusion matrix, overall and class performance) 

Confusion matrix Overall performance  Class performance 

 Bot Mid Top Accuracy 0.810 Measure  Bot Mid Top 

Bot 14 2 0 95% CI* (0.70,0.90) Sensitivity (recall) 0.780 0.850 0.790 

Mid 4 23 4 No inf. Rate* 0.420 Specificity 0.960 0.780 0.960 

Top 0 2 15 P-value 0.000 PPV* (precision) 0.880 0.740 0.880 

    Kappa 0.710 NPV* 0.920 0.880 0.910 

    McnemarPvalue NA F1* 0.820 0.790 0.830 

      Balance accuracy 0.870 0.820 0.870 
*CI: confidence interval. No inf. Rate: no information rate, PPV: positive predicted value, NPV: negative predicted value, F1: harmonic 

mean. 

 
 

 

 
 

 

  
Table10: Summary of LDA, QDA and RF Models 

 Model 1 Model 2 Model 3 

Measure LDA QDA RF 

Accuracy 0.70 0.72 0.81 

Kappa 0.53 0.56 0.71 

Mean 𝐹1 0.66 0.71 0.81 

Mean balance accuracy 0.76 0.78 0.85 

Mean PPV 0.79 0.75 0.83 

Mean NPV 0.86 0.86 0.90 
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Table 11: The results of LDA Model 4 (the confusion matrix, overall and class performance) 

Confusion matrix Overall performance   Class performance 

pred Bot Mid Top Accuracy 0.700  measure  Bot Mid Top 

Bot 7 2 0 95% CI* (0.58,0.81)  Sensitivity (recall) 0.390 0.780 0.890 

Mid 10 21 2 No inf. Rate* 0.420  Specificity 0.960 0.680 0.890 

Top 1 4 17 P-value 0.000  PPV* (precision) 0.780 0.640 0.770 

    Kappa 0.540  NPV* 0.800 0.810 0.950 

    McnemarPvalue 0.070  𝐹1* 0.520 0.700 0.830 

       Balance Accuracy 0.670 0.730 0.890 
*CI: confidence interval. No inf. Rate: no information rate, PPV: positive predicted value, NPV: negative predicted value, F1: harmonic 

mean 

 

 

 
Table 12: The results of QDA Model 5: the confusion matrix, overall and class performance 

Confusion matrix Overall performance  Class performance 

 Bot Mid Top Accuracy 0.72 Measure  Bot Mid Top 

Bot 9 2 0 95% CI* (0.59,0.82) Sensitivity (recall) 0.500 0.810 0.790 

Mid 8 22 4 No inf. Rate* 0.420 Specificity 0.960 0.680 0.910 

Top 1 3 15 P-value 0.000 PPV* (precision) 0.820 0.650 0.790 

    Kappa 0.560 NPV* 0.830 0.830 0.910 

    McnemarPvalue 0.190 F1* 0.620 0.720 0.790 

      Balance Accuracy 0.730 0.750 0.850 
*CI: confidence interval. No inf. Rate: no information rate, PPV: positive predicted value, NPV: negative predicted value, F1: harmonic 

mean 

 

 
Table 13: The results of RF Model 6 (the confusion matrix, overall and class performance) 

Confusion matrix Overall performance  Class performance 

pred Bot Mid Top Accuracy 0.860 Measure  Bot Mid Top 

Bot 15 1 0 95% CI* (0.75,0.93) Sensitivity (recall) 0.830 0.930 0.790 

Mid 3 25 4 No inf. Rate* 0.420 Specificity 0.980 0.810 0.980 

Top 0 1 15 P-value 0.000 PPV* (precision) 0.940 0.780 0.940 

    Kappa 0.780 NPV* 0.940 0.940 0.920 

    McnemarPvalue  F1* 0.880 0.850 0.860 

      Balance accuracy 0.910 0.870 0.880 
*CI: confidence interval. No inf. Rate: no information rate, PPV: positive predicted value, NPV: negative predicted value, F1: harmonic 
mean 

 

 

 

 

 

Table 14: Summary of LDA, QDA and RF Models 

 Model 4 Model 5 Model 6 

Measure LDA QDA RF 

Accuracy 0.70 0.72 0.86 

Kappa 0.54 0.56 0.78 

Mean 𝐹1 0.68 0.71 0.86 

Mean balance accuracy 0.76 0.78 0.89 

Mean PPV 0.73 0.75 0.89 

Mean NPV 0.85 0.86 0.93 
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Figure 1: The research framework consists of five stages: collecting features, EPSC, 

variable selection and model preparation, building training model, and predicting and 

evaluation process 
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Figure 2:Density plot for independent variables across EPSC 

 
 

 

Figure 3: Important variables using LDA, QDA and RF methods 
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Figure 4: Important variables using LDA, QDA and RF methods  

 
Figure 5: Tuning length for RF method 
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Figure 6: 97.5% confidence interval for accuracy and Kappa  

 
 
 


