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ABSTRACT 

Circulation in the coastal waters to the west of Scotland was investigated using 

a three-dimensional, primitive equation ocean model. The coastline of this region 

contains many areas of outstanding natural beauty and over 60 sites of special 

scientific interest. This, combined with the fact that the area is heavily used for 

fish farming and shipping and has potential for hydrocarbon exploitation, makes a 

better understanding of the regional oceanography essential. Particular interest was 

devoted to the non-tidal circulation, its seasonal development and its interannual 

variability. 

These features were investigated using a version of the Princeton Ocean Model with 

a spatial resolution of approximately 6 km, and forced with real meteorological data 

from 1997. Model predictions were compared with observational data (CTD sections 

and current meter records) collected during the same year. The model was initialised 

with observational data and was smoothly matched to climatological temperature 

and salinity data at its open boundaries. It was shown that the model correctly 

reproduces the development of thermal stratification throughout the heating season. 

Salinity was reproduced with less success, model results showed less variability than 

observations; explanations can be found in the different physical mechanisms which 

control its temporal and spatial evolution. 

The model was also used to simulate the baroclinic circulation that develops around 

a saline intrusion of Atlantic water in the Sea of the Hebrides, causing bifurcation of 

the northward flow around the Outer Hebrides islands. This feature of the circulation 

has been previously shown by limited deployments of satellite-tracked drifters. The 

model reproduced the Scottish Coastal Current and the recirculation in the Sea of 

the Hebrides showing t he importance of the baroclinic component of the flow. Rates 

of transport were calculated and were in agreement with previous estimates obtained 

with the help of radioactive tracers. 
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Chapter 1 

Introduction 

1.1 General introduction 

Coastal regions are the focal point of man's interaction with the marine environ­

ment. The coastal seas provide food through fishing and aquaculture, and many 

industries are sited at coasts to take advantage of the sea as an economical means 

of transport. Unfortunately the coastal zone is under pressure: the sea is often 

viewed as an economical dump site for industrial and urban waste; over-fishing is 

commonplace with an increasing risk of total fisheries collapse (as occurred on the 

Newfoundland Banks). Oil spills demonstrate how rapidly habitats can be damaged, 

with long recovery times. Consequently, a good understanding of the physical, bio­

logical and environmental behavior of marine coastal system is required for effective 

management. Accurate and reliable observations are needed to develop theories and 

increase our understanding of the shelf seas. These observations can also be used 

to test a new generation of predictive models. Sophisticated numerical models, one 

of which is employed in this work, have been gradually improved over the last three 

decades and are now providing reliable predictions and new theoretical insights. 

The North-west European Continental shelf is home to several of the world's more 

powerful and wealthy countries. The shelf seas are heavily used for commercial pur­

poses with many large ports posing environmental risks. Both the United Kingdom 

and Norway exploit the North Sea for its oil and natural gas. In the same area, 

overfishing has caused a serious depletion of the cod and mackerel stocks, leading to 

a temporary suspension of fishing activities. The regional focus of this study - the 
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Scottish shelf - is an important ground for salmon and shellfish farming and much 

of the Scottish economy depends on these activities. Any pollution incident in the 

waters to the west of Scotland would have severe social and economic consequences. 

Many aspects of the physical oceanography of the Northwest European Continental 

shelf are well known. Tides are very energetic and interact strongly with the bottom 

topography; winds are strong and variable on time scales of atmospheric depressions; 

there is seasonal variability of sea temperature due to solar heating and freshwater 

runoff modifies the salinity (and therefore density) of the shelf waters. However, 

the potentially complex interactions between these factors are less well known and 

represent a challenge for coastal oceanography. The continental shelf remains an 

important area for the validation of theories aimed at improving our interdisciplinary 

knowledge of the marine environment. It is also an ideal site for the application of 

one of the latest generation of numerical coastal ocean models, with the aim of 

contributing towards this understanding. 

1.2 Physics of shelf seas around the UK 

The Northwest European Continental Shelf (see Fig. 1.1 and Fig. 1.2) covers the 

area roughly between longitude 12°W and l0°E and between latitude 50°N and 

62°N. The shelf is divided into two distinct parts by the presence of the British 

Isles; on the western side is the Celtic Sea, the Irish Sea and the Scottish shelf 

including the Sea of the Hebrides. The Irish sea is connected to the Malin and 

Hebridean shelf by the narrow North Channel, to the north of which the Scottish 

coastline is carved by the presence of numerous fjords. The southern end of the Irish 

Sea is connected with the Celtic Sea through St.George's Channel. The bathymetry 

of the whole region is irregular; the Celtic Sea is flat with an average depth of 

around 100 m whilst the Irish Sea is divided in two by a channel which runs from 

South to North for almost all its length. The eastern Irish Sea is relatively shallow 

with depths of 30-40 m whereas the western part is deeper (more than 100 m in 

places). The narrow North Channel has a maximum depth of almost 300 metres. 

Between the Outer Hebrides and the Scottish mainland are the Minches where the 

maximum depth is 170 m in a depression of the Sea of the Hebrides. The North 

Sea lies between Britain and mainland Europe; it has an almost rectangular shape 
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with fairly regular coastlines on its western and souther sides but fjords are found 

on its eastern boundary. Depths range from 25 min the southern German Bight to 

deeper waters of 100 mover most of the basin with 500 min the Norwegian Trench, 

between Denmark and the Scandinavian Peninsula. 

The effect of Earth's rotation has a strong influence on large-scale coastal circula­

tions. Density-driven currents flow with the coastline on the right as in the Scottish 

coastal current (Simpson and Hill, 1986) or the Norwegian coastal current (Mork, 

1981). In other cases rotation combines with topography; Huthnance (1973) showed 

how the tidal flow can frictionally interact with sandbanks to create a mean cir­

culation. Pingree and Maddock (1979, 1980) demonstrated how islands can induce 

residual currents when tides interact with the rotation of the earth. Atmospheric 

forcing also has an impact on shallow coastal seas. Sea level is influenced by at­

mospheric pressure (the inverse barometer effect) and direct set-up due to the wind 

which combine to cause storm surges, often with dramatic effects (e.g. the North 

Sea storm surge of January 1953). The wind can also cause the vertical mixing of 

surface waters and drives currents that are major constituents of the surface cir­

culation. Transport in the North Channel of the Irish Sea has been found to be 

highly correlated with wind direction and speed as demonstrated by measurements 

(Brown and Gmitrowicz, 1995; Knight and Howarth, 1999) and numerical simula­

tions (Davies and Hall, 2000). Wind-driven currents can also interact with baroclinic 

motions such as the blocking and consequent outbreak of brackish water from the 

Skagerrak (Mork, 1981). Finally, major rivers can modify the inputs of buoyancy 

through freshwater runoff as in the Clyde (Rippeth and Simpson, 1996), the Rhine 

(Sousa and Simpson, 1996) or in Liverpool Bay (Sharples and Simpson, 1995). In 

all of these examples the buoyancy forcing affects the circulation ( e.g. modification 

of tidal ellipses or straining of stratification over the tidal cycle). 

For an understanding and analytical treatment of shelf dynamics it is often easier 

to separate the various contributions to the circulation. This implies linearity of the 

system whereas, in fact, the coastal environment is highly nonlinear. Even so, this 

approach is a reasonable starting point that allows individual forcing mechanisms 

to be discussed. First it is helpful to introduce the concept of mean circulation 

(Csanady, 1976), separating periodic and non-periodic motion. Tides have a peri­

odic characteristic with well-defined frequencies and their signals can therefore be 

averaged to obtain what is defined as the residual (non-tidal) flow (Csanady, 1976). 
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In this way the picture of motion obtained contains only the net effect of tides 

(tidal residuals) and the signals of the other forcing factors, mainly the wind-driven 

circulation but with baroclinic (density-driven) processes having a weaker influence. 

1.2.1 Tidal Circulation 

The most important dynamical process of shelf seas is the tide. Tides interact in 

some way with all other processes. They are also an effective way of energy transfer, 

with tidal energy being dissipated through the bottom friction and the mixing of 

the water column. Tides on the European continental shelf are not caused by the 

direct gravitational attraction between the moon, the sun and the earth but by 

a phenomenon of propagation from the deep ocean to the shelf (Huntley, 1980). 

(Taylor, 1919) estimated that only 7% of the tidal dissipation in the Irish Sea is due 

to the direct lunar effect - the main effect being the propagation of the tidal signal on 

to the shelf as a co-oscillating response with the tidal motion of the Atlantic Ocean. 

On this particular shelf, tides are strong; maximum elevation can reach up to 3.5 m 

in the eastern part of the Irish Sea due to amplification by rotation. Currents can 

reach 1-2 m s- 1 in the Irish Sea and in the English Channel. Because of these effects 

the tidal dissipation is high and shelves around the UK are responsible for the loss 

of the 12.5% of the total energy of the world ocean (Simpson and Bowers, 1981). 

This fact has implications for several other processes; it plays an important role in 

the control of seasonal stratification, sediment transport and biological productivity 

(Simpson, 1998). High velocities and shallow waters mean that the large turbulence 

generated because of friction in the bottom boundary layer is capable of penetrating 

the water column for a large portion of its thickness. This availability of kinetic 

energy may cause mixing throughout the water, working against the stabilizing 

effect of stratification. 

The tide on the European shelf is predominantely semi-diurnal and the main con­

stituents are M2 and S2 with periods of 12.42 and 12.00 hours respectively. Figure 

1.3 shows the position of an amphidromic point (a point with no tidal elevation) 

for the M2 in the Atlantic region with co-tidal lines radiating from it. It is possible 

to notice the anticlockwise rotation, in this case the tide propagates from the open 

ocean to the shelf. As soon as it enters the shelf the wave is divided in two, one part 

turning north and the other propagating eastward inside the English Channel. The 
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northward component is subsequently divided in two components. The majority of 

this Kelvin wave follows the west coast of Ireland and propagates on to the Scottish 

Shelf whilst the part entering the Irish Sea is reflected at its northern end. At this 

point the wave turns eastward and southward following the profile of the British 

coast to be reconnected with the wave exiting the English Channel (Howarth and 

Pugh, 1983). This propagation can be seen in Figure 1.4 which shows the co-tidal 

and co-range (elevation) lines for the M2 constituent. There is a degenerate (inland) 

amphidromic point on the southeast coast of Ireland and another in the vicinity of 

Islay, west of Scotland. In the North Sea there are three amphidromes, one close to 

the English Channel, one in the southern North Sea off Denmark and a degenerate 

amphidrome in southern Norway. The pattern of the 82 tidal component is similar 

but, because of the differences in wave propagation due to the different periods, 

there is a periodical displacement of the total semi-diurnal amphidromic point over 

the spring-neap cycle (George, 1980). The propagation of t ides (neglecting advec­

tive and friction terms in the momentum equations) can be expressed as progressive 

Kelvin waves (see for example Pugh, 1987). Amphidromes result from the interfer­

ence of an incoming and a reflected wave. The displacement of amphidromes to the 

left of the inward propagation direction is because there is less energy (or amplitude) 

in the reflected wave due to friction. 

At a given location the tidal velocity can be decomposed (e.g. Soulsby, 1990) into 

two rotary vector components R + and R_ , each with a constant magnitude and 

rotating anticlockwise and clockwise respectively. A vertical profile of velocity can 

be obtained and this profile is dependent on the vertical exchange of momentum 

(through eddy viscosity) which is an intrinsic characteristic of the flow and of the 

water conditions. Seasonal stratification (because of solar heating) is responsible 

for changes in the profile of the eddy viscosity, with a reduction of its value in 

the thermocline (Howarth, 1998) and the possibility of decoupling layers above and 

below the thermocline. In the Rhine ROFI (Region Of Freshwater Influence) system, 

high freshwater runoff is responsible for stratification and buoyancy forcing of the 

top layer of the water column (Simpson and Souza, 1995); in this case the pycnocline 

causes a reduction of eddy viscosity. Consequently the rotary characteristics of tidal 

ellipses change below and above the pycnocline, due to the different thicknesses 

of the boundary layers for clockwise and anticlockwise components (Simpson and 

Souza, 1995). Other dynamical interactions between stratification and tidal flow can 

be detected in ROFis. In the Liverpool Bay a marked semi-diurnal oscillation in the 
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stability of the water column is observed - "tidal straining,, (Simpson, 1998). For 

one part of the tidal cycle low density water is moved over denser water - increasing 

stratification - but when dense water is advected over the fresher water the resulting 

instability destroys stratification. 

Tidal energy also plays an important role in governing the seasonal cycle of strat­

ification in some locations of the European Continental Shelf, where competition 

develops between tidal mixing and the stabilising effect of buoyancy generated by 

solar heating and fresh water contributions. Tidal mixing fronts are well-observed 

phenomena around the British Isles (Simpson and Hunter, 1974; Pingree and Grif­

fiths, 1978), where one finds very sharp horizontal gradients of temperature and 

salinity. They are caused by the differential response of shelf seas to the combina­

tion of tidal mixing and solar heating. During spring and summer the water column 

gains buoyancy due to solar heating but in some areas tidal currents are strong 

enough to overcome this stratification and the water is well mixed throughout the 

year. In other areas where tides are weak stratification is established. Tidal fronts 

mark the boundary of the two different regions. 

A parameter which represents the stability of the water column due to stratification 

is the potential energy anomaly, V (Simpson et al., 1978; Simpson and Bowers, 

1981) defined as 

0 

V = j (p - p)gz dz 

- h 

where p is the density, z the vertical coordinate, g the acceleration of gravity and 75 
the mean density throughout the vertical 

(1.2) 

where h is the depth. Solar heating and fresh water inflow contribute to negative 

changes in V , increasing the stratification (Simpson and Bowers, 1981). It is 

possible to relate the rate of change of the potential energy to the power dissipated 

by wind and tides and the rate of change due to contribution of solar heating 

(Simpson and Hunter, 1974). Assuming that only local processes are controlling 
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this balance (i.e. neglecting advective terms), the transition region between mixed 

and stratified water is where the rate of change of V is zero. When tides dominate 

over wind and the variations of Q with latitude are negligible, it is possible to 

obtain the Simpson-Hunter stratification parameter (Simpson and Hunter, 1974) 

h 
x=­

u3 
(1.3) 

where his the depth and u is the modulus of the tidal velocity. This parameter has 

been shown to be a good indicator of the position of tidal fronts on the European 

shelf. The frontal location corresponds to a critical value of the parameter which 

needs to be deduced from observations (Le Fevre, 1986); the critical value on the 

western part of the European shelf is logx = 2.7 (Simpson and James, 1986). Pin­

gree and Griffiths (1978) used a numerical model to estimate the distribution of x 
around the British Isles and found the predicted frontal locations agreed well with 

satellite pictures. 

If the wind stress is low, the stability of the water column is modulated by the spring­

neap cycle, when tidal velocities in most places change by a ratio of approximately 

two with consequent modification of the stirring, which is proportional to the cube 

of the velocity. A fortnightly modulation of the frontal position should be expected 

to compensate for the change in u. This modulation in reality is not marked and the 

real frontal movement is only few kilometres (Simpson, 1998), around a third of the 

predicted displacement. This phenomenon can be explained using models where the 

efficiency parameters E and o are not constant but are functions of the existing level 

of stratification (Simpson and Bowers, 1981; James, 1977); with a constant efficiency 

model the parameters and can be estimated to be around 0.004 and 0.0007 (Bowers 

and Lwiza, 1994). Similar values have been obtained from Elliott and Clarke (1991) 

which used them for the adjustment of the frontal positions in their simulation of 

the seasonal stratification on the European shelf (Elliott and Clarke, 1991). 

Tidal processes are important for the dynamics of the shelf, being a major contrib­

utor of the energy balance and cause of mixing processes. The long-term average 

of tidal currents at a given point is not always zero - there can be a net circulation 

through tidal residuals. Tidal residuals are generated by the rectification of the 

oscillatory currents (Robinson, 1983); the flow interacts in a nonlinear way with the 

bathymetry and with the coastline. The circulation produced is, in general, one or 
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two orders of magnitude less than the tidal flow but it represents a contribution to 

the long term circulation as showed by Prandle (1984) in a numerical investigation 

of the North-West European shelf. 

1.2.2 Wind forced circulation 

Winds represent the other main source of energy for coastal seas. Momentum is 

exchanged between the atmosphere and the sea when wind blows over its surface. 

In the open ocean, where t ides are weak, the long term circulation is the com­

binat ion of the wind-driven circulations and the thermohaline circulation. Winds 

are the major contribution to the energy budget at the surface, where exchange 

of momentum between the atmosphere and the ocean take place. In deep water, 

where the penetration of the wind is negligible, the circulation is mainly driven by 

density gradients existing between masses of sea water with different thermohaline 

characteristics. On the continental shelf wind is also responsible for aspects of the 

circulation where its effects can be even more dramatic because of the size of the 

system and its relatively shallow depth. Wind exerts a stress on the sea surface and 

the momentum is transmitted downward through frictional effects; if one considers 

a constant wind blowing over an infinite ocean and further assumes a constant eddy 

viscosity then the well-known Ekman spiral solution can be derived from the hori­

zontal momentum equations (see for instance Pond and Pickard, 1978). The Ekman 

depth, denoted De (see (1.10)), is a measure of the penetration of the wind stress 

down the water column (i.e. it is an estimate of the thickness of the surface layer 

that is strongly influenced by the wind). In Ekman's theory, surface currents are not 

parallel to the wind but at an angle of 45 degrees with its direction - a fact which 

was observed by Nansen during an expedition in the Arctic region at the beginning 

of the 20th century. The simplifying conditions required for Ekman's solutions are 

not obtained in reality, but the approach provides a useful understanding of the 

effects of wind on the sea surface. Observations in fact suggest the angle between 

surface velocity and wind to be around 15 degrees (Davies and Jones, 1992). 

The wind-driven circulation of the northwest European continental shelf has been 

extensively investigated, both with observations and models. The Celtic and Irish 

Seas have been modelled by Davies and Jones (1992), whilst the North Channel 

of the Irish Sea was subject to current measurements by Brown and Gmitrowicz 
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(1995) and by Knight and Howarth (1999). Xing and Davies (1996c) studied the 

long term flow on the Malin Shelf and the contributions of winds to it and the 

North Sea was investigated by Maier-Reimer (1977). Pingree and Griffiths (1980) 

studied the circulation of the entire shelf using a two-dimensional model forced with 

a constant wind stress and the M2 tidal component. Figure 1.5 reproduces their 

results with constant southwesterly and southeasterly winds: both conditions cause 

a clockwise circulation around the British Isles and an eastward transport in the 

English Channel; water enters the North Sea from the north and through the Fair 

Isle channel, between the islands of Shetland and Orkney. The main differences are 

found in the North Sea in the area of the Skagerrak where the Baltic Sea outflow is 

affected by wind direction. This has implications for the Norwegian Coastal Current 

(Mork, 1981). 

1.2.3 Density driven circulation 

Density driven currents can play an important role in shelf sea circulation as for 

example in the exchange between the Black Sea and the Mediterranean. In coastal 

seas a major factor for the modification of the density structure is the input of 

buoyancy, due principally to the seasonal cycle of heating and cooling and to lateral 

input of fresh water by rivers. Heating and cooling processes affect the whole shelf 

but temperature change is highly dependent on bottom topography and latitude -

Elliott et al. (1991) compiled a monthly archive of bottom and surface temperature 

and showed correlation with depth and latitude. It is useful to consider some length 

scales and non-dimensional parameters which characterise the physics of stratified, 

rotating fluids. Firstly, it is important to consider the stability of the water column. 

In a stratified fluid when a vertical displacement takes place, the response of a 

parcel of water depends on whether the water column is stable, unstable or neutral. 

A measure of this stability is given by the buoyancy frequency, or Brunt - Vaisala 

frequency, N defined as 

(1.4) 

where p0 is a reference density. Physically N represents the adjustment frequency of 

a parcel of water in purely vertical motion (Gill, 1982). According to the sign of the 
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expression the fluid is stable, unstable or neutral. In the presence of a strong stable 

stratification vertical mixing can be inhibited; the parameter that estimates the 

competition between stratification and mixing is the gradient Richardson Number 

~ defined as 

N2 
~=------~! 

( (~~)2 + (i~)2) 2 
(1.5) 

For values of~ > 0.25 vertical turbulent exchanges are suppressed. 

Another useful parameter is the baroclinic Rossby radius of deformation rd defined as 

(1.6) 

where J is the Coriolis parameter, g' and h the reduced gravity and a depth scale 

respectively. For a simple two-layer fluid g' can be expressed as 

(1.7) 

This parameter is the natural length scale for baroclinic processes in a rotating 

fluid. The Burger number Bu is the ratio between the width of a coastal current L 

and the Rossby radius defined in (1.6) 

(1.8) 

The Ekman number E is defined as 

(1.9) 

where De is the Ekman depth defined as. 

(1.10) 
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where K is a coefficient of eddy viscosity and f the Coriolis parameter. 

A coastal current is the result of disruption of geostrophic adjustment by the coast­

line (Hill, 1998). The presence of a coast interferes with this process of spreading 

and deflection (by Earth's rotation) of a low density mass of fluid. On the North­

west European Shelf one finds the Scottish coastal current (Simpson and Hill, 1986) 

and the Norwegian Coastal Current (Mork, 1981). Both flow northwards along their 

respective coastlines due to the rotation of the earth, and both are affected by winds. 

The main difference is related to their Ekman's number. The Scottish current has 

large E so the mixed layer reaches the bottom and the flow is strongly steered by 

the bottom topography (Simpson and Hill, 1986; Hill and Simpson, 1989). In the 

Norwegian case, the current is in relatively deep water and the Ekman's layer does 

not penetrate the whole water column so a wedge of less salty water flows along the 

coast. The Norwegian current exhibits baroclinic instabilities due to its Burger num­

ber which is less than 1. These instabilities have been observed and also modelled 

(Oey and Chen, 1992a,b). 

Other types of coherent baroclinic structure can be found on the shelf. In some 

locations, strong horizontal density gradients (fronts) occur both at the sea surface 

and at the bed, as discussed previously (§ 1.2.1). Two examples of this kind are the 

seasonal gyre in the western part of the Irish Sea (Hill et al., 1994) and the Islay 

front on the Malin shelf (Simpson et al., 1979). The first example has been widely 

studied and modelled (Hill et al., 1994, 1996, 1997a); in this part of the Irish Sea the 

water column can develop stratification during the year. The spatial variation in 

topography and tidal currents causes a dome of cold, dense water to form every year 

which persists until it returns to the mixed state in late autumn because of cooling 

and strong wind mixing. This lens of dense water triggers a cyclonic circulation 

which has been observed with satellite tracked drifters (Horsburgh et al., 2000). 

Modelling studies show unequivocally that this circulation is baroclinic (Horsburgh 

et al., 2000). 

Frontal circulation presents distinctive aspects which can be observed (Simpson 

et al., 1978, 1979). Fronts are a zone of convergence; debris and foam can be seen 

at the surface of a front (Simpson and James, 1986) and upwelling can be observed 

from the temperature minima in the frontal area (Simpson et al., 1978). Baroclinic 

instabilities such as eddies can be observed in satellite pictures (Simpson et al., 1978). 

Dynamically fronts are, to a first approximation, in geostrophic equilibrium (Hill 
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et al., 1993) dominated by the presence of a current parallel to the front (flowing with 

the stratified water on its left). This along-front jet is one of the most pronounced 

characteristics of frontal circulation and speeds can reach 0.1-0.2 m s- 1 (Hill et al., 

1993) , but it is also one of the most difficult to measure due to the strong tidal 

background. Some observations were collected for the Islay front (Simpson et al., 

1978) and for the Flamborough front, during the North Sea Project (Lwiza et al., 

1991); in the first case drouge buoys were employed whilst ADCP instruments were 

used in the North Sea. Observations of the Flamborough front showed an along­

front jet of 0.15 m s-1
, much stronger than the cross-front component (Lwiza et al., 

1991). 

The geostrophic equilibrium is disrupted by friction, which tends to decelerate the 

along-front jet thus creating an imbalance in the pressure field leading to a sec­

ondary cross-frontal circulation (Hill et al., 1993). Various modelling approaches 

have been undertaken to explain the frontal circulation since observations are dif­

ficult to conduct. James (1978) demonstrated the existence of the along-front and 

cross-front flow with the help of a two-dimensional numerical model. Starting with 

simple but realistic field of density, he obtained a two cell circulation in the plane 

normal to the front with associated convergence in the frontal zone and upwelling of 

cold water (James, 1978). The importance of frictional effects on frontal circulation 

was investigated by Garrett and Loder (1981); their study showed the relationship 

between the Ekman number and the strength of the cross-frontal flow. With their 

diagnostic model they achieved results similar to those of James (1978). Their pre­

dictions showed the upwelling of cold water on the well mixed side in accordance 

with the observations carried out by Simpson et al. (1978). Other mechanisms for 

cross-frontal exchange of properties were analysed in this investigation showing that 

wind could play a secondary role in the transfer along with barotropic and baroclinic 

eddies. 

1.2.4 Long term circulation 

Long term circulation may be defined as the shelf circulat ion averaged over a long 

period of time so that periodical contributions (such as tides and any high frequency 

signals) are minimised or eliminated. Historically, many studies of the circulation, 

transport pathways and residence times in the Irish Sea and on the Scottish Shelf 
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have been based on the transport of radioactive caesium 137 Cs released into the 

Irish sea from the Sellafield nuclear reprocessing plant (Jeffrey et al., 1973; McKin­

ley et al., 1981; McKay et al., 1986). A model study (Prandle, 1984) covered the 

whole shelf with a two-dimensional hydrodynamic model to reproduce the horizontal 

mixing of 137 Cs; the model was forced for 17 years with the M2 tidal component and 

with annual wind stress. The model runs covered different combinations of wind 

stress and were used to infer the residual circulation. The results agree qualitatively 

with fig. 1.6. The pattern is for a clockwise circulation around the British Isles; 

water flows from the Celtic sea into the Irish Sea and the Sea of the Hebrides and 

later turns eastward inside the North Sea. The residual flow in the North Channel is 

around 0.02-0.03 m s-1 (Knight and Howarth, 1999) and can be correlated with the 

wind but cannot be fully described as a wind-driven motion (Brown and Gmitrow­

icz, 1995). Density gradients also play an important role as a driving mechanism 

(Brown and Gmitrowicz, 1995). Irish Sea water moving on to the Malin Shelf mixes 

with water exiting the Clyde Sea, which is less dense due to fresh water inflow (Poo­

dle, 1986). On the Scottish shelf the flow remains northward consistent with the 

existence of a coastal current (Simpson and Hill, 1986). 

Fig. 1.6 illustrates that shelf circulation is not a closed system but is significantly 

influenced both dynamically and in terms of exchanges with the ocean. Tides prop­

agate from the deep ocean into the shelf, generating the co-oscillating response 

(Huntley, 1980) and in the process undergoing amplification in both elevation and 

currents (Clarke and Battisti, 1981). Because the continental slope is usually par­

allel to the coast and the Taylor-Proudman theorem states that geostrophic flow 

cannot cross isobaths (Brink, 1998), the slope could act as an insulator between the 

shelf and the deep ocean and prevent exchange. In reality, friction and baroclinic 

instability ensure shelf-ocean exchanges. Hill (1995) has demonstrated that leakage 

of barotropic slope currents on the shelf is possible when there is an increase of slope 

in the direction of the current flow. This fact is directly applicable to the North­

west European Shelf; a slope current has been extensively observed and studied 

(Ellett and Martin, 1973; Booth and Ellett, 1983; Dickson et al., 1986; Huthnance, 

1986). These measurements show the existence and the persistence of a slope current 

which flows northward along the shelf edge with a velocity of typically 0.16 m s- 1 

(Booth and Ellett, 1983) driven by an along-slope pressure gradient (Huthnance, 

1981). There is evidence which suggests that the Scottish slope current spreads over 

the shelf, especially in winter and autumn (Booth and Ellett, 1983; Ellett et al., 
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1986). Xing and Davies (2001) employed a three-dimensional model with realistic 

topography and bathymetry and showed that the slope current can intrude onto 

the continental shelf and in the Irish Sea through the North Channel. Several other 

dynamical processes (e.g. internal tides and internal waves) occur at the shelf edge 

which permit an exchange of properties with the ocean (for a review of these shelf 

exchange properties see Huthnance, 1981). These complex exchange processes are 

difficult to quantify and, consequently, to model in a realistic way. 

1.3 The role of 3D baroclinic models in the 

simulation of shelf seas circulation 

A large number of three-dimensional hydrodynamic ocean and coastal models are 

now available to the scientific community. Due to the non-linearity of the equa­

tions describing fluid motion, in general analytical solutions are rarely available and 

numerical solutions are required. For this purpose various techniques have been 

created: equations have to be transformed in a discrete form and then numerically 

integrated in a number of different ways. Finite difference methods are used in the 

Princeton Ocean Model (Blumberg and Mellor, 1987) and also in so-called spectral 

models (Davies et al. , 1997a). Recently the finite element approach has been uti­

lized for its ability to cope with fine resolution and convoluted coastlines together 

with boundary fitted co-ordinates, as for example in the QUODDY (Ip and Lynch, 

1994) or SCRUM (Song and Haidvogel, 1994) models but this approach is still under 

investigations and testing and there are still few case studies to allow a complete 

evaluation of their performances in three-dimensional baroclinic problems. 

The coastal environment represents a big challenge for these tools. Shelf seas are 

highly baroclinic and the temporal and length scales of physical processes cover 

various order of magnitude. Eddies and frontal systems have a length scale of tens 

of kilometres and span days or even months whilst turbulent dissipation occurs on 

scales of the order of the centimeter or less and has a characteristic timescale of 

seconds. On a larger scale, the continental shelf is subjected to different barotropic 

motions like storm surges or tides which contain most of the energy on the shelf. All 

these processes need to be resolved (or parameterised) and this make their simulation 

demanding from a computational and theoretical point of view. 
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Coastal modelling is a valuable mathematical tool for the understanding of the 

physics of shelf seas and many coastal theoretical problems have been investigated 

with models. (Tee, 1994) studied the process of topographic rectification with the 

help of a two-dimensional model and he was able to investigate the contributions 

of various forcings and the effects of upwelling and downwelling on the residual 

circulation. Xing and Davies (1999) investigated the behaviour of a river plume 

under the action of wind with a variety of turbulence closure schemes, wind stresses 

and bathymetries. Kourafalou et al. (1996a,b) described the fate of a river plume and 

its transport due to meteorological forcing. Zavatarelli and Mellor (1995) studied 

the seasonal dynamics of the Mediterranean Sea and the formation of deep water 

in the same basin. Davies (1997) and Davies and Kwong (2000) investigated tidal 

mechanisms such propagation and dissipation with the help of a spectral model 

covering the whole European shelf, with results in agreement with observations. 

Early models of the physics of the shelf were primarily concerned with barotropic 

processes. Due to their two-dimensional nature, shallow-water linear equations could 

be used. These models were employed to investigate storm surges on the European 

shelf (Heaps, 1969) or the propagation of tides (Flather, 1976). Results were in good 

agreement with observations but their resolutions were coarse and other important 

phenomena were not simulated. With the increase of computer power and its avail­

ability, these models developed allowing three-dimensional equations of motion to 

be used (Davies, 1987) . Density gradients and stratification were included in simu­

lations and the models became more realistic. With three-dimensional models it is 

possible to investigate the vertical profile of coastal currents that had previously been 

described by depth average velocities. Such models also allow surface and seabed 

boundary layers, or Ekman's layers. In coastal waters, density evolves in time both 

horizontally and vertically and driven-density currents are an important component 

of shelf sea flow, so a prognostic description of the salinity and temperature fields 

is needed for realistic simulations. The correct simulation of density-driven features 

like those previously described (§ 1.2.3) is a stern test for coastal ocean models. 

These features are highly non-linear and require an accurate specification of buoy­

ancy fluxes at the surface and later boundaries so that sources of fresh water must 

be accounted for modelled in a realistic way with the help of observations; moreover 

it relies on the correct description of processes such advection and diffusion which 

are not easily reproduced numerically. 
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A key factor in the accuracy of coastal simulations is the resolution of the model. The 

typical length scale for some baroclinic processes (Gill, 1982) is the baroclinic Rossby 

radius rd as defined in (1.6). The internal Rossby radius is the appropriate length 

scale for coastal modelling (James, 1990) and it is the minimum scale required for 

resolving baroclinic phenomena like frontal and coastal current instabilities. This 

has implications for the computer power needed, especially if a simulation of the 

whole continental shelf is required at middle-northern latitude where rd is of the 

order of 10 km or less. 

A grid chosen with this parameter in mind could still be too coarse if the spatial 

variability of currents is of the order of 1 km as, for example, in the North Channel 

(Davies and Hall, 2000) . The spatial resolution can automatically define a constraint 

on the temporal resolution of the model, when using explicit algorithms; for example 

the CFL (Courant-Friedrichs-Levy) condition determines the maximum time step 

to obtain a stable solution (see for instance Kowalik and Murty, 1993). When high 

resolution is only required in a local region, or subsection of the domain, then it is 

possible to use a nested grid in which a fine resolution grid is placed inside a coarser 

resolution grid. This approach was implemented for the Norwegian Coastal Current 

(Oey and Chen, 1992a), although there was no two-way coupling between the grids. 

Resolution constraints can also be overcome by the use of finite element methods, 

which have finer resolution on the area of interest, or by using implicit algorithms 

which are stable for every time step. Coastal models must also generate and maintain 

sharp density gradients. When the dynamical equations are transformed to allow 

their numerical integration, errors are introduced into the solution especially in that 

part responsible for the advection of scalars such as salinity and temperature. This 

can result in unphysical smoothing or overshooting (ripples) in the scalar fields 

(Kowalik and Murty, 1993). Numerical schemes designed to correct or minimize 

these problems will be discussed in detail later. The drawback of these corrective 

schemes is the large increase in computational time required. 

A major uncertainty in the accurate modelling of the vertical structure of the flow 

is the specification of vertical momentum exchange. Shelf sea flows are turbulent 

and Reynolds stresses are the manifestation of turbulence in the governing equa­

tions (Gill, 1982). The Reynolds stresses can be related to the characteristics of 

the mean motion through various closure hypotheses (see Jaw and Chen, 1998, for 

an overview). However the theoretical formulation of these closure schemes, and 
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their application in models, is complicated and demands computational effort. A 

variety of such schemes have been tested against measurements in laboratories and 

in situ (Burchard et al., 1998). In models, eddy coefficients can be explicitly de­

fined through an algebraical formulation (e.g. Proctor and Davies, 1996) or they 

can be calculated with the Mellor-Yamada 2.5 closure scheme (Mellor and Yamada, 

1982) which is implemented in various coastal models including the Princeton Ocean 

Model (Blumberg and Mellor, 1987). 

Models are valuable for testing theories and for providing the temporal and spatial 

coverage unobtainable by observations. They can also provide insight into processes 

that are intrinsically difficult to measure due to the spatial or temporal scales in­

volved or simply because the observat ions required are expensive or difficult to carry 

out. Frontal systems are one example where long-term observations are difficult for 

a variety of practical reasons and the controlling physics are complicated. Yet under­

standing of the mechanics of fronts, including convergence and cross or along-frontal 

flows can be helpful for a variety of environmental reasons (Hill et al., 1993). In cases 

like these, coastal models are useful tools provided that they are validated at the 

same time with observations. Ideally these observations should be collected on a 

very fine temporal and spatial grid so to have a huge ensemble of data for the vali­

dation but this approach is not always viable for economical and technical reasons. 

Careful thinking must be given to locations and temporal length of deployment; a 

comprise could be reached if the boundaries of the regions are sampled. In this case 

these data would be a twofold purpose, to be used for validation and also as driving 

forcing for simulations. For coastal simulations, such t he one presented in this work, 

these locations should be close to the coast to take into account and to measure the 

effects of sources of fresh water on the circulation. Another critical region is t he area 

between open ocean and shelf sea so that is possible to determine and later incor­

porate the exchanges at the open boundaries (see later discussion). The temporal 

deployment should at least annual , to resolve the seasonal development of t he area 

of interest. 

1.4 Aim of the study and layout of the thesis 

The Scottish Shelf is the main object of investigation in this modelling study and the 

main tool is an application of the Princeton Ocean Model (POM). In this chapter 
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a brief description of the dynamical processes affecting the circulation of shelf seas 

has been given, with a focus on the northwest European continental shelf. The 

European shelf has undergone fairly extensive study but the Scottish Shelf has been 

relatively neglected. Observations there are sparse and sporadic and models have 

been applied only for tidal or wind-driven simulations (Proctor and Davies, 1996; 

Xing and Davies, 1996c). No full baroclinic seasonal simulation of the area has been 

attempted to date. This study makes a contribution towards understanding of the 

full seasonal dynamics of this region. Seasonal cycles of salinity and temperature will 

be simulated and their contribut ion to the density structure will be investigated. The 

annual variability of circulation and transport in the region will also be modelled. 

Particular attention will be given to well-observed features - the t idal mixing front 

on the Malin Shelf and the recirculation in the Sea of the Hebrides. 

The influence of wind direction and strength, inflow from the Scottish Shelf and 

local density structure on the recirculation in the Sea of the Hebrides will all be 

investigated. The variability of transport through this particular region will be 

also studied for its importance and implications for the biology of the region ( e.g. 

Nephrops larval retention, fish farming and the potential management of oil spills 

or waste dispersion) . A model investigation into the development of the Islay front 

will also be carried out, from its establishment in spring unt il its breakdown in 

autumn due to the seasonal cooling. As previously mentioned, observations (Hill 

and Simpson, 1989) show that a distinct salinity front coexists with the thermal 

front. One of the aims of this study is to study their interaction during the seasonal 

development. A final aim of this study is to assess the feasibility using the Princeton 

Ocean Model for coastal simulations where baroclinic effects make an important 

contribution to the general circulation. 

• This introductory chapter provides a brief summary of the physics of the 

coastal sea with special attention to t he processes operating on the northwest 

European shelf, including density-driven effects. 

• The second chapter will deal with the regional oceanography of the area under 

examination. Its seasonal cycles of thermal and haline stratification, and their 

interaction, will be described. The regional circulation will also be described 

on the basis of the available observations. 
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• The third chapter will give a thorough description of the Princeton Ocean 

Model, including a discussion of previous applications and results from the 

literature. Then its configuration for the region will be outlined along with 

descriptions of the initial and boundary conditions, meteorological forcing and 

temperature and salinity fields at the open boundaries. Modifications to the 

original code will be highlighted. 

• The fourth chapter will be concerned with validation of the model, especially 

the comparison between observed and modelled tidal currents and elevations. 

As previously stressed, tides are the major source of kinetic energy on the shelf 

and are also responsible for other effects such as the position of tidal mixing 

fronts. In this study, accurate reproduction of the tidal characteristics is a 

necessary condition for the correct simulation full seasonal cycles of the other 

properties. 

• The fifth chapter will present detailed results from a full seasonal simula­

tion and will make comparisons with observations in the area, to evaluate 

the overall performances of the model when simulating the seasonal cycle of 

temperature and salinity. 

• The sixth chapter will concentrate on the Islay front, and the model perfor­

mance regarding the simulation of this important baroclinic structure. Ob­

servations and model results will be compared and discussed, with particular 

interest in the long term circulation present in the Sea of the Hebrides. The 

seasonal variation of the transport through the Minch will be described and 

results will be compared with the few observations available. 

• The seventh chapter will recap and discuss the overall work produced within 

this study. The performances of the model will be evaluated. There will follow 

a general discussion which will include directions for future work. 
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Figure 1.1: The North-west European Continental Shelf: Locations and Names. 
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Figure 1.2: Bathymetry of the North-west European Continental Shelf: countour 
levels at 50, 100, 200, 500, 1000 and 2000 m. 
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Figure 1.3: Estimated position of the North-Atlantic amphidromic point for M2 

(from Huntley, 1980). 
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Figure 1.4: Co-tidal and co-range chart for M2 in the North-west European Con­
tinental Shelf. Solid lines: co-tidal lines showing phase lag in degrees relative to 
passage of the moon over Greenwich; dashed lines: co-range, underlines numbers 
show range in feet (~ 0.3 m) (from Huntley, 1980). 
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Figure 1.5: Simulated residual flows on the North-west European Continental Shelf 
for a) constant southwesterly and b) southeasterly winds (from Pingree and Griffiths, 
1980). 
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Figure 1.6: Long term circulation on the North-west European Continental Shelf 
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Chapter 2 

Regional Oceanography 

2 .1 Introduction 

The Scottish shelf is located between latitude 55°N and 59°N and longitude 4°W and 

8°W (Figure 2.1) and includes the Malin Shelf in the South and the Hebridean shelf 

to the north. This region includes a part of the Scottish mainland and some islands: 

in particular the chain of the Outer Hebrides and Inner Hebrides. Together they 

form the area known as Hebridean waters which include the Sea of the Hebrides, 

the Little Minch and the North Minch (the channel formed by the Outer Hebrides 

and the mainland) . It has been shown that several distinct masses of water meet on 

this shelf, with different thermohaline characteristics (see for example McKay et al., 

1986) . Interactions of these waters with the topography and the seasonal cycle of 

heating and cooling give origin to the seasonal pattern and circulation observed 

in the region. As discussed in the previous chapter there is a weak northward 

residual circulation which follows the Scottish coast and there are two major coherent 

structures observed in the region: the recirculation cell in the Sea of the Hebrides 

and the tidal mixing front on the Malin Shelf, between Malin Head and Islay. The 

former is a constant feature which consists in the diversion of part of the northward 

flow when it reaches the Sea of the Hebrides while the latter is, in part, a seasonal 

feature which is observed mainly in spring and summer. 

The aim of this section is to supply some background on the physical oceanography 

of the area and describe its seasonal variability. Some observations are presented 

together with some regional studies but it remains important to stress that there 
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are few observations available in the region and that temporal and spatial coverage 

is sparse and discontinuous. Knowledge of the long term circulation comes largely 

from radioactive tracers released from the reprocessing nuclear plant at Sellafield 

(Cumbria) on the English coast of the Irish Sea. Observations (McKinley et al., 1981; 

McKay et al., 1986) and models (Prandle, 1984) enabled features of the flow and 

residence time to be estimated. Temperature and salinity fields were also measured 

during these cruises but detailed seasonal coverage is lacking. One of the aims of this 

numerical investigation is to clarify important physical aspects of this region which 

contains 11 designated National Scenic Areas, (NS As) and many other areas of great 

importance for animals, especially birds, and plants (Bryan, 1994). The region of 

the Minch is also important for the whole Scottish economy, being the location of 

most of the Scottish fish farming operators and of important fishing ports (Bryan, 

1994). 

2.2 Topography and bathymetry 

The eastern boundary of the area is the Scottish mainland where the coastline is 

very complicated (Fig. 2.2), due to the presence of glacial valleys that have become 

fjords and sea lochs. These lochs have typical depth from 100 m to 200 m with the 

deepest reaching 316 m (Ellett and Edwards, 1983). This complex bathymetry can 

affect dynamical processes such as tides: each basin can respond in a different way 

when t idal waves propagate inside lochs. The different wave propagation routes, 

phases and ranges causes sea level variations which drive currents. In addition, 

topographic features are sources of enhanced turbulence and can interact with tidal 

flow (Huthnance, 1973). The western boundary to the region is open; both the 

Hebridean and the Malin shelves are in direct contact with the Atlantic Ocean. 

The continental slope is situated in this area, where there is a sharp change in 

bathymetry and a continuous slope current as discussed in the previous chapter. At 

about 58°N the continental slope changes orientation from north-south to northeast­

southwest, which is the maintained for about 900 km (Jones et al., 1986). This is 

reflected also in a change of the morphology of the continental margin and of the 

orientation of the Outer Hebrides which run parallel to the new slope direction. 

To the south, the Hebridean region is bounded by Ireland and the narrow North 

Channel ( 20 kilometres wide in its narrowest). The depth of this channel ranges from 
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20 m to about 250 m. Finally the northern boundary is completely open and allows 

exchanges of properties between inner shelf and outer shelf water. In conclusion the 

Scottish shelf is a region bounded by one rigid and three open boundaries which are 

responsible for the interaction with the Atlantic ocean and the Irish Sea. 

2.3 Tides 

The area is subject principally to the action of tides of the Atlantic ocean, as ex­

plained in the previous chapter. Tidal motion inside the region is not related directly 

to the action of gravitational forces but due to a co-oscillating response of the shelf 

seas to the tides generated in the ocean (Huntley, 1980; Ellett and Edwards, 1983). 

Inside the Hebridean Shelf the tide can be described by a standing long wave (Ellett 

and Edwards, 1983) with a semidiurnal period and a wavelength of 1300 km so that 

a bulge or a trough alternately covers the Inner Hebrides region which extends for 

almost half a wavelength. A large difference in the spring-neap cycle characterises 

the southern part of the region. Adjacent to the island of Skye the neap range is 1.6 

m while the spring one is 4.5 m, whereas near Kintyre the respective elevation values 

are 0.5 m and 1.6 m (Ellett and Edwards, 1983). From observation (George, 1980) 

it is possible to infer the presence of an amphidromic point between Islay and the 

coast of Ireland, at the northern end of the North Channel. Here, tidal amplitudes 

are small compared with other areas within the shelf. Generally, shelf tides are dom­

inated by semi-diurnal constituent and elevations of this component are normally 

ten times greater than those of diurnal components (Huthnance, 1986). Near the 

shelf edge other characteristics are seen: in the area of St. Kilda and the Outer 

Hebrides diurnal currents are comparable with semi-diurnal currents because of the 

properties of propagation of continental shelf waves (Cartwright et al., 1980a,b). 

The water in the North Channel is well mixed all the year round, due to the strong 

tidal current there, whereas further west on the Malin shelf seasonal stratification 

due to solar heating develops. The sharpest gradient (front) between the stratified 

and mixed waters is observed near the island of Islay and is clearly visible in satellite 

pictures (Simpson et al., 1978). There are two distinct aspects to the Islay front 

(Hill and Simpson, 1989); the haline front is generated by the difference of salinity 

between the Atlantic and the coastal waters. This feature is present throughout the 
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year although it is not static and a seasonal adjustment can be observed (Hill and 

Simpson, 1989). The thermal signature of the front is typically seasonal (Simpson 

et al., 1979; Hill and Simpson, 1989) and can be interpreted as the interplay between 

the seasonal cycle of stratification and the turbulence generated by tides, as already 

discussed in the previous chapter. 

2.4 Mean Circulation 

Composite observations show that the mean circulation on the Scottish shelf is 

mainly northward. Craig (1959) used drifting bottles, and salinity and temperature 

measurements, to sketch the main features of the surface circulation (figure 2.3). 

The Irish Sea water flows northward, exiting the North Channel; on the Malin shelf 

it encounters Atlantic water establishing the haline front. When the flow reaches the 

chain of the Outer Hebrides there is a diversion; part of the flow passes through the 

Sea of the Hebrides and the Little and North Minches. The other part is deviated 

westward and circulates around Barra Head to continue northward, on the western 

side of the Outer Hebrides as illustrated in Fig. 2.4. At the north end of the chain 

the flow rejoins, after an Atlantic intrusion in the North Minch (Craig, 1959), and 

proceeds around the Scottish coast. The overall picture is compatible with the flow 

of a coastal current under the influence of the Coriolis force (Simpson and Hill, 1986). 

Several mechanisms combine to give this flow. Wind driven currents and (with a 

minor contribution) tidal residual currents play an important role as generating 

mechanisms for the observed pattern; it is possible to distinguish between local 

effects (such tidal rettification and local wind induced currents) and far field effects 

where there is a contribution from regions far from the Scottish shelf. Xing and 

Davies (1996c) investigated the importance far field effects generated by winds in 

the dynamics of this particular shelf, showing their importance in the region. Brown 

and Gmitrowicz (1995) also discussed the importance of this effects in controlling 

fluxes through the North Channel. The other important contribution is given by 

buoyancy driven flow which add and interacts with the previous components, to 

generate what is known as the Scottish coastal current (Simpson and Hill, 1986). 

The density driven flow is created by coastal water that is less saline than the oceanic 

water. There are major contributions of buoyancy through fresh water inflow in the 

Clyde sea, loch Linnhe and the Firth of Lorne. Finally Xing and Davies (1996c) 
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also showed the effect of the configuration of the topography (where isobaths are 

roughly parallel to the coastline) in steering the long term circulation, demonstrating 

its importance in controlling the direction of the flow. 

For the Hebridean and Malin shelves there are few direct observations of currents. 

Craig (1959) estimated a flow of 5 km d- 1 or 5.7 cm s-1 for the area from the 

North Channel to the Minches. Having noticed the existence of the recirculation 

cell in the Sea of the Hebrides, he calculated the strength of the two main branches. 

According to these estimates (Craig, 1959) the water in the central Minch accounted 

for two-fifth of the total flow, leaving the remaining three-fifth flowing on the western 

side of the Hebridean chain. In the same way he estimated the exiting flow in the 

North Minch. He split the water in this region into three different bodies: West 

Hebrides water, Central Minch water and Coastal stream. Craig (1959) compared 

the movement of the first body to the counter current in the North Channel and 

estimated its velocity to be between 0.5-0. 75 km d-1
, leaving the main body with a 

velocity of 1-1.5 km d-1
. These values were calculated accounting for the freshening 

of water in the area and they represent a crude but effective estimate of the real 

circulation. 

More recently, McKinley et al. (1981) analysed the results of two cruises which 

took place in the summers of 1976 and 1977 and used the properties of radioactive 

tracers 134Cs and 137 Cs and their differential decay constants. During the first cruise 

it was possible to show that mean velocities were of the order of 1.6 km d-1 in the 

North Channel and 5 km d-1 in the region between it and the Minches. Current 

meters deployed in the proximity of Tiree and Coll showed a mean velocity of 11.8 

km d-1 but the instruments were deployed for only 5 days at the end of May and 

soon after a period of strong southerly winds (McKinley et al., 1981). The second 

cruise showed a different picture of the area with the radioactive plume from the 

the Windscale plant being spread more westward. This pattern was reflected in the 

salinity distribution (see Fig. 5, McKinley et al. , 1981). In this case mean velocities 

were lower than the previous estimates. For the region from the North Channel 

to the isle of Coll, they were of the order of 1.5 km d-1 while currents in the area 

approaching the Little Minch were estimated at 0.5 km d-1
. In July 1981 a further 

cruise (McKay et al. , 1986) was undertaken to investigate the distribution of 134Cs 

and 137 Cs on the Scottish shelf. Here, two current meters were deployed for the 

entire duration of the cruise, but not in the same position as previously. One was 
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deployed close to Coll while the other was deployed near South Uist. The radiotracer 

data collected gave an estimate for mean velocity in the Sea of the Hebrides of the 

order of 1.9 km d-1
, slightly above the value measured in 1977. The current meters 

detected a northward residual of 2.6 km d- 1 so that this cruise was more similar to 

the one undertaken in 1976 than in 1977 when, probably, there was a relaxation of 

the coastal current due to the Atlantic flushing (McKay et al., 1986). 

A program of observations was undertaken during 1983 with the aim of directly es­

tablishing the existence of a mean northward flow close to the Scottish coasts and to 

assess its variability (Simpson and Hill, 1986; Hill and Simpson, 1989). Three cur­

rents meters were deployed for a long period in different points of the Scottish shelf 

and at different depths (see table 1, Hill and Simpson, 1989). Two were deployed on 

the Malin shelf, southward and eastward of Tiree and Coll. The remaining one was 

moored inside the Little Minch, to measure current in this previously unobserved 

area. The results obtained mainly confirmed the exiting picture; on the Malin shelf 

the flow is predominantly northward with velocities of the order of 5-10 cm s-1 but 

with peaks of 40 cm s-1 and also events where the flow reverses (Simpson and Hill, 

1986). In the Minch, low frequencies currents flow northward, especially in the au­

tumn (Simpson and Hill, 1986) but again reversal events are present in the summer 

months. 

A major feature of the Scottish coastal current is its interaction with the Outer 

Hebrides ((Simpson and Hill, 1986). Previous calculations predict almost the same 

total transport reaching the Sea of the Hebrides of 11.0 x 104 m3 s- 1 (McKay et al., 

1986) and 11.5 x 104 m3 s- 1 (Craig, 1959) but there is disagreement regarding the 

partition of the flow. Craig (1959) was aware of the recirculation in the Sea of the 

Hebrides (Fig. 2.4), yet his estimate that 2/5 of the flow passes inside the Minch 

(with the remaining 3/5 passing on the Atlantic side of the Outer Hebrides) differs 

from that of McKay et al. (1986) who put the ratio at 9/11 and 2/11 respectively. 

More insight into the recirculation cell was gained during a series of two cruises 

undertaken during April and May 1995 (Hill et al., 1997b) when five satellite-tracked 

drifters were released inside the Sea of the Hebrides (fig. 2.5). These drifters gave 

a direct proof of the existence of a near surface, cyclonic flow in that area of the 

Scottish shelf (Hill et al., 1997b) . This coherent residual flow is associated with 

an intrusion of Atlantic water at depth. The tongue of saline water is present 

throughout the year. The drifter tracks showed that at the entrance of the Minches 
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the flow bifurcates, one part following the channel northward while the other flows 

to the west of the Outer Hebrides. Since previous models results (Proctor and 

Davies, 1996; Xing and Davies, 1996c) show a negligible barotropic circulation due 

to tidal rectification and wind-driven residuals , this seems to suggest a baroclinic 

interpretation of the feature. 

2.5 Seasonal evolution and observations 

Observations of temperature and salinity fields are mainly available for the summer 

period. The summer of 1976 and 1977 (months of May and July, respectively) have 

been described in McKinley et al. (1981) and the summer of 1981 (July) in McKay 

et al. (1986). There are data from a CTD transect which covers the year from 1982 

to 1986 (Hill and Simpson, 1989) but in general the area lacks a full and coherent 

coverage. In addition, the spatial resolution and stations visited vary according 

to the aim of the individual cruise. Recent measurements made by the Marine 

Laboratory Aberdeen represents an attempt to monitor the development of salinity 

and temperature throughout the seasonal cycle in the Sea of the Hebrides and the 

Minches. Four cruises were made in the period from 1996 to 1998, one during each 

of the four different seasons. Some of these data will be presented and discussed 

later. 

A major feature of this region is the intrusion of Atlantic water in the Sea of the 

Hebrides, which can be detected during the whole year and it is persistent from 

year to year (Hill et al., 1997b). From the earliest observations of Craig (1959) 

to the more recent cruises, carried out by the Marine Laboratory Aberdeen from 

1996 to 1998, this intrusion is regularly observed. There is a similar intrusion in 

the northern part of the Minch, near the Butt of Lewis. In both cases the intrusion 

has a signal throughout the water column with, usually, an increase of density with 

depth. The strength of this saline intrusion changes seasonally as observed by Hill 

et al. ( 1997b) with maximum density difference in spring. The dome-like structure 

is also present during summer but the isopycnals tend to be more horizontal and in 

Autumn the structure strengthens again. The intrusion is flanked on both sides by 

fresher and usually colder coastal waters. On the eastern side this can be explained 

as advection of the Scottish Coastal Current and on the western flank this results 
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from the recirculation described. The input of fresh water coming from the Outer 

Hebrides, estimated at 32 m3 s-1 by Craig (1959), is not sufficient to explain the 

presence of coastal water in this area which points to a non-local source as its 

cause (Hill et al., 1997b). The saline dome provides a dynamical explanation of the 

recirculation pattern observed. Barotropic tidal models applied in this region (Xing 

and Davies, 1996c; Proctor and Davies, 1996) show very small residual currents in 

the Sea of the Hebrides so that the observed southward flow can not be explained by 

tidal rectification, instead a baroclinic component needs to be taken into account. 

If the dome is static, as shown by observations, the surface flow is expected to be 

cyclonic to maintain the density field in geostrophic equilibrium (Hill et al., 1997b). 

This recirculation cell has also biological implications similar to the ones observed 

in the western Irish Sea (Hill et al., 1994) where it acts as a mechanism for larval 

retention for the Norway lobster (Hill et al. , 1997a). A similar mechanism is at work 

in the Sea of the Hebrides as indicated in Fig. 2.6 which shows the Norway lobster 

grounds at both entrances to the Minch region. The cyclonic recirculation ensures 

that enough larvae are trapped inside the area to maintain a population. 

On the inner areas of the Scottish shelf the salinity field is dictated by the coastal 

plume flowing northward from the North Channel to Cape Wrath (McKinley et al., 

1981; McKay et al., 1986). Seasonal changes in salinity can be ascribed to the 

coastal fresh water discharge. The Firth of Clyde and the Firth of Lorne represent 

the two main sources of buoyancy in the area, and the rest can be thought as 

uniformly distributed along the Scottish Coast. Fig. 2. 7 shows the fresh water 

outflow for the year 1997 for these location. Maxima in flow for all sources are 

reached between December and February. In spring and summer the outflow is 

negligible. However these data could underestimate the extent of the real outflow 

since rivers are often gauged long way upstream so that eventual contributions from 

tributaries are missing from the total budget. This pattern was discussed by Simpson 

and Hill (1986) who correlated these values with the mean current measured in the 

Tiree passage during 1983; they suggested a strong link between the strength of the 

mean current and the strength of the runoff (see Fig. 5, Simpson and Hill, 1986) 

but this picture did not take into account the wind field which may have followed a 

similar season pattern as suggested in Fig. 2.8 for 1997. 

Seasonal variation in salinity is evident in Hill and Simpson's study of the Islay front 

(Hill and Simpson, 1989). The haline front is a 'surface to bottom' front (Hill and 

43 



Simpson, 1989), referred to as a type 1 frontal interface by Csanady (1978). Figs. 

2.9a-e and 2. lOa-e show a series of vertical sections taken during five different months 

spanning the years 1983 to 1986. They show the same line (Latitude 56° 10' N) so 

that is possible to follow the seasonal development of salinity and temperature. Con­

centrating on salinity for now, in February (Fig.2.9a) the isohalines (and isotherms) 

are vertical showing that the water is well mixed in this period of the year. Salinity 

increases from east to west as expected and as the year progresses the front tends to 

strengthen (Figs 2.9b and 2.9c relative to May and April). The coastal water with 

salinity less than 34.0 is present at this stage and this indicates the freshest part of 

the plume. In summer the haline front shows a distortion (Fig. 2.9d relative to July) 

where the interface resembles an 'S ' (Hill and Simpson, 1989) with a strong vertical 

stratification on the inner part of the shelf. In November (Fig. 2.9e) the situation 

returns toward a winter condition where isohaline are again almost vertical, before 

the water column reverts to a state of vertical homogeneity. 

The seasonal cycle of the temperature in this region follows the pattern of the other 

parts of the North West European continental shelf (Elliott and Clarke, 1991; Elliott 

et al., 1991). Temperature minima are reached on the whole shelf around February­

March (Ellett and Edwards, 1983) and close to the coast temperature reaches 6-7°C 

(Craig, 1959) as shown in figure 2.10a. The Scottish shelf is subject to the mitigating 

influence of the Atlantic so that on the Outer Hebridean Shelf temperature is around 

8°C. In this period the water column is mostly vertically mixed (Craig, 1959), but 

there are some areas, where tidal mixing is weak, where the bottom water can be 

warmer than the surface (Craig, 1959) with salinity compensating for thermal insta­

bility. With the onset of the spring the entire shelf starts to gain heat and buoyancy 

at the surface through the heat flux. A thermocline develops, particularly where 

the water is deep and the tidal mixing is not strong enough to maintain homogene­

ity. Surface temperature maxima are reached in August with values around 15°C 

(Ellett and Edwards, 1983) near the coast. On the oceanic side of the Hebridean 

maxima are slightly lower, around 13°C (Ellett, 1979). In this deeper area surface 

water heats faster and there is a delay in the transmission of heat downward so that 

temperature maxima at depth are reached later in Autumn (Ellett and Edwards, 

1983). As with salinity, an intrusion of warmer Atlantic water with oceanic charac­

teristics can be detected in the Sea of the Hebrides and to the North of the Isle of 

Lewis. This is seen in a satellite picture of the sea surface temperature of the 26th 

April 1999, (fig. 2.11) which shows warmer water at both extremities of the Minch. 
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These intrusions are still present in July (Ellett, 1979; Ellett and Edwards, 1983) 

with relatively cool water in the central part of t he Minches. 

The seasonal development of the Islay front can be followed in Figs. 2.l0a-e. In 

winter (Fig. 2.10a) the water column is thermally homogenous as in the case of 

salinity. Isotherms are vertical and temperature varies from less than 7°C close 

to the coast to more than 8.5°C on the Atlantic side. The sharp vertical front 

is found around 7° 20' W, which mirrors the haline front and divides the fresher, 

colder coastal water from the ocean. With the increase of the heat flux the water 

slowly warms, Fig 2.10b illustrating a May condition where stratification has not 

fully developed; the coastal water remains colder and almost vertically mixed in 

contrast to the Atlantic side where stratification is detectable. Temperature ranges 

from 7°C to 9.5°C at this time. Fig. 2.10c (April) shows almost the same picture but 

with temperature slightly higher (8° to 10°C), illustrating interannual differences. 

In July (Fig. 2.10d) stratification is distinctly present on the western side where the 

thermocline is clearly visible while on the eastern side the water is less stratified, 

exhibiting the typical structure of a t idal mixing front (Simpson and Hill, 1986). 

The thermocline separates warm surface water (greater than 13°C from cool bottom 

water (less than l0°C) . In November (Fig. 2.l0e) homogeneity is already visible on 

the wester side where isotherms are now vertical, but weak stratification remains 

near the coast. 

2. 6 Recent observations in the Sea of the He­

brides 

A recent series of cruises was conducted by the Marine Laboratory (FRS), Ab­

erdeen, with the aim of obtaining detailed coverage of the Scottish shelf, with focus 

on the region of the Minches. During the four cruises CTD measurements were 

collected using a Seabird SBE 25 CTD calibrated for conductivity against collected 

water samples, which were analysed on a 'Portsal' salinometer; at the same time 

chemical samples were also taken. Table 2.1 shows detail of the cruises whilst Fig. 

2.12 presents the spatial coverage for each cruise. 
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Cruise Season Period 

CU199610 Summer 6 - 12 July 1996 

CU199689 Winter 19 November - 15 December 1996 

CU199706 Spring 6 - 20 April 1997 

CU199815 Autumn 5 - 19 September 1998 

Table 2.1: Durations of the cruises undertaken in the Minch by the Marine Labora­

tory, Aberdeen. 

Throughout this work these cruises will be mentioned either with the cruise designa­

tor (column 1) or with the 'season' name (in italics to distinguish it from the proper 

season). Here, for simplicity, only bottom and surface salinity and temperature (and 

hence density) data will be presented and discussed although full profile data were 

taken and they will be discussed when compared with model's results. 

2.6.1 Salinity 

Figures 2.13a-d and 2.14a-d show the surface and bottom salinity obtained from 

the CTD stations. In the nearbed spring (Fig. 2.14a) the dome of high salinity is 

clearly visible with a maximum in the core of 35.4 and the isohaline of 35.0 almost 

entering the Minch. The northern part shows the intrusion of more saline water 

of Atlantic origin. Surface salinity (Fig. 2.13a) follows roughly the same pattern -

the southern intrusion is visible and the coastal water is attached to the west coast. 

The summer data presented in Fig. 2.13b and Fig. 2.14b shows a slightly different 

picture; surface salinity is largely homogenous with only a limited southern intrusion 

and a limited plume of coastal fresher water. Bottom salinity still reveals the dome 

but in this case the 35.0 isohaline extends less far and does not reach the entrance 

of the little Minch. The norther intrusion is absent, both in surface and bottom. 

The autumn situation (Fig. 2.13c and Fig. 2.14c) resembles the spring condition. 

The dome in the Sea of the Hebrides is again well developed although not with 

same strength; the 35.0 isohaline at the seabed reaches the entrance of the little 

Minch. At the northern end of the Minch, the Atlantic intrusion is again present. 

The surface salinity shows a similar picture and it is possible to see the effect of the 
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freshening due to the coastal water and runoff. The maximum measured surface 

intrusion does not exceed 34.6. Finally the winter measurements (Fig. 2.13d and 

Fig. 2.14d) present a picture of the bottom salinity similar to the conditions found 

during the summer cruise; the intrusion in the South seems to weakened compared 

to the previous observations. The 35.0 isohaline does not int rude deeply into the 

Sea of the Hebrides but near the coast the fresh water signal retains the autumn 

characteristics with a well detectable gradient. 

2.6.2 Temperature 

Fig. 2.15a-d and Fig. 2.16a-d present the seasonal cycle of temperature which agrees 

with the pattern already discussed in Craig (1959) and Elliott et al. (1991) . In the 

spring observations (Fig. 2.15a and Fig. 2.16a) temperature has its lower value and 

the warmer Atlantic intrusion is clearly visible with temperature reaching 9.5°C in 

its centre whilst the coastal values are lower due to shallower waters and fresh water 

influence. It is interesting to note that some weak stratification is present not only 

as a result of coastal inflow but also due to the intrusion, where deep water is warmer 

than the sea surface. Water is also weakly stratified in the Litt le Minch, away from 

the intrusion. Fig. 2.15b and Fig. 2.16b illustrate the results collected in July when 

the water is warmer and the area starts to stratify - especially in its deepest regions. 

Both northern and southern oceanic inflows are detectable at the surface while the 

bottom temperature intrusion shows up most clearly in the North Minch. Surface 

observations agree with data collected previously at coarser resolution (Craig, 1959; 

McKay et al., 1986). Further evolution of the temperature can be seen in Fig. 

2.16c and Fig. 2.16c, which show the autumn data set. Bottom temperatures have 

increased by almost 2°C in the nort hern region of the Minch. At the southern end 

values are similar to those in the previous summer measurements. The intrusion is 

again clearly defined with a horizontal gradient showing the contrast with coastal 

water, and stratification remains developed. Fig. 2.15d and Fig. 2.16d shows a 

return to almost vertically mixed conditions after cooling and the breakdown of 

stratification. 

To recap, the seasonal cycle of heating and cooling in the region results in temper­

ature minima being obtained in late winter and maximum values in August , after 

which there is an overall cooling due to decreasing solar radiation and increased 
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winds which promote convective overturning and the breakdown of stratification. 

This cycle differs from other parts of the European Shelf because of the mitigating 

effects of the Atlantic ocean (Elliott and Clarke, 1991). This influence is noticeable 

in the intrusion of generally warmer (and saltier) water at both ends of the Minch. 

The persistent intrusions are located in deep depressions (see Fig. 2.2) where the 

Atlantic water remains trapped. Just as for salinity, temperature stratification is 

always present over most of the area, weakly in the period from December to April 

and fully developed throughout the summer period. The presence of thermal strat­

ification in the winter is probably due to oceanic inflow. The local coastal influence 

seems to be negligible due to the very low amount of fresh water discharge in the 

region of the Minch. 

2.7 Summary 

The region of interest for this study is located on the Scottish shelf, to the west 

of Scotland and to the north of Ireland. The topography is convoluted with the 

presence of fjords and sea lochs and these features, along with bathymetry, influence 

the regional circulation . The local non-tidal circulation is generally northbound 

and it is compatible with the weak circulation on the European shelf; a coastal 

current can be observed flanking Scotland throughout the year, with some seasonal 

variability. This part of the shelf is tidally energetic which explains some of the 

features present in the area, such as the tidal mixing front on the Malin shelf. Tidal 

residual currents are weak, as shown in previous model studies of the area (Proctor 

and Davies, 1996; Xing and Davies, 1996c) so that baroclinic effects must be taken 

into account to explain the measured regional circulation. The most likely forcing 

mechanism for the recirculation cell in the Sea of the Hebrides is the horizontal 

density gradient in the dome-like intrusion. The bathymetry plays an important role 

since the dome is located in a deep depression. Hydrographic measurements shows 

an analogous but weaker intrusion in the northern part of the North Minch. Salinity 

measurements show an influence of the freshwater runoff which peaks in winter and 

spring. The most recent measurements show the persistence of the haline dome and 

its variability. 
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Figure 2.2: Bathymetry (from the model grid) . 

50 



Figure 2.3: Surface circulation in the Minch (from Craig, 1959). 

Figure 2.4: Recirculation in the Sea of Hebrides (from Bryan, 1994). 
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Figure 2.6: Nephrops Grounds (from Gillibrand, pers. comm.) 

52 



Alvor discharge 
800 

- C~d• 
- Lochy 
- Carron 

500 

.-400 

i 
~ 300 

I .., 
t 
if 200 

100 

0 
Jan Mar Mey Jul Sep Nov Jan 

1997 1998 
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Figure 2.11: Sea Surface temperature for the 26th April 1999 (Satellite image from 
the British Atmospheric Data Centre). 
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Figure 2.13: Surface Salinity. (a) Spring (6-20 April 1997), (b) Summer (6-12 July 
1996), (c) Autumn (5-19 September 1998), (d) Winter (19 November-15 December 
1996). 
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Figure 2.14: Bottom Salinity. (a) Spring (6-20 April 1997), (b) Summer (6-12 July 
1996), (c) Autumn (5-19 September 1998), (d) Winter (19 November-15 December 
1996). 
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Chapter 3 

The Princeton Ocean Model 

3 .1 Introduction 

Coastal regions represent one of the major challenges for numerical models. Buoy­

ancy is modified by the seasonal heating-cooling cycle and by fresh water inputs (Hill, 

1998); tidal and wind driven currents are strong and surface and bottom friction 

play an important role in the generation and maintenance of turbulence (Simpson, 

1998). Boundary effects are equally important due to presence of the coastline and 

shallow regions (Huthnance, 1973). The baroclinic component of the motion is often 

not negligible and needs to be taken into account in coastal numerical simulations. 

Many different numerical models are available for these kind of studies; they solve 

the fully non-linear "primitive equations" (Haidvogel and Beckmann, 1998) but dif­

ferent mathematical techniques are used to numerically solve this set of differential 

equations. A recent thorough review of some of the available models has been pre­

sented by Haidvogel and Beckmann (1998). The main differences are the treatment 

of the spatial and temporal discretisation. Typically the equations of motion are 

integrated using finite differences in models such as POM (Blumberg and Mellor, 

1987), DieCAST (Dietrich et al., 1987) or POLCOMS (Holt and James, 1999) but 

recently finite elements have been successfully employed for example in QUODDY 

(Ip and Lynch, 1994) and SCRUM (Song and Haidvogel, 1994) models. Horizontal 

and vertical coordinates may differ from model to model; in the vertical domain 

Cartesian geopotential z-coordinates are employed in GFDLM (Bryan, 1969; Cox, 

1984) and o--coordinates (e.g. POM) are popular choices but representation with 

62 



isopycnal surfaces is also possible - for example the MICOM model (Bleck et al., 

1992). Horizontal coordinates can be orthogonal or curvilinear to accommodate dif­

ferent needs in resolution. Differences can be also found in the parameterization of 

unresolved physical processes. 

The model used in this work, the Princeton Ocean Model, is a fully non-linear 

three-dimensional model with a turbulence closure scheme which allows a realistic 

parameterisation of mixing processes (Blumberg and Mellor, 1987). It has been 

employed in a wide series of coastal simulations and also for large-scale modelling, 

as will be discussed later on in this section; it has been chosen for this particular 

regional application for its reliability and availability. 

3.2 Governing Equations 

The non-linear Reynolds equations of motion for a parcel of fluid are cast in an 

orthogonal Cartesian frame of reference where the horizontal coordinates x and y 

increase in the eastward and northward direction respectively whilst the vertical 

coordinate z increases upward. Defining the free surface as z = rJ(x, y, t), the 

bottom as z = - H(x, y) and the three components of the velocity vector u, v and w 

where u and v represent the horizontal components and w the vertical component, 

the momentum equations can be written as 

ou ou ou ou l op 8 ( ou) - +u-+v-+w--fv = ---+ - Km- +Fx 
ot ox oy oz Po ox oz oz 

8v 8v 8v 8v l op 8 ( 8v) - +u- +v-+w-+ ju= - -- + - Km- + F ot ox oy oz Po oy oz oz y 

op 
- =-gp 
oz 

with the continuity equation for incompressible fluids 
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where f is the Coriolis parameter, Km is the coefficient of vertical eddy viscosity 

and pis the pressure calculated by integrating (3.3) from z to the free surface so that 

p(z) = Patm + g lo podz + 9Po7J + g 1T/ p'dz (3.5) 

In writing these equations two approximations have been used: the hydrostatic 

approximation so that the pressure is balanced by the weight of the column of fluid 

(3.3) and the Boussinesq approximat ion where differences of density are neglected 

unless they are multiplied by the acceleration of gravity g. In this case the density 

pis expressed as 

p(x, y, z, t) = Po(z) + p'(x, y, z, t) (3.6) 

with p0 chosen as a reference density and p' as the departure from this value. In the 

Princeton Ocean Model the density is explicitly calculated from temperature and 

salinity using an equation of state derived from an polynomial expansion (Mellor, 

1991) so that 

p = p(T,S) (3.7) 

The terms Fx and Fy represent the parameterisation of the turbulent diffusion 

of momentum in the horizontal which is not resolved by the model grid. Due to 

the large scale of coastal simulations viscous effects are negligible so that these 

frictional terms can be expressed as 

(3.8) 

(3.9) 

The conservation equations for salinity S and temperature T complete the set , and 

are formulated as 
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-+u-+v-+w- = - Kh- +QPs+QNs+Fs as as as as a ( as) 
at ax oy oz oz oz (3.10) 

-+u-+v-+w- = - Kh- +QPr+QNr+Fr 8T 8T 8T 8T 8 ( 8T) 
at ax oy oz oz oz (3.11) 

By analogy with (3.1) and (3.2) Kh represents the eddy diffusivity for the turbulent 

diffusion of these two scalars in the vertical. QPs,r and QNs,T represent the 

sources and sinks whilst the terms Fs and Fr describe the unresolved processes of 

horizontal mixing and are written, following (3.8) and (3.9), as 

F = 3- (A o(S,T)) 3- (A o(S,T)) 
S,T OX h OX + oy h Oy (3.12) 

In POM the coefficient of horizontal eddy viscosity Am follows the formulation due 

to Smagorinski (1963) 

1 [ (au) 
2 

1 ( au av ) 
2 

( av ) 
2

] ½ Am = CmD.xD.y2 ox + 2 ox + ox + ox (3.13) 

where 6x and D.y are the grid spacing and Cm is a non-dimensional coefficient 

which depends on the application. This device allows an explicit diffusivity to 

decrease any computational noise. In the limit of a very fine resolution simulation 

its value become negligible. The value of Ah can be chosen to be equal to Am or 

related to the latter through the horizontal turbulent Prandtl number defined as 

(3.14) 

which determines the efficiency of the horizontal turbulent exchanges of momentum 

and heat or salt flux (Kundu, 1990). 
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3.2.1 Turbulence Closure 

The correct description of the vertical turbulent exchanges is particularly important 

in shelf seas studies. Primary production and fluxes of organic matter are mainly 

controlled by vertical mixing (Burchard et al., 1998) so that turbulent motion needs 

to be realistically simulated in coastal modelling. In the Reynolds decomposition of 

velocity (see for example Kundu, 1990) the instantaneous velocity is decomposed 

in a mean part u and in a deviation from the mean u'. After time-averaging, the 

additional turbulent stresses acting on the mean flow can be expressed as 

-pou'2 -p0u'v' -p0u'w 

-pou~uJ = - p0u'v' -pov'2 -p0v'w' (3.15) 

-p0u'w' -p0v'w' -pow'2 

By analogy with viscosity in laminar flows, and relating the turbulent exchange to 

the mean velocity gradient, it is possible to write 

- fJu 
- u'w' =Km-

fJz 
(3.16) 

- fJv 
-v'w' = Km-

fJz 
(3.17) 

for the turbulent exchange of momentum in the equations of motion. Similar rela­

tions can be written for the turbulent exchange of heat and salt. These coefficients 

are not a property of the fluid but a property of the state of motion. 

Various formulations for Km have been attempted. The simplest solution is to con­

sider the parameter a constant; this approximation is easy to handle mathematically 

but it does not take into consideration turbulent evolution in the motion of the fluid. 

Other analytical representations have been employed for the study of vertical profiles 

in tidal currents and a brief summary is presented in Soulsby (1990). These theo­

retical distributions of eddy viscosity are also physically unrealistic since, although 

allowing for spatial variation, they are time-invariant. 

Other parameterisations relate Km directly to characteristics of the motion. In the 

logarithmic boundary layer (e.g. Howarth, 1998) 
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(3.18) 

where z is the vertical coordinate, K the von Karman's constant (K = 0.4) and u* 

the friction velocity defined as lu*l2 = lrol/ p, being To the stress acting on the bed. 

Predicted vertical profiles were in agreement with observations near the sea bed 

but surface values of Km became unrealistically large in water deeper than 10 m. 

In the work of Bowden et al. (1959) the eddy viscosity was calculated directly from 

the depth averaged tidal velocity V as 

Km= 0.0025IVlh (3.19) 

where h is the water depth. In the formulation of Davies and Fumes (Davies and 

Fumes, 1980) for deep water the turbulent parameter was taken to be equal to 

(3.20) 

with w being the frequency of the long period waves of the order of 10- 4s . 

All the above descriptions fail to consider the density stratification of the water 

column and its effect (since vertical exchanges of properties are inhibited by the 

presence of stable stratification). An indication of the stability in relation to 

stratification is given by the gradient Richardson Number, ~ (1.5). Munk and 

Anderson (1948) used a parameterisation involving functions of~ as below 

(3.21) 

(3.22) 

where Kmo ad Kho are the eddy coefficients in neutral conditions and a and /3 are 

adjustable problem-dependent constants; James (1978) studied the dynamics of a 

shallow-sea front with this particular formulation. 
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The turbulent eddy viscosity and diffusivity in the Princeton Ocean Model are 

calculated using a turbulent closure model developed by Mellor and Yamada 

(1982) which is based on turbulence hypotheses formulated by Rotta and Kol­

mogorov, extended to stratified flows (Mellor, 1998). Further modifications 

and simplifications were introduced by Galperin et al. (1988). Following this 

approach, the coefficients are directly related to two additional turbulent quanti­

ties, namely the turbulent kinetic energy (TKE) and the turbulent length scale. 

Mellor and Yamada (1982) proposed a family of turbulence closure schemes with 

increasing levels of complexity depending on the degree of anisotropy in the 

turbulence due to its advection and diffusion. POM incorporates the level 2.5 

model (see Mellor and Yamada, 1982, for further details) so that it is possible 

to write two prognostic equations for the TKE q2 /2 and the quantity q2l which yield 

- - = - K - - +Km - + - +-Kh--- (3.23) D (q2
) 0 ( 0 (q2

)) ((ou)2 (ov) 2
) g op q3 

Dt 2 oz q oz 2 oz oz Po oz Bil 

!}_ ( 2z) = .i_ (K .i_ ( 2z) ) lE K ((OU)2 (ov) 2
) lEig K op _ i_w 

Dt q oz q oz q + i m oz + oz + Po h oz B1 

(3.24) 

(3.23) represents the transport of the turbulent kinetic energy and the balance 

between its production (including buoyant production), diffusion and dissipation. l 

is the turbulent length scale and Bi is an empirical constant. (3.24) represents the 

transport of the quantity q2 l, which is linked to the turbulent length scale. One of 

the weaknesses of this approach is the difficulty in defining such a quantity (Mellor 

and Yamada, 1982). W is the wall proximity function 

_ ( l )
2 

. 1 1 1 
W = 1 + E2 -L with L = --+ H 

K ~-z +z 
(3.25) 

which includes an empirical non local length scale L so that for simulation with 

infinite depth L = KZ (Burchard, 2001); Ei and E 2 are empirical constants (Mellor 

and Yamada, 1982). Other schemes prefer to close the set of equations using 

dissipation of TKE, c, rather then l, where 
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(3.26) 

and it is possible to relate the two formulations (Burchard et al., 1998). 

Turbulence closure schemes may also use algebraic definitions of the length scale. 

For instance, Blackadar (1962) relates l to the integral of the turbulent intensity q 

l = K,Z 
1 + K,Z/lo 

fh qzdz 
l _ 'V-z-=-o __ 
0 - ' h 

fzo qdz 
(3.27) 

where K, is von Karman's constant, z0 is the roughness length at the boundary and 

1 is an empirical constant. This approach was used by Martin (1985) to simulate 

changes in the mixed layer at the ocean stations November and Papa for the year 

1961. Another algebraic parameterisation of the turbulent length scale has been 

employed in tidal simulations (see for example Xing and Davies, 1995, 1996c). In 

their case the length scale is given by the expression 

l = 1 z-1 + z-1 
1 2 

(3.28) 

with and (3.29) 

where /31 is an adjustable parameter, a is the value of the normalized vertical coor­

dinate, H is the total depth of water and z0 and Zs are roughnesses of the bottom 

and surface respectively. 

Following the integration of the equations for q2 /2 and q2l the vertical exchange co­

efficients are given by 3.16 and 3.17 with a further equation for the density transport 

(3.30) 

where eddy viscosity and diffusivity are related to the TKE and length scale through 

(3.31) 
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(3.32) 

(3.33) 

Sm, Sh and Sq represent stability functions which are related to the Richardson 

number so that the stabilising effect of stratification is taken into consideration 

during the calculation of the coefficients. Following Mellor and Yamada (1982) 

their analytical expression yields 

Sm= Ai 1- 3C1 - (6Ai/B1) - 3A2Gh[(B2 - 3A2)(l - 6Ai/B1) - 3C1(6A1 + B2)] 
[1 - 3A2Gh(6A1 + B2)](1 - 9A1A2Gh) 

(3.34) 

(3.35) 

where Gh is the stability function defined as 

(3.36) 

Table 3.1 contains the values of all the empirical constants listed in the above equa­

tions which were obtained from laboratory experiments with fluids in neutral con­

ditions (Mellor and Yamada, 1982). 

A1 A2 B1 B2 C1 E1 E2 Sq 

0.92 0.74 16.6 10.1 0.08 1.8 1.33 0.2 

Table 3.1: Values of t he empirical constants used in the Mellor-Yamada scheme 
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3.2 .2 Boundary conditions 

The equations of motion together with the prognostic equations describing the 

turbulent evolution of the mixing coefficients need boundary conditions to be 

integrated forward in time. In POM there are two sets of boundary conditions; at 

the free surface z = rJ ( x, y, t) they read 

(3.37) 

K (8T 8S) = (dQs dSs) 
Po h oz ' oz dt ' dt 

(3.38) 

(3.39) 

q2 l = 0 (3.40) 

OTJ OTJ OTJ w =u- +v-+-ox oy at (3.41) 

where Tsx and Tsy represent the Cartesian components of the surface wind stress,~ 

and ~ are the heat flux and the salt flux rates at the surface and u* is the surface 

friction velocity (lu*l2 = lr sl/ p). The assumptions for the boundary conditions on 

q2 and l derive from the turbulence closure scheme (Blumberg and Mellor, 1987). 

In the same fashion at the bottom z = -H(x, y) 

(3.42) 

(
ar as) 

PoKh oz, oz = (0, 0) (3.43) 
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(3.44) 

q2l = 0 (3.45) 

(3.46) 

where Tbx and rby are the components of the bottom frictional stress 

(3.47) 

and u* the frictional velocity at the bed. The logarithmic law of the wall can be 

combined with the nearest velocity point in the model to give 

u. (Zb ) ub = - ln -
K, Zo 

(3.48) 

and the drag coefficient Cd is defined as 

(3.49) 

with zb being the distance of the nearest velocity grid point to the bottom, z 0 

a roughness length and K, is von Karman's constant. (3.48) together with (3.49) 

allow for a matching between the quadratic frictional stress defined with (3.47) and 

a logarithmic profile for the velocity near the bottom; z0 is set to 0.001 m when 

further details about the topography and composition of the sea bed are lacking 

(Weatherly and Martin, 1978). The constant allows for situations where the bottom 

is not well resolved and in shallow areas. 

72 



3.2.3 Coordinate system 

In the Princeton Ocean Model the o--coordinate system is the choice for the vertical 

coordinate whilst the horizontal coordinates can be orthogonal Cartesian (as in this 

particular regional study,) or curvilinear - for the use of the latter see a review by 

Blumberg and Herring (1987). The a--coordinate is a terrain following system in 

which the vertical coordinate is scaled on the water column depth (Mellor, 1998). 

Unlike z-coordinates this system allows the representation of topographic features 

even when the resolution is coarse (Gerdes, 1993). Another advantage is the treat­

ment of flows in the boundary layer (Mellor and Blumberg, 1985) and the definition 

of the boundary conditions in the vertical equation of motion. 

The new coordinate is obtained from the z-coordinate through a transformation 

following the work of Phillips (1957) 

z-r, 
o-=--

H +rJ 
(3.50) 

so that a- = 0 at the free surface where z = r,(x, y, t) and a- = -1 at the bottom 

where z = -H(x, y). Indicating the total depth with D = H + r, it is possible to 

rewrite the equations of motions in flux form 

ouD + 8u
2
D + ouvD + ouw _ fvD + gDor, = 

at ax ay aa- ax 
8 (Km ou) gD

2 
81° gD 8D Jo op - -- ----- pda-+-- o--da-+Fx 

80- D 00" Po OX a Po OX a 00" 
(3.51) 

ovD 8V2D ouvD ovw f D Dor,_ 
at + oy + ax + aa- + u + g ay -

8 (Km8v) gD
2 

81° gD8D1° op - --- - -- pdo- + - - o--do- + F 
80- D 80- Po oy a Po oy a 80- y 

(3.52) 

with the continuity equation written as 
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(3.53) 

where w represents the new vertical velocity orthogonal to a--surfaces and scaled by 

the total depth D 

w = w _ u (a-8D + ory) _ v (a-8D + ory) _ (a- 8D + ory) (3_54) 
ax ax oy oy at at 

Fx and Fy are the horizontal diffusion terms, parameterised as 

a( au) a( (au av)) Fx = ox 2DAm8x + oy DAm oy + ox (3.55) 

(3.56) 

These use the formulation of Mellor and Blumberg (1985) and do not use the 

transformed quantity in order to obtain better resolution of horizontal diffusivity 

in the presence of large topographic slopes. The conservation equations for salinity 

and temperature are 

BSD + ouSD + ovSD + owS = __g_ (Kh 8S) + Fs (3.57) 
at ax ay aa- aa- D aa-

8TD + ouTD + ovTD + owT = __g_ (Kh 8T) + Fr (3.58) 
at ax oy aa- aa- D aa-

Finally the equations for the turbulence intensity and length scale become 

8q2 D + 8uq2 D + 8vq
2 
D + 8wq

2 = __g_ ( Kq 8q
2

) 

at ax oy aa- aa- n aa-

+ 2Km ((8u) 2 

+ (8u) 2

) + 2gKm8P _ 2Dq
3 

+F. 2 ( 3.59) 
D 80- 80- Po 80- Bil q 
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oq2lD + 8uq2lD + 8vq2lD + owq2l = ~ (Kq oq
2
l) 

at ox oy OCJ OCJ D OCJ 

(
K m ((8u)2 (8u) 2

) g op) Dq
3 

~ +E1l - - + - +-Kh- --W+F21 
D oa oa Po oa B1 q 

(3.60) 

In equations (3.57) to (3.60) the terms describing the horizontal turbulent diffusivity 

are given by 

(3.61) 

where </> is one of the previous scalars S,T,q2 and q2l. 

Boundary conditions in the transformed system of coordinates are not materially 

different, with the exception of (3.41) which becomes 

w(O) = 0 (3.62) 

and (3.46) which becomes 

w(-1)=0 (3.63) 

There are no salt or heat fluxes through the sea bed and the new velocity w is zero 

at both surface and bottom boundary. 

Bathymetry is the main source of error in this terrain following system of coordi­

nates, especially in the presence of steep topographic gradients and large density 

gradients (Kliem and Pietrzak, 1999) . The problem is related to the horizontal 

pressure gradient when expressed in a -coordinates (Haney, 1991; Mellor et al., 1994) 

I I 
a op 

\Jp = \Jp - --\/ H 
z u D oa 

(3.64) 

which is the sum of two terms, the second depending on the tilt of the coordinate 
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surface which introduces a truncation error not present in the z-coordinates system 

(Haney, 1991). This imposes a limitation on the topographic slope which can 

be resolved by the model with a given resolution (Gerdes, 1993) and this could 

lead to errors in the calculation of the geostrophic flow (Kliem and Pietrzak, 

1999). Various solutions to this problem have been attempted; the removal of a 

horizontally uniform reference density as suggested by Gary (1973) is also used in 

atmospheric modelling; other methods involve the use of z-coordinates pressure 

calculations which are later interpolated into a-coordinates (Kliem and Pietrzak, 

1999). Together with the truncation error problem, a-coordinates models can be 

affected by "hydrostatic inconsistency" (Haney, 1991); a finite difference scheme is 

said to be consistent if the relation 

-- t:::.x < t:::.a 
I 
a [)DI 
D ox (3.65) 

is satisfied, where t:::.x and 6a are the horizontal and vertical grid size. This ensures 

that CJ surfaces remain in the same relative position to each other within the distance 

of a horizontal grid cell (Haney, 1991). Equation (3.65) can put big constraints on 

vertical and horizontal resolutions, Mellor et al. (1994) who investigated this problem 

concluded that pressure gradient error is non divergent and that it is eliminated 

through advection. In their study the error was reduced by subtracting an area­

averaged density gradient before its calculation using CJ-coordinates. 

3.3 Description of the model 

The complete technical details of the Princeton Ocean Model are described in 

Blumberg and Mellor (1987) and O'Connor (1991) and they will not be repeated 

here. The numerical integration is carried out using a finite difference method 

on a discrete grid and is based on the concept of mode splitting (Simons, 1974; 

Madala and Piacsek, 1977) where barotropic and baroclinic motions are treated 

separately. It is then possible to calculate the surface elevation and the vertical 

shear without compromising the choice of the time step for the simulation. The 

two modes are called external and internal modes respectively following Blumberg 

and Mellor (1987); the former is obtained from the vertical integration of the 

continuity equation (3.53) and momentum equations (3.51) and (3.52) which return 
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the shallow water equations for the vertically averaged velocity components U and 

V. The numerical strategy consists of resolving this mode with a time step 6te 

which is subject to the Courant-Friedrics-Levy (CFL) criterion of stability given by 

with C = 2/gii + Umax (3.66) 

where 6x and 6y are the grid size, g the acceleration of gravity, H the maximum 

depth of the domain and U max the maximum depth averaged velocity. The value 

of the surface elevation gradient is then used to carry out the integration of the 

baroclinic internal mode with a longer time step 6ti, for convenience an integer 

multiple of 6te. In this way it is possible to save computational time since the 

constrain on the internal time step is less stringent and the ratio 6td 6te can be of 

the order of 100. 

The model uses an Arakawa "C " grid (Arakawa and Lamb, 1977) - see Fig. 3.1 

- which has been widely used in coastal and ocean modelling (see for instance 

Backhaus, 1985; Haidvogel and Beckmann, 1998); other finite difference grids are 

possible, namely the "A " and the "B ", the latter was used by James (1987) 

and in the GFDLM model (Cox, 1984). The integration is carried out using a 

leap-frog scheme and is second order accurate in time and space to conserve energy, 

momentum, mass, salinity and temperature (Blumberg and Mellor, 1987); the 

leap-frog scheme can cause the solution at odd time steps to diverge from the 

solution at even time steps. Time splitting is smoothed with a weak filter (Asselin, 

1972) given by 

(3.67) 

where 'Il~ is the new smoothed solution at time n, a function of the old solutions 'lI 

at time n - 1, n and n + 1. The coefficient a is usually set to be equal to 0.05. 

3.3.1 Advection schemes 

Numerical diffusion is a concern for the solution of the advection equation for scalars, 

such as salinity and temperature. In shelf sea simulations it is important that 

77 



sharp gradients of density are reproduced in a realistic way. Various advection 

schemes have been devised; all should ideally fulfill the requirements of conservation 

of mass, being positive definite, preserving monotonicity and with negligible phase 

and amplitude errors (Pietrzak, 1995). Unfortunately it is difficult for a single 

scheme to have all these characteristics especially in the presence of strong gradients 

(James, 1996). 

The simplest solution is the upstream advection scheme; it is easy to implement 

numerically, efficient and it preserves monotonicity. However, because of the ampli­

tude truncation related to first order schemes, it is the most numerically diffusive 

scheme (Pietrzak, 1995). An alternative solution is to use a central difference scheme 

which is not as diffusive but lacks the preservation of the monotonicity; it is not pos­

itive definite and tends to cause numerical ripples (Pietrzak, 1995). Other schemes 

have been developed and used with success in coastal simulations. A review is pre­

sented in Pietrzak (1995) where a series of scheme were tested with the Princeton 

Ocean Model and the results compared; they included hybrid schemes such as the 

total variation diminishing method (TVD) and the MPDATA (Multidimensional 

Positive Definite Advection 'Transport Algorithm) family of schemes developed by 

Smolarkiewicz (1983, 1984). 

This work uses the MPDATA scheme which is based on the upstream method 

of solution, and is corrected iteratively. It is possible to show that the upstream 

scheme adds an implicity numerical diffusion (see for example Kowalik and Murty, 

1993). For a one dimensional case the advection equation becomes 

(3.68) 

where '¢ is the scalar to be advected and Kimp is the implicit diffusion given by 

(3.69) 

The MPDATA approach applies the upstream scheme with a successive iteration 

where the diffusion is corrected using an upstream method but with an antidiffusive 

velocity Uad defined by 
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Kimp o'lj) 
Uad = -~ ox for 'ljJ > 0 otherwise Uad = 0 (3.70) 

MPDATA has small implicit diffusion but the numerical integration requires more 

computational time due to the iterations. This problem is common to all higher 

order schemes. 

3.3.2 Imposed boundary conditions 

Particular care must be paid to the meteorological forcing which goes into the bound­

ary conditions. In this application the salinity flux on the surface has been taken 

as zero but it can be specified if data regarding evaporation and precipitation are 

available (Blumberg and Mellor, 1987). The discharge of fresh water was included 

because of its importance in the dynamics of the Malin-Hebridean region (Simp­

son and Hill, 1986; Hill and Simpson, 1989). The code was modified following the 

approach of Kourafalou et al. (1996a) so that the fresh water runoff was modelled 

through the continuity equation (3.53), taking the momentum associated with the 

river discharge to be negligible. The salinity of the source was considered to be zero 

and it was possible to specify also the temperature of the discharge. 

The heat flux was modelled using observations and following a standard approach 

used in other studies (Rosati and Miyakoda, 1988; Zavatarelli and Mellor, 1995). 

The net surface heat flux Qn can be expressed as the sum of two terms: the flux 

received from the sun Q5 and the flux released from the water column Qwc so that 

(3.71) 

Q5 can be obtained either from observations or from bulk formulae that can 

be found in literature (see for instance Reed, 1977). Here, observations have 

been obtained from the British atmospheric Data Centre (BADC) for the sta­

tion of Stornoway and cover the year 1997. The heat loss, Qwc, comprises three terms 

(3.72) 
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where Q1w is the long wave radiation and Qse and Q1a are respectively the sensible 

and latent heat from the surface to the atmosphere. Established bulk formulae 

have been used for these simulations (Rosati and Miyakoda, 1988; Holt and James, 

1999); the net long wave radiation flux is written as 

(3.73) 

where a is the Stefan-Boltzmann constant (a = 5.67 x 10- 8 W m-2 K-4
) and c 

is the emissivity of the ocean (a correction for the emission of the black body, 

c = 0.97), Ts is the absolute temperature of the water, ea is the atmospheric 

vapour pressure and C is the cloud cover. This formula takes into account the 

difference in temperature between sea and air with the second term where Ta is 

the air temperature. The vapour pressure is computed from the saturation vapour 

pressure, ew, at the air temperature just above the sea (taken as Ts) and relative 

humidity, Rh, using the polynomial approximation 

lo e = (0.7859 + 0.03477 (Ts - 273.14)) 
g w l + 0.0042 (Ts - 273.14) 

(3.74) 

The sensible heat flux is a function of the air-sea temperature difference and the 

wind speed so that 

(3.75) 

In this case ch is the Stanton number, Pa (1.25 kg m- 3
) is the density of the air, 

cp the specific heat of air (1004 J kg- 1 K-1
), IWI is the wind speed and Ta is the 

absolute air temperature. Finally the latent heat flux can be written as 

(3.76) 

where Lt is the latent heat of vapourisation (2.5 x 106 - 2.3 x 103T8 ) and Ce is the 

Dalton number. The quantities q8 and qa represent the specific humidity of the air 

and are related to the vapour pressure, et, at temperature t with the expression 
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0.62et 
qt = -(p---0.-38-e-t) where p is the the atmospheric pressure in mb (3.77) 

During these simulations the heat flux derived from (3.71) - (3.77) was used directly 

in (3.38) for the calculation of this value at the boundary. Other methods have been 

used for the surface heat flux, for example Oey and Chen (1992a) employed a relax­

ation term which was function of the difference between simulated and climatological 

temperature to improve the overall result. 

Lateral boundary conditions need to be specified very carefully since they can 

strongly influence the solution inside the domain. Ideally an open boundary 

condition should be totally transparent to outgoing disturbances wit hout any 

reflection, to avoid the propagation of spurious signals inside the region of interest 

(Chapman, 1985). In this work a radiation condition was implemented for the 

external mode, following the work of Flather (1976). This was found to be the best 

option after extensive testing. Due to the tidal characteristics of the area under 

investigation the major energetic contribution to the signal propagating inside the 

domain is known to be Kelvin waves. A simple radiation condition for this kind of 

wave has been selected, which yields 

A C ( A ) 

Un = Un + H 'f} - 'fJn c=Jgii (3. 78) 

where Un is the velocity component orthogonal to the boundary; the component 

parallel was set to zero. The quantities Un and f/n represent prescribed values at the 

open boundaries. In this case these values came from a larger scale simulation of 

the North-West European Continental Shelf, run at the Proudman Oceanography 

Laboratory. For the tidal constituents of interest the total prescribed signal can be 

written as 

(3.79) 

Open boundary conditions for the horizontal component of the baroclinic velocity 

were an upstream radiation condition. Salinity and temperature were also modelled 

with an upstream scheme at the open boundaries with the exterior value supplied 
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by climatological data (Levitus, 1982) and then interpolated onto the model grid. 

3.4 Previous applications of the Princeton Ocean 

Model 

Some previous applications of POM will be discussed briefly. Since its formulation 

POM has been widely used in a range of applications from coastal and regional 

simulations to oceanic and climate studies. 

3.4.1 Oceanic applications 

Here two applications of the Princeton Ocean Model will be discussed, one simula­

tion covering the entire Atlantic Ocean from 80°N to 80°S (Ezer and Mellor, 1997) 

and another covering only the northern part of the same ocean (Ezer and Mellor, 

1994). The former work represents the first time that decadal simulations have 

been executed with this type of model. Horizontal orthogonal curvilinear coordi­

nates were used and the resolution varied from 20 km to 100 km with a mesh grid 

of 50 km covering the Gulf Stream. In the vertical 16 layers were used with high 

resolution near the surface. The time steps were chosen as 44 s for the external 

barotropic mode and 2000 s for the internal baroclinic mode. The Mediterranean 

basin was included in the domain of simulation because it could affect the pattern 

of the thermohaline circulation. The model was run for 30 years run with monthly 

forcing and was able to reproduce all the main features of the Atlantic circulation. 

For the North-Atlantic model the grid mesh varied from 20-30 km in the western At­

lantic to 80-100 km in the east. The vertical structure used 15 layers and topography 

was smoothed to minimise numerical errors in regions where bathymetry is steep. 

The results of their simulations were compatible with observational data both for 

circulation and thermodynamics. This work also analysed the differences between 

diagnostic and prognostic runs and the subsequent adjustment from one regime to 

the other. Purely diagnostic simulat ions suggested inconsistency between the hydro­

graphic variables and the bottom topography; with a subsequent short prognostic 

run physical and realistic results are obtained due to dynamic adjustment. 
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3.4.2 Coastal Applications 

South Atlantic Bight (Blumberg and Mellor, 1983) 

This was one of the first uses of the Princeton Ocean Model. The model employed 

a Cartesian reference frame with a mesh of 23.6 kmx 27.8 km; the vertical struc­

ture was resolved using 21 a layers and internal and external time steps were 24 s 

and 40 min respectively. Forcing boundary conditions were obtained from observa­

tional data and velocities at open boundaries were evaluated through a geostrophic 

calculation called the characteristic tracing model (CTM), relating total transport 

between different points of the grid. Several model runs were made reproducing 

realistic circulation including the Gulf Stream. 

Delaware Bay and River System (Galperin and Mellor, 1990a,b) 

A coupled shelf-estuarine model was developed in this work. To cover the domain of 

interest a grid with two different meshes was used, the estuarine system was covered 

with a grid with 6x = l::,.y = l km while a grid with l::,.x = 5 km and l::,.y = 4 km 

covered the shelf area. The thermohaline properties of the region were predicted 

reasonably well, with some discrepancy due to errors in the forcing climatologies 

at the open shelf. Results indicated the presence of a typical two-layer estuarine 

system that interacts with wind stress. Numerical evaluations were compatible 

with observations and the model was able to reproduce tidal propagation inside 

the bay, taking into account non-linear effects and amplification of high-frequency 

constituents. 

Northeast Atlantic Shelves and Seas Circulation (Oey and Chen, 1992b,a) 

This simulation employed a 20 km grid with 11 a levels. Particular care was taken 

to describe fresh water runoff in the area under investigation. Tides and mean 

transports were derived from observational data. Simulations lasted 300 days and 

showed a good agreement with observations, failing to reproduce some thermody­

namical features. Unfortunately the grid was unable to resolve the Minches area 

due to the coarse grid, only few points falling inside the area. 
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Mediterranean Sea Circulation (Zavatarelli and Mellor, 1995) 

This was a study of the circulation inside the Mediterranean Basin and the water 

exchange between the enclosed sea and The North-Atlantic Ocean. The size of the 

mesh ranged from 8-15 km near the Gibraltar region to 50-60 km in the northernmost 

area of the domain of simulation. With a run of 10 years the exchange in the strait 

of Gibraltar was evaluated together with the seasonal pattern inside the whole basin. 

Deep water formation was investigated finding the location of deep water sources 

for the different parts of the Mediterranean to be in agreement with observations. 

East River, New York (Blumberg and Pritchard, 1997) 

This model was developed for water quality purposes. The resolution was given by 

10 equally spaced sigma levels and was high because the whole system covered a 

length of only 25 kilometres with an average depth of 10 metres. Forcing was de­

scribed using observational climatology with particular attention to the tidal forcing, 

the system being tidally dominated. The tidal regime was well reproduced; at every 

depth the model result showed an agreement with a confidence of 90%. Some com­

puted phases differed from observations by up to 40° but this could have been due to 

the boundary conditions specified. The same problem also affected the thermohaline 

fields (the lack of a good set of observational data). Surface elevations calculated 

with the model showed an accuracy of 99%. 

Tides and storm surges in Seto Inland Sea (Minato, 1996, 1998) 

In this study an air-sea coupled system was under investigation. The aim was to 

simulate short term variations of elevation inside the Seto Inland sea in Japan. 

These changes in sea level are principally due to tides and storm surges. A set of 40 

tidal components and the barotropic 2D version of the model was used to simulate 

the tides in the area. Results were in general agreement with observational data 

although there were some inaccuracies due to a poor resolution in some parts of 

the inland sea. A simulation of the passage of typhoon was carried out to evaluate 

the effects of the resulting storm surge but the simulation showed some discrepancy 

with observational data, probably arising from an inaccurate representation of the 
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real wind field and lack of resolution. The results showed also that it is possible to 

consider the total effect on the sea level as the superposition of the separate effects 

of tide and storm surge. Another similar experiment was carried out in the Tosa 

Bay, with a slightly coarser grid ( 4 km-4.6 km) and different vertical resolution. 

3.5 Modelling of the Hebridean Shelf 

The Hebridean Shelf has received little attention from researchers and this is one 

of the reasons for the present work. In this section previous models of the area 

are described. The models are all homogeneous so baroclinic and thermodynami­

cal aspects ( e.g. seasonal stratification or the presence of the Islay front) are not 

reproduced; however a good description of the tidal circulation is achieved. 

3.5.1 Models of tides in the Hebridean area 

The region covered by these studies extended from 55° N to 59° N and from 4° W 

to 12° W (Proctor and Davies, 1996; Xing and Davies, 1996b,c). The equations 

of motion were expressed in spherical polar co-ordinates and a coordinates in both 

models but they differed in the method of dealing with the vertical structure. The 

Proctor and Davies model used a Galerkin approach where the components of the 

horizontal velocity were expanded in terms of basis functions of the vertical coor­

dinate with coefficients that are functions of time and of horizontal position. This 

approach allows a 3-D model to be integrated on a 2-D grid reducing computational 

efforts. Vertical eddy viscosity was expressed as a function of horizontal position 

and time and a fixed function which gives the vertical profile of viscosity. 

In the Xing and Davies models the eddy viscosity was calculated using the level 2.5 

turbulence closure sub-model with two different specification for the length scale; 

one involving the prognostic equation for q2l (3.24) and the other involving the 

trigonometric profile (3.28) - (3.29). Both models employed a grid with mesh 1/12° 

of latitude x 1/12° of longitude. The results for the M2 constituent will be briefly 

discussed later, in comparisons with the results obtained from this work. Both 

models resolved the amphidromic point situated close to the North Channel. Cotidal 

lines showed that phase and amplitude both increase northward, the typical pattern 
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of a Kelvin wave travelling along a coast. The different choice of turbulence closure 

sub models did not affect results in a significant way. 

3.5.2 Long term flow along the Malin-Hebrides shelf 

This study was concerned with the long term circulation in the area (Xing and 

Davies, 1996c). Equations were expressed in polar coordinates and two different 

turbulence closure sub models were used. Wind stress and radiation conditions 

were prescribed at open boundaries. In particular the wind-forced circulation and 

tidal residual circulation were investigated. Two different wind fields were chosen, 

westerly and southerly with a stress of 1 N m- 2 
( corresponding to a velocity of 20 

m s-1 ). For the calculation of the tidal residual circulation the wind stress was set 

to zero and the model was forced with an M2 tidal input as in the model used by 

Xing and Davies (1996b). Finally a flow through the North Channel was simulated. 

Wind forcing was removed and a 0.2 m s-1 depth mean current was used as input 

at the North Channel open boundary. In this simulation it is possible to see some 

recirculation in the southern end of the Minches but not of sufficient magnitude to 

explain the observations (Hill et al. , 1997b). 

3.6 Summary 

The Princeton Ocean Model is a three-dimensional, non-linear primitive equation 

coastal model and it has been described in this chapter. Its main attributes are: 

• Terrain following coordinates in the vertical (er-coordinates) which allows a 

better representation of the bottom topography. The horizontal coordinates 

may be curvilinear or rectangular. 

• The vertical turbulent exchange parameters (eddy viscosity and diffusivity) 

are calculated using a second moment turbulence closure scheme (the Mellor­

Yamada 2.5 closure scheme). 

• The horizontal turbulent exchange parameters are calculated using the 

Smagorinsky formulation so that they are related to the mesh grid and to 

the local shear in velocity. 
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• The numerical integration is carried out using finite differences on an "Arakawa 

C" grid. The external mode is two-dimensional and is integrated explicitly 

with a short time subject to the CFL constraint. The internal mode is three­

dimensional, and uses a longer time step to minimise computational effort. 

POM has been widely used for both ocean and coastal simulations and some of 

its uses have been reviewed in this section. The next chapters will be devoted to 

its application on the Hebridean-Malin shelf to study tidal structure and seasonal 

evolution of temperature and salinity and to investigate the dynamical response of 

the shelf to these changes. 
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Figure 3.1: Location of the variables on the Arakawa "C" grid ( from Blumberg and 
Mellor, 1987). 
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Chapter 4 

Tidal validation of POM 

4.1 Introduction 

The ability to correctly reproduce the tides is the first test to assess the capabilit ies 

of the Princeton Ocean Model. As discussed in the previous chapters tides are impor­

tant on the European Shelf; they strongly interact with the seasonal .heating-cooling 

cycle (Simpson, 1981, 1998; Hill and Simpson, 1989), modulating stratification in 

areas such as the Malin shelf (Hill and Simpson, 1989) and Flamborough Head (Hill 

et al., 1993). Interactions are also possible with density structures generated by 

freshwater runoff as in Liverpool Bay (Sharples and Simpson, 1995) and in the Ger­

man Bight (Simpson and Souza, 1995). Tides are also responsible for production of 

turbulence in the water column via dissipation of their energy. For these reasons, 

if a large time-scale simulation is to be carried out the realistic simulation of the 

t ide is a necessary prerequisite. For this regional study only two constituents will 

be considered, namely M2 and 82 . They are both semi-diurnal and they account 

for the majority of the energy dissipation on the shelf, with M2 being the largest 

contributor in the balance. 

This chapter will deal with the setting of bathymetry and boundary conditions for 

POM for a tidal study of the Scottish shelf. Results will be compared with obser­

vations from tidal gauges and current meters deployed in the area during previous 

studies. The results will also be compared with those from other models used for 

tidal simulations on this shelf (Proctor and Davies, 1996; Xing and Davies, 1996c; 

Young et al., 2000). 
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4.2 Model setting for the tidal simulations 

Fig. 2.2 illustrates the bathymetry of the area under investigation. It extends from 

9° 5' W to 2° 45' W and from 52° 24' N to 60° 10' N; the resolution is 1/18 de­

gree of latitude and 1/12 degree of longitude so that there are 141 x 77 elevation 

and velocity points. The grid mesh is 6.1 kmx5.6-4.6 km (depending on latitude) 

and it is fine enough to resolve baroclinic processes because the Rossby radius of 

deformation, rd, defined in (1.6), is of the order of 10 km on this part of the Eu­

ropean shelf (James, 1990). This bathymetry was obtained by interpolation from 

a coarser bathymetry, covering the whole European Shelf in use at the Proudman 

Oceanographic Laboratory. It has already been used in various studies concerning 

tidal processes, see for example Davies et al. (1997b) and Davies and Kwong (2000). 

The aim of the simulation was to reproduce tidal patterns on the Scottish shelf but 

the domain chosen was larger, to include the Irish Sea. This approach was followed 

mainly for two reasons, one numerical and the other related to the dynamics of the 

area. The first aim was to have the modelled area relatively far from the influences 

of the boundaries ( where boundary conditions can influence the interior of the do­

main as previously discussed); secondly, far field effects play an important role in 

determining the dynamics of the region, especially the exchange between the Irish 

Sea and the Malin Shelf (Brown and Gmitrowicz, 1995). Young et al. (2000, 2001) 

followed the same approach in her modelling study of fluxes in the North Channel 

of the Irish Sea. 

In the vertical 21 a layers were used. Resolution was increased at the surface and at 

the bottom, to better resolve the associated boundary layers. Table 4.1 illustrates 

the thickness of each single a layer; resolution varies from 5-10 metres in a water 

depth of 100 metres to 100 metres where the depth is 1500 metres. The minimum 

depth was set to be 10 metres in all the domain to avoid the wetting-drying of cells. 

A major problem with this bathymetry was the presence of the shelf-break in the 

domain of simulation (see Fig. 2.2). This could bring about errors in the deter­

mination of the baroclinic pressure gradient (and hence velocities) because of the 

use of a -coordinates (Haney, 1991). As seen in the previous chapter this problem is 

intrinsically linked with the the definition of the terrain-following coordinates. As 

demonstrated in various works (Mellor et al., 1994; Kliem and Pietrzak, 1999) there 

are several methods to try to reduce the influence of steep bathymetry on simula­

tions. In this work the method chosen to minimise the errors was to subtract an area 
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mean density field before the calculation of the pressure gradient terms in the model 

(Mellor et al., 1994). The problem generated by the so-called "hydrostatic consis­

tency" (§ 3.2.3) was thought not to cause particular problems, as already discussed 

in Xing et al. (1999), since inconsistencies are reduced by advective adjustment of 

the density field, as shown in Mellor et al. (1994). Furthermore inconsistencies are 

mainly concentrated in the region with steep topography (see (3.65)) far from the 

area of interest ( the Scottish shelf and the Minch) and a steep continental shelf break 

acts as an insulator (Hill, 1995). The resolution used in this work is consistent with 

other studies (Ezer and Mellor, 1994; Zavatarelli and Mellor, 1995; Ezer and Mellor, 

1997) where errors in the velocities were minimal. 

k (layer) CJ (coor.) 
1 0.000 
2 -0.005 
3 -0.025 
4 -0.050 
5 -0.075 
6 -0.100 
7 -0.150 
8 -0.200 
9 -0.250 
10 -0.300 
11 -0.400 
12 -0.500 
13 -0.600 
14 -0.700 
15 -0.800 
16 -0.900 
17 -0.925 
18 -0.950 
19 -0.975 
20 -0.995 
21 -1.000 

Table 4.1: Distribution of vertical CJ layers for tidal simulations. 

Initial conditions for velocity and elevation were set to zero and their values were 

ramped in the first day of simulation. Salinity and temperature were kept constant 

throughout the tidal validation run with values of T = 10°C and S = 35. The model 
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was forced on all 4 open boundaries with depth-mean velocities and elevations for 

M2 and S2 tidal constituents. Their values were obtained from a large scale model 

which provided the bathymetry ( the CS3 model from the Proudman Oceanographic 

Laboratory) . These data were interpolated on the model's grid and the results 

presented here represent the best results collected over various tests carried out to 

optimise boundary conditions for this particular domain. Performances of models 

are highly sensitive to the prescription of inputs at boundaries as shown by Davies 

and Aldridge (1993) and Xing and Davies (1996a) in the case of the Irish Sea. 

The lateral diffusivity of momentum Am was calculated with the Smagorinsky ap­

proach, as discussed in section 3.2; the horizontal diffusivity of scalars was related 

through the turbulent Prandtl number chosen to be 0.5. The background eddy vis­

cosity was set to 2 x 10-5 m2 s- 1; the roughness of the bottom, z0 , was 0.001 m and 

finally the constant a in the Asselin filter was taken to be 0.2. 

Radiation boundary conditions were used in this set of simulations following the 

work of Flather (1976) . This approach has been successfully used in tidal simu­

lations (see for example Davies, 1997; Young et al., 2000, 2001) and it allows the 

propagation of strong tidal forcing from outside the domain of simulation. Other 

types of radiation condition were attempted but they all resulted in instability of 

the model. Temperature and salinity were not a problem since they were constant 

and there was no advection of these two scalars inside or outside the domain of 

simulation. 

4.3 M 2 tidal elevations and currents 

Fig. 4.1 and Fig. 4.2 show the calculated amplitude and phase respectively for the 

Scottish region. As expected, the semidiurnal tide behaves as a Kelvin wave travel­

ling northward, along the coast. The amplitude varies from Om in the amphidromic 

point to 1.4 m in the Minch region, close to the isle of Skye. The presence of the 

amphidromic point is also confirmed by the co-tidal chart , its position is in good 

agreement with observations (George, 1980) and with results of other simulations 

(Proctor and Davies, 1996; Young et al., 2000). Elevations and phases are also in 

good agreement with these previous modelled studies. 
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For a quantitative assessment, observations from various sources were compared with 

the computed results (see appendix A for the tables mentioned in this chapter). 

Elevations and phases for the semidiurnal constituent M2 were calculated using 

harmonic analysis; the model was integrated forward in time for 20 M2 tidal cycles 

with all values ramped for the first day of simulations. The last 4 tidal cycles were 

used for the analysis; this long simulation allowed the two semidiurnal constituents 

to be better separated as discussed in Proctor and Davies (1996) when starting from 

a state of rest. These modelled results were compared with the same observations 

used in Proctor and Davies (1996) for their assessment; Fig. 4.3 shows the position 

of these tidal gauges whilst Table A. l contains the observed and computed values 

together with estimates of absolute and percentage errors. Fig. 4.4a and Fig. 4.4b 

picture the comparison between model results and observations for amplitude and 

phase; in general there is a slight tendency to underestimate the elevation while 

phases are well reproduced apart from a few points. One of these points (No. 20) is 

close to the amphidromic point so that even small errors in the model are amplified, 

as noticed in Young et al. (2000), due to the inability of the model to correctly 

locate this point at coarse resolution. Errors in the other three points (No. 10, 16 

and 17) are probably due to a combination of the previous cause and topographic 

effects which cannot be resolved by the model's grid (Proctor and Davies, 1996). 

Table A.2 and Table A.3 show the distribution of errors for the amplitude and phase 

of M2 . This confirms the tendency to underestimate by the model and the presence 

of few points which are responsible for the overall error. Finally the RMS errors in 

amplitude and phase were 9 cm (r2 = 0.94) and 42° (r2 = 0.70) respectively, with 

the error in phase due principally to the 4 points mentioned. To validate this last 

statement, the statistical analysis was repeated not considering these locations and 

the new results for the RMS error on the phase was 8° (r2 = 0.99) which proves 

this assertion. These values of RMS errors are comparable with the errors obtained 

in other simulations in the same region; Proctor and Davies (1996) give 13.3 cm 

and 13° for the RMS errors for amplitude and phase respectively whilst a range of 

different values, from 11.93 cm to 7.85 cm and from 3.58° to 8.33°, are reported by 

Young et al. (2000) but that simulation was more concerned with the Irish Sea and 

the North Channel. 

Fig. 4.5 shows the location of the current meters used for the comparison between 

observations and computed results. They are a subset of the current meters used 
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in the work of Young et al. (2000) for the assessment of their model of the North 

Channel. They are distributed over the shelf, from the coastal shallow waters to 

the shelf break. Table A.4 and Table A.5 contain positions, observed and calculated 

values and absolute and percentage errors for both components of the tidal velocity. 

For a quantitative assessment of the performance in reproducing tidal velocities, 

Figs. 4.6a,b and Figs. 4. 7a,b show graphically the comparison between observations 

and modelled results for the u and v components. Table A.6 and Table A.7 give the 

distribution of errors for amplitude and phase for both components. The agreement 

for the two components is fairly good; the model can reproduce strong currents in 

the proximity of the North Channel (No. 23 and 25) but with some overprediction. 

The reduction in speed due to the increased depth at the shelf edge is also present 

in the results (No. 5, 6 and 7). Phases for the u and v components are also in good 

agreement with the observations. However the phase of the meridional component 

was simulated with errors larger than 70° in some location (No. 9, 22 and 24); these 

errors are probably caused by topographic effects not resolved by the model because 

of the coarse resolution. The modelled u component shows a RMS error in elevation 

of 11 cm s- 1 (r2 = 0.85) and in phase of 23° (r2 = 0.73). The v component, instead, 

has a RMS error of 9 cm s- 1 (r2 = 0.81) on the elevation and 37° (r2 = 0.64) on the 

phase. 

Finally tidal ellipse characteristics were calculated. Following the decomposition 

presented in Sousa and Simpson (1996) predicted values for these parameters were 

compared against the values calculated from observations for the same position, 

namely the semi-major axis Tmax, semi-minor axis Tmin, orientation a and phase (3. 

Table A.8 illustrates this comparison. RMS errors of 13 cm s- 1 (r2 = 0.88) and 5 

cm s- 1 (r2 = 0.59) were obtained for the semi-major and semi-minor respectively. 

Orientation and phase are computed with an RMS error of 28° (r2 = 0.66) and 31 ° 

(r2 = 0.55) respectively showing reasonable agreement with observations as does 

the sense of rotation, which is correctly reproduced in the majority of the locations. 

4.4 S2 tidal elevations and currents 

The analysis for this constituent follows the same pattern used for M2 . Figs. 4.8 

and 4.9 illustrate calculated elevations and phases for the 82; they are similar to 
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Figs. 4.1 and 4.2 showing the characteristic behaviour of a Kelvin wave travelling 

northward along the Scottish coast. Amplitudes of this constituent are smaller than 

for M2, reaching 0.6 m inside the Minch. There is an amphidromic point close to 

the North Channel, as previously seen for M2. Fig. 4.10 shows the positions of 

the tidal gauges used for the validation of elevation and phase ( data supplied by 

the Proudman Oceanographic Laboratory) whilst Table A.9 contains the values of 

observations. Figs. 4.lla and 4.llb show graphically these results; fewer points were 

used for the validation of 82 because of availability of observations in the area but 

the agreement is good with an RMS error of 2 cm (r2 = 0.94) and 1 ° (r2 = 0.99) for 

elevation and phase respectively. In this case all the points used for the comparison 

are well away from the coastline and the boundaries where errors are more likely to 

appear. Finally Tables A.10 and A.11 illustrate the distribution of the errors between 

observations and predicted values mirroring the fact the agreement is good. 

The u and v components of the velocity were validated using the same data utilised 

for M2; Fig. 4.5 presents the locations of the current meters deployed. Results for 

the u and v components are shown in Table A.12 and Table A.13. Figs. 4.12a, 

4.12b, 4.13a and 4.13b graphically describe them while Tables A.14 and A.15 give 

the histograms with the distributions of the errors for amplitude and phase. The 

u component is predicted with a RMS error of 3 cm s-1 (r2 = 0.82) for amplitude 

and 42° (r2 = 0.13) for phase; meanwhile the v component shows RMS errors of 3 

cm s- 1 (r2 = 0.82) and 31 ° (r2 = 0.26) for amplitude and phase respectively. It is 

interesting to notice the difference in the prediction of amplitude and phase for both 

components. The amplitude is reasonably reproduced whilst the phase suffers from 

large errors. Looking at Figs. 4.12a,b and 4.13a,b the inconsistencies are located in 

a few points; for the u component points 3, 5, 11 and 20 show errors larger than 70° 

in absolute value; similarly points 3, 5, 9, 10 and 24 have errors between 60° and 

90°. As previously seen they are located near the shelf break (see Tables A.11 and 

A.12) where large errors are expected; also the model does not predict shear well in 

the deepest part of the domain and the effect seems to be more pronounced in the 

case of 82 than M2. 

Tidal ellipses characteristics were calculated as previously and Table A.16 shows 

the comparison between observation and predicted values for 82. As before there 

is a close resemblance between the behaviour of the currents and that of the tidal 

ellipses; there is no shear in the deep ocean whilst there is a reasonable agreement 
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on the continental shelf; the RMS error for amplitude of the semi-major axis is 4 

cm s-1 (r2 = 0.89), the semi-minor axis shows an error of 2 cm s-1 (r2 = 0.51). The 

angular values, orientation and phase, exhibit a RMS error of 43° (r2 = 0.41) and 

39° ( r 2 = 0.44) respectively. 

4.5 Residual Circulation 

The sub-tidal circulation was examined with the same model set-up; tidal resid­

ual velocities were calculated from the previous data by subtracting the harmonic 

motion predicted by the model. The model was forced with both constituents so 

residuals contain contributions from S2 and M2 . Figs. 4.14 and 4.15 illustrate the 

predicted surface and bottom residual velocities. These results show that the tidal 

residual circulation is weak, velocities are of the order of 1-3 cm s-1 over most 

of the Scottish Shelf. There is a general northward motion, the flow tends to be 

steered along the bathymetry. Exceptions are t he area of the North Channel and 

the Minch where strong tidal residuals are present with velocities up to 15 cm s-1 

at the surface. In both areas the topography changes rapidly and strong non-linear 

interactions between tides and bathymetry are generated, creating the residual cir­

culation observed in the model. Another example of such interaction is in the area 

of Tiree and Coll where tides interact with these two islands. Unfortunately in these 

areas the resolution of the model is also coarse (few grid points across each loca­

tion) and this probably contributes to the overall picture since a fine resolution is 

needed to predict correctly the tidal flow in this region of the shelf (Young et al., 

2000, 2001). There is agreement with previous studies, Xing and Davies (1996c) 

also show a weak residual circulation, and there is almost no recirculation in the 

region of the Minch so that the pattern observed in reality must include baroclinic 

effects since that simulation used constant density throughout all the simulations. 

To complete these simulations on the sub-tidal circulation, two further runs 

were completed to study the contribution of the wind on the general circulation. 

Following previous works (Xing and Davies, 1996c; Young et al., 2001) the model 

was forced with a southerly and a westerly wind; there was no tidal forcing and 

boundary conditions and other adjustable parameters were kept constant. The 

wind stress r w acting on the sea surface was calculating using a quadratic function 
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of the wind velocity Uw, of the form 

(4.1) 

and in this case the wind speed was set equal to 10 m s-1 in both cases for a direct 

comparison with the work of Young et al. (2001). Simulations lasted for 12 days so 

that the model was able to reach a state of dynamical equilibrium; elevation and 

circulation were extracted from the model's output for the last 24 hours. Results 

for the case of southerly wind forcing are shown in Fig. 4.16 for the elevation 

and Figs. 4.17 and 4.18 for the surface and bottom velocities, respectively. As for 

the tidal simulation, the topography plays a role in the wind-induced circulation. 

Contours of surface elevation closely follow the bathymetry, and range from O to 5 

cm at the coast - these values are smaller than the ones predicted in Young et al. 

(2001). Surface velocities are of the order of 20 cm s- 1 in the shallow parts of the 

region (the same order of magnitude found by Young et al., 2001), with a decrease 

toward the open ocean, as expected. Peaks of 40 cm s- 1 are present in some of 

the shallowest areas. The effect of the rotation of the earth is noticeable, especially 

in the deepest regions, away from the coastal boundary and from the perturbing 

effects of topography. The bottom circulation shows the bathymetric steering; the 

flow is mainly northward with magnitudes of the order of 5-10 cm s-1 and mirrors 

the isobaths. In this simulation there is recirculation at both entrances of the Minch, 

so wind may contribute to the observed circulation but it is very unlikely that a real 

wind field would maintain direction and strength as in the simulation. 

The simulation with westerly forcing shows a different picture, especially in the case 

of coastal elevation (Fig. 4.19). Values are smaller, reaching a maximum of 3 cm 

inside the Clyde sea showing a better agreement with Young et al. (2001) probably 

because these simulations had a bias in the long term wind field. The bathymetric 

steering is less noticeable but is present. Surface circulation (Fig. 4.20) shows very 

little topographic effect and velocity peaks of 30 cm s- 1 in the proximity of the 

northern Irish coast and in some shallow regions. Otherwise velocities were around 

15 cm s- 1 in the majority of the domain. In this case the Coriolis effect contributes, 

deflecting the vectors towards the right as expected. The bottom circulation (Fig. 

4.21) is very weak, of the order of 1 cm s- 1 , but showing the same pattern observed in 

the previous simulation; there is tendency of the water to flow northwards following 
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the bathymetry. In t his case there is almost no recirculation at the entrance of the 

Minch, in the Sea of the Hebrides. A weak intrusion is, instead, located in the North 

Minch confirming observations of a Atlantic intrusion in this region. 

4.6 Summary 

The tidal validation of the Princeton Ocean Model for the Scottish shelf was accom­

plished in this chapter. To take into consideration far field effects and to minimise 

the numerical influence of boundaries on solut ions, a larger domain than the area of 

interest was used covering the Irish Sea and North Channel. The bathymetry was 

obtained from another model (CS3 from the Proudman Oceanographic Laboratory) 

with interpolation to increase the resolution. The same model also supplied bound­

ary conditions for these tidal studies. In this case only semidiurnal constituents were 

utilised, namely M2 and S2 . The model was forced for 20 tidal cycles and the last 

4 were used for statistical analysis. Although this period of time was shorter than 

the limit imposed by the Rayleigh's criterium to separate these two tidal signals, 

results demonstrated good agreement with observations, both for elevation and ve­

locity components, showing small leakage between the constituents. Large errors 

are present in a few locations, due to local t opographic effects not resolved by the 

model's grid or proximity to the amphidromic point, this last factor influencing es­

pecially the phase of the M2 elevations. Fewer observations were available for the 

S2 but the agreement was reasonable. Velocity components were reproduced with 

a small overestimat ion for the amplitude; 28 locations were used for comparison 

and predicted values were in reasonable agreement with current meter data with 

S2 showing larger errors. Tidal ellipse characteristics were also reproduced within 

acceptable limits. In deep water and on the shelf break there was no vertical vari­

ability in the modelled currents. It is probable that the forcing contributed to this 

lack of vertical variability; the model was forced on the boundaries with a depth­

mean component of velocity acting on the whole water column. This could act as a 

constraint on the velocities in the proximity of the boundaries, limiting the vertical 

development of the shear. Finally a poor resolution of the vertical velocity profile 

due to the a -coordinates may also contribute to the overall picture. Tidal resid­

ual circulation shows the same patterns displayed in previous work (Proctor and 

Davies, 1996; Xing and Davies, 1996c; Young et al., 2000) with a weak northward 
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flow, steered along the bathymetry. Predicted values cannot justify the presence 

of the bifurcation of the flow in the Sea of the Hebrides, pointing toward a large 

baroclinic contribution. 

For its importance in the overall dynamics of the shelf, wind-driven circulation was 

simulated. Two cases were studied - the effect of a constant southerly and westerly 

wind forcing. Results were in agreement with previous studies (Xing and Davies, 

1996c; Young et al., 2001). Surface flow follows the forcing with a deflection due to 

rotation whilst bottom velocities show the same pattern of a northward flow, steered 

by bathymetry. As observed by Xing and Davies (1996c), the independence of the 

bottom flow structure from the direction of the wind suggests a strong interplay 

between flow and bathymetry so that locations of baroclinic effects such as the 

bifurcation of the flow may also be influenced by the topography of the region. For 

all these studies density was kept constant. In the next chapter, baroclinicity is 

introduced to take into account all the factors which may influence the circulation 

and to explain the observations. 
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Figure 4.1: Calculated M2 elevation chart, amplitude in metres. Contours are plot­
ted at 0.1 m intervals. 
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Figure 4.2: Calculated M2 co-tidal chart, phase in degrees. Contours are plotted at 
10° intervals. 
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Figure 4.3: Location of the tidal gauges used in the comparison of the tidal con­
stituent M2. 
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Figure 4.4: Comparison between observations and computed results for a) elevation 
(m) and b) phase (degrees)for M2 • Numbers refer to locations shown in Fig. 4.3. 
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Figure 4.5: Location of the current meters used in the comparison. 
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Figure 4.6: Comparison between observations and computed results for a) amplitude 
(m s- 1 ) and b) phase (degrees) for the M2 u component. Numbers refer to locations 
shown in Fig. 4.5. 
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Figure 4.7: Comparison between observations and computed results for a) amplitude 
(m s-1) and b) phase (degrees) for the M2 v component. Numbers refer to locations 
shown in Fig. 4.5. 
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Figure 4.8: Calculated 82 elevation chart , amplitude in metres. Contours are plotted 
at 0.05 m intervals. 
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Figure 4.10: Location of the t idal gauges used in the comparison of t he tidal con­
stituent S2 . 
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Figure 4.11: Comparison between observations and computed results for a) elevation 
(m) and b) phase (degrees). Numbers refer to locations shown in Fig. 4.10. 
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Figure 4.12: Comparison between observations and computed results for a) ampli­
tude (m s-1 ) and b) phase (degrees) for the 82 u component. Numbers refer to 
locations shown in Fig. 4.10. 
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Figure 4.13: Comparison between observations and computed results for a) ampli­
tude (m s- 1 ) and b) phase (degrees) for the S2 v component. Numbers refer to 
locations shown in Fig. 4.10. 
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Figure 4.14: Predicted surface tidal residual velocities (every 2 grid points). 
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Figure 4.15: Predicted bottom t idal residual velocities (every 2 grid points). 
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Figure 4. 16: Predicted daily averaged elevation for southerly wind forcing of 10 
m s- 1 . Contours are plot ted at 1 cm intervals. 
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Figure 4.17: Predicted circulation at the surface (every 2 grid points) for sout herly 
wind forcing of 10 m s- 1 . 
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Figure 4.18: Predicted circulation at the bottom (every 2 grid points) for sout herly 
wind forcing of 10 m s- 1 . 
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Figure 4.19: Predicted daily averaged elevation for westerly wind forcing of 10 m s- 1. 

Contours are plotted at 1 cm intervals. 
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Figure 4.20: Predicted circulation at the surface (every 2 grid points) for westerly 
wind forcing of 10 m s- 1 . 
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Figure 4.21: Predicted circulation at the bottom (every 2 grid points) for westerly 
wind forcing of 10 m s- 1 . 
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Chapter 5 

Seasonal Evolution 

5.1 Introduction 

The previous chapter demonstrated that residual circulation caused by tides is neg­

ligible on the Scottish Shelf (see Figs. 4.14 and 4.15); wind can contribute to the 

circulation but, to describe the pattern observed in reality, baroclinic effects must 

be included in the simulations. This chapter will deal with these effects. Results 

with baroclinic forcing will be presented and, where possible, comparisons with ob­

servation will be made to assess the capabilities of the model when climatological 

forcing and "close to reality" boundary conditions are employed. Predictions from 

the model will be interpreted with particular attention to seasonal cycles of temper­

ature and salinity. Baroclinic features such as the recirculation at the entrance of 

the Minch and the tidal front on the Malin shelf region will be investigated in detail 

in the next chapter. 

5 .2 Climatological Forcing 

For realistic seasonal simulations the model must be forced with conditions which 

have been derived from observations. For these simulations meteorological forcing 

was derived from data obtained from the British Atmospheric Data Centre (BADC) 

and the Scottish Environment Protection Agency (SEPA) . The model was set up 

with data from 1997 so comparison with observations collected by the Marine lab­

oratory was possible. 
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5.2.1 Wind forcing 

The model was forced with hourly wind data ( direction and speed) coming from the 

archive of the BADC for the weather station located at Tiree (see Fig. 5.1) which 

were taken to be representative of the real wind blowing on the whole domain of 

simulation. These velocities were transformed to surface stresses using the formula 

already discussed previously (see (4.1)) with the coefficient Cd a function of the 

wind speed U following 

1.4 x 10-3 0 ~ U < 10 m s-1 

(0.49 + 0.065U) x 10-3 10 ~ U < 26 m s-1 
(5.1) 

Since this is a station located on land (see Fig. 5.1) the wind was multiplied by 

a factor of 1.3 to take into account the reduced friction due to the sea surface 

(Galperin and Mellor, 1990a). Fig. 5.2 shows the wind vectors averaged every 24 

hours; Figs. 5.3a,b illustrate the distributions of direction and speed for the wind at 

this weather station. The wind did not have a preferential direction throughout all 

the year, most of the time it blew from the 2 southern quadrants with exceptions in 

May (where there was no precise direction) and in June where there was a strong 

tendency for northerlies. Speed followed a seasonal pattern with strong winds in 

winter (February) and a decrease in intensity in summer, to increase again during 

Autumn. The area is generally windy with up to 50 days of gales per year with a 

mean of 10-15 knots (5-7 m s- 1 ) (Green and Harding, 1983) 

5.2.2 Solar heating 

Hourly solar heating flux from Stornoway Airport weather station (see Fig. 5.1) 

supplied the heat forcing for the model. These data were implemented in the model 

following the previous discussion (§ 3.3.2), the input Q 3 was measured directly at 

the weather station (see Fig. 5.4) whilst the other quantity Qwc was derived from 

equations (3.73)-(3.76). As in the case of wind, this solar flux was thought to 

be representative for all the domain of simulation (in doing so variations of solar 

heating with latitude were ignored). Tiree weather station also supplied the air 

temperature (see Fig. 5.5) needed in the calculation of latent and sensible heat 
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fluxes. In this set of calculations the short wave radiation was applied at the sea 

surface and exponential absorbtion was allowed in the first several metres of the 

water column with a coefficient of extinction of 0.042 m- 1, following the classification 

of Jerlov (1976). Other data required for these simulations were the cloud cover and 

the relative humidity; in both cases assumptions were made because of the lack of 

reliable observations. The cloud cover was set to a constant 50% whilst the relative 

humidity was set to 80%, close to the annual mean value of 86% measured at Tiree 

(Green and Harding, 1983). 

5.2.3 Fresh water input 

Fresh water runoff is very important in the dynamics of this area. It supplies buoy­

ancy to the Scottish coastal current system and its value has been already shown 

to be correlated to the strength of the current (Simpson and Hill, 1986) . Fig. 5.6 

shows the annual runoff for the 3 sources of fresh water considered in this simulation 

- the river Clyde, the river Lochy and the river Carron (observations obtained from 

SEPA gauges) . The first source is located in the Firth of Clyde (see Fig. 5.7) and, to 

take into account all the other sources in the area, its discharge has been multiplied 

for 2.17 since it contributes for the 46% of the total discharge into the Clyde Sea 

(Poodle, 1986). The other two are located along the Scottish coast. The river Lochy 

flows into Loch Linnhe and the river Carron flows into Loch Carron, close to the 

Isle of Skye (see Fig. 5.7). The distribut ion of the runoff was strongly seasonal with 

maxima in winter and negligible inflow during the summer months. These daily av­

eraged observations were interpolated so that the inflow was modelled through the 

continuity equation (§ 3.3.2) at hourly intervals for consistency with other forcing. 

5.3 Lateral boundary conditions 

Boundary conditions for temperature and salinity were prescribed at 3 of the 4 open 

boundaries of the domain of simulation, leaving the fourth boundary to adjust . This 

solution was implemented for lack of observations along the open eastern boundary. 

The Levitus archive (Levitus, 1982) supplied the data for both salinity and temper­

ature for the northern and western boundaries. These averaged observations were 
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available with a resolution of 1 ° x 1 ° so that they had to be interpolated on the 

model's grid. Fig. 5.8 and Fig. 5.9 illustrate the annual development of salinity 

at the two boundaries. The western boundary shows the direct influence of the 

Atlantic ocean with the saltier water. The same pattern can be seen in the temper­

ature field, Fig. 5.10 and Fig. 5.11 show the seasonal changes in temperature for the 

northern and western boundary respectively; . The Atlantic Ocean shows its effects 

on the warmer western side and the development of the seasonal thermocline can be 

followed, with peaks in the period between August and September. The southern 

boundary was treated in a different way. Boundary forcing for salinity and temper­

ature for the St. George's Channel was obtained from another model (Horsburgh, 

1999) and was consistent with observations in the area; the water was approximated 

as well mixed throughout the year with constant salinity (8=34) and temperature 

shown in Fig. 5.12 which follows the seasonal pattern, with a maximum in the same 

period (August-September). 

On the western boundary the momentum contribution of the Scottish continental 

slope current was neglected because of lack of observations. This current has been 

studied and observed (see for example Booth and Ellett, 1983; Huthnance, 1986) but 

a complete seasonal picture is lacking; its major feature is persistent northward flow 

of the order 0.1 m s- 1 along the continental slope, associated with a core of warm 

light water (Booth and Ellett, 1983). Dickson et al. (1986) hinted at a seasonal 

variation of this current with a peak reached in November, which coincided with 

its spilling onto the Shelf. Model studies (Xing and Davies, 2001) showed that the 

shelf edge flow can influence the dynamics of the shelf; Xing and Davies (2001) also 

demonstrated how Atlantic water can intrude into the Irish Sea as an effect of the 

presence of the slope current. Since data are sparse, and it was not possible to 

obtain a reliable source of forcing for the slope current, the overall phenomenon was 

not included and the cont inental slope was treated as a perfect insulator, inhibiting 

ocean-shelf exchanges. 

5.4 Initial Conditions 

A late winter condition was chosen as the initial condition. In this way it was 

possible to specify a homogenous vertical profile for salinity and temperature fields. 
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Observations of temperature in the Scottish area (see for example Craig, 1959; Ellett, 

1979; Ellett and Edwards, 1983) and observations and model simulations on the 

whole European shelf (Elliott et al., 1991; Elliott and Clarke, 1991) corroborates this 

assumption: the water column reaches an homogenous thermal state in February­

March. On the other hand salinity is influenced by the Atlantic inflow on the 

Western side of the European continental shelf and northern side of the North sea 

and from fresher inflow in its Southern part ( the river Rhine in the German Bight 

and the Norwegian Coastal Current in its eastern side) so that the vertical profile 

is not so robust an assumption. 

Fig. 5.13 and Fig. 5.14 show the initial conditions for temperature and salinity used 

in these seasonal simulations. The initial time of simulation was chosen to be the 

pt of February 1997. These two fields were built with observations coming from 

two sources; Ellett and Edwards (1983) supplied data for the Scottish shelf whilst 

data for the Irish Sea were gathered from Bowden (1980). Using the Matlab package 

they were interpolated and smoothed on the model's grid. Initial conditions were 

therefore consistent with observations, temperatures on the inner shelf were mostly 

of the order 6° - 7°C with minima of 4° on the shallowest part of the eastern 

Irish Sea. The distribution followed the bathymetry with cold water associated 

with shallow topography as in the central Minch, close to the coast of the Outer 

Hebrides. The mitigating effect of the Atlantic water can be seen in the western part 

of the domain where temperature in winter reaches 9°C (see for example Ellett and 

Edwards, 1983). The Atlantic effect was also present in the distribution of salinity; 

in this case the difference is more marked and horizontal gradients are sharper. The 

coastal water was fresher, due to river inflows, with salinity ranging from 34 to 34.8 

whilst Atlantic water shows salinity greater than 35. Figs. 5.14a,b clearly illustrate 

this with a sharp front running along 7° W. 

The reason for choosing a winter initial condition was two-fold. Firstly to demon­

strate that the model was capable of reproducing the seasonal development of the 

temperature field, because of its importance in the dynamics of the shelf (i.e. the 

model had to reproduce the heating due to the incoming solar radiation). Secondar­

ily because these particular initial conditions were easy to implement in the model, 

especially when observational data were lacking as here. However, some inconsis­

tencies were created with this arrangement; in the oceanic part of the domain close 

to the continental shelf break the bottom water was unrealistically warm and salty 
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(see the Levitus data in Figs. 5.8 and 5.11). The solution to this problem was left 

to the diffusivity present in the model. Since the model was forced with "realis­

tic" boundary conditions it was assumed the the numerical and prescribed diffusion 

would restore these initial condition to conditions that are internally consistent. Fig. 

5.15 shows that this assumption was correct; it shows the bottom temperature and 

salinity after 5 and 30 days of simulation and it is possible to see the the deep water 

is going toward the correct values for these quantities. After 5 days both salinity 

and temperature decreased toward the forcing values. Furthermore the model was 

still in its dynamical adjustment being in the phase of "spinning up" , and the area in 

which this effect took place was far from the area of interest. The continental slope 

acts as an insulator for any signals travelling inshore (see previous discussion and 

Hill , 1995). All these factors contributed in accepting the homogenous conditions 

since adjustment is rapid and has no effect on the area of interest. 

5.5 Evolution of scalar fields 

The next two sections will present the seasonal evolut ion of the thermal and haline 

fields with the boundary and initials conditions previously discussed. In the sec­

ond chapter regional observations were described with particular attention to the 

data collected by the Marine Laboratory, Aberdeen; this set of data will be used 

for comparison since it is one of the more complete. The data collected in spring 

1997 (Spring, cruise CU199706, see Table 2.1) allows a direct comparison with the 

output of the model. The other observations (Summer, Autumn and Winter) will 

be used for a qualitative comparison allowing for interannual variability. In addi­

tion to regional fields of salinity and temperature ( daily averages will be shown to 

smooth diurnal changes in these quantities), some points were chosen where these 

scalar values have been extracted every hour for the entire length of the simulation 

(together with velocity which will be analysed in the next chapter). Figs. 5.16a,b 

and Table 5.1 show the position of these points on the Scottish shelf. 

There are three subsets of points: the first set have been situated to follow in detail 

the development of the Islay front (points A and B) and the recirculation in the 

Sea of the Hebrides (point C to F). The other subset (points Y, HSl and M2) have 

been located in the same position as the current meters used in the work of Hill 
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and Simpson (1988). Finally the third set (Fig. 5.16b) represents the location of 

10 current meters deployed by the Marine Laboratory, Aberdeen in Spring-Summer 

1997 which will supply observations of currents for the next chapter. In these po­

sitions temperature and salinity (only for some locations) were collected during the 

deployment and these data will be compared with the model results at the closest 

grid point to such locations. 

N. Position Lat. Lon. Period deployment Depth (m) 
1 A 55° 59.9' N 7° 10.0' w 01/2/1997 - 01/2/1998 79.0 
2 B 55° 43.2' N 6° 50.0' w 01/2/1997 - 01/2/1998 46.8 
3 C 57° 13.2' N 7° 35.0' w 01/2/1997 - 01/2/1998 44.3 
4 D 57° 13.2' N 7° 0.0' w 01/2/1997 - 01/2/1998 128.0 
5 E 56° 49.9' N 7° 25.0' w 01/2/1997 - 01/2/1998 123.7 
6 F 57° 49.9' N 6° 20.0' w 01/2/1997 - 01/2/1998 64.8 
7 G 58° 29.9' N 5° 45.0' w 01/2/1997 - 01/2/1998 106.4 
8 M2 56° 9.91 N 6° 55.0' w 01/2/1997 - 01/2/1998 69.7 
9 HSI 57° 26.5' N 7° 0.0' w 01/2/1997 - 01/2/1998 102.0 
10 y 56° 39.9' N 6° 20.0' w 01/2/1997 - 01/2/1998 50.0 
11 5571 56° 40.36' N 6° 40.13' w 16/4/1997 - 7/6/1997 76 (28) 
12 5581 56° 49.41' N 7° 4.98' w 16/4/1997 - 2/6/1997 143 (35) 
13 5582 56° 49.41' N 7° 4.98' w 16/4/1997 - 9/6/1997 143 (130) 
14 5602 57° 27.63' N 7° 3.101 w 18/4/1997 - 16/7/1997 108 (96) 
15 5611 58° 26.34' N 6° 3.051 w 19/4/1997 - 23/6/1997 89 (34) 
16 5612 58° 26.34' N 6° 3.05' w 19/4/1997 - 1/5/1997 89 (77) 
17 5621 58° 27.09' N 5° 39.27' w 19/4/1997 - 15/7/1997 118 (44) 
18 5622 58° 27.09' N 5° 39.27' w 19/4/1997 - 15/6/1997 118 (116) 
19 5631 58° 27.41' N 5° 15.18' w 20/4/1997 - 7/6/1997 81 (34) 
20 5632 58° 27.41' N 5° 15.181 w 20/4/1997 - 15/7/1997 81 (69) 

Table 5.1: Coordinates of points shown in Fig. 5.16a,b. The two last columns 

indicate the period of deployment and the water depth in metres with the depth of 

the current meter in brackets. 

5.5.1 Temperature 

The time for the start of the seasonal simulation was set to the 1st February at 

00.00 with homogeneous vertical conditions; only horizontal gradients were present, 
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especially in the area of the Malin shelf. The seasonal evolution can be seen in Figs. 

5.17a-j , which illustrate the development of the thermal field (hourly temperature) 

for the locations in Table 5.1. Surface temperature followed almost the same pattern 

at all locations: from minima of about 8°C in February, it slowly increased with 

the incoming solar radiation reaching maxima of 14° - 15°C with extreme peaks of 

16°-l8°C in late August - early September depending on the location, as expected in 

this part of the European shelf (Elliott et al., 1991). The development of temperature 

in the Minch can be seen by looking at the behaviour of points E, D, F ,G and 

HSI. All locations were relatively deep (see Table 5.1) and tidal currents are not 

strong enough to keep the water completely mixed throughout the year, so the water 

column becomes stratified in summer. This is clearly visible in Figs. 5. l 7e-g and Fig. 

5.17i; Point E (the deepest) is the best example whilst at point F (the shallowest) 

the stratification was not so marked as in the other cases. Model results agreed 

with observations; temperatures in July are around 12°-l3°C (for example Ellett, 

1979; McKay et al., 1986), reaching their maxima in August until the breakdown 

of stratification in Autumn (September-October) as observed by Craig (1959). The 

surface temperature did not have a constant trend with a steady increase from 

February to August, but reflected the behaviour of the air temperature and incoming 

solar radiation. A sudden increase is noticeable with a peak in June, detectable in 

every location but location B. 

The increase of bottom temperatures in all location was similar to the surface but 

was more gradual. The direct effect of solar heating was not as strongly marked and 

the rise was smoother. The model was also able to reproduce the correct stratifica­

tion at locations A and B. These were chosen so that one was situated in relatively 

deep water and outside the estimated position of the tidal mixing front (station A) 

whilst the other was inside the front, where the water is always thermally homo­

geneous due to strong tidal currents (station B) . Figs. 5.17a and 5.17b illustrate 

this fact . Temperatures on both sides of the fronts agreed well with observations 

(Simpson et al., 1978). The development of the thermal front , together with its 

haline structure, will be investigated in the next chapter. 

For a quantitative assessment modelled temperatures were compared against the 

observations discussed in the second chapter. Table 5.2 shows the time when tem­

perature and salinity were extracted from the model to be compared with these 

data. For simplicity, a single 24h mean set of values was extracted from the sim-
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ulation in the middle of each cruise period. The model was run for 1997 in order 

to concentrate on comparison with CU199706. Comparison with the other seasonal 

observations therefore assume an interannual consistency. 

Cruise Denom. Duration Model time 
CU199706 Spring 6/4/97 - 20/4/97 11/4/97 (70) 
CU199610 Summer 6/7 /96 - 12/7 /96 10/7 /97 (160) 
CU199815 Autumn 5/9/98 - 19/9/98 13/9/97 (225) 
CU199689 Winter 19/11/96 - 15/12/96 7 /12/97 (310) 

Table 5.2: Duration of cruises and day of simulation used for the comparison with 
observations. In the last column the number in brackets indicates the number of 
day elapsed from the start of simulation (1/2/97). 

Comparing Fig. 5.18a with Fig. 2.15a and Fig. 5.20a with Fig. 2.16a one sees that 

in April the model tends to be around 0.5°C cooler than observation and tends to 

show less spatial variability. Observations show that the North Minch was colder 

than the Sea of the Hebrides by 2°C at the surface and 1 °C at the bottom due to 

the effects of the Atlantic water. This can be seen in Fig. 5.19a which compares 

observations and model results; at the surface the model has almost a constant 

temperature, with values in the interval 8° - 9°C. On the other hand, observations 

stretch from 7.5° - 9.5°C. Bottom temperature follows an identical pattern with 

the same ranges for both observations and results. A statistical analysis gives a 

correlation coefficient r 2 of 0.46 for the surface and 0.47 for the bed. The model 

showed a weak stratification in temperature (0.l°C between surface and bottom), 

weaker than in observations where the difference in temperature was around 0.4°C 

in the Sea of the Hebrides. 

The Summer condition illustrates the opposite situation, the observed surface tem­

perature did not show a large north-south variation and the bottom temperature was 

characterised by the intrusion of Atlantic water. The model tended to overestimate 

temperature at both surface and bottom, Figs. 5.18b and 5.20b demonstrate this 

fact; the intrusion of cold Atlantic water was reproduced but the bottom tempera­

tures in the other parts of the Minch are larger than the observed ones. Fig. 5.19b 

and Fig. 5.21b showed that modelled surface temperatures showed greater spatial 

variability and were larger than observations, the effect was not so marked at the 

bottom. Errors visible in Fig. 5.18b are due to the turbulence sub-closure scheme 
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and will be discussed in major detail in the next chapter. When the wind is weak as 

in this period (see Fig. 5.3) the scheme is not capable of correctly distributing the 

incoming thermal energy downward so that a very shallow thermocline is generated 

with high surface temperature as in this particular case, this fact was already noted 

by Martin (1985) during his work on the simulation of mixed layers. 

In the Autumn conditions temperature was approaching or just passed through 

the maximum, depending on the locations (see Figs. 5.17a,j); the model correctly 

reproduced the strength of the bottom horizontal gradient in the Sea of t he Hebrides 

(compare Fig. 2.16c and Fig. 5.20c). Also in this case the model was overestimating 

temperature by 1 ° -2°C with larger discrepancies on the surface and in the shallow 

parts of the domain. Surface inflow of warmer water in the North Minch and in 

the Sea of the Hebrides were not as well reproduced as at depth where these inflows 

(which are colder than the Minch coastal water) were clearly present. Figs. 5.19c and 

5.21c show some differences, at the surface the spatial variation is well reproduced 

whilst for the bottom temperature observations exhibit a large scatter. Finally 

the Winter condition illustrates the return to an homogenous vertical state, due 

to the breakdown of stratification. Modelled and observed surface temperatures 

are shown in Fig. 5.18d and Fig. 2.15d respectively and Fig. 5.20a and Fig. 

2.16a. Also in this case observations had a larger variability, the model reproduced 

the Atlantic intrusion in the Sea of the Hebrides but not with a strong horizontal 

gradient, as observed in reality. In the model bottom and surface temperature 

were identical since, at this time, there is vertical homogeneity (see Figs. 5. l 7a-j) . 

The model overestimated temperature and underestimated spatial variability (Figs. 

5.19c and 5.21c). Another assessment of the model came from Figs. 5.22a-5.22k 

which compare temperature by the Marine Laboratory, Aberdeen (see Table 5.1) 

and the temperature generated by the model at the same time and locations. In all 

cases the trend was correctly reproduced, temperature increased with time and for 

most of the locations difference between data and model results are smaller than 

2°C, an exception being the current meter CM5622 (Fig. 5.22h). 

5.5.2 Salinity 

The previous analysis was also carried out for salinity using the same locations de­

scribed above in Table 5.1. Unfortunately salinity was not sampled in every location 
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where a current meter was deployed so that fewer data are available. Salinity on 

the Scottish shelf can be influenced mainly by 3 sources - Atlantic water, Irish Wa­

ter and fresh water inflow from the coast (Craig, 1959; McKay et al., 1986). The 

oceanic contribution was modelled through the boundary conditions which supplied 

the seasonal variation for the western contribution; observations from the Marine 

Laboratory, Aberdeen showed that the intrusion of Atlantic water in the Sea of the 

Hebrides should reach its peak during spring and relax to smaller values as the year 

progresses. Points D and E (see Fig. 5.16a) showed an increase in bottom salinity 

with a subsequent decrease (Fig. 5.23d and Fig. 5.23e) but this event took place 

during July, and in the case of point E coincides with a decrease in the surface salin­

ity, which was not observed in reality when the saline dome strengthened. These 

locations showed a decrease in salinity going from summer to winter. The fresh 

water runoff has a more marked seasonal cycle, showing a sudden increase in winter 

followed by a summer period with negligible contribution. This change in salinity 

(surface and bottom) is visible in locations A, B, M2 and Y (Figs. 5.23a,b,h,j) sit­

uated in proximity of the sources of fresher water. The eventual freshening effect 

of the Irish Sea was neglected since its salinity was kept constant during all simula­

tions. There are other variations in salinity that can be observed during the annual 

simulation; points A, G and M2 experienced a pulse of high salinity in July-August. 

This feature can be associated with the intrusion of the Atlantic water, a view which 

is backed by the temperature data in these locations which show a sudden decrease 

although this explanation may not be conclusive because the change in temperature 

could be linked to changes in solar heat flux since this feature is detectable in almost 

all locations. 

In the model surface and bottom salinity (Figs. 5.24a and 5.26a) the intrusion of 

Atlantic water was not as developed as in reality (Figs. 2.13a and 2.14a). The 

model failed also to capture the vertical variation of salinity; in reality a weak 

vertical stratification was observable whereas the model showed homogeneous water. 

Correlation coefficients were calculated as r 2= 0.19 at the surface and r 2= 0.25 at the 

bottom. As for temperature, the model exhibited a lesser spatial variation than the 

data, with salinity almost constant inside the Minch (Fig. 5.25a and Fig. 5.27a). 

During the Summer period, bottom salinity was reasonably reproduced, with the 

intrusion reaching the narrowest part of the Central Minch, west of Skye ( compare 

Fig. 5.26b with Fig. 2.14b). Surface salinity was dominated by the intrusion inside 

all the Minch and not only in the Sea of the Hebrides, as from observations ( compare 
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Fig. 5.24b with Fig. 2.13b). This resulted in an overestimate of salinity which can 

be seen in Fig. 5.25b. Also in this case the horizontal variation was not captured by 

the model. Bottom salinity showed the same behaviour with overestimated values 

and a reduced spread of data (Fig. 5.25b and Fig. 5.27b). 

In Autumn the bottom intrusion was still in place and spread northward, entering 

the North Minch (Fig. 5.26c). This feature was not observed in reality (Fig. 2.14c) 

and surface salinity showed a similar behaviour (compare Fig. 5.24b and 2.13b). 

The comparison pictured in Fig. 5.25c and Fig. 5.27c exhibited a common pattern 

to that observed previously. A retreat of the intrusion took place in the modelled 

Winter conditions (Figs. 5.24d and 5.26d). At the bottom the intrusion was located 

in the western part of the Sea of the Hebrides, and the surface followed the same 

pattern. The effect of the freshening due to increased river runoff was correctly 

simulated and similar to the conditions observed in reality (Fig. 2.13d and Fig. 

2.14d). The model did not reproduce with great accuracy the measured vertical 

gradients, showing an almost homogeneous picture of the salinity inside the Minch 

but it was able to capture the horizontal variations recorded in the area, as seen in 

Fig. 5.25d and Fig. 5.27d. 

For a further comparison of the temporal evolution of salinity, data collected by some 

of the current meters were compared with the model output in Figs. 5.28a-f. The 

first thing to notice is that model showed less local variability; calculated salinity 

was always smoother with a definite upward trend whilst the trend in observations 

depended on location. The observational data shows small scale variability which 

the model cannot emulate, since it is forced with large scale salinity variations at 

its boundaries. 

5.6 Summary 

The model was forced with real meteorological and lateral boundary forcing for the 

year 1997. Three major sources of fresh water were also considered and observations 

were supplied by SEPA. Data were spatially interpolated onto the model's grid 

and temporally interpolated so to have values for every internal step of simulation. 

Simulations started from an homogenous state of the water column for salinity and 

temperature to mimic winter conditions, usually reached on the Scottish shelf in 
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February (Craig, 1959). Only horizontal gradients were present, where Atlantic 

water meets the coastal water and a haline front develops on the Malin shelf. This 

arrangement was also adopted for its easy implementation on the vertical grid. 

The development of the thermal field was tested throughout the seasonal simula­

tions using some observations distributed on the Scottish shelf and inside the Minch. 

The heat ing-cooling process is reproduced with the onset of stratification in April­

May where tidal currents are not strong enough to maintain vertical mixing. Only 

one direct analysis was possible with the data, the other three sets were used for a 

qualitative comparison having been collected in different years to 1997. The Spring 

condition shows similarity with observations, temperatures in places differ from ob­

servat ions by 1 ° - 2°C but exhibit less horizontal and vertical variability than in 

reality. This can be also seen in all the locations and during the Summer, Autumn 

and Winter conditions. The model has an overall tendency to overestimate temper­

ature, especially the surface value; this effect could be caused by the Mellor-Yamada 

t urbulence closure sub-model (Mellor and Yamada, 1982) in the presence of weak 

wind. Martin (1985) observed the same effect in his simulations of the temperature 

conditions at the Ocean Weather Stations November and Papa. That particular 

scheme underestimated the depth of the mixed layer giving rise to an increase of 

surface temperature. The surface temperature was also sensitive to the type of ab­

sorbtion used (see Mellor, 1998). This model correctly simulated the breakdown of 

thermal stratification in late September but the final temperature remains higher 

than observed. This fact will be discussed further in the next chapter which deals 

with the seasonal development of the tidal mixing front on the Malin shelf. 

Salinity is also overestimated by the model. Simulations showed a weak seasonal 

cycle where salinity increases in summer to decrease in winter following the cycle of 

river runoff. In addition, the model simulated the salinity change at the bottom due 

to the intrusion of saltier Atlantic water in the Sea of the Hebrides. The timing did 

not coincide with observations, which showed the intrusion to be stronger in spring 

whilst the model showed these changes to happen in July. An episode of Atlantic 

intrusion is also simulated by the model confirming early observations by Craig 

(1959). The difference in the simulation of temperature and salinity can be probably 

explained by their different physical nature and in the factors which control them. 

The temperature cycle in shelf seas is mostly local (Bowers and Simpson, 1990) 

and advection can be disregarded in its simulation (Simpson and Bowers, 1981) so 
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that simple heating stirring models can reproduce correctly the seasonal cycle (see 

for example James, 1977). The balance is almost purely local, between the vertical 

tidal mixing and the heat input from the sun. Salinity presents the opposite feature; 

its balance is controlled by non-local effects such as the boundaries, the locations 

of the source of fresh water and in general by its advection so that it is critical to 

reproduce correctly the entire regional circulation to obtain a realistic simulation 

of salinity. Only three major sources were present in this work and the net runoff 

was not distributed along all the Scottish coast as in reality; precipitations was not 

modelled so that its contribution was not taken into account but in reality on the 

Scottish shelf precipitation can have a comparable effect to the other sources of 

fresh water. Assuming a rate of 20 cm per month on a surface of 1000 km2 the net 

inflow is of the order 50 m3 s-1 which is of the same order of some of the sources. 

Evaporation and salinity fluxes can be implemented in POM but in this study the 

fluxes were set to zero because of lack of reliable observations of the whole of the 

domain. 
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Figure 5.1: Locations of the Meteorological Stations that supplied the climatological 
forcing for wind (Tiree) and solar heat flux (Stornoway) 
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Figure 5.2: Wind vectors (24 hours average) for the station of Tiree (year 1997). 
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Figure 5.3: Monthly distribution of a) wind direction (degrees) and b) speed (m s-1) 

for the station of Tiree (year 1997) 
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Figure 5.4: Daily averaged solar insolation (W m- 2
) measured at the station of 

Stornoway airport (year 1997). 
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Figure 5.5: Daily averaged air temperature (degrees) measured at the station of 
Tiree (year 1997). 
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Figure 5.6: Daily discharge (m3 s-1) for the rivers a) Carron b) Clyde and c) Lochy 
for year 1997. Observations supplied by SEPA. 
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Figure 5. 7: Locations of the 3 sources of fresh water considered in these simulations. 

139 



0 Jan ; 35.5 0 Feb ; 35.5 0 Mar ; 35.5 

=:~~ 35=:~~~ 35=:~~ 35 
-1200 - 1200 - 1200 
- 1600 -1600 - 1600 

-9 -8 -7 -6 -5 -4 -3 34.5 -9 -8 - 7 - 6 - 5 - 4 -3 34.5 - 9 -8 - 7 -6 -5 - 4 -3 34.5 

0~Apr ; 35.5 0~May ; 35.5 0~Jun ; 35.5 
- 400 -400 -400 
-800 35 -800 35 -800 35 

-1200 -1200 -1200 
-1600 -1600 -1600 

-9 -8 -7 -6 -5 -4 -3 34.5 - 9 -8 -7 -6 -5 -4 -3 34.5 -9 -8 -7 -6 -5 -4 -3 34.5 

0
~Jul ; 35.5 0

~Aug ; 35.5 0~Sep ; 35.5 
- 400 -400 -400 
-800 35 -800 35 -800 35 

- 1200 - 1200 -1200 
- 1600 -1600 -1600 

-9 -8 -7 -6 -5 -4 -3 34.5 -9 - 8 - 7 -6 -5 - 4 -3 34.5 -9 -8 -7 -6 -5 -4 -3 34.5 

0
~0c

1 

; 35.5 
0
~Nov ; 35.5 

0
~

0

ec ; 35.5 -400 -400 - 400 
- 800 35 -800 35 -800 35 

-1200 - 1200 - 1200 
- 1600 -1600 - 1600 

-9 -8 -7 -6 -5 -4 -3 34.5 -9 -8 - 7 - 6 - 5 - 4 -3 34.5 - 9 - 8 - 7 -6 - 5 - 4 - 3 34.5 

Figure 5.8: Monthly salinity at the northern boundary (60° N) used as boundary 
condition, contours drawn at every 0.1 unit. 
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Figure 5.9: Monthly salinity at the western boundary (9° W) used as boundary 
condition, contours drawn at every 0.1 unit. 
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Figure 5.10: Monthly temperature at the northern boundary (60° N) used as bound­
ary condition, contours drawn at every degree. 

Figure 5.11: Monthly temperature at the western boundary (9° W) used as boundary 
condit ion, contours drawn at every degree. 
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Figure 5.12: Monthly temperature at the southern boundary (Long. 52.1° W) used 
as open boundary condition. 
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Figure 5.13: Initial conditions for temperature. 
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Figure 5.14: Initial conditions for salinity. 
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Figure 5.15: Bottom salinity and temperature after 5 days (a and c) and after 30 
days (band d). 
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Figure 5.16: Location of points used in the comparison: a) chosen for this simulation 
and from Hill and Simpson (1988) and b) from deployment of current meters by the 
Marine Laboratory, Aberdeen. 
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Figure 5.17: Seasonal evolution (from February 1997 to February 1998) of predicted 
hourly surface temperature (blue line) and bottom temperature (green line) for 
location shown in Table 5.1. Pictures from a) tog) refers to position A to G whilst 
h) , i) and j) refer to positions M2, HSI and Y respectively. 
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Figure 5.18: Modelled surface temperature used as comparison with the data col­
lected by the Marine laboratory, Aberdeen (see Table 2.1) for a) Spring, b) Summer, 
c) Autumn and d) Winter. 
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Figure 5.19: Comparison between surface temperature observed by the Marine lab­
oratory, Aberdeen and the model results for a) Spring, b) Summer, c) Autumn and 
d) Winter. 
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Figure 5.20: Modelled bottom temperature used as comparison with the data col­
lected by the Marine laboratory, Aberdeen (see Table 2.1) for a) Spring, b) Summer, 
c) Autumn and d) Winter. 
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Figure 5.21: Comparison between bottom temperature observed by the Marine lab­
oratory, Aberdeen and the model results for a) Spring, b) Summer, c) Autumn and 
d) Winter. 

152 



" 
Tempe1•t!.1NI {CMS611) 

13 
Temperal!.1rt1 (CMS681J 

12 12 

I " I" 
~ ! r J 10 

i ... . .... 

- Ob<. 
- Mod. 

7 

" " 10 " ,. 17 " 10 22 ... ..., '"' ... .... , 
1 .. , 1 .. , 

(a) CM 5571 (b) CM 5581 

" 
TomperatVf• (CMS592) 

" 
Tempetll!.INI (CM5602) 

" " 

I " I" 
~ ! J 10 J 10 

L L 

17 ,. II 18 27 
7 

18 27 22 ... M,y '"' ... ..., ..,, .... , .. , , .. , 
(c) CM 5582 (d) CM 5602 

13 
Temperature (CM561 t) 

12 

I" 

~ ! 
! 10 • 
L 

- Obs. 
- Mod. 

20 ,. 17 ,. 13 .. , .... , ..,, 
1 .. , 

(e) CM 5611 

153 



Tempet1h.1r• (CM5&12) 
13,----,- -~-~--'--',--'-~--r--=== 

~ 

,, 

7 
20 
...,. 
, .. , 

20 ...,, 
,.,, 

'2 

M, y 

" 30 

(f) CM 5612 

" 
,. 

" Juo ... , 

(h) CM 5622 

" 

" 

I" 
! 

r 
,.. ' 

7 

20 ...,, 
,.,, 

20 ...,. 
, .. , 

Temper• t1.11e (CM5632) 
13 

" 

,. 
" ... , 

(g) CM 5621 

27 ,. ... , 

(i) CM 5631 

1L--~--~-~--~-~-----=== 
20 U! 29 11 2, ...,, ,NO ,.,, 

(j) CM 5632 

,. 
" 

,. 
J~ 

Figure 5.22: Comparison between temperature measured by current meters deployed 
in locat ions described in Table 5.1 the model results for the same locations. 
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Figure 5.23: Seasonal evolution (from February 1997 to February 1998) of predicted 
hourly surface salinity (blue line) and bottom salinity (green line) for location shown 
in Table 5.1. Pictures from a) to g) refers to position A to G whilst h), i) and j) 
refer to positions M2, HSl and Y respectively. Notice the different scale for salinity 
in fig. f) and i). 
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Figure 5.24: Modelled surface salinity used as comparison with the data collected 
by the Marine laboratory, Aberdeen (see Table 2.1) for a) Spring> b) Summer, c) 
Autumn and d) Winter. 
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Figure 5.25: Comparison between surface salinity observed by the Marine laboratory, 
Aberdeen and the model results for a) Spring, b) Summer, c) Autumn and d) Winter. 
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Figure 5.26: Modelled bottom salinity used as comparison with the data collected 
by the Marine laboratory, Aberdeen (see Table 2.1) for a) Spring, b) Summer, c) 
Autumn and d) Winter. 
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Figure 5.27: Comparison between bottom salinity observed by the Marine labora­
tory, Aberdeen and the model results for a) Spring, b) Summer, c) Autumn and d) 
Winter. 
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Figure 5.28: Comparison between salinity measured by current meters deployed in 
locations described in Table 5.1 (blue line) the model results for the same locations 
(green line) . 
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Chapter 6 

Baroclinic features on the Scottish 

shelf 

6 .1 Introduction 

Results in the previous chapter demonstrate that the Princeton Ocean Model applied 

on the Scottish shelf is capable of reproducing the seasonal cycles of temperature 

and to a lesser degree salinity. Temperature was modelled in reasonable agreement 

with available observations. Simulated salinity showed lesser agreement with obser­

vations, the model was 'saltier' and there was not as much horizontal and vertical 

variability as measured in reality. In this chapter, two major features are investi­

gated in detail, the tidal mixing front on the Malin shelf - also known as the Islay 

front in literature (see for example Simpson et al., 1979; Hill and Simpson, 1989) -

and the circulation on the Scottish shelf in the Sea of the Hebrides and the Minches, 

with particular interest in the associated transport. For both phenomena the model 

settings were unchanged. 

6. 2 The Islay front 

In the first chapter the dynamics of tidal mixing fronts was reviewed whilst obser­

vations of this particular front were discussed in the second chapter. Some of the 

capabilities of the model to reproduce the front in the observed location are visible 
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in Figs. 5.18b,c and 5.20b,c which show the modelled temperature used for com­

parison with observations. The bottom front is clearly visible in the former set of 

pictures. During the summer and autumn the water column is almost vertically 

homogenous in the shallow part of the shelf, adjacent to the coast meanwhile strong 

stratification is present in the oceanic side of the region. Another indicator is the 

difference between surface and bottom temperature measured in locations A and 

B (see Table 5.1 and Fig. 5.16b) showing that the model can correctly reproduce 

the differential mixing. To further investigate the frontal position calculated by the 

model, the stratification parameter x, introduced in (1.3), was calculated using tidal 

velocities of the M2 constituent. Fig. 6.1 shows the results of this calculation; the 

critical value of 2. 7 for log x is located in the expected position (between Malin head 

and the isle of Mull) and is in agreement with observation of the position of the Islay 

front (Simpson et al. , 1979). This parameter has been already used in other studies 

on frontal position with remarkable success when compared with satellite imagery 

(Pingree and Griffiths, 1978). In any case this parameter only gives information 

on the location of the front when it is fully developed and can be used to follow 

the spring-neap modulation and the consequent frontal movement (Simpson and 

Bowers, 1981). As shown by Hill and Simpson (1989) and as previously discussed, 

the Islay front also has a haline component which must be taken into consideration 

since there may be interaction between these two aspects. In both cases calculated 

salinity and temperature were compared with observations already discussed in the 

second chapter (Hill and Simpson, 1989) since there is no seasonal coverage for the 

year 1997 in this region of the shelf. Vertical sections were extracted from the model 

at latitude 56°13' N, almost at the same location of observations (Hill and Simpson, 

1989) , to make the comparison as accurate as possible. 

6.2.1 Evolution of temperature 

The model started from a state of vertical homogeneity as discussed in the previous 

chapter. Fig. 6.2 shows that only horizontal gradients existed at the beginning of 

the simulation. At the end of February the situation is not changed, Fig. 6.3 and 

Figs. 6.4a,b showed a situation where only the horizontal front was present and the 

water was vertically well mixed. The shape of the front at this point was probably 

due to strong winds ( velocities around 20 m s- 1) which were used to force the model. 

The same pattern was detected in the surface salinity and was the first indication 
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of the sensitivity of the model to the wind field (see later discussion). Temperatures 

were slightly warmer than observations by around 1 °C and the surface to bottom 

front was not so sharp (see Fig. 2.10). A strong horizontal gradient is detectable 

close to the North Channel separating, as expected, the cold coastal water from 

the warmer oceanic water. In April (see Figs. 6.5 and 6.6a,b) surface temperature 

showed the effect of the increase of incoming solar radiation; in the deep western 

part a seasonal thermocline started to appear with a weak stratification ( 6-T surface­

bottom of the order of 0.5°C) whilst the water adjacent to the coast still remained 

mixed. Comparison with observations demonstrated that the model was reproducing 

reasonably temperature in this section with the weak thermocline was also present 

in April 1984 (Hill and Simpson, 1989) . Another comparison with a satellite picture, 

already shown in Fig. 2.11, demonstrated that the model was not simulating the 

front with the correct intensity. In reality the front was already established with a 

horizontal gradient of 2°C whilst Fig. 6.6a,b showed no frontal signature in surface 

and bottom temperature. 

A very different picture was found between simulated and observed temperature 

for the month of May, similar to the situation depicted in the satellite imagery. 

The simulation showed a frontal structure (Fig. 6.7 and Figs. 6.8a,b) with a well 

defined thermocline at a depth of 20 m and the characteristic isotherm outcropping 

at the surface (Simpson et al., 1978), delimiting the thermally stratified area from 

the vertically homogenous one. The temperature field is slowly building toward 

summer values; Figs. 6.9 and 6.lOa,b demonstrated that , at the beginning of June, 

the frontal structure was well developed. The thermocline was strong, separating 

bottom water with temperature around 9°C from surface water with temperature of 

almost 15°C. In this case it was possible to make a direct comparison with a satellite 

picture (shown in Fig. 6.11) taken during the same period of t ime (02/ 06/ 1997); 

comparing it with Fig. 6.10a the front appeared to be located in the same position 

and the horizontal temperature gradient was reproduced correctly with a difference 

of 4°C in both cases between the region delimited by the front. In both case, May 

and June, surface temperature showed the presence of ripples which contaminated 

the picture. To prove that these were generated by the turbulence closure scheme 

and not by the advection scheme the model was run again with the same settings 

but after day 70 the wind speed was doubled to increase the wind stress acting on 

the surface. Results for the temperature are shown in Figs. 6.12 and 6.13a,b and 

refer to the same time (125 days after the start of the simulation) . The pattern of 
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surface and bottom temperature is completely changed; surface ripples are absent 

and the thermocline is not shallow any longer but has reached a depth of almost 

40 m . Another factor concurring in creating the observed phenomenon may have 

been the fact that this part of the shelf presents a thermocline which intersects the 

coastline and could sustain internal waves, these waves could transfer energy in the 

high frequency thus creating unphysical grid scale noise (Mellor, 2003). The frontal 

structure is still present although with a weaker gradient with respect to the previous 

simulation (compare with Figs. 6.lOa,b). Temperatures on the inner part of the front 

are unchanged (around 10° - 11 °C in both cases) with differences up to 2°C on the 

Atlantic side of the front. Increased wind stress brought about a decrease of the 

surface temperature due to a better vertical mixing, bottom temperature showed also 

an increase with t his new simulation, strengthening the case for a better penetration 

of the incoming solar heating downward into the water column. Where the mixing 

were already efficient (i.e. the coastal side of t he front) differences were minimum. 

The agreement with the satellite picture of surface temperature is not as accurate 

as before, showing the difficulty of correctly reproducing the mechanisms of vertical 

mixing. Wind was not increased for the whole simulation because this action would 

have strongly contaminated the wind-driven dynamics. 

The simulated picture for the end of July (Fig. 6.14 and Figs. 6.15a,b) agreed with 

the observations for July 1983; the front is still well developed and temperature 

were correctly reproduced with the outcropping of the thermocline at the surface as 

observed by Hill and Simpson (1988) (see Fig. 3d). The heat started to penetrate 

the water column; the thermocline deepened in the oceanic region and temperature 

increase also in the mixed region of the front , close to the coast. In the western 

oceanic region the heating is slower, the thermocline acting as an insulator barrier 

to further increases in temperature of the bottom cold pool. At the end of August 

(Fig. 6.16 and Figs. 6.l 7a,b) this phenomenon was more marked, the west-east 

section illustrated that temperature increased in the shallowest part and the cold 

water was pushed westward in the deep part of the domain strengthening the bottom 

front. This trend continued during the month of September where the outcropping 

of the isotherms at the surface was almost negligible (Fig. 6.18) and the front 

was concentrated at the bottom, with a neat separation between the oceanic and 

coastal water (Fig. 6.19b) whilst there was almost no thermal signature at the 

surface (Fig. 6.19a) . In this case the mixed side was slightly warmer than the 

stratified, probably due to differential tidal mixing so that heat was propagating 
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downward more efficiently in this area. The front was approaching the breakdown 

so that isotherms were almost vertical, the situation in October (Fig. 6.20 and 

Figs. 6.2la,b) reflected better this fact; the shallow coastal area was vertically well 

mixed with temperatures around 13°C and the bottom front lost its sharp gradient. 

At the surface there was no front in this case. The complete breakdown of the 

frontal structure was reached at the end of November (Fig. 6.22 and Figs. 6.23a,b). 

Qualitative comparisons with temperature observations from November 1983 showed 

that the model was reproducing this field , with a weak horizontal gradient separating 

the ocean from the coastal waters. Unfortunately a more direct comparison could 

not be carried out since measurements and computed results referred to different 

years and interannual variations could not be taken into account but were supposed 

to be small. A similar situation was present in December (Fig. 6.24 and Figs. 

6. 25a, b) with lower temperatures due to winter cooling. 

6.2.2 Evolution of salinity 

In the case of the salinity field it was more difficult to observe a seasonal cycle, 

as mentioned in the previous chapter, and the changes are mainly due to fresh 

water discharge. The model started from a homogeneous condition (Fig. 6.26) and 

there was a sharp front separating the saltier oceanic water from the coastal fresher 

water. At the end of February (Fig. 6.27 and Figs. 6.28a,b) the front became more 

spread but it was still oriented along 7° W. A comparison with observations showed 

that the model was overestimating salinity by around 0.2 in the coastal area whilst 

underestimating it in the western part of the domain. A weaker front is still present 

in April (Fig. 6.29 and Figs. 6.30a,b) whilst Hill and Simpson (1989) showed that 

a very sharp front was present in April 1984 (Fig. 2.9c). Another feature missing 

in the model results was the wedge of very fresh water in the eastern part of the 

region due to the river runoff from the river Lochy. In the simulation the water was 

vertically homogenous; some errors could have been due to the fact that data in 

Fig. 6.29 were sampled along a parallel whilst the observations followed a curved 

path ( see Fig. 1 (b) , Hill and Simpson, 1989). Another reason could be interannual 

variability, but no direct measurement was available for a comparison. In any case 

the most likely reason is that the model was not capable of reproducing correctly the 

salinity field (see previous discussion). The salinity field showed almost no changes 

at the end of May (Fig. 6.31 and Figs. 6.32a,b) . There were no vertical gradients, 
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the only difference with the previous picture was an advance of the Atlantic water 

(see 34.8 isohaline) toward the coast. Observations (May 1986) were still picturing 

a sharp front, opposite to the simulations. This eastward movement of the front 

was still visible at the end of July (Fig. 6.33 and Figs. 6.34a,b). In this case the 

lateral intrusion of the saltier water was clearly visible at the western edge of the 

domain where salinity reached Atlantic values in relatively shallow waters ( ~ 35.1 

in 120 m). Salinity from the end of August (Fig. 6.35 and Figs. 6.36a,b) to the end 

of October (Fig. 6.39 and Figs. 6.40a,b) was stationary in the section considered 

in this description and no isohaline movements were detected apart from a slight 

adjustment in the deepest part of the domain. In the horizontal plan some freshening 

was observed in the area adjacent to the North Channel due to the increase of the 

river runoff at the end of autumn. This was observed in the section at the end 

of November, when this pulse of fresh water reached this area with Fig. 6.41 and 

Figs. 6.42a,b depicting the fact . The front along 7° W strengthened recreating a 

salinity field similar to the one found in February. Comparison with observations in 

November 1983 showed that the position of the front was displaced westward ( clearly 

visible in 6.42a,b) so that coastal water invaded a bigger portion of the coastal shelf. 

This was enhanced in December (Fig. 6.43 and Figs. 6.44a,b) where the coastal 

plume was present at the eastern part of the section but not in a form of a wedge 

as expected (Hill and Simpson, 1989) so that the model was slowly returning to the 

winter situation. 

The picture of the seasonal evolution of the Islay front presented by these simulations 

agrees reasonably with direct observations in the region (Simpson et al., 1979; Hill 

and Simpson, 1989) and with satellite imagery. In this particular case it is important 

to take into consideration that the dynamics of the front is controlled by two distinct 

contribution; the thermal generated by the seasonal interplay between tides and solar 

radiation and the haline controlled by the different masses of water converging in 

the region. 

The thermal aspect of the tidal mixing front is well reproduced, at least until the 

breakdown in autumn. The model was capable of reproducing the frontogenesis, 

qualitatively and quantitatively in good agreement with the observations available. 

Starting from vertical homogeneity in late winter (February in this simulation) the 

incoming solar radiation slowly raised the temperature of the water column, reaching 

a maximum in late August - beginning of September with little spatial variation. 
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This was due to the fact that the heating flux supplied to the model was the same 

on the whole domain (the value measured at Tiree weather station). A comparison 

with a satellite picture showed that the model had a lag since the thermal front 

was already established when model results showed the contrary but this delay was 

minimal. The time of the frontal maximum gradient was not the same for surface 

and bottom. The surface front reached its maximum with an horizontal gradient of 

around 3°C early in the summer, the gradient peaked in May-July whilst the bottom 

gradient reached its maximum, again around 3°C, at the end of summer (August­

September) . As the heating continues throughout the year the heat penetrates the 

water column but the penetration does not happen at the same rate everywhere 

since in the strongly stratified areas the thermocline acts as an insulator. So the 

bottom water remains cool whilst the adjacent well mixed water slowly increases its 

temperature, strengthening the bottom front. As more time elapses, both regions 

cool reaching an isothermal situation in late winter due to strong wind and decreased 

heat input. 

Simulations showed the frontal surface moving eastward in the first period, during 

the development , in agreement with Hill and Simpson (1989). After reaching the 

maximum the front moved back westward, as the water cooled down. This dynamical 

adjustment was less clearly visible at depth. The bottom front was more stable, 

its position did not change and there was only the sharpening described above. 

Local topography had a stabilising effect; the bottom front followed closely the 

bathymetry, being confined between the 60 m and 80 m isobaths. The importance 

of this topographic effect on shelf seas fronts was discussed by James (1990). In his 

work on the Flamborough front he showed, with the help of numerical simulations, 

that bathymetry and friction played an important role in stabilising the density 

front and the associated baroclinic flow. The surface front followed the isopleths 

of log(x) as expected (Simpson and Hunter, 1974) so that the surface position of 

the front was mainly controlled by the vertical mixing. The topographic effect was 

more marked with the salinity field, both bottom and surface fronts were orientated 

along isobaths but in this case numerical reasons could have enhanced this particular 

feature. 

The interplay between the haline and thermal component is more difficult to inter­

pret because of the poor quality reproduction of the salinity field. Also in this case 

it was possible to see an adjustment in the position of the front. Starting from the 
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situation in February, as time evolves so the saltier part of the front moves toward 

the coast but without evident changes in the coastal values. This corresponds with 

the diminished value of the fresh water discharge from the coast. As autumn is ap­

proached the front tends to move back and the coastal water becomes fresher again, 

to reach a peak in winter. The interaction envisaged by Hill and Simpson (1989) 

is not distinguishable in this set of simulations. The Rossby adjustment caused by 

the reduction of vertical mixing due to the presence of a strong thermocline can 

not be clearly seen in the section of salinity. Hill and Simpson (1989) expected the 

S shaped configuration of the top to bottom front to be stronger in summer when 

the t hermal stratification is almost at its maximum. Model simulations show that 

isohalines are bent in the region of the thermocline (see Fig. 6.15 and Fig. 6.33) 

but the shape is not the one expected. In autumn the S shape in the isohaline is 

still present but can not be related with certainty to the collapsed of stratified fluid 

in a rotating frame. 

Major errors for temperature in this set of simulations are caused by inability of the 

surface heat to penetrate the water column downward, as shown with the simulation 

with increased wind stress. Errors are mainly present in the surface layer, especially 

in t he summer months, as can be seen in the temperature fields for June and July. 

Errors are bigger when stratification starts to develop, the thermocline is very shal­

low (Figs. 6.8a and 6.10a) and ripples can be observed. When the heat finally is 

transmitted downward the t hermocline deepens and the surface ripples disappear. 

Bottom temperatures are not contaminated as much as in the surface front but the 

increase in wind stress determinates an increase in their values, weakening the ver­

tical gradient. Salinity is overestimated, especially in the coastal region; Jones and 

Howarth (1995) encountered the same problem in their simulation of the southern 

North Sea. Supplying realist river runoffs and taking into consideration the balance 

between precipitation and evaporation they still found salinity to be overestimated 

in the regions close to the coast. Resolution was investigated but with unclear re­

sults (Jones and Howarth, 1995). A good agreement with observations was reached 

by artificially increasing the value of precipitation showing that their model was 

sensitive to this factor. In this study there was no mechanism for precipitation and 

evaporation so it is difficult to quantify their importance in the simulation but in 

the previous chapter it was shown that the buoyancy input from rain may be com­

parable with some of the other sources. Jones and Howarth (1995) also found that 

the model was also sensitive to boundary inputs making a point for the different 
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mechanisms which control salinity and temperature. Whereas temperature seems 

to have a strong local behaviour, mainly due to vertical processes of heat exchange, 

advection and surface and lateral boundary values play a more important role in 

the dynamics and simulation of salinity. 

6.3 Recirculation cells 

The regional long term circulation has been already discussed in a previous section 

(§2.4) and the main feature is a weak northward flow along the Scottish coast with a 

recirculation cell observed in the Sea of the Hebrides (Hill et al., 1997b). The pattern 

is consistent with a density driven current which interacts with the topography and 

with the meteorological forcing (Simpson and Hill, 1986; Hill and Simpson, 1988). 

Available observations were also discussed together with estimates for the transport 

from radioactive isotopes measured in the area (McKay et al., 1986; McKinley et al., 

1981). In this section the results from a fully seasonal simulation are presented and 

compared with the above data. 

When dealing with long term circulation it is important to separate its various com­

ponents. On the Scottish shelf the major components are the wind-driven and the 

density-driven circulation; it has been already shown in this work (see chapter 4) 

and others (Proctor and Davies, 1996; Xing and Davies, 1996c) that residual circu­

lation caused by the interaction of tides with topography is almost negligible. The 

barotropic circulation caused by wind was also previously discussed; both southerly 

and westerly wind triggered a northward flow and in both cases the recirculation 

was present, with a larger strength associated with winds blowing from the south. 

Hill et al. (1997b) showed that the recirculation in the Sea of the Hebrides can be 

correlated with the density structure in the area; satellite tracked drifters released in 

1995 followed trajectories closely related to the spatial distribution of the observed 

dome. 

To separate the baroclinic component from the wind and from tidal residual, the 

approach utilised by Horsburgh (1999) was followed during these runs. Monthly 

prognostic fields were stored separately ( at the last day of the month, from February 

1997 to December 1997) and with these data a new series of runs were initialised. 

In these simulations the model was forced only with the tidal constituent M2 , with 
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no wind stress, active boundary conditions for temperature and salinity and with no 

heat flux. The model was run for 3 tidal cycles so that wind-driven currents were 

able to relax, maintaining the majority of the tidal energy Horsburgh (1999). In this 

way it was possible to obtain the residual circulation caused by the starting density 

structure, after having subtracted the tidal residual previously computed. Monthly 

surface and bottom circulation for the area are presented in Figs. 6.45a,b to 6.55a,b 

describing the seasonal evolution of the long term circulation. Figs. 6.56a,k and 

6.57a,k show bottom CJt and a vertical section of CJt respectively, to correlate the 

evolution of density with this circulation; the vertical section was at the cell grids 

closest to the location of the sections used in (Hill et al., 1997b). 

The circulation at the end of February (Figs.6.45a,b) was marked by a strong north­

ward flow of the order of 5 cm s-1 on the shelf and by a strong recirculation in the 

Sea of the Hebrides; velocities at the surface were around 10 cm s-1 whilst at the 

bottom t hey reached 5 cm s-1 . This pattern stretched from the entrance until the 

Little Minch, westward of Skye. The flow was both inside the Minch and outflank­

ing the western side of the Outer Hebrides, as described by Craig (1959). In the 

North Minch the intrusion of the Atlantic water was clearly visible with a strength 

comparable to the southern cell. In both cases the topographic steering played a big 

role with the flow closely following the bathymetry. The contrast in density is not 

very marked (Figs. 6.56a) and there was no dense dome (Figs. 6.57a). At the end of 

March (Figs. 6.46a,b) the pattern of the flow remained very similar to the previous 

case, the strength diminished both in the southern and northern cells. After a month 

(Figs. 6.47a,b) the circulation still possessed the same strength as March with sur­

face velocity around 5 cm s-1 and bottom currents around 2 cm s-1 . The bottom 

intrusion is also receding in the Sea of the Hebrides (Figs. 6.57c) and the effect of 

the solar heating started to be detectable in the density (lighter water flanking the 

Scottish coast close to the isle of Mull) . At the end of May the overall picture for 

the surface and bottom circulation (Figs. 6.48a,b) became chaotic in the northern 

part of the region. On the Malin shelf the coastal current was still flowing north­

ward with unaltered strength but the presence of the dense dome well outside the 

Sea of the Hebrides disrupted the pattern, bringing the recirculation cell to coincide 

with its position. Inside the Sea of the Hebrides there was still a faint recirculation 

together with a counter flow. This counter flow was more marked in the bottom 

currents with velocities of the order of 2 - 3 cm s-1 . Densities (Figs.6.56d and 

Figs.6.57d) were assuming summer characteristics, with a pycnocline at the surface 
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and with an increase of contrast between deep waters and coastal waters. In June 

the circulation retained the above pattern, both in surface and at depth, but with 

an increase in strength (Figs.6.49a,b). The counterflow reached almost 10 cm s-1 

at the surface and up to 5 cm s-1 at the bottom but the weak cyclonic recircula­

tion was still present. The dome of denser water was clearly defined (Fig.6.56e and 

Fig.6.57e) , with a pycnocline at depth of around 40 m. The recirculation returned 

in place after a month, in July (Figs.6.50a,b). The gradient of horizontal density 

was strong (Fig.6.56e) and this was reflected in the increase of surface and bottom 

velocities. The circulation closely followed the topographic constraint, showing also 

in this case a strong bathymetric control on density fronts. This was seen also in the 

northern cell; in July the northward intrusion reappeared, with the establishment of 

a strong density gradient and consequent associated flow. August showed a readjust­

ment of the flow (Figs.6.51a,b) with a return to the conditions seen in first months 

of summer. The denser intrusion retreated again (Fig.6.56g), preserving its dome 

structure (Fig.6.57g) and the pattern of the flow followed this adjustment so that 

the residual flow was deviated westward, outside the chain of the Hebrides before 

entering them. In the Sea of the Hebrides the flow remained ill-defined. Septem­

ber displayed a similar condition (Figs.6.52a,b) with the dense structure in almost 

the same position (Fig.6.56h and Fig.6.57h) with a slight weakening of the density 

gradient inside the entrance of the Minch. Again October showed a readjustment of 

the flow structure (Fig.6.53a,b). The bottom density structure moved further south 

and the gradients weakened (Fig.6.56i and Fig.6.57i). Recirculation of the flow was 

detected at both end of the Minches with a strength of the order of 5 cm s- 1; the 

coastal current had the same strength in surface with velocities around 1 cm s- 1 at 

the bottom. November displayed a 'summer-like' flow pattern (Figs.6.54a,b) again 

although the density structure was almost unchanged with respect to the previous 

month (Fig.6.56j and Fig.6.57j). Finally in December the recirculation was active 

again in both southern and northern areas (Figs.6.55a,b). 

The picture emerging from these simulat ions is that the density-driven flow is not 

steady throughout the year, the main features are preserved with small-scale tem­

poral and spatial variability. As observed by Simpson and Hill (1986) and Hill and 

Simpson (1988) the Malin shelf is characterised by a weak northward circulation, 

flanking the coast of Scotland. Simulations confirmed this picture although in their 

work the long term circulation was caused by the combined effects of wind, density, 

tidal and topographic effect. The coastal current was detected all year round with 
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a steady direction from the North Channel toward the isle of Tiree. Bathymetry is 

a key factor, the flow closely followed isobaths especially in the area of Tiree. From 

salinity and temperature sections and from the width of the coastal current itself it 

is possible to infer that the Scottish coastal current has a large Ekman number and 

a small Burger number. In this case the flow is non-linear and moderately strati­

fied (Miinchow and Garvine, 1993) and bottom friction plays an important role in 

defining the dynamics of the flow; there is disruption of the thermal-wind balance 

in the alongshore direction with a secondary circulation - offshore at the surface on 

onshore at the bottom (Hill, 1998). 

The recirculation in the Sea of the Hebrides and in the North Minch displayed a 

less steady behaviour. In winter and spring time the cyclonic cell is active in both 

locations and follows the density structure but the flow becomes less defined when 

the dome moves from its original position, as observed during these simulations. 

It has been shown that the dome is not a static structure but exhibits variability 

according to the salt inflow from the ocean, the buoyancy from the coast and the solar 

heating. During these simulations the strength of the dome was not constant but 

was modulated by these three effects. It is difficult to separate their contributions 

but it is possible to say that in summer, close to the coast, the density was mainly 

controlled by temperature since the fresh water inflow was negligible but at the same 

time in the Sea of the Hebrides, there was a haline contribution due to the salty 

intrusion. Therefore it is not correct to assume that the flow is generated only by 

a process similar to the one discussed by Hill (1996) because this presupposes the 

dome to be static and these simulations showed that this assumption is not correct. 

6.3.1 Estimates of Transport 

Estimates of transport on the Scottish shelf have been made mainly with the use 

of tracers; salinity in the early stages (Craig, 1959) and the radioactive 137Cs more 

recently (McKinley et al., 1981; McKay et al., 1986). These two works showed an 

average total transport of 11.5 x 104 m3 s- 1 and 11.0 x 104 m3 s- 1 respectively. This 

was the total transport along the shelf; the partition of the flow flowing inside the 

Minch and outside it was less clear. One of the aims of this particular project was to 

assess new transport rates and compare these with previous estimates. Transports 

were calculated using a method similar to the one employed by Young et al. (2001) for 
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their calculations of the fluxes through the North Channel. Instantaneous transport 

Tr(t) for every east-west section of interest was calculated as 

Tr(t) = L Vn(t)(H + rJ(t))l:.xn (6.1) 
n 

where n was the number of elements on the section, Vn the instantaneous northern 

component of the depth-integrated velocity, H and rJ(t) the depth and elevation of 

the element and l:.xn its width. This value was calculated every hour for the length 

of the simulation and the result was harmonically analysed to extract the residual 

transport. This procedure was applied to all the sections of the grid contained in 

t he Minch, delimited by the Scottish coast and the coast of the outer Hebrides. In 

this work no attempt was made to try to estimate the transport outside the chain of 

the Hebrides because of the lack of a boundary. Results for this seasonal analysis is 

shown in Fig. 6.58; histograms represent the average monthly transport, expressed in 

104 m3 s-1, through four sections in the region of interest. These sections were chosen 

so that two were lying in the Sea of the Hebrides (latitude 57.22° N and latitude 

57.66° N) whilst the remaining two were situated in the North Minch (latitude 58.00° 

N and latitude 58.55° N). This particular arrangement sampled the transport at both 

ends and followed its seasonal development. Results showed the largest t ransport in 

February with a minimum in June. This picture was evident at both ends although 

there was a difference in the magnitude of the transport in the northern region. To 

try to understand the causes of this pattern the transport was compared with the 

wind; the monthly average of the northward component of the wind used in the 

simulation was correlated with the monthly transport and correlat ion coefficients r 2 

were between 0.89 and 0.90 showing a strong link between wind-forced circulation 

and transport. 

To evaluate the contribution of the density driven circulation to the overall transport 

a barotropic seasonal simulation was set up. In this case the model was forced for 

one year with the same wind stress as before but with no solar heating or exchange 

of temperature and salinity at the boundaries. This method allowed separation of 

the wind contribution. The transport through the Minch was calculated as above 

and results are shown in Fig. 6.59; Fig. 6.60 illustrates the difference in transport 

between these two runs to emphasize the density contribution. Differences in total 

baroclinic and barotropic transports (Fig. 6.60) showed there was a significant 

density contribution but with differences between the southern and northern region. 
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Density contribution for the transport in the North Minch reached its minimum 

in February as expected because of the homogeneity of the water in winter. The 

magnitude of the contribution increased as time elapsed, showing the growth in 

importance of the baroclinic component during the summer. There was another 

peak in December which was thought to be linked to the increase of buoyancy due 

to the fresh water inflow (probably still not visible in February). The cell in the Sea 

of the Hebrides displayed the same trend but relative differences between months 

were larger suggesting the fact that northern recirculation presented a more stable 

character throughout the year and southern transport depends on the variability of 

the intrusion. 

For a further estimate of the influence of the wind on rates of transport, monthly cal­

culations of cross-correlation between the northward wind and residual current com­

ponent were executed using hourly values. Fig. 6.6la,k show the results graphically; 

wind and transport were significantly correlated as expected, the lag corresponding 

to the maximum of the cross-correlation varied between 4-6 hours depending on 

the month and the section considered. The lag increased with time being shorter 

in February and the peak was more marked. As the spring and summer devel­

oped peaks became more spread to become sharper again in winter. These results 

strengthen the view that modelled transport was mainly wind-driven with weaker 

density-driven components contributing especially in summer, when baroclinic ef­

fects reached their maximum. In any case the fact that the wind is also weaker in 

this period must be taken into consideration so that baroclinic effect on the overall 

circulation is enhanced. 

Comparisons with previous estimates showed that this model predicted an annual 

averaged transport through the Minches at times a factor of two larger than previous 

estimates made with passive tracers and current meters. For the fully baroclinic 

runs the annual average spanned from 15.8 and 15.9x 104 m3 s-1 in the southern 

sections to 19.2 and 19.1 x 104 m3 s-1 in the two northern sections. A direct annual 

comparison with the observations listed in McKay et al. (1986) is not possible since 

these were obtained in a shorter periods of time, mainly in summer and in different 

years. In any case the estimate for the transport in July 1997 varies from 8.8 to 

ll.6x 104 m3 s-1 in good agreement with the transport of 9x104 m3 s-1 calculated 

in 1981 by McKay et al. (1986) and close to the estimate give by Craig (1959). It 

should be noted that those were values for the entire transport (inside and outside 
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the Minch) whilst in this study only the inner transport was considered. 

Data from corresponding model cells were analysed and compared with current me­

ters observations collected by the Marine Laboratory, Aberdeen in the same locations 

(see chapter 5). Only the current meter CM5612 was not used because of the very 

short period of time when velocities were recorded. To evaluate the steadiness of 

the flow the Neumann factor, b defined in Ramster et al. (1978) as 

b = I < v > I x 100% 
< lvl > 

(6.2) 

was calculated for the observed and the computed series of the residuals. This ap­

proach was already used by Hill and Simpson (1988) in their work on the variability 

of the Scottish Coastal Current. Their evaluation showed that the parameter b was 

smaller than 70% in all locations and during all deployments. This threshold value 

defines when the flow can be considered steady but care must be taken in inter­

preting a lower value when only a short period of observation is available (Ramster 

et al., 1978). 

Current meter bm bm ba cc (u) cc (v) cc (u) cc (v) 

CM5571 12.4% 48.2% 90.4% 0.07 0.63 0.26 0.68 

CM5581 96.5% 69.6% 54.9% -0.31 -0.21 -0.27 -0.16 

CM5582 92.6% 61.6% 60.5% 0.04 -0.31 -0.17 -0.30 

CM5602 89.3% 77.9% 91.9% -0.51 -0.01 -0.55 -0.01 

CM5611 68.4% 31.6% 65.1% -0.01 0.38 -0.10 0.32 

CM5621 71.7% 77.9% 84.2% -0.11 0.26 -0.06 0.43 

CM5622 59.9% 77.1% 41.1% -0.06 0.44 -0.09 0.36 

CM5631 69.3% 6.7% 90.5% -0.46 0.48 -0.18 0.60 

CM5632 27.2% 47.3% 8.1% -0.34 0.63 -0.33 0.51 

Table 6.1: Values of the steadiness parameter for computed series of velocities (bm) -
first column refers to the period of deployment and the second column for the whole 

length of simulations - and observations (b0 ) and correlation coefficients between 

eastward (cc (u)) and Northward component of wind and computed residual velocity 

- first column refers to the period of deployment and the second column for the whole 

length of simulations. 

176 



A quantitative description of these data is given in Table 6.1 which contains the 

values of the parameter b for the period of simulations for both observation and 

computed residual plus the value of this parameter for the whole of the simulation 

and correlation coefficients for the simulated components for the two set of data. 

The computed flow was relatively stable during the period of deployment for both 

series of predicted and observed velocities. For the majority of the points the steadi­

ness parameter was bigger than 60% with peaks of 90% denoting a very stable flow. 

Differences between observations and predictions are more marked for the first three 

current meters; CM5581 and CM5582 recorded a flow less stable than simulations 

whereas data from current meter CM5571 showed the opposite with no steady com­

puted flow. In this case observations and simulations seem to describe a different 

picture; in reality the flow in the Sea of the Hebrides is steady close to Tiree and less 

steady at the entrance of the Minch to exhibit stable direction again in the Little 

Minch, close to Skye. At the northern end there is better agreement, showing the 

flow being steady. An alternative picture of the nature of the current is described 

in Table 6.2 which shows the comparison between the mean of the observed and 

predicted components of the residuals for the period of deployment. 

Current meter U r o (cm s- 1) Vro (cms- 1) Urm (cm s- 1) Vrm (cm s- 1) 

CM5571 7.0 (4.8) 1.3 (1.6) 0.2 0.76 

CM5581 -2.0 (3.6) 1.5 (2.7) -3.2 -4.8 

CM5582 -2.5 (2.9) 0.7 (2.7) -5.1 -3.3 

CM5602 4.2 (2.0) -6.2 (4.7) 0.1 -2.4 

CM5611 -1.2 (2.9) -3.6 (3.1)) 0.1 -1.9 

CM5621 2.6 (4.0) 5.8 (3.9) -2.9 2.3 

CM5622 1.8 (3.0) 0.1 (3.6) 0.3 1.1 

CM5631 1.1 (2.0) 4.2 (2.6) -0.1 -2.6 

CM5632 -0.1 (2.0) 0.1 (1.5) 1.1 0.1 

Table 6.2: Comparison between observed residual components (first two columns, 

values of standard deviation are in brackets) and computed residual components 

(last two columns) of the residual flow averaged on the period of deployment of the 

current meters. Velocities are in cm s- 1 . 

Current meters in the southern part recorded a net northward flow which is not 
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reproduced correctly by the model. This could be related to the inability of the 

model to reproduce the density driven flow as demonstrated early. In this case data 

contain also tidal and wind contributions both for observations and simulations 

showing that the density driven flow has a net effect on the total flow. In the 

middle of the Minch both observations and simulations present a southward flow 

which is also found at the western side of the northern end of the North Minch, 

showing a net intrusion of Atlantic water. Again there is disagreement between 

observations and model results on the eastern side of the North Minch but on the 

whole the model predicts the right order of magnitude for the residual flow. Finally 

correlat ion coefficients in Table 6.1 show that there was correlation between the 

northward component of the wind and the simulated northward residual as expected 

since the wind represents the major forcing. 

6.4 Conclusions 

Evolution of temperature, salinity and water transport in three locations of the 

Scottish shelf were investigated in detail, namely the tidal mixing front in the Malin 

region and the two recirculation cells at both extremities of the Minch. All displayed 

a strong seasonal signature, in particular the frontal system. Simulations confirmed 

the dual nature of the Islay front (Hill and Simpson, 1989), a tidal mixing front with 

a seasonal development driven by the solar heating and tidal mixing and a haline 

component. 

Seasonal development of the temperature field was qualitatively and quantitatively 

well reproduced. The model simulated correctly the frontogenesis. Starting from a 

condition of vertical homogeneity a fully stratified condit ion was reached in July­

August with only a small delay when compared with observations from satellite 

imagery. The model was able to recreate the structure of a shelf sea coastal front. 

Surface temperatures were overpredicted in places by 2° - 3°C due to a combination 

of the bulk heating parameterisation and the turbulence sub-closure scheme respon­

sible for the mixing coefficient of diffusivity and viscosity (Mellor and Yamada, 

1982). The breakdown of stratification was not reproduced perfectly. Water showed 

a tendency to retain the heat acquired during summer. Again the likely candidate 

was the heating flux routine probably because of a feed back mechanism. The well 

178 



mixed condition was again reached in winter, showing that the model reasonably 

reproduced the seasonal cycle of temperature on this region of the European shelf. 

The haline component was not simulated with the same accuracy. In this case the 

seasonal signal was weaker and comparisons with observations (Hill and Simpson, 

1989) showed that modelled gradients were smoother than reality. The model over­

estimated the computed salinity field and the plume of fresher coastal water, seen in 

observations (Ellett, 1979; McKinley et al. , 1981; Ellett and Edwards, 1983; McKay 

et al., 1986), was poorly reproduced so that the wedge of fresher water flowing along 

the coast was almost absent. Because of this inability of the model, the interplay 

between the two components of the front envisaged by Hill and Simpson (1989) was 

not investigated and this needs to be addressed in further simulations. Topography 

and its interactions with the field of density was again shown to be important as a 

stabilising factor for the position of the front. Both thermal and haline components 

of the Islay front were lying along isobaths with almost no change throughout the 

length of the simulation. 

The density-driven component of the circulation was studied on a monthly basis, 

as a first step to try to understand the contribution of various components of the 

circulation to the total transport. Results confirmed the existence of recirculation 

cells at both ends of the Minch. While having a steady character in winter months, 

the southern cell showed episodes of flow reversal in the summer which are difficult to 

explain using a simple theory of a static dense dome triggering a cyclonic circulation. 

During the simulation the dome was not static but displayed a dynamic nature, 

intruding and retracting in the Sea of the Hebrides. Contributions from the Atlantic 

could have played a role in creating these episodes. The density driven circulation 

on other parts of the shelf was in agreement with the idea of a weak baroclinic 

circulation due to horizontal density differences. Computed values were of the order 

of 2 - 3 cm s- 1 on the majority of the shelf and are compatible with the fact that 

the tidal front is not disrupted by the long term circulation (Simpson, 1981). 

The total transport was calculated, using the vertically averaged northward com­

ponent, in various sections of the Minch. Residual transport showed a marked 

seasonal behaviour and this was correlated to the fact that it was thought to be 

mainly wind-driven. Fluxes were at their peak in winter, when winds were strong. 

In summer (with weaker winds) transport decreased but the baroclinic component 

showed an increase in strength; transport increased again in winter with an increase 
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in the density-driven component due to increased fresh water runoff. Computed re­

sults were in reasonable agreement with previous observations with the flux passing 

between the Outer Hebrides and the Scottish mainland. Stability analysis of the 

observed and predicted flow showed the flow was relatively stable during the period 

of deployment of the current meters with some difference between the southern and 

northern part of the region which were also visible in the mean values of residuals. 
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Figure 6.1: Calculated Stratification parameter defined in (1.3). Contours every 0.1 
units. 
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Figure 6.2: East-west section at Lat. 56°13' N of initial temperature (corresponding 
to the 01/02/97). Contours at 0.1 °C intervals. 
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Figure 6.3: East-west section at Lat. 56°13' N of modelled temperature after 28 
days of simulation (corresponding to the 28/02/97). Contours at 0.1 °C intervals. 
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Figure 6.4: Computed temperature: a) surface b) bottom after 28 days of simulation 
( corresponding to the 28/02/97) . Contours at 0.1 °C intervals. 
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Figure 6.5: East-west section at Lat. 56°13' N of modelled temperature after 89 
days of simulation (corresponding to the 30/04/97). Contours at 0.l°C intervals. 
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Figure 6.6: Computed temperature: a) surface b) bottom after 89 days of simulation 
(corresponding to the 30/04/97). Contours at 0.1 °C intervals. 
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Figure 6. 7: East-west section at Lat. 56°13' N of modelled temperature after 110 
days of simulation (corresponding to t he 21/ 05/97). Contours at 0.1°C intervals. 
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Figure 6.8: Computed temperature: a) surface b) bottom after 110 days of simula­
tion (corresponding to the 21/05/97). Contours at O.l°C intervals. 
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Figure 6.9: East-west section at Lat . 56°13' N of modelled temperature after 125 
days of simulation (corresponding to the 04/06/97) . Contours at 0.25°C intervals. 
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Figure 6.10: Computed temperature: a) surface b) bottom after 125 days of simu­
lation (corresponding to the 04/ 06/97) . Contours at 0.25°C intervals. 
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Figure 6.11: Satellite picture showing sea surface temperature for the 02/06/97. 
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Figure 6.12: East-west section at Lat. 56°13' N of modelled temperature after 
125 days of simulation (corresponding to the 04/06/97) with increased wind stress. 
Contours at 0.25°C intervals. 
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Figure 6.13: Computed temperature: a) surface b) bottom after 125 days of sim­
ulation (corresponding to the 04/06/97) with increased wind stress. Contours at 
0.25°C intervals. 
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Figure 6.14: East-west section at Lat. 56°13' N of modelled temperature after 181 
days of simulation (corresponding to the 31/07 /97). Contours at 0.25°C intervals. 
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Figure 6.15: Computed temperature: a) surface b) bottom after 181 days of simu­
lation (corresponding to the 31/07 /97) . Contours at 0.25°C intervals. 
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Figure 6.16: East-west section at Lat. 56°13' N of modelled temperature after 212 
days of simulation (corresponding to the 31/08/97). Contours at 0.25°C intervals. 
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Figure 6.17: Computed temperature: a) surface b) bottom after 212 days of simu­
lation (corresponding to the 31/08/97) . Contours at 0.25°C intervals. 
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Figure 6.18: East-west section at Lat. 56°13' N of modelled temperature after 242 
days of simulation (corresponding to the 31/09/97) . Contours at 0.25°C intervals. 
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Figure 6.19: Computed temperature: a) surface b) bottom after 242 days of simu­
lation (corresponding to the 31/ 09/97). Contours at 0.25°C intervals. 
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Figure 6.20: East-west section at Lat. 56°13' N of modelled temperature after 273 
days of simulation (corresponding to the 31/10/97) . Contours at 0.25°C intervals. 
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Figure 6.21: Computed temperature: a) surface b) bottom after 273 days of simu­
lation (corresponding to the 31/ 10/ 97). Contours at 0.25°C intervals. 
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Figure 6.22: East-west section at Lat. 56°13' N of modelled temperature after 303 
days of simulation (corresponding to the 30/11/97). Contours at 0.1°C intervals. 
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Figure 6.23: Computed temperature: a) surface b) bottom after 303 days of simu­
lation (corresponding to the 30/ 11/97) . Contours at 0.1 °C intervals. 
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Figure 6.24: East-west section at Lat. 56°13' N of modelled temperature after 334 
days of simulation (corresponding to the 31/ 12/97). Contours at 0.1°C intervals. 
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Figure 6.25: Computed temperature: a) surface b) bottom after 334 days of simu­
lation (corresponding to the 31/12/97) . Contours at 0.1 °C intervals. 
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Figure 6.26: East-west section at Lat. 56°13' N of initial salinity (corresponding to 
the 01/02/97). Contours at 0.1 intervals. 
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Figure 6.27: East-west section at Lat. 56°13' N of modelled salinity after 28 days of 
simulation (corresponding to the 28/02/97) . Contours at 0.1 intervals. 
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Figure 6.28: Computed salinity: a) surface b) bottom after 28 days of simulation 
(corresponding to the 28/02/97). Contours at 0.1 intervals. 
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Figure 6.29: East-west section at Lat. 56°13' N of modelled salinity after 89 days of 
simulation (corresponding to the 30/04/97). Contours at 0.1 intervals. 
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Figure 6.30: Computed salinity: a) surface b) bottom after 89 days of simulation 
(corresponding to the 30/04/97). Contours at 0.1 intervals. 
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Figure 6.31 : East-west section at Lat. 56°13' N of modelled salinity after 120 days 
of simulation (corresponding to the 31/05/ 97) . Contours at 0.1 intervals. 

196 



34.B 

34.B 

Longitudo LonQlludo 

(a) (b) 

Figure 6.32: Computed salinity: a) surface b) bottom after 120 days of simulation 
(corresponding to the 31/05/97) . Contours at 0.1 intervals. 
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Figure 6.33: East-west section at Lat. 56°13' N of modelled salinity after 181 days 
of simulation (corresponding to the 31/07 /97). Contours at 0.1 intervals. 
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Figure 6.34: Computed salinity: a) surface b) bottom after 181 days of simulation 
(corresponding to the 31/07 /97). Contours at 0.1 intervals. 
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Figure 6.35: East-west section at Lat. 56°13' N of modelled salinity after 212 days 
of simulation (corresponding to the 31/08/97). Contours at 0.1 intervals. 
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Figure 6.36: Computed salinity: a) surface b) bottom after 212 days of simulation 
(corresponding to the 31/08/97). Contours at 0.1 intervals. 
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Figure 6.37: East-west section at Lat. 56°13' N of modelled salinity after 242 days 
of simulation (corresponding to the 30/09/97). Contours at 0.1 intervals. 
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Figure 6.38: Computed salinity: a) surface b) bottom after 242 days of simulation 
(corresponding to the 30/09/97) . Contours at 0.1 intervals. 
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Figure 6.39: East-west section at Lat. 56°13' N of modelled salinity after 273 days 
of simulation (corresponding to the 31/10/97). Contours at 0.1 intervals. 
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Figure 6.40: Computed salinity: a) surface b) bottom after 273 days of simulation 
(corresponding to the 31/10/97). Contours at 0.1 intervals. 
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Figure 6.41: East-west section at Lat. 56°13' N of modelled salinity after 303 days 
of simulation (corresponding to the 30/ 11/97). Contours at 0.1 intervals. 
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Figure 6.42: Computed salinity: a) surface b) bottom after 303 days of simulation 
(corresponding to the 30/11/97). Contours at 0.1 intervals. 
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Figure 6.43: East-west section at Lat. 56°13' N of modelled salinity after 334 days 
of simulation (corresponding to the 31/12/97). Contours at 0.1 intervals. 
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Figure 6.44: Computed salinity: a) surface b) bottom after 334 days of simulation 
(corresponding to the 31/12/97). Contours at 0.1 intervals. 
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Figure 6.45: Computed residual circulation for the end of February 1997 (28/02/97): 
a) surface and b) bottom. 
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Figure 6.46: Computed residual circulation for the end of March 1997 (31/03/97) : 
a) surface and b) bottom 
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Figure 6.47: Computed residual circulation for the end of April 1997 (30/04/97): a) 
surface and b) bottom. 

206 



(a) 

Velocities (bottom) 

(b) 

Figure 6.48: Computed residual circulation for the end of May 1997 (31/05/97): a) 
surface and b) bottom. 
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Figure 6.49: Computed residual circulation for the end of June 1997 (30/06/97): a) 
surface and b) bottom. 
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Figure 6.50: Computed residual circulation for the end of July 1997 (31/07 /97): a) 
surface b) bottom. 
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Figure 6.51: Computed residual circulation for the end of August 1997 (31/08/97) : 
a) surface and b) bottom. 
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Figure 6.52: Computed residual circulation for the end of September 1997 
(30/09/97): a) surface and b) bottom. 
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Figure 6.53: Computed residual circulation for the end of October 1997 (31/10/97): 
a) surface and b) bottom. 
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Figure 6.54: Computed residual circulation for the end of November 1997 
(30/11/97): a) surface and b) bottom. 
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Figure 6.55: Computed residual circulation for the end of December 1997 
(31/12/97): a) surface and b) bottom. 
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Figure 6.56: Monthly distribution of computed bottom CTt for the same period of 
residual circulation ( contours at O .1 intervals) . 
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Figure 6.57: Monthly distribution of computed O"t (section at Lat. 56°46' N) for the 
same period of residual circulation (contours at 0.1 intervals). 
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Figure 6.58: Histogram representing the computed total monthly averaged north­
ward transport, including baroclinic effects, in (104 m3 s- 1) through 4 section of the 
Minch for the year 1997. The solid line represents the monthly mean northward 
wind Velocity (m s-1 ). 
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Figure 6.59: Histogram representing the computed total barotropic monthly aver­
aged northward transport in (104 m3 s- 1

) through 4 section of the Minch for the 
year 1997. The solid line represents the monthly mean Northward Wind Velocity 
(m s-1 ). 

221 



.c 
0 
C: 

:E 
Q) 

£ 
.c 
Cl 
:::s 
e 
£ 
t:: 
8. 
(J) 
C: 
~ 
I-

~ 
~ 
a.. 
Q) 

£ 
.!;; 
Q) 
0 
C: 
~ 

~ 
Cl 

zzzz 
C\J<OOlO 
N <O O lO 
,-..: ,-..: cxi cxi 
lO lO lO lO 
II II II II 

jjjj 

1101 
0 O> 

Figure 6.60: Histogram representing the difference between total baroclinic and 
barotropic Northward Transport in (104 m3 s-1 ) through 4 section of t he Minch for 
the year 1997. 
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Figure 6.61: Monthly computed cross-correlation between hourly northward compo­
nent and northward hourly residual transport. Labels refer to sections in Fig.6.58. 
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Chapter 7 

Discussion and conclusions 

The aim of this project was to study the seasonal cycles of salinity and temperature 

and t he seasonal circulation of the Scottish shelf with the help of a numerical model 

(the Princeton Ocean Model). Particular emphasis was given to the study of the 

density-driven component of the currents since changes in buoyancy play ·an impor­

tant role in determining variations in the flow. For these reasons the model utilised 

was a fully non-linear three-dimensional model which was forced with climatological 

data for the year 1997 at the surface and at the lateral boundaries. This was the first 

time that such a model was used for this kind of study of this region and results are 

qualitatively and, generally, quantitatively comparable with observations available 

for the same period. 

The first assessment of the predictive capabilities of The Princeton Ocean Model 

was done to see if it would reproduce the tidal characteristics of the region which 

play an important role in the dynamics of the area. The model was forced with only 

two tidal semidiurnal constituents (M2 and S2 ) which are the major contributors of 

tidal energy on this shelf. Results were similar to other tidal simulations of the area 

(Proctor and Davies, 1996; Xing and Davies, 1996c; Young et al., 2001). Elevations 

and phases for both components were reproduced in acceptable way, showing the 

behaviour of a Kelvin wave travelling northward along the Scottish coast. Errors 

were present close to the amphidromic point located on the Malin shelf at the 

northern end of t he North Channel, due to the inability of the model to reproduce 

the structure of the tides close to the coast because of t he coarse resolut ion of the 

model grid. Velocity components were also simulated within reasonable agreement 

with observations. An important result was that tidal residual currents in the region 
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were weak ( of the order of 2 cm s-1) and showing a cyclonic tendency (both at the 

surface and bottom) as shown in previous studies (Xing and Davies, 1996c). Finally 

the response of the model to wind stress was also tested and results were again 

similar to previous studies (Xing and Davies, 1996c; Young et al., 2001) showing 

that a recirculation can be triggered by southern winds. This is unlikely to happen 

in reality because of the variable nature of the wind field. All these results showed 

that tides and winds alone are not responsible for the observed pattern of the long­

term circulation and baroclinic effects must be included in the simulations for a 

complete picture. 

The next step was to arrange a fully seasonal simulation taking into account all the 

factors which can influence the dynamics of the Scottish shelf. The region under 

scrutiny is located between the coast of Scotland, Ireland and two open boundaries 

with the Atlantic Ocean. In this case the lateral boundaries are artificially delim­

itated by the meridian located at 7° of longitude west and by the parallel of 60° 

of latitude north. Seasonal variations in the circulation are controlled by buoyancy 

effects generated by changes in salinity and temperature fields, which affect the dis­

tribution of density, and by the interaction with the wind fields. The temperature 

cycle is mainly controlled by the solar energy flux and follows its seasonal pattern. 

The model was forced with hourly observations from weather stations located on 

Tiree and Stornoway which provided other forcing data such as solar heating flux, 

the air temperature and wind direction and speed. Changes in buoyancy due to 

salinity were implemented through fresh water inflow. Three major sources were 

distributed along the eastern coast of the domain to simulate the three real major 

sources of buoyancy. 

The model seemed to reproduce correctly the seasonal cycle of temperature. Figs. 

5.l 7a,j clearly show that the cycle of seasonal heating and cooling of the water 

column is simulated. Starting from a vertical condition of homogeneity (reproducing 

a winter condition) the surface temperature increased throughout the year to reach 

a maximum in late August - beginning of September. The model also reproduced 

horizontal variations in this cycle (see Fig. 5.17a and Fig. 5.17b) which, although 

displaying the same pattern at the surface, differed in the behaviour of the bottom 

temperature. These two particular points are located in the oceanic and the coastal 

area of the Islay front respectively. Due to different regimes of tidal mixing the 

oceanic side of the front remains stratified in summer. In contrast, near the coast, 
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strong tides maintain thermal homogeneity during the whole year. The development 

of the tidal front can be observed in the previous chapter which describes the monthly 

frontal structure. The model was initialised only with horizontal gradient (Fig. 6.2), 

the front started to develop between April and May. At the end of May the thermal 

structure was very similar to the structure observed by Hill and Simpson (1989) 

but a better qualitative agreement was reached at the end of July (Fig. 6.15). In 

this case there was also a topological agreement; the temperature field showed the 

structure normally associated with a tidal front. There were three distinct regions, 

a coastal region where the water is unstratified and two oceanic regions where a 

sharp thermocline divided a cold bottom pool from the warm surface. Stratification 

was maintained until late autumn with some variability according to the location 

on the shelf. By February an isothermal condition was reached again, showing that 

the model was able to reproduce the overall cycle of cooling and warming. 

The behaviour of the bottom region is different. Also in this case a seasonal cycle 

was clearly detectable (see bottom temperatures in Figs. 5.17a,j) but the difference 

between minimum and maximum in temperatures was around 3° - 4°C depending 

on the position. Bottom temperatures were less sensitive to the forcing than the 

sea surface and they displayed less temporal variability. For this reason the bottom 

front was more clearly visible. Figs. 6.15 and 6.16 for the months of July and August 

respectively showed a strong front with an horizontal gradient of almost 4°C. An 

important result of this simulation was to further prove the stabilising effect of the 

bottom bathymetry; the above Figs. show that the bottom region of the tidal front 

closely followed the isobaths and its signal was detectable even with a weak surface 

gradient (see Fig. 6.21 for the month of October). 

The situation was different for the simulation of the salinity. The agreement with 

observations was poorer; the computed results were constantly overestimating its 

value and showed less horizontal and vertical variability. Horizontal gradients were 

weaker than observations. The haline front, which represents a sharp boundary be­

tween salty oceanic and coastal fresher waters and which was shown to exist with 

direct observations and with the help of radioactive tracers, is almost missing in 

simulations. Whereas observations showed an horizontal difference of 1.0 between 

the two areas, simulations reached a maximum of 0.5 without the same sharpness. A 

seasonal cycle for salinity was not readily seen; a correlation was expected between 

the cycle of the sources of fresh water and the salinity on the shelf, with low salinity 
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in winter and higher salinity in summer, following the river runoff. This was not 

observed. A trend of this kind was predicted by the model (see Figs. 5.23a,j) but 

the differences between minimum and maximum do not show the large freshening 

expected for the end of the simulation, corresponding to the late Autumn. In any 

case the few observations available for the summer 1997 did not corroborate this 

theory. From April to July there was no increase in salinity (see Figs. 5.28) but the 

short period of deployment and the number of samples contributed to the uncer­

tainty. The model was also capable of showing episodes of intrusion of salty water 

from the Atlantic inside the Minches. 

The reason that may explain this poor agreement can be related to the mechanisms 

which control the spatial and temporal evolution of salinity on the shelf. Unlike 

temperature, salinity is mainly controlled by the advection of boundary values in­

side the region; the model was forced at the lateral boundaries with values from 

a climatological archive (Levitus, 1982) and with values from river runoff whilst 

temperature is mainly controlled by the downward vertical mixing of the incoming 

solar radiation. Poor knowledge of these boundary values reflects in the simulation 

of salinity. Another reason could be found in the reproduction of the mixing by 

the model. The thermal forcing is a strong signal which is propagated downward 

by vertical mixing and is very sensitive to all the phenomena which contribute to it 

such as tides and winds (as it was demonstrated with the increase of the wind stress 

in one of the simulations). On the other hand salinity has a much weaker signature 

and there were no surface fluxes which could have changed the local balance; rain 

was not included in this set of simulations and its contribution was shown to be 

comparable to the buoyancy contribution of the other sources. 

There were thought to be two possible sources of numerical inaccuracies, the error 

due to the pressure gradient calculation and the error due to the advection scheme 

which could have contaminated the sharpness of the haline and thermal fronts. 

The Princeton Ocean Model is a model where the vertical motion is described by O'­

coordinates and problems can arise when there are steep gradients in the bathymetry 

(Haney, 1991; Mellor et al., 1994). In this work these kind of errors were negligible. 

The model could dynamically adjust in a short time so that errors were minimised 

as already shown by Mellor et al. (1994). Furthermore the steep region of the 

domain was located at its north western boundary, far from the area of interest 

so that eventual influences were minimal. The issue of the boundary conditions 
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was partially solved by choosing the position of the boundary of the domain of 

simulation as far as possible from the Scottish shelf with a compromise between size 

of the grid and computational time. Various solutions were tested and the more 

stable (a radiation condition suggested by Flather, 1976) was implemented for the 

velocity components. An upstream boundary condition was used for temperature 

and salinity but none of these were sources of appreciable errors. 

Far more important was any possible error in the advection of scalars because this 

would have compromised the whole simulation and in particular the investigation of 

the evolution of the Islay front. The treatment of advection is one of the key issues 

in coastal modelling and various treatments have been devised to obtain acceptable 

solutions for the advection-diffusion equation in finite form. The model comes with a 

standard central difference scheme and after testing (not shown in this work) it was 

changed so that this version of POM utilised the MPDATA scheme (Smolarkiewicz, 

1983, 1984) where an upstream scheme is corrected iteratively with an antidiffusive 

velocity. As discussed before the results did not show the presence of large errors. 

The thermal front was sharp particularly in its bottom region. The haline front did 

not display the same sharpness and was diffused but this was probably due to other 

reasons ( see previous discussions) . 

The second aim of this project, to investigate circulation and the rate of transport 

through the Minch, was carried out using the same settings for the previous simula­

tions. Observations show the presence of a coastal current flowing northward along 

the Scottish coasts (Simpson and Hill, 1986). When it reaches the Sea of the Hebrides 

it splits in two branches, one enters directly the Minch and the other turns south and 

proceeds flanking the outer coast of the chain of the Hebrides (Craig, 1959). Model 

results confirmed this picture; throughout the year the Scottish coastal current was 

always present and its strength, of the order of few cm s-1, was in agreement with 

available data. Less agreement was reached for the recirculation in the sea of the 

Hebrides. It was expected to find a constant cyclonic circulation due to the presence 

of a dense dome (Hill et al., 1997b) but results showed a variable structure of the 

currents. The model was used to compute the density-driven contribution which 

predicted a cyclonic circulation as well as episodes of reversal of the flow where sea 

water coming from the Atlantic intruded, both at surface and bottom, inside the Sea 

of the Hebrides. A constant recirculation is often assumed but observations in the 

area are sparse and these episodes could be real. Another explanation could lie in 
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the incorrect reproduction of the density field in the area. It was demonstrated that 

this feature has a strong baroclinic component, tidal residuals are weak and a long 

term flow is generated by the presence of horizontal density gradient. The bottom 

dome observed in the region hints to a flow in thermal wind balance but the model 

did not always reproduce a dome with the same shape and strength. Hill et al. 

(1997b) observed a strong dome in April whilst model results show a weak dome 

(see Fig. 6.57a,k) which strengthened with time as the contribution in buoyancy 

due to the solar heating became important. This weaker density gradient may be 

related to the lack of advection of fresher water to the Outer Hebrides. The model 

showed a cyclonic circulation during the early months of spring but the water on the 

Scottish side of the gyre was too saline so that there was not contrast in density and 

there was no feedback mechanism ( where the horizontal density gradient creates a 

stronger flow which advects more fresh water). Another explanation could be found 

in intrusion of Atlantic water from the boundary which could lead to a counterflow. 

The importance of contributions from the oceanic boundary could be evaluated with 

the help of some sensitivity tests where Atlantic water is injected into the domain in 

different positions so to determine its effect on the positioning of the dome. Xing and 

Davies (2001) showed that coastal shelf and deep ocean are interlinked, as already 

discussed. This work also points to the fact the location of the haline structure in the 

Sea of the Hebrides is not controlled only locally in contrast with what happens, for 

example, in the western Irish Sea where the position of the dense dome is controlled 

locally by a heating-stirring balance mechanisms (Horsburgh, 1999). There is also 

a far-field effect where boundaries actively influences the interior of the region so 

that a accurate knowledge of the forcing at this locations is necessary for a correct 

simulation of the long term circulation. 

The model showed the existence of two distinct recirculation cells, one at both ends 

of the Minch. The southern cell has been already observed whilst the second cell 

has not been directly observed yet. Craig (1959) hinted to its existence due to the 

interplay between the intrusion of salty Atlantic water and the bottom topography. 

Indirect evidence of its existence can be seen in Fig. 2.6 showing the position of the 

Nephrops grounds on the Scottish shelf. Such a ground is located in the North Minch 

and its presence can be explained with the existence of a retention mechanism; the 

recirculation cell may cause the larvae to be retained in this location. This has been 

already demonstrated by the work of Hill et al. (1996) where the summer gyre in the 

western Irish Sea acts in this fashion. The presence of a symmetrical ground in the 
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southern end, where the existence of the gyre is well established, strengthens this 

hypothesis. The spatial variability of this system was also confirmed were computed 

currents where compared with observations from current meters deployed by the 

Marine Laboratory, Aberdeen. Predicted and observed stability generally agree for 

the length of deployment of the instruments but long term residuals give a picture 

of a flow which is not always pointing northward but presents also southward flow. 

The period of deployment was too short for a complete picture but model results 

show a strong correlation between wind and current as expected. 

For the first time rates of transport through the Minch were calculated and also in 

this case particular attention was given to the baroclinic component of the flow. The 

model was used to separate density-driven component from the total transport and 

it was possible to demonstrate that the former is significant. Predicted transport 

followed a seasonal pattern with higher rates in winter. On the other hand the 

baroclinic contribution followed the opposite trend with increased rates in summer 

and low rates in winter. This can be related with the fact that in summer there is 

stratification which enhances the baroclinic effects. In winter the water column is 

almost homogeneous and water fluxes tend to be correlated with the wind which 

may also explain the high rate since winds are stronger in this season. In summer the 

presence of stronger horizontal and vertical gradients may lead to stronger density­

driven flow which do not exist in winter. To complete the picture one must consider 

also the changes in buoyancy due to fresh water inputs from rivers. Their cycles 

tend to mirror the seasonal pattern of the wind, high contribution in winter followed 

by low contribution in summer. This could also help to explain the picture observed 

in the Minch but since the model did not reproduce fresh water dynamics this point 

remain unclear. Total fluxes are in reasonable agreement with observations. 

The model reproduced temperatures in good agreement with observation whilst 

salinities showed a lesser degree of accuracy. Seasonal cycles were captured, the 

warming and cooling of the water column was reproduced. The presence of the tidal 

front on the Malin shelf was confirmed and reproduced in agreement with previous 

observations. Salinity did not show any seasonal cycle and the presence of the haline 

front was not reproduced with the same accuracy but such a cycle is not present in 

observations either so that this question remains unanswered. This lack of accuracy 

in the salinity did not allow us to gain more insight in the interplay between the 

haline and thermal fields in the development of the Islay front. 
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Further work is needed to obtain a better agreement between observations and 

model results and to acquire a better knowledge of the region. Horizontal and ver­

tical resolution do not seem to constitute a serious problem, the mesh of the grid 

is small enough to capture baroclinic effects but simulations can only benefit from 

its increase. It is necessary if studies of the velocity structure of the Islay front 

are to be undertaken. A smaller vertical resolution will decrease the error in the 

pressure gradient in the deeper part of the domain but the choice for this simulation 

is acceptable. Tidal forcing is also acceptable but more diurnal constituents can 

be included since on some parts of the Hebridean shelf they have the same order 

of magnitude of the semidiurnal components (Cartwright et al., 1980b). The as­

sumption of constant wind on the whole domain is a constraining requirement. In 

reality winds possess a highly spatial and temporal variability and this influences 

the wind-driven dynamics and consequently the whole pattern of the circulation. 

This variability needs to be incorporated in any future simulation to better simu­

late the circulation. For a realistic seasonal simulation the continental slope current 

must be also included in future. Its effects were briefly highlighted in section 5.3 

together with some modelling works (Xing and Davies, 2001) which demonstrated 

that this current influences the shelf dynamics with episodes of "leakages" onto the 

Scottish shelf. Xing and Davies (2001) showed that these flows can drive water both 

into the North Channel and on the west coast of Scotland, with implications on the 

recirculation cell in the Sea of the Hebrides and the long term residual circulation. 

Their model did not take into account density flows created by the seasonal heat­

ing and different haline characteristics of the sea waters. These features and their 

effects could be further investigated with the help of the model used here. These 

simulations could show the eventual importance of the shelf current on the regional 

circulation and its seasonal development. 

The major obstacle to overcome remains the poor agreement between observed and 

calculated salinity. Previous simulations of a fresh water river inflow (Kourafalou 

et al. , 1996a) demonstrated that the Princeton Ocean Model is capable of sustaining 

fresh water dynamics, with the development of a plume subjected to the influence 

of the rotation of the planet. These results were obtained with a river inflow larger 

than the outflow measured on the Scottish shelf (constant values of 3200 m3 s-1 

against values of 500 m3 s-1 at maximum and for brief periods) and the only source 

of buoyancy was concentrated in few points. The present simulation was also forced 

only with a limited number of "point-like" sources of fresh water but the river runoff 
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is spread along all the Scottish coast so that this must be taken into consideration. 

Rain and evaporative fluxes need also to be considered because of their contribution 

to the overall budget. In this particular case resolution could have been an issue; 

probably it was not fine enough to capture the dynamics of such processes; its 

increase could lead to a better representation of buoyancy fluxes, especially close to 

the fresh water source. Further tests of the model with diffuse and variable outflow 

must be undertaken to improve its performance in dealing with this kind of forcing 

and to ascertain its capabilities where haline contributions are important for the 

physics of the circulation. 

Finally, results obtained from these simulations highlight the importance of numeri­

cal models as invaluable tools for the investigation of the mechanisms which control 

the dynamics of the circulation and the thermohaline characteristic of shelf seas. 

These models need to be three-dimensional and baroclinic so to capture all the con­

tributions to the long-term circulation which, as shown, is sensitive to changes of 

buoyancy. To obtain a complete picture of the region of interest this kind of study 

needs to be coupled with a campaign of observations which must be used to validate 

the model results. 
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Appendix A 

Comparisons between observed and calculated values for the tidal parameters of the 
two semi-diurnal constituents M2 and S2 . 
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No. Lat. Long. Obs. Comp. Llh .Llg Llhp .Llgp 
amp.(h) pha.(g) amp.(h) pha.(g) 
cm deg cm deg cm deg % % 

1 58.78 -7.5 104.0 191 95.0 183 9.0 8 9.0 4.3 
2 58.45 -5.05 140.0 208 136.0 202 4.0 6 3.1 3.0 
3 58.03 -8.58 106.0 178 94.0 173 12.0 5 11.4 3.0 
4 57.82 -8.57 107.0 176 97.0 170 10.0 6 9.6 3.7 
5 57.77 -7.03 129.0 185 124.0 179 5.0 6 3.7 3.0 
6 57.67 -7.48 120.0 177 114.0 169 6.0 8 5.2 4.4 
7 57.43 -5.80 153.0 195 147.0 190 6.0 5 3.8 2.7 
8 57.30 -7.65 118.0 171 107.0 164 11.0 7 9.3 4.2 
9 56.92 -8.58 109.0 168 99.0 161 10.0 7 9.2 4.1 
10 56.95 -7.48 113.0 232 106.0 162 7.0 70 6.0 30.2 
11 56.50 -6.80 118.0 166 108.0 154 10.0 12 8.6 7.3 
12 56.32 -6.38 114.0 165 108.0 149 6.0 16 5.6 9.9 
13 56.02 -8.58 112.0 163 98.0 158 14.0 5 12.9 2.9 
14 55.38 -7.40 108.0 178 103.0 169 5.0 9 5.0 4.8 
15 55.43 -7.23 97.0 175 89.0 175 8.0 0 7.8 0.0 
16 55.63 -6.18 16.0 92 21.0 40 -5.0 52 -28.8 56.3 
17 55.68 -5.73 19.0 81 31.0 13 -12.0 68 -62.1 84.3 
18 55.72 -5.30 107.0 342 119.0 348 -12.0 -6 -11.5 -1.6 
19 55.55 -4.68 109.0 340 120.0 346 -11.0 -6 -9.9 -1.7 
20 55.47 -6.17 7.0 125 11.0 324 -4.0 161 -63.7 128.8 
21 55.32 -5.63 66.0 337 78.0 346 -12.0 -9 -18.6 -2.5 
22 55.25 -4.87 105.0 340 117.0 343 -12.0 -3 -11.0 -1.0 

Table A.l : Comparison of observed and computed amplitude h (cm) and phase g 
(degrees) of the M2 tidal elevation. Last 4 columns give absolute and percentage 
errors for amplitude and phase. 

Error Interval (m) 
-0.15 -0.10 -0.05 0 0.05 0.10 0.15 

Number of points 
1 7 7 0 2 5 0 

Table A.2: Distribution of errors for amplitude (m) for the elevation of the M2 

tidal constituent. The histogram shows the number of point where the calculated 
amplitude is above or below the observed value. 
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Error Interval (degrees) 
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180 

Number of points 
0 0 0 0 3 1 17 0 0 0 0 1 0 

Table A.3: Distribution of errors for phase (degrees) for the M2 tidal constituent. 
The histogram shows the number of point where the calculated phase is above or 
below the observed value. 

No. Lat. Long. Obs. Comp. Lih Lig ht 
amp.(h) pha.(g) amp.(h) pha.(g) 

cm s- 1 deg. cm s- 1 deg. cm s- 1 deg. m 

1 59.78 -6.18 27.0 257.4 30.9 240.8 -3.9 16.6 370 
1 59.78 -6.18 24.5 251.l 30.3 239.7 -5.8 ll.4 370 
1 59.78 -6.18 20.9 244.8 30.8 240.7 -9.9 4.1 370 
2 59.66 -6.04 23.8 254.4 25.4 232.3 -1.6 22.1 237 
2 59.66 -6.04 18.8 250.5 23.8 230.7 -5.0 19.9 237 
3 59.59 -7.25 6.7 213.8 ll.9 214.9 -5.2 -1.1 1019 
3 59.59 -7.25 10.3 231.3 ll.8 214.7 -1.5 16.6 1019 
3 59.59 -7.25 9.5 231.2 11.8 214.8 -2.3 16.4 1019 
3 59.59 -7.25 8.7 223.1 ll.7 214.5 -3.0 8.6 1019 
3 59.59 -7.25 9.0 189.1 11.8 214.8 -2.8 -25.7 1019 
4 59.48 -6.35 26.6 225.1 22.8 199.8 3.8 25.3 188 
5 59.14 -7.71 ll.0 210.0 8.7 195.2 2.3 14.8 998 
5 59.14 -7.71 10.1 2ll.9 8.6 195.7 1.5 16.2 998 
5 59.14 -7.71 2.2 156.1 8.5 195.8 -6.3 -39.7 998 
6 59.09 -7.45 15.2 196.3 11.4 188.6 3.8 7.7 514 
6 59.09 -7.45 13.7 194.1 11.3 188.6 2.4 5.5 514 
6 59.09 -7.45 8.1 188.3 11.4 188.6 -3.3 -0.3 514 
7 59.03 -8.53 7.5 176.1 6.6 186.8 0.9 -10.7 1535 
7 59.03 -8.53 6.9 181.5 6.6 186.6 0.3 -5.1 1535 
8 58.92 -7.49 17.4 ll8.0 9.7 159.4 7.7 -41.4 163 
9 58.78 -7.50 22.0 140.1 10.7 ll7.7 ll.3 22.4 ll0 
10 58.72 -5.88 16.3 148.2 20.4 163.4 -4.1 -15.2 ll4 
ll 58.03 -8.15 3.7 190.8 4.2 186.9 -0.5 3.9 142 
ll 58.03 -8.15 6.6 178 4.5 182.6 2.1 -4.6 142 
12 58.01 -8.79 9.5 194.2 6.1 196.8 3.4 -2.6 142 
13 57.99 -8.73 5.4 216.8 6.3 199.7 -0.9 17.2 146 
13 57.99 -8.73 8.3 194 6.1 196.8 2.2 -2.8 146 
14 57.94 -8.85 6.8 225.9 6.7 193.9 0.1 32.0 155 
14 57.94 -8.85 10.2 167.l 6.4 188.9 3.8 -21.9 155 
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No. Lat. Long. Obs. Comp. ~h ~g ht he 
amp.(h) pha.(g) amp.(h) pha.(g) 

cm s- 1 deg. cm s-1 deg. cm s- 1 deg. m m 

15 57.93 -8.86 10.1 198.3 6.7 193.9 3.4 4.4 152 100 
16 57.60 -8.17 5.7 162.9 6.4 144.1 -0.7 18.8 135 75 
16 57.60 -8.17 9.5 144.5 6.5 137.9 3.0 6.6 135 25 
17 56.99 -8.94 21.0 139.2 4.8 128.1 16.2 11.1 130 91 
17 56.99 -8.94 20.6 136.7 4.7 120.3 15.9 16.4 130 21 
18 56.92 -8.58 16.5 113.2 14.7 122.9 1.8 -9.7 126 25 
19 56.48 -7.98 11.5 165.7 8.3 119.2 3.2 46.5 170 140 
19 56.48 -7.98 15.0 115.6 8.1 117 6.9 -1.4 170 50 
20 56.00 -8.57 13.7 140.1 10.2 117.2 3.5 22.9 136 25 
21 55.88 -6.56 26.8 90.7 13.4 197.8 13.4 -107.1 44 11 
22 55.87 -5.75 15.4 259.9 0.8 300.0 14.6 -40.1 123 81 
22 55.87 -5.75 11.4 259.2 0.7 299.1 10.7 -39.9 123 41 
23 55.51 -6.85 82.9 234.2 109.8 236.2 -26.9 -2.0 58 39 
23 55.51 -6.85 82.2 233.8 109.8 236.2 -27.6 -2.4 58 37 
23 55.51 -6.85 69.0 233.3 92.9 235.1 -23.9 -1.8 58 11 
24 55.50 -8.01 16.2 168.2 16.5 166.6 -0.3 1.7 73 41 
24 55.50 -8.01 12.7 158 15.5 165.0 -2.8 -7.0 73 10 
25 55.46 -6.16 46.9 242.4 83.7 244.1 -36.8 -1.7 110 6 
26 55.42 -7.51 46.8 201.5 38.5 198.2 8.4 3.3 54 30 
26 55.42 -7.51 33.6 192.0 35.6 195.0 -2.0 -3.0 54 11 
27 55.34 -5.11 17.6 259.8 21.0 261.4 -3.4 -1.6 52 28 
27 55.34 -5.11 17.2 248.0 19.0 257.5 -1.8 -9.5 52 10 
28 55.03 -5.32 14.2 198.3 34.7 220.7 -20.5 -22.4 73 60 
28 55.03 -5.32 12.3 210.4 32.2 225.7 -19.9 -15.3 73 33 
28 55.03 -5.32 9.9 227.5 33.0 224.4 -23.1 3.1 73 5 

Table A.4: Comparison of observed and computed amplitude h (cm s-1 ) and phase 
g (degrees) for the M2 East-west tidal velocity component. The 8th and 9th column 
give absolute errors for amplitude and phase whilst t he two last columns give total 
depth (ht) and height above the bed of the current meter (he). 
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No. Lat. Long. Obs. Comp. .6.h .6.g ht he 
amp.(h) pha.(g) amp.(h) pha.(g) 

cm s- 1 deg. cm s- 1 deg. cm s- 1 deg. m m 
1 59.78 -6.18 21.3 215.4 20.4 195.8 0.9 19.6 370 250 
1 59.78 -6.18 15.8 209.7 19.8 196.0 -4.0 13.7 370 100 
1 59.78 -6.18 12.7 214.8 20.3 195.8 -7.6 19.1 370 25 
2 59.66 -6.04 22.8 223.7 13.6 196.2 9.2 27.6 237 150 
2 59.66 -6.04 18.4 232.0 12.2 203.4 6.2 28.6 237 25 
3 59.59 -7.25 10.3 246.4 8.2 213.8 2.1 32.6 1019 990 
3 59.59 -7.25 10.1 224.2 8.2 214.1 1.9 10.1 1019 549 
3 59.59 -7.25 9.3 228.3 8.2 214.6 1.1 13.7 1019 303 
3 59.59 -7.25 7.5 230.2 8.2 214.7 -0.7 15.5 1019 102 
3 59.59 -7.25 3.9 256.4 8.2 214.4 -4.3 42.0 1019 12 
4 59.48 -6.35 12.5 177.4 5.3 154.5 7.2 22.9 188 25 
5 59.14 -7.71 10.0 197.3 9.0 212.1 1.0 -14.8 998 894 
5 59.14 -7.71 9.1 203.2 9.1 212.6 0.0 -9.4 998 595 
5 59.14 -7.71 10.3 251.0 9.1 212.9 1.2 38.2 998 47 
6 59.09 -7.45 9.1 175.4 7.6 204.7 1.5 -29.3 514 399 
6 59.09 -7.45 8.5 187.2 7.6 205.7 0.9 -18.6 514 248 
6 59.09 -7.45 7.5 217.1 7.6 205.1 -0.1 12.0 514 46 
7 59.03 -8.53 3.1 244.3 6.2 207.7 -3.1 36.6 1535 1400 
7 59.03 -8.53 4.4 226.5 6.2 207.7 -1.8 18.8 1535 1000 
8 58.92 -7.49 8.2 301.0 3.9 254.5 4.3 46.5 163 130 
9 58.78 -7.50 8.0 354.5 9.9 280.0 -1.9 74.5 110 25 
10 58.72 -5.88 14.8 237.0 13.3 275.2 1.5 -38.2 114 11 
11 58.03 -8.15 14.6 194.6 15.9 190.0 -1.3 4.6 142 75 
11 58.03 -8.15 12.8 188.5 15.5 189.6 -2.7 -1.1 142 25 
12 58.01 -8.79 13.0 171.7 15.0 178.0 -2.0 -6.3 142 28 
13 57.99 -8.73 12.6 188.8 15.4 178.0 -2.8 10.8 146 105 
13 57.99 -8.73 11.8 176.4 15.0 178.0 -3.2 -1.6 146 25 
14 57.94 -8.85 15.4 183.3 14.7 174.6 0.7 8.7 155 100 
14 57.94 -8.85 10.2 145.9 14.1 174.8 -3.9 -28.9 155 25 
15 57.93 -8.86 14.1 170.6 14.7 174.6 -0.6 -4.0 152 100 
16 57.60 -8.17 14.2 159.4 12.2 154.4 2.0 5.0 135 75 
16 57.60 -8.17 11.3 147.4 11.8 154.9 -0.5 -7.5 135 25 
17 56.99 -8.94 16.9 69.6 5.2 108.0 11.7 -38.4 130 91 
17 56.99 -8.94 17.0 69.3 4.8 106.3 12.2 -37.0 130 21 
18 56.92 -8.58 11.3 46.0 9.9 67.5 1.4 -21.5 126 25 
19 56.48 -7.98 8.8 89.9 9.3 70.5 -0.5 19.4 170 140 
19 56.48 -7.98 13.0 41.6 8.9 69.9 4.1 -28.2 170 50 
20 56.00 -8.57 7.3 62.6 8 32.6 -0.7 30.0 136 25 
21 55.88 -6.56 70.7 69.9 95.7 62.6 -25.0 7.3 44 11 
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No. Lat. Long. Obs. Comp. .6.h .6.g ht he 
amp.(h) pha.(g) amp.(h) pha.(g) 

cm s- 1 deg. cm s- 1 deg. cm s- 1 deg. m m 
22 55.87 -5.75 26.0 18.2 1.2 307.9 24.8 70.3 123 81 
22 55.87 -5.75 28.0 358.4 1.2 308.3 26.8 50.1 123 41 
23 55.51 -6.85 50.8 76.7 56.3 79.8 -5.5 -3.1 58 39 
23 55.51 -6.85 56.1 74.9 56.3 79.8 -0.2 -4.9 58 37 
23 55.51 -6.85 41.4 73.2 44.6 73.5 -3.1 -0.3 58 11 
24 55.50 -8.01 4.4 75.2 1.4 109.2 3.0 -33.9 73 41 
24 55.50 -8.01 2.6 359.4 0.7 185.6 1.9 173.8 73 10 
25 55.46 -6.16 31.6 22.0 31.6 43.8 0.0 -21.8 110 6 
26 55.42 -7.51 10.1 186.8 16.3 207.1 -6.2 -20.3 54 30 
26 55.42 -7.51 10.8 239.3 15.7 211.2 -4.9 28.1 54 11 
27 55.34 -5.11 12.8 262.7 5.6 320.9 7.2 -58.2 52 28 
27 55.34 -5.11 6.7 271 .8 6.4 323.4 0.3 -51.6 52 10 
28 55.03 -5.32 45.2 30.1 69.0 51.8 -23.8 -21.7 73 60 
28 55.03 -5.32 45.0 34.5 65.2 48.8 -20.2 -14.3 73 33 
28 55.03 -5.32 39.0 25.3 66.6 50.0 -27.6 -24.7 73 5 

Table A.5: Comparison of observed and computed amplitude h (cm s-1) and phase g 
(degrees) for the M2 North-South tidal velocity component. The 8th and 9th column 
give absolute errors for amplitude and phase whilst the two last columns give total 
depth (ht) and height above the bed of the current meter (he) . 

Error Interval (m s-1) 

-0.30 -0.25 -0.20 -0.15 -0.10 -0.05 0 0.05 0.10 0.15 0.20 0.25 0.30 
Number of points - u - component 

0 0 0 4 4 9 18 11 1 0 2 1 2 
Number of points -v - component 

0 2 0 0 3 6 27 11 1 0 1 2 1 

Table A.6: Distribution of amplitude errors (m s-1 ) for u and v components of the 
M2 tidal current. The histogram shows the number of point where the calculated 
velocity is above or below the observed value. 
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Error Interval (degrees) 
-90 -75 -60 -45 -30 -15 0 15 30 45 60 75 90 

Number of points - u component 
0 0 0 1 3 15 22 7 1 4 0 0 1 

Number of points - v component 
0 2 0 4 7 11 11 8 6 3 1 0 0 

Table A.7: Distribution of errors for phase (degrees) for u and v components of the 
M2 tidal current. The histogram shows the number of point where the calculated 
phase is above or below the observed value. 

N. Rmax Rmax Rmin Rmin a a f3 f3 ht he 
Obs. Mod. Obs. Mod. Obs. Mod. Obs. Mod. 
cm s- 1 cm s-1 m s- 1 m s-1 deg. deg. deg. deg. m m 

1 32.3 34.7 -11.9 -12.8 216 209 62 49 370 250 
1 27.6 34.1 -9.2 -12.2 209 209 60 48 370 100 
1 23.8 34.6 -5.6 -12.8 210 210 57 49 370 25 
2 31.8 27.9 -8.7 -7.3 224 205 60 45 237 150 
2 26 26.3 -4.2 -5.1 224 206 62 45 237 25 
3 11.9 14.4 3.1 -0.1 239 214 57 34 1019 990 
3 14.4 14.4 -0.9 -0.1 224 215 48 34 1019 549 
3 13.3 14.3 -0.3 0.0 224 215 50 35 1019 303 
3 11.5 14.3 0.7 0.0 221 215 46 35 1019 102 
3 9.2 14.4 3.5 0.0 191 215 14 35 1019 12 
4 28.1 23.1 -8.8 -3.7 200 190 39 18 188 25 
5 14.8 12.4 -1.7 1.8 222 226 24 24 998 894 
5 13.6 12.4 -1.0 1.8 222 227 28 25 998 595 
5 10.3 12.4 2.2 1.9 271 227 71 25 998 47 
6 17.5 13.6 -2.8 1.8 210 213 11 14 514 399 
6 16.1 13.5 -0.9 1.9 212 214 12 14 514 248 
6 10.7 13.6 2.7 1.8 222 213 22 14 514 46 
7 7.6 8.8 2.8 2.2 190 138 0 15 1535 1400 
7 7.7 8.9 2.8 1.7 208 223 13 16 1535 1000 
8 19.2 9.7 -0.4 3.9 155 178 -62 -22 163 130 
9 23 14.4 -4.3 2.2 163 137 -36 -70 110 25 
10 16.3 21.3 14.8 11.8 186 160 -26 -28 114 11 
11 15.1 16.5 0.2 0.2 256 255 14 10 142 75 
11 14.4 16.1 1.1 0.5 243 254 6 9 142 25 
12 15.8 16.1 -3.0 -1.8 234 249 -1 0 142 28 
13 13.5 16.5 -2.4 -2.2 249 249 13 1 146 105 
13 14.3 16.1 -2.1 -1.8 235 249 2 0 146 25 
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N. Rmax Rmax Rmin Rmin a a /3 /3 ht he 
Obs. Mod. Obs. Mod. Obs. Mod. Obs. Mod. 
cm s- 1 cm s-1 m s- 1 m s- 1 deg. deg. deg. deg. m m 

14 16.3 16.0 -4.4 -2 250 246 9 -2 155 100 
14 14.2 15.4 -2.6 -1.4 225 246 -24 -3 155 25 
15 16.9 16.0 -3.9 -2.0 236 246 0 -2 152 100 
16 15.3 13.8 -0.3 1.0 248 242 -20 -28 135 75 
16 14.8 13.4 0.4 1.7 230 242 -34 -29 135 25 
17 22.6 6.9 -14.8 -1.2 209 227 -61 -63 130 91 
17 22.5 6.6 -14.3 -0.8 212 226 -65 -67 130 21 
18 17.4 16.1 -9.9 -7.5 202 207 -80 -71 126 25 
19 11.9 11.4 -8.2 -5.1 201 230 -29 -89 170 140 
19 16.1 11.0 -11.7 -4.8 211 229 -88 -90 170 50 
20 13.8 10.3 -7.1 -7.9 189 190 -44 -71 136 25 
21 75.1 96.2 -9.0 -9.4 250 96 -108 62 44 11 
22 27.3 1.4 12.9 0.1 110 58 28 -54 123 81 
22 28.1 1.4 11.2 0.1 94 59 0 -54 123 41 
23 95.7 121.7 -16.8 -20.3 150 154 60 61 58 39 
23 98.1 121.7 -16.9 -20.3 146 154 60 61 58 37 
23 79.5 102.3 -12.2 -12.8 150 155 58 58 58 11 
24 16.2 16.5 -4.4 -1.1 179 183 -12 -14 73 41 
24 12.9 15.5 -0.9 0.2 169 182 -21 -15 73 10 
25 53.6 88.9 17.9 10.3 149 160 51 62 110 6 
26 47.8 41.7 -2.5 2.3 192 203 21 20 54 30 
26 34.5 38.7 7.8 4.0 193 203 15 18 54 11 
27 21.8 21.2 0.5 4.8 216 188 81 83 52 28 
27 18.3 19.2 2.5 5.8 200 189 71 80 52 10 
28 47.3 77.0 -2.8 -6 107 116 29 50 73 60 
28 46.6 72.7 -0.9 -1.6 105 116 34 48 73 33 
28 40.1 74.2 3.6 -2.9 103 116 26 49 73 5 

Table A.8: Observed and predicted values for the tidal ellipses characteristics for M2 . 

Rmax and Rmin are the semi-major and semi-minor axes and a and /3 the orientation 
and the phase. The number in the first column refers to the position of the current 
meter whilst the two last columns give total depth (ht) and height above the bed of 
the current meter (he). 
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No. Lat. Long. Obs. Comp. Llh Llg Llhp Llgp 
amp.(h) pha.(g) amp.(h) pha.(g) 

cm deg cm deg cm deg % % 
1 56.02 -8.58 42.0 196 39.0 196 3.0 0 7.1 -0.2 
2 56.92 -8.58 41.0 202 39.0 201 1.0 1 3.7 0.6 
3 58.03 -8.58 40.0 212 38.0 211 2.0 1 5.1 0.3 
4 58.78 -7.50 39.0 224 37.0 222 1.0 2 3.2 0.9 
5 59.48 -6.35 35.0 238 34.0 237 1.0 1 1.6 0.5 
6 58.98 -7.40 38.0 226 36.0 228 2.0 -2 5.0 -1.0 
7 59.20 -7.68 36.0 227 34.0 225 2.0 2 4.2 0.7 

Table A.9: Comparison of observed and computed amplitude h(cm) and phase 
g(degrees) of the S2 tidal elevation. Last 4 columns give absolute and percentage 
errors for amplitude and phase. 

Error Interval (m) 
-0.03 -0.02 -0.01 0 0.01 0.02 0.03 

Number of points 
3 3 1 0 0 0 0 

Table A.10: Distribution of errors for amplitude (m) for the elevation of the S2 
tidal constituent. The histogram shows the number of point where the calculated 
amplitude is above or below the observed value. 

Error Interval (degrees) 
-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180 

Number of points 
0 0 0 0 0 0 7 0 0 0 0 0 0 

Table A.11: Distribution of errors for phase (degrees) for the S2 tidal constituent. 
The histogram shows the number of point where the calculated phase is above or 
below the observed value. 
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No. Lat. Long. Obs. Comp. ~h ~g ht he 
amp.(h) pha.(g) amp.(h) pha.(g) 

cm s- 1 deg. cm s- 1 deg. cm s- 1 deg. m m 

1 59.78 -6.18 9.4 296.6 10.2 278.7 -0.8 18 370 250 
1 59.78 -6.18 8.8 286.4 10.2 278.7 -1.4 7.7 370 100 
1 59.78 -6.18 8.0 284.7 10.2 278.8 -2.2 5.9 370 25 
2 59.66 -6.04 7.3 285.8 8.4 266.7 -1.1 19.1 237 150 
2 59.66 -6.04 7.1 278.1 8.0 265.6 -0.9 12.4 237 25 
3 59.59 -7.25 4.2 227.1 4.0 250.1 0.2 -23.1 1019 990 
3 59.59 -7.25 3.8 270.5 4.1 249.7 -0.3 20.8 1019 549 
3 59.59 -7.25 3.5 266.0 4.1 249.0 -0.6 17.0 1019 303 
3 59.59 -7.25 2.0 292.8 4.0 248.7 -2.0 44.1 1019 102 
3 59.59 -7.25 1.6 175.4 4.1 249.3 -2.5 -73.9 1019 12 
4 59.48 -6.35 8.2 263.0 7.7 227.7 0.5 35.3 188 25 
5 59.14 -7.71 3.2 243.9 2.9 231.2 0.3 12.7 998 894 
5 59.14 -7.71 3.8 240.3 2.8 231.9 1.0 8.3 998 595 
5 59.14 -7.71 5.1 117.5 2.8 232.6 2.3 -115.1 998 47 
6 59.09 -7.45 5.2 230.6 3.4 229.6 1.8 1.1 514 399 
6 59.09 -7.45 4.7 231.6 3.4 230.3 1.3 1.3 514 248 
6 59.09 -7.45 3.5 215.4 3.4 229.7 0.1 -14.3 514 46 
7 59.03 -8.53 3.3 229.8 2.3 220.9 1.0 9.0 1535 1400 
7 59.03 -8.53 2.2 224.8 2.3 220.8 -0.1 4.0 1535 1000 
8 58.92 -7.49 2.7 223.7 2.3 220.5 0.4 3.2 163 130 
9 58.78 -7.50 7.5 168.3 3.5 190.8 4.0 -22.4 110 25 
10 58.72 -5.88 7.4 169.2 3.5 149.6 3.9 19.6 114 11 
11 58.03 -8.15 5.6 180.8 7.8 191.4 -2.2 -10.6 142 75 
11 58.03 -8.15 1.3 12.0 1.6 195.3 -0.3 176.7 142 25 
12 58.01 -8.79 3.4 226.6 1.9 182.3 1.5 44.3 142 28 
13 57.99 -8.73 3.2 220.6 1.9 207.9 1.3 12.7 146 105 
13 57.99 -8.73 2.1 222.5 2.1 215.5 0.0 7.0 146 25 
14 57.94 -8.85 2.6 222.3 2.2 211.4 0.4 10.9 155 100 
14 57.94 -8.85 2.1 206.7 2.4 202.6 -0.3 4.1 155 25 
15 57.93 -8.86 4.2 231.3 2.2 211.4 2.0 19.9 152 100 
16 57.60 -8.17 1.7 191.3 2.8 166.8 -1.1 24.5 135 75 
16 57.60 -8.17 3.4 155.1 2.7 165.1 0.7 -10.0 135 25 
17 56.99 -8.94 8.8 168.0 2.2 161.8 6.6 6.2 130 91 
17 56.99 -8.94 6.3 137.5 6.6 146.9 -0.3 -9.4 130 21 
18 56.92 -8.58 4.1 190.0 4.4 138.4 -0.3 51.6 126 25 
19 56.48 -7.98 6.7 154.3 4.4 134.3 2.3 20 170 140 
19 56.48 -7.98 4.3 157.6 4.4 128.7 -0.1 28.9 170 50 
20 56.00 -8.57 10.0 120.8 3.5 237.9 6.5 -117.1 136 25 
21 55.88 -6.56 5.2 296.7 1.0 29.5 4.2 92.8 44 11 
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No. Lat. Long. Obs. Comp. ~h ~ g ht 
amp.(h) pha. (g) amp.(h) pha.(g) 

cm s- 1 deg. cm s-1 deg. cm s- 1 deg. m 
22 55.87 -5.75 5.3 299.1 1.0 29.4 4.3 90.3 123 
22 55.87 -5.75 24.7 268.0 33.3 278.8 -8.6 -10.8 123 
23 55.51 -6.85 25.3 268.6 33.3 278.8 -8.0 -10.2 58 
23 55.51 -6.85 21.5 266.8 27.6 277.8 -6.2 -11 58 
23 55.51 -6.85 6.5 197.9 4.1 185.2 2.4 12.7 58 
24 55.50 -8.01 2.5 193.8 3.7 179.6 -1.2 14.2 73 
24 55.50 -8.01 15.8 280.8 27.6 288.5 -11.8 -7.7 73 
25 55.46 -6.16 11.4 229.2 10.1 235.3 1.3 -6.1 110 
26 55.42 -7.51 11.2 231.5 10.1 235.3 1.0 -3.8 54 
26 55.42 -7.51 9.3 226.4 8.9 231.5 0.4 -5.1 54 
27 55.34 -5.11 5.0 307.7 7.2 321.9 -2.2 -14.2 52 
27 55.34 -5.11 5.9 291 .1 6.3 319.1 -0.4 -28.0 52 
28 55.03 -5.32 6.2 223.8 11.3 259.2 -5.1 -35.4 73 
28 55.03 -5.32 4.2 261.6 10.5 266.3 -6.3 -4.7 73 
28 55.03 -5.32 4.0 268.6 10.6 265.3 -6.6 3.3 73 

Table A.12: Comparison of observed and computed amplitude h (cm s-1 ) and phase 
g (degrees) of the 82 East-west tidal velocity. The sth and 9th column give absolute 
errors for amplitude and phase whilst the two last columns give total depth (ht ) and 
height above the bed of the current meter (he) . 
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he 

m 

81 
41 
39 
37 
11 
41 
10 
6 

30 
11 
28 
10 
60 
33 
5 



No. Lat . Long. Obs. Comp. .6.h .6.g ht he 
amp.(h) pha.(g) amp.(h) pha.(g) 

cm s-1 deg. cm s- 1 deg. cm s- 1 deg. m m 

1 59.78 -6.18 5.9 259.6 6.8 240.1 -0.9 19.5 370 250 
1 59.78 -6.18 5.2 250.0 6.6 240.0 -1.4 10.0 370 100 
1 59.78 -6.18 5.2 256.9 6.8 240.0 -1.6 16.9 370 25 
2 59.66 -6.04 7.8 263.0 4.3 243.7 3.5 19.3 237 150 
2 59.66 -6.04 6.6 265.0 4.0 251.7 2.6 13.3 237 25 
3 59.59 -7.25 0.2 249.2 2.9 252.4 -2.7 -3.2 1019 990 
3 59.59 -7.25 3.2 258.3 2.9 252.6 0.3 5.7 1019 549 
3 59.59 -7.25 2.7 264.4 2.8 253.2 -0.1 11.2 1019 303 
3 59.59 -7.25 3.9 285.0 2.8 254.2 1.1 30.7 1019 102 
3 59.59 -7.25 4.5 322.8 2.8 253 1.7 69.9 1019 12 
4 59.48 -6.35 4.8 234.2 0.9 241.2 3.9 -7.0 188 25 
5 59.14 -7.71 3.3 244.1 3.0 245.9 0.3 -1.8 998 894 
5 59.14 -7.71 2.9 238.1 3.1 246.8 -0.2 -8.7 998 595 
5 59.14 -7.71 6.4 343.1 3.1 246.7 3.3 96.4 998 47 
6 59.09 -7.45 3.1 229.1 2.8 241.1 0.3 -12 514 399 
6 59.09 -7.45 2.9 225.2 2.8 242.6 0.1 -17.4 514 248 
6 59.09 -7.45 2.4 246.7 2.8 241.5 -0.4 5.2 514 46 
7 59.03 -8.53 1.4 234.4 2.0 243.2 -0.6 -8.8 1535 1400 
7 59.03 -8.53 2.2 259.3 2.0 243.8 0.2 15.6 1535 1000 
8 58.92 -7.49 1.7 248.7 2.1 245.0 -0.4 3.8 1535 600 
9 58.78 -7.50 2.4 32.9 1.5 297.8 0.9 95.1 163 130 
10 58.72 -5.88 3.0 20.3 3.5 315.2 -0.5 65.1 110 25 
11 58.03 -8.15 7.5 270.6 6.2 319.8 1.3 -49.2 114 11 
11 58.03 -8.15 5.8 245.6 4.9 231.2 0.9 14.4 142 75 
12 58.01 -8.79 4.4 203.7 4.5 230.8 -0.1 -27.1 142 25 
13 57.99 -8.73 4.2 210.4 4.3 218.7 -0.1 -8.3 142 28 
13 57.99 -8.73 3.9 220.7 4.6 217.1 -0.7 3.6 146 105 
14 57.94 -8.85 4.0 202.2 4.2 211.2 -0.2 -9 155 100 
14 57.94 -8.85 4.2 209.7 4.1 212.4 0.1 -2.7 155 25 
15 57.93 -8.86 3.9 204.8 4.2 211.2 -0.3 -6.4 152 100 
16 57.60 -8.17 5.3 202.0 3.3 189.7 2 12.3 135 75 
16 57.60 -8.17 2.8 180.9 3.4 191.4 -0.6 -10.5 135 25 
17 56.99 -8.94 6.9 90.5 2.2 139.1 4.7 -48.6 130 91 
17 56.99 -8.94 3.3 67.1 3.4 87.4 -0.1 -20.3 126 25 
18 56.92 -8.58 2.5 120.0 3.0 105.7 -0.5 14.3 170 140 
19 56.48 -7.98 4.2 78.4 2.7 103.0 1.5 -24.5 170 50 
19 56.48 -7.98 2.5 72.5 2.7 60.2 -0.2 12.3 136 25 
20 56.00 -8.57 24.1 102.7 31.9 106.6 -7.8 -3.9 44 11 
21 55.88 -6.56 8.7 49.5 1.6 30.6 7.1 18.9 123 81 
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No. Lat. Long. Obs. Comp. Llh Llg ht he 
amp.(h) pha.(g) amp.(h) pha.(g) 

cm s-1 deg. cm s- 1 deg. cm s- 1 deg. m m 

22 55.87 -5.75 8.4 35.3 1.6 30.5 6.8 4.8 123 41 
22 55.87 -5.75 14.3 111.9 18.3 121.6 -4.0 -9.7 58 39 
23 55.51 -6.85 17.3 109.9 18.3 121.6 -1.0 -11.7 58 37 
23 55.51 -6.85 13.4 110.5 14.9 119.0 -1.6 -8.5 58 11 
23 55.51 -6.85 1.9 93.5 0.5 104.3 1.4 -10.9 73 41 
24 55.50 -8.01 0.4 205.3 0.1 284.1 0.3 -78.8 73 10 
24 55.50 -8.01 8.9 62.5 10.4 84.0 -1.5 -21.5 110 6 
25 55.46 -6.16 2.4 247.3 4.9 250.1 -2.5 -2.8 54 30 
26 55.42 -7.51 1.5 245.6 4.9 250.1 -3.4 -4.5 54 28 
26 55.42 -7.51 3.8 254.7 4.6 250.5 -0.8 4.2 54 11 
27 55.34 -5.11 3.3 318.9 5.2 17.3 -1.9 58.4 52 28 
27 55.34 -5.11 2.0 333.1 5.2 15.1 -3.2 42.1 52 10 
28 55.03 -5.32 19.2 67.6 25.6 87.5 -6.4 -19.9 73 60 
28 55.03 -5.32 15.1 69.2 23.5 82.2 -8.4 -13 73 33 
28 55.03 -5.32 13.5 63.7 24.4 84.2 -10.9 -20.5 73 5 

Table A.13: Comparison of observed and computed amplitude h (cm s- 1 ) and phase 
g (degrees) of the S2 North-South tidal velocity. The 8th and 9th column give absolute 
errors for amplitude and phase whilst the two last columns give total depth (ht) and 
height above the bed of the current meter (he) . 

Error interval (m s-1 ) 

-0.12 -0.10 -0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08 0.10 0.12 
Number of points - u - component 

1 1 2 3 0 12 16 13 4 0 2 0 0 
Number of points -v - component 

0 0 2 1 4 8 17 14 5 1 2 0 1 

Table A.14: Distribution of errors for amplitude (m s- 1) for u and v components of 
the S2 tidal current. The histogram shows the number of point where the calculated 
velocity is above or below the observed value. 
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Interval (degrees) 
-90 -75 -60 -45 -30 -15 0 15 30 45 60 75 90 

Number of points - u component 
3 0 0 3 3 16 13 10 3 0 0 1 2 

Number of points - v component 
0 2 2 1 1 12 14 16 22 2 0 1 0 

Table A.15: Distribution of errors for phase (degrees) for u and v components of 
the 82 tidal current. The histogram shows the number of point where the calculated 
phase is above or below the observed value. 

N. Rmax Rmax Rmin Rmin a a {3 {3 ht he 
Obs. Mod. Obs. Mod. Obs. Mod. Obs. Mod. 
cm s- 1 cm s- 1 m s- 1 m s- 1 deg. deg. deg. deg. m m 

1 10.6 11.7 -3.1 -3.7 209 211 107 88 370 250 
1 9.8 11.6 -2.8 -3.6 208 210 98 88 370 100 
1 9.3 11.7 -2.1 -3.7 212 211 97 88 370 25 
2 10.5 9.3 -2.1 -1.5 227 206 94 82 237 150 
2 9.6 8.9 -1.1 -0.9 223 206 92 83 237 25 
3 4.2 5.0 0.1 0.1 182 216 47 71 1019 990 
3 4.9 5.0 -0.5 0.1 220 215 85 71 1019 549 
3 4.4 4.9 -0.1 0.2 218 215 85 70 1019 303 
3 4.4 4.9 -0.2 0.2 243 214 107 70 1019 102 
3 4.7 4.9 0.8 0.1 107 215 -34 70 1019 12 
4 9.3 7.8 -2.0 0.2 209 186 76 48 188 25 
5 4.6 4.2 0.0 0.5 226 226 64 59 998 894 
5 4.8 4.2 -0.1 0.5 217 228 60 60 998 595 
5 7.6 4.1 -3.1 0.5 126 228 -33 60 998 47 
6 6 4.4 -0.1 0.4 211 219 50 54 514 399 
6 5.5 4.3 -0.3 0.5 212 219 50 55 514 248 
6 4.1 4.4 1.1 0.4 213 219 45 54 514 46 
7 3.6 2.6 0.1 1.6 203 143 50 39 1535 1400 
7 3 3.0 0.9 0.6 225 221 62 51 1535 1000 
8 3.1 3.0 0.6 0.7 211 222 50 52 163 130 
9 7.7 3.6 -1.6 1.4 166 172 -9 7 110 25 
10 7.8 4.9 -1.5 0.6 160 135 -7 -38 114 11 
11 7.5 9.1 5.6 4.2 90 145 -90 -6 142 75 
11 5.9 5.1 -1 0.9 278 255 64 48 142 25 
12 5.5 4.7 -1.1 1.4 233 253 32 46 142 28 
13 5.3 4.7 -0.4 0.3 233 246 34 37 146 105 
13 4.4 5.0 -0.1 0.1 242 245 41 37 146 25 
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N. Rmax Rmax Rmin Rmin a a /3 /3 ht he 
Obs. Mod. Obs. Mod. Obs. Mod. Obs. Mod. 
cm s- 1 cm s- 1 m s- 1 m s- 1 deg. deg. deg. deg. m m 

14 4.7 4.8 -0.8 0.0 238 243 28 31 155 100 
14 4.7 4.7 0.1 0.4 244 240 29 30 155 25 
15 5.6 4.8 -1.3 0.0 223 243 39 31 152 100 
16 5.6 4.2 0.3 0.8 252 231 21 1 135 75 
16 4.3 4.2 1.0 1.0 219 232 -15 1 135 25 
17 9.1 3.0 -6.5 -0.6 201 226 -27 -30 130 91 
17 6.4 6.9 -3.0 -2.8 193 198 -49 -41 130 21 
18 4.2 5.2 -2.3 -1.4 197 213 1 -51 126 25 
19 6.8 5.0 -4.0 -1.2 193 210 -34 -54 170 140 
19 4.3 4.5 -2.5 -2.4 184 198 -25 -61 170 50 
20 25.9 31.9 -2.9 -2.6 248 274 -75 -74 136 25 
21 9.0 1.9 4.6 0.0 108 58 59 30 44 11 
22 8.4 1.9 5.2 0.0 96 57 39 30 123 81 
22 28.1 37.5 -5.1 -6.3 151 152 94 104 123 41 
23 30.2 37.5 -5.3 -6.3 146 152 95 104 58 39 
23 24.9 31 -4.6 -4.8 149 153 93 102 58 37 
23 6.5 4.1 -1.8 -0.5 176 181 19 5 58 11 
24 2.5 3.7 0.1 0.1 189 180 14 0 73 41 
24 17.4 29.2 5.0 4.1 154 161 93 106 73 10 
25 11.6 11.2 0.7 1.1 191 205 50 58 110 6 
26 11.2 11.2 0.4 1.1 187 205 52 58 54 30 
26 9.9 9.9 1.7 1.3 201 206 50 55 54 11 
27 6.0 8 0.5 3.8 213 30 131 -23 52 28 
27 6.1 7.2 1.3 3.7 195 36 114 -21 52 10 
28 20 27.9 -2.4 -1.5 107 114 66 86 73 60 
28 15.7 25.7 0.9 0.7 105 114 70 83 73 33 
28 14.0 26.6 1.6 0.2 105 113 66 84 73 5 

Table A.16: observed and predicted values for the tidal ellipses characteristics for S2 . 

Rmax and Rmin are the semi-major and semi-minor axes and a and /3 the orientation 
and the phase. The number in the first column refers to the position of the current 
meter whilst the two last columns give total depth (ht) and height above the bed of 
the current meter (he). 
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