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Abstract 

This thesis repo11s measurements of turbulent parameters based on the use of the 
variance method applied to the along beam velocities measured by an acoustic 
Doppler current profiler (ADCP). Estimates of Reynolds stress ( r), turbulent kinetic 
energy production rate (P) and eddy viscosity (Nz) are used to analyse the cycle of 
turbulence and its relationship to water column stratification in the partially stratified 
York River estuary, Virginia. 

The estimates of Reynolds stress are validated by comparison with clirect 
measurements from an acoustic Doppler velocimeter (ADV). The uncertainties in 
turbulence estimates using the variance method are analysed, as are improvements 
resulting from recent advances in ADCP technology which allow higher ping rates. 
For weak flows, the uncertainty in the measurements in rand Parise mainly from 
instrument noise. For stronger flows, the principal determining parameter is the 
number of individual independent velocity measurements over which the variance is 
calculated. These results are validated by detailed statistical analyses of two data sets 
from a RDI 1200kHz Workhorse ADCP using different ping rates. While increasing 
ping rate generally reduces the effects of instrument noise, it does not alleviate the 
influence of flow related noise once the sampling interval is less than the 
autocovariance time scale of the turbulence. 

The evolution of r, P and Nz was observed over a spring-neap cycle, and the effect of 
tidal straining and stratification on these parameters is analysed for two shorter 
periods. At neaps, r, P and Nz are significantly affected by the density structure: the 
highest values are restricted to a thin layer near the bed when the water column is 
stratified during the ebb, but high values propagate through the water column on the 
flood. At sp1ings, increased stin-ing reduces stratification and results in a cycle of 
rand P which resembles that observed in homogeneous conditions. Tidal straining 
has a marked influence on Nz: higher values occur on the flood with a mid-water 
column maximum; on the ebb, the maximum is much smaller and occurs nearer the 
bed. 

In a test of the simplified dynamical balance of the York River estuary, r is observed 
to covary with the other te1ms to give a first order balance, but there is a strong peak 
in rat times of high flow speeds inclicating the effect of higher order harmonics. The 
drag coefficient is estimated using a quadratic drag law, and the drag coefficient is 
found to increase significantly at higher current speeds. 
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CHAPTER! 

Introduction 

1.1 The shelf sea and estuarine environment 

CmTent environmental concerns indicate the need to study the physical processes 

which take place in shelf seas and estuaiies. The coastal regions of shelf seas are 

increasingly subject to large influxes of pollutants: industrial, agiicultural or domestic 

in origin, and the eventual fate of these pollutants must be known in order to ensure 

that they do not unduly degrade the marine environment. The welfare of the shelf sea 

environment therefore requires the implementation of effective coastal management 

procedures, informed by an understanding of the mechanisms governing the offshore 

transport of pollutants, as well as their distribution through the water column. 

The discharge of pollutants into estuaries and shelf seas has a direct impact on 

aquaculture and fisheiies. These industries are also affected by piimary production in 

the water column, which, in tum, is affected by the physical forcing mechanisms 

controlling the distribution of both nut1ients and phytoplankton through the water 

column (Sharples et al. 2001; Moore et al., 2003). A greater understanding of the 

physical processes and their effect on the ecology and water quality of the ma1ine 

environment is therefore of the utmost importance regarding the effective 

management of fishe1ies and aquaculture. 

Further questions exist regarding the role of shelf seas in controlling atmosphe1ic CO2 

and the effect of the processes taking place in these regions on climate change. The 

mechanism governing the air-sea exchange of CO2 is still not well understood, 

although some observers have found certain regions of the shelf seas, such as the 

European shelf (Frankignoulle and Borges, 2001) and the East China Sea (Wang et 

al., 2000) to be a sink for CO2. The picture is complicated by research in other 

regions: Cai et al. (2003) found the South Atlantic Bight to be a source of CO2, while 

Borges and Frankignoulle (2003) observed that the waters of the English Channel 

appeared to have no net effect on atmospheiic CO2• It is acknowledged that the air

sea exchange of CO2 is influenced by a number of physical factors, such as tidal 

mixing, wind speed and freshwater input (Bakker et al., 1996), indicating that 

advancing our knowledge of the physical processes taking place in the shelf sea and 
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estuarine environments will give us a greater understanding of some of the factors 

involved in climate change. 

The degree to which the shelf sea environment is exploited as an energy source has 

increased a great deal in the recent past: offshore oil and gas rigs have existed for 

many years, offshore wind turbines have recently begun to be constructed, and 

underwater turbines are now being designed to harness the energy in the tidal 

cuITents. The large forces which operate in the near-bed region as a result of tidal 

flow have important implications concerning the design of these offshore structures. 

It is imperative, therefore, to improve our understanding of these forces, and the 

associated erosion and deposition of sediments, in order to ensure both efficiency and 

safety in the design and construction of offshore structures. 

The development of accurate models of water quality, ecosystems and sediment 

transport is an important goal of cmTent research; these are necessary in order to 

predict the .likely effects of such activities as waste disposal in estuaries and coastal 

regions. Such models require an underlying representation of the effects of turbulent 

mixing processes, in the fo1m of a turbulence closure model. In order to test the 

performance of such models, it is necessary to measure the turbulent parameters 

directly and compare the measurements with the results of the model. 

In this study, the observational work focuses on an estuarine system. This is an 

environment which has much in common with the coastal region of shelf seas, of 

which it is a simplified, quasi-two-dimensional case. An estuary can be thought of as 

a laboratory in which many of the physical processes which take place in the shelf 

seas can be observed and analysed in detail. Estuaries are generally more accessible 

than shelf seas for intensive field work, and observational work can easily be carried 

out using small boats making the work more economical in terms of both time and 

money than working in the deeper regions of the shelf seas which are more remote 

from land. Research in estuaries therefore makes an important cont1ibution to the 

fmthering of our understanding of shelf sea processes in general. 
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1.2 Mixing processes 

Vertical mixing and horizontal transport of pollutants and particulate matter in the 

water column are controlled by tidal flow and turbulence. In the oceans and 

atmosphere, kinetic energy is transferred to the small scales, at which dissipation 

occurs , through the action of turbulence. A large proportion of the turbulent kinetic 

energy (TKE) in the marine environment is generated by the action of frictional 

stresses in the bottom boundary layer, which extract tidal energy from the mean flow 

and convert it into TKE; it has been estimated that over 90% of the TKE in the entire 

water column is generated in the 10% of the water column nearest the bed (Bowden, 

1983). 

Most TKE is eventually dissipated to heat, but a small proportion of the energy of the 

turbulent motions is used to mix the water column, increasing the potential energy of 

a stratified water column. Turbulent mixing erodes stratification and controls the 

vertical exchange of momentum, heat and salt (Soulsby, 1983; Grant and Madsen, 

1986; Peters, 1997; Simpson, 1998) and is also important in determining the 

disttibution through the water column of paiticles, including phytoplankton (Koseff et 

al., 1993; Sharples et al., 2001) and fine sediments, as well as pollutants, so therefore 

plays an important pait in determining the biogeochemical nature of the water 

column. 

The nature of turbulence in shelf seas and estuaries is quite distinct from that of the 

deep ocean. Tidal cmTents in the deep ocean are generally weak and the dissipation 

of energy is low. At the shelf edge, the abrupt reduction in the depth causes an 

increase in the cmTent speed, which results in a higher dissipation rate of tidal energy 

in the shelf seas, although much of the energy from the astronomical tides which is 

eventually dissipated in this region has its origins in the deep oceans (Simpson, 1997). 

The analysis and prediction of tides has been well understood since the work of Lord 

Kelvin in the nineteenth century (e.g. Pugh, 1987). The manner in which the tidal 

cmTents interact with turbulent processes to transport dissolved and particulate matter 

through a combination of vertical mixing and transpo1t due to the ebb and flood of the 

tide is less well understood, and it is only recently that instruments have been 
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developed whjch have the ability to record relatively long and accurate time series of 

turbulent processes in shelf seas. 

The turbulence-generating frictional stresses in the bottom boundary layer slow down 

the rotation of the earth and cause a change in the orbit of the moon, whkh is required 

for the conservation of angular momentum of the earth-moon system (Simpson, 

1997). Estimates of the global dissipation rate can therefore be made from 

measurements of the change in the orbit of the moon. Recent estimates (Munk and 

Wunsch, 1998) give the total lunar contribution to dissipation as 3.2TW with an 

additional solar contribution of 0.5TW. A total of 2.6 TW is estimated to be 

dissipated in the bottom boundary layer of shelf seas by the action of turbulence. The 

relative magnitude of the energy dissipation rate in the shelf seas indicates the 

importance of these regions as a major sink for tidal energy. 

1.3 A brief history of the observation of marine turbulence 

Finding an effective way of measming turbulence in tidal flows is a difficult task; it is 

necessary to obtain profiles of the relevant parameters at high frequency in an 

environment in which large stresses operate. A major problem is that the instruments 

need to be robust in order to withstand the stresses: a tidal flow of 1 ms-1 produces a 

stress at the boundary of r = pu. 
2 

:::::: 1025 x 0.05 2 
:::::: 2.56Pa. In order to produce a 

similar stress on the ground due to atmospheric effects would require a wind of 

strength close to that of hmr icane force of 32.7ms-1 (Simpson 1997). Large structures 

which are robust enough to withstand such stresses wrule moored on the sea bed are 

likely to be responsible for the production of some turbulence since they interfere 

with flow in the water column, and are therefore responsible for the creation of some 

of the turbulent effects they are required to measure . 

Some of the earliest measurements of shelf sea turbulence were made by Bowden and 

Fairbairn (1952) who used rotating impeller cmrent meters. However, the velocity 

measurements made using cmrent meters are integrated over time, averaging out the 

turbulent fluctuations. This means that they are more suited to the measurement of 

mean flow rather than rapidly changing fluctuations. 
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Bowden and Howe (1963) investigated near-bed turbulence using an electromagnetic 

flow meter which works by producing a strong magnetic field using a coil in the flow 

meter head. The movement of the water through the magnetic field produces a 

voltage proportional to its velocity; the voltage is measured and the flow velocity 

calculated. This instrument can measure a vertical component of the flow as well as 

the h01izontal component, hence a direct calculation of the Reynolds stresses can be 

made. Their measurements also enabled the calculation of the vertical scale of the 

turbulence as well as the turbulent intensity, but in common with all direct measuring 

techniques, the instrument required a large and robust mooring making it liable to 

induce turbulence in the water. It was also unable to detect some of the smaller scales 

of motion and measurements were limited to a few metres above the bed. 

Hot wire anemometers have been used extensively by meteorologists to measure 

atmosphe1ic boundary layer turbulence since the 1930s (Taylor, 1935; Sutton, 1953). 

These work on the principle that a wire heated by an electrical current will be cooled 

by fluid flowing past it, causing a decrease in its resistance proportional to the 

velocity of the fluid. Such an instrument has great advantages in the measurement of 

turbulence, being of small size (hence it induces little turbulence) and capable of 

measuring both large and small scale turbulent structures. Attempts to use a hot wire 

anemometer to measure turbulence in the ocean presented a number of difficulties, 

including problems due to the higher density and drag of sea water compared to air, 

the high conductivity of sea water and the problem that organic matter would often 

soon stait to coat the wire (Grant et al., 1962). The hot film probe is based on the 

same principles as the hot wire anemometer, but uses a platinum film around a glass 

cone, instead of the hot wire. This makes it more suited to use in the ocean, since it 

avoids the problems of drag and biological interference. Using this instrument, Grant 

et al. (1962) made extensive measurements of turbulent parameters in a tidal channel, 

including measurements of dissipation, and obtained results which appeared to prove 

expe1imentally the Kolmogorov - 5/3 power law for the inertial subrange (see section 

2.3), although these have recently been questioned (e.g. Long, 2003). 

The next major step in the development of maiine turbulence measurements occurred 

in the 1980s with the development of microstructure profilers, such as the Fast, Light, 

Yo-Yo (FLY) profiler (Dewey et al., 1987). The FLY profiler is a free-falling 
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instrument which measures velocity shear, temperature, salinity and depth. The 

components of velocity shear can then be used to calculate the rate of dissipation of 

turbulent kinetic energy (see section 2.2). Successful measurements of turbulent 

dissipation have been made using such a profiler and some important results obtained 

regarding the evolution and the nature of turbulence in shelf seas (e.g. Dewey et al., 

1987; Dewey and Crawford, 1988; Simpson et al., 1996; Simpson et al., 2000; 

Rippeth et al., 2001; Rippeth et al., 2003), estuaries (Peters, 1997; Peters and 

Bokhorst, 2001), tidal channels (Lu et al., 2000), coastal waters (Dewey et al., 1987), 

on the continental slope (Lueck et al., 1983) and in deeper oceanic regions (e.g. 

Gargett and Osborn, 1981). Some of these results will be discussed in section 1.4. 

Laser methods such as particle image velocimetry (PIV) are also now being applied to 

the observation of marine turbulence (Bertuccioli et al., 1999; Doran et al., 2001). 

This technique, which measures two components of the instantaneous velocity 

dist1ibution within a flow, thereby providing a time series of the velocity distribution 

over a sample area, can be used to test some of the commonly held assumptions 

regarding turbulent motions, such as the assumption of isotropy at the dissipation 

scale. Some of these results will be discussed further in chapter 2. 

Averaging of the measured velocities has been widely used in the past in order to 

reduce uncertainties in velocity measurements, such as the cmTent meter 

measurements described earlier. In order to use the velocities in turbulence analysis, 

they must be measured at high spatial and temporal resolution without averaging over 

more than a few seconds. Since the 1980s, instruments using acoustic Doppler 

technology to measure water flow velocities have improved to the extent that the raw 

data are accurate enough to be used to obtain turbulent parameters. Two instruments 

are cun-ently available for obtaining these measurements: the acoustic Doppler 

velocimeter (ADV) and the acoustic Doppler current profiler (ADCP). The ADCP 

has the advantage of being a non-intrusive method which uses remote sensing: the 

flow velocities measured are at some distance from the instrument; therefore it does 

not directly influence the flow and the turbulence at the point of measurement. This is 

less true of the ADV, since the sampled volume is only a few centimetres from the 

probe, which must be mounted on a robust mooring to withstand the near-bed 
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stresses. An additional advantage of both instruments is that they can be left in situ to 

collect data over a period of days or even weeks. 

The ADV is able to measure the three components of velocity, at extremely high 

frequency, typically of order 100 Hz, for a small volume of the water column, of order 

1 cm3
. A direct estimate of the Reynolds stress can then be obtained from the 

measurements of the high frequency turbulent fluctuations (e.g. Voulgaris and 

Trowbridge, 1998). By contrast, the ADCP measures velocities throughout the water 

column with a spatial resolution ranging from a few centimetres to several metres. 

The recent development of high frequency broadband ADCPs (described in detail in 

chapter 3) has enabled progress to be made in the study of turbulence in coastal 

waters and shelf seas. The main focus of this study is on ADCP measurements in 

which the variance method is used to calculate turbulent parameters from the 

variances of the along-beam velocities of opposing beams. The ADCP and the 

variance method are described in detail in chapter 3. This method originated in 

studies in atmosphe1ic physics, where it was applied to measurements made using 

Doppler radar (Lhenrutte, 1968; Vincent and Reid, 1983). It was first used in the 

marine environment by Lhermitte (1983) using Doppler sonar. As improved marine 

acoustic Doppler instruments became available in the 1980s and 1990s, the technique 

was developed further by Lohrmann et al. (1990), and later by other investigators 

(e.g. Gargett, 1994; Van Haren et al., 1994; Stacey et al., 1999a, b), who used it to 

calculate the Reynolds stress, rate of production of TKE (e.g. Lu et al., 2000; Rippeth 

et al., 2003) and eddy viscosity (Rippeth et al., 2002). By using a modified ADCP, 

with one beam redirected vertically, estimates of the TKE and the TKE dissipation 

rate can also be made from the vertical turbulent velocity fluctuations (Gargett, 1994, 

1999), using the assumption that the large scale turbulent fluctuations have one 

characte1istic length scale (Taylor, 1935). 

The ADCPs which are currently available can measure velocities at a rate of up to 20 

Hz, although it is still not possible to record velocities at a frequency greater than 

about 2 Hz. This is, however, fast enough and spatially accurate enough for the 

eddies to be sampled at scales involved in the transfer of momentum. The estimates 

of the turbulent parameters from the ADCP measurements in homogeneous conditions 
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have been shown to agree well with the theory, using a model based on the law of the 

wall and the assumption of steady flow (Rippeth et al., 2002). Estimates of the rate of 

production of TKE from ADCP measurements have also been shown to be in good 

agreement with simultaneous microstructure measurements of the rate of dissipation 

of TKE (Lu et al., 2000; Rippeth et al., 2003). 

1.4 Turbulence and mixing in different regimes 

Water column structure in estuaries and shelf seas is largely controlled by turbulence 

forced by tidal and wind stirring. Variations in the intensity and dist1ibution of these 

turbulent mixing processes combine with the dominant buoyancy source to define the 

characteristic regimes of these seas (Figure 1.1). A short description of each: the 

mixed, seasonally stratified, region of freshwater influence (ROFI) and estuarine 

regimes, will now be given. 

1.4.1 Mixed and seasonally thermally stratified regimes 

The mixed and seasonally thermally stratified regimes in shelf seas arise from the 

interaction of tidal stirring and buoyancy from surface heating (Simpson et al., 1996; 

Simpson et al., 2000; Sharples et al., 2001). In the absence of a hmizontal salinity 

gradient, a vertica!Jy mixed water column results when there is sufficient mixing due 

to tidal and wind stirring to overcome any stratification which arises from the input of 

surface buoyancy in the form of heat. Stratified and mixed regions of the shelf seas 

are separated by tidal mixing fronts, the position of which can be determined on the 

basis of the competition between heating and stin-ing. Assuming uniform heating and 

cooling over a large area, and the dominance of tidal over wind stin-ing effects, the 

stratification criterion is defined by a c1itical value of the parameter H / rJ 1 , (Simpson 

and Hunter, 1974), where His the water depth and rJ 2 is the M2 cun-ent amplitude. 

Wind stirring can also affect the position of the tidal mixing front, with the effects of 

wind stin-ing becoming more important as the water depth decreases (Simpson et al. , 

1978). 

Recent studies in mixed waters using a free-falling TKE dissipation profiler show that 

the dissipation rate reaches a maximum near the bed, decreasing with height (Burgett 

8 



et al., 2001; Simpson et al., 1996; Simpson et al., 2000). There is a quarter diurnal 

variation in the turbulent dissipation , with maximum dissipation coITesponding to 

maximum cun-ent speeds, and a phase lag which increases with height above the bed; 

it was demonstrated that this resulted from a phase lag in the TKE production term, 

which also appears to be responsible for a similar lag in the suspended sediment 

concentration (Simpson et al., 2000). 

Observations in a thermally stratified region of the Western Irish Sea, show 

dissipation rates which are generally lower than in the mixed region (Simpson et al., 

1996) with a quarter-diurnal va1iation which is only apparent in the lower part of the 

water column, well below the main seasonal thermocline. 

In contrast with the Western Irish Sea, observations made in a thermally stratified 

region of the English Channel show higher dissipation rates and a measurable 

quarterdiurnal variability extending almost up to the base of the thermocline (Sharples 

et al., 2001). In common with the mixed water column, the increasing phase lag with 

increasing height above the bed can be seen in both the Irish Sea and the English 

Channel observations. 

1.4.2 Estuaries 

An estuary can be defined as 'a semi-enclosed coastal body of water having a free 

connection with the open sea and within which the sea water is measurably diluted 

with fresh water deriving from land drainage' (Cameron and P1itchard, 1963). 

The input of fresh water at the upper end of the estuary and the input of denser, saline 

water at the mouth, combined with vertical mixing, drive a gravitational circulation 

(Hansen and Rattray, 1965). In its simplest form, assuming the tidal flow is weak 

enough to be neglected, and that no mixing of the layers takes place, the circulation 

would reduce to a seaward flow of fresh water overlying a stationary layer of sea 

water. In order for a density-driven circulation to develop, there must be some 

mixing; in this simplified case, such mixing would take the form of entrainment, as 

the high cuITent shear between the layers produces instabilities which allow some of 

the saline water to be entrained into the freshwater layer (Dyer, 1997). As the tidal 

flow increases, mixing will also take place due to the production of TKE near the bed. 
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The characteristics of a particular estuary are determined by the freshwater and tidal 

components of the flow, and modified by a wind stress component. They can be 

classified according to the degree of stratification (Cameron and Pritchard, 1963; 

Pritchard, 1967), into highly stratified, moderately (or partially) stratified and 

vertically homogeneous. 

In estuaries in which the tidal flow is weak, the gravitational circulation dominates 

over the effects of the tide and a sharp halocline develops (Dyer, 1997), resulting in a 

highly stratified estuary, such as the Columbia River estuary, on the border between 

the states of Oregon and Washington (Kay and Jay, 2003). Conversely, when the 

tidal flow is strong and the tidal range great compared to the depth, the tidal flow 

dominates and the tidally induced turbulence is strong enough to ensure that the 

estuary remains well-mixed throughout the tidal cycle. An example of such a 

vertically homogeneous estuary is the Conwy in North Wales (Simpson et al., 2001), 

although it has been argued that such an estuary may simply be an extreme case of a 

partially stratified estuary, in which the degree of stratification varies with tidal flow 

rates and variations in freshwater input (P1itchard, 1967). 

In a partially stratified estuary, the water column stratifies on the ebb, when the 

cun-ent shear acts positively with the estuarine circulation to enhance stratification; 

with maximum stratification occu1Ting around the end of the ebb (Simpson, 1997). 

On the flood, the current shear acts against the stratification, with minimum 

stratification occurring dming the latter part of the flood when complete vertical 

mixing may occur. Towards the end of the flood, with the water column already 

ve11ically mixed, the effect of the cun-ent shear is to push heavier water over lighter, 

setting up instabilities in the water column which may induce convective overturns. 

This sequence of events is called Strain Induced Periodic Stratification (SIPS; 

Simpson et al., 1990) and has been observed in a number of partially stratified 

estuaiies, for example, the York River estuary, Virginia (Sharples et al., 1994) and the 

Hudson River Estuary (Peters and Bokhorst, 2001). The SIPS mechanism and the 

resulting periodic mixing and stratification of the water column ai·e shown 

schematically in Figure 1.2; the theory is covered in section 2.4.4. The gravitational 

circulation as defined by Hansen and Rattray (1965) may also be increased by tidal 
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straining, due to the flood-ebb asymmetry in eddy viscosity (Jay, 1991; Geyer et al., 

2000). 

Partially stratified estuaries may alternate between periods of high vertical salinity 

stratification and vertical homogeneity, on a cycle which correlates closely with the 

spring-neap cycle. Such a cycle of stratification and mixing has been observed in the 

York and Rappahannock Rivers, Virginia (Haas, 1977), where well-mixed conditions 

are associated with high spring tides. The sp1ing-neap cycle was found to have a 

greater influence on the degree of stratification than the variation in freshwater input 

to the estuary, although variations in river flow also affect the degree of stratification. 

A further variation in stratification can occur due to wind stirring, which can dominate 

tidal effects in shallow estuarine environments (Sharples et al., 1994). 

1.4.3 Coastal Regions of Freshwater Influence (ROFls) 

A region of freshwater influence (ROFI) arises in a coastal region when there is 

significant input of freshwater buoyancy at the boundary from one or more discrete 

coastal sources such as an estuary (Simpson et al., 1990). The ROFI is not limited to 

the immediate vicinity of the estuary, however, and in some cases can extend up to 

several hundred kilometres from the mouth of the estuary. For example, a large area 

of the East China and Yellow Seas is influenced by the outflow of the Chiangjiang 

(Beardsley et al., 1985), and a large area of the North Sea is influenced by the 

discharge from the Rhine (Simpson and Souza, 1995). 

The freshwater input in a ROFI drives a gravitational circulation in which fresh water 

tends to move seaward over heavier, saline water moving landward (Simpson et al., 

1990), as in the simpler case of an estuary. The flow is also influenced by the effect 

of the earth's rotation which causes the low salinity water from the estuary to flow 

along the coast, with the land on its right in the N01them Hemisphere (Simpson, 

1997). The competition between stratification and stirring is more complex in a ROFI 

than in either estuaries or regions in whkh the stratification results from seasonal 

thermal effects, due to the h01izontal non-uniformity of the input of buoyancy which 

enters through a lateral boundary. This makes a ROFI more difficult to analyse and to 

reproduce in models than the other regions. It is, however, a very important area to 
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understand, since management of coastal areas is increasingly dependent on 

predictive models of the spreading of freshwater run-off (Rippeth et al., 2001). 

In ROFis, as in estuaries, SIPS has been observed, for example, in Liverpool Bay 

(Rippeth et al., 2001), the Rhine outflow region of the No1th Sea (Simpson and 

Souza, 1995) and San Francisco Bay (Stacey et al., 1999b). Observations in ROFis 

show a cycle of turbulent dissipation different from that of a mixed or thermally 

stratified water column (Rippeth et al., 2001). The stratification which occurs on the 

ebb confines the dissipation to the lower part of the water column. On the flood, 

complete vertical mixing allows the strong dissipation to extend throughout the water 

column. The cycle of dissipation is therefore typically quarter-diurnal in the lower 

part of the water column, but semi-diurnal in the upper part of the water column. 
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Figure 1.2: Schematic of tidal straining. Dming the ebb, the fresher smface water is 

moved seaward faster than underlying more saline water creating a stratified tidal 

column. On the flood, the shear acts to produce a reverse differential advection which 

tends to reduce stratification; complete vertical mixing may occur at the end of the 

flood. (Fisher, 2003) 
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1.5 Aims and Observational Strategy 

In order to understand the physical processes which take place in the shelf seas, it is 

essential to understand the simpler case of an estuary. A partially stratified estuary is 

a simplified, quasi-two-dimensional representation of a ROFI, and as such can be 

used as a laboratory to explore many of the aspects of turbulent processes which occur 

in the shelf seas. A paitially stratified estuary, the York River estuary in Virginia, 

USA, was therefore chosen to be the main study site. The broad aim of the 

observations at this location was to exploit the ADCP variance method and apply it to 

paitially stratified conditions. The proposed observations were similar to some which 

had previously been made in a vertically mixed tidal channel (Rippeth et al., 2002), 

and the results from this earlier study will be used to compare the turbulent 

parameters measured in the paitialJy mixed York River estuary with those of a 

vertically mixed water column. They will also be used to demonstrate how recent 

advances in the ADCP technology have improved the quality of the data used in 

turbulence measurements. In particular, a new fast-sampling ADCP mode (detailed in 

chapter 3), which became available shortly before the planned observation period was 

used for the first time in the York River. The measurements were therefore expected 

to be of a higher quality than was previously possible. 

The specific objectives of the observations were: 

a) To test the capabilities and the limitations of the variance method, by analysing 

the noise characte1istics of the ADCP measurements, and comparing Reynolds 

stresses estimated using the vaiiance method with those from an ADV. 

b) To examine the evolution of turbulence in detail over an entire spring-neap tidal 

pe1iod and analyse its interaction with the periodic stratification. 

c) To test the measurements against the equations of motion in the form of an along

channel momentum balance. 

d) To compai·e the drag coefficient obtained from the near-bed measurements of 

Reynolds stress and the along-channel velocity with a quadratic drag law. 

There is a distinct difference in the York River estuai·y in the level of stratification not 

only between ebb and flood, but also between spring and neap tidal periods. Previous 

studies in this region (e.g. Haas, 1977; Sharples et al., 1994) have examined the cycle 
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of stratification and mixing in some detai l; a semi-diurnal cycle of stratification and 

mixing is observed dming neap tides, with complete vertical mixing usually occuning 

at springs. 

The time chosen for the study was in March-April, when the increase in run-off due to 

the snow melting on the hills and mountains above the York River meant that the 

stratification was likely to be more marked than at other times of the year. In addition 

to measurements of mean flow and turbulent parameters, measurements of the density 

field were made, as well as smface elevation and measurements of suspended 

sediment concentration; an analysis of the latter is being unde1taken by colleagues at 

the University of Wales, Bangor and at the Virginia Institute of Marine Science (e.g. 

Scully and Friedrichs, 2003). 

1.6 Summary of layout of thesis 

Chapter 2 outlines the theory of turbulence and the application of the theory to tidal 

flows. In chapter 3 the ADCP is described in detail and the data analysis and eITor 

analysis methods used are introduced. Chapter 4 contains the results from the York 

River estuary observations. In chapter 5, the results are interpreted with reference to 

previous theoretical and empirical results. Chapter 6 contains a detailed analysis of 

the errors and uncertainties in the ADCP turbulence estimates with particular 

reference to the York River results; the Menai Strait and noise testing data are used 

for comparison purposes. In chapter 7 the results are discussed and summarised and 

some conclusions drawn from the work. 
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CHAPTER2 

The Theory of Turbulence 

This chapter is concerned with the aspects of turbulence theory which are necessary 

for an understanding of the observations and their analysis. The terms and 

assumptions used will be discussed and the equations and parameters used in the data 

analysis will be derived and explained. 

Turbulent flows are flows which contain random fluid motions. These flows occur at 

high Reynolds numbers, that is, when the ratio of inertial stress to viscous stress 

( ul/v) is large. A direct analysis of turbulent motion would require measurement of 

each random fluctuation of each particle of fluid, which is clearly not possible. The 

only way in which turbulent motion can be analysed in detail, therefore, is to look at 

its statistical properties, such as the variance of the fluctuations. This statistical 

treatment of turbulence, first developed by Taylor (1935), requires certain 

assumptions to be made with respect to the turbulent motions. These assumptions 

will be used throughout this work. 

2.1 Terms and Assumptions 

The methods used here to analyse the turbulent processes can only be appbed if it is 

assumed that the statistical properties of the turbulence do not change within the 

region in which measurements are averaged. This is the assumption of statistical 

homogeneity, which implies that the turbulence has the same structure and 

characteristics throughout the domain being considered (Hinze, 1959); if the flow is 

statistically homogeneous, it is reasonable to expect that the variance of the 

fluctuations is the same at all points in the domain. 

A second assumption is that of temporal stationarity, which implies that the statistics 

of the flow do not change during the period of time over which the fluctuating 

quantities are averaged; both the mean flow and the vaiiance of the fluctuations are 

assumed to be constant over this period. 

It is appropriate to introduce here the concept of isotropy. Isotropic turbulence is 

turbulence in which the fluctuations in the x, y and z directions have the same 
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statistical properties; it is therefore turbulence which is independent of the position 

and orientation of the co-ordinate axes. 

2.2 The Turbulent Kinetic Energy (TKE) Equation 

In this section index notation will be used in order to make the equations more 

manageable, since it is necessary to consider all three dimensions simultaneously. In 

this notation, the velocities in the three directions (u, v, w) are denoted by u; (or uj) = 

u1, u2 , u3 respectively and the distances along the three co-ordinate (x, y, z) axes by x; 

(or xj) = x 1 ,x2 ,x3 respectively. Use of this notation implies summation over the three 

values of i (orj) whenever a subscript is repeated in a single term. The co-ordinate 

system used is one in which the x and y axes are in the ho1izontal plane and the z-axis 

is vertically upwards. In this section and throughout, the 'prime' symbol is used to 

indicate a fluctuating quantity and the overbar is used to indicate a mean quantity, in 

this case, a time average. Following the sign convention of other authors (e.g. Turner 

1973), the acceleration due to gravity is represented here and throughout by -g. 

As a tidal flow moves over the sea bed, the frictional stresses between the water and 

the sea bed and between adjacent layers of water give 1ise to random motions and the 

formation of eddies. If high frequency measw·ements of the water velocity at a fixed 

point are made over a period of time, these velocities can be split into a mean and a 

fluctuating part, using the Reynolds decomposition: u; = ii; + u;, the mean part 

representing the mean tidal velocity and the fluctuating part the turbulent velocity. 

T he TKE is defined as the energy contained in the turbulent motions ( u; ), and can 

therefore be calculated from the variance of the velocities in each direction ~). 

The TKE q
2 
/2, which is the amount of kinetic energy (in J kg" 1

) which is contained 

in the turbulent motions, is then defined by: 

2 3 ,2 

2.._ =I~ 
2 i=l 2 

(2.1) 

In a shear flow, the time average of the product of two fluctuations u;u: is non-zero, 

and the TKE is mainly derived from the mean flow through flictional effects 
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represented by the Reynolds stress or turbulent shear stress "u = -pu;u~ . 1:u has the 

dimensions of a stress; in physical terms, r11 represents a momentum flux, that is, the 

rate at which momentum is exchanged from one layer of fluid to the adjacent layer 

due to turbulent motions. When the Reynolds stress is multiplied by the shear, the 

rate at which kinetic energy is transferred from the mean flow to the turbulent motions 

(P) is obtained. 

The TKE equation is derived from the Navier-Stokes equation, given by (neglecting 

the effects of rotation): 

(2.2) 

where p is the pressure, µ is the molecular viscosity of the fluid and Ou is the 

Kronecker delta: o. = l for i = J. ,· o = 0 for i -:t J .. 
I} 1) 

The left hand side of equation (2.2) represents the momentum change of the fluid. 

The first term on the right hand side is a pressure term, the second term represents 

changes due to external forces (gravitational or buoyancy effects) and the third 

represents the viscous forces. 

In time averaged form, equation (2.2) becomes (see Appendix 1 for details): 

The extra term on the right hand side represents the frictional stress on the mean flow 

which is present in turbulent flow, and augments the viscous stress. 

Changes in TKE are described by the TKE equation, which is derived by taking the 

product of ui with the dynamical equations; a full derivation is given in Appendix 1. 

In simplified form, ignoring transport effects and assuming isotropy at the dissipation 

scale, this equation is: 

_!_ ~ = - u'u' cfiij _ p'u' 3 g -{ au; J
2 

2 dt ' 1 dX; p dX j 
(2.3) 
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where vis the kinematic molecular viscosity. The left hand side of equation (2.3) 

represents the rate of change of TKE. The first term on the right hand side represents 

the rate of production of TKE (P) from the shear in the mean flow. The second term 

(B) represents the production or destruction of TKE via buoyancy effects. When the 

con-elation - p' u; is positive, the effect of the buoyancy term is to produce TKE from 

gravitational potential energy via convection; when this con-elation is negative, the 

buoyancy term represents the removal of TKE through its conversion to potential 

energy via mixing. The last term (c) is the rate of viscous dissipation of TKE to heat. 

The equation can therefore be written: rate of change in TKE = P + B - E. 

A further simplification of the equation can be made in marine turbulence, since the 

buoyancy term can be neglected; even in stratified flows, only a small fraction of the 

turbulent kinetic energy is used to work against buoyancy forces (Gargett, 1994). If it 

is assumed that there is negligible change in the TKE q 2 /2 over the averaging 

period, the production and dissipation terms can be considered to be in approximate 

balance, and the TKE equation simplifies to P "" E. 

The dissipation term c has nine components which are summed to get the total 

dissipation rate. Since isotropy is assumed: 

It can also be shown that (e.g. Raudkivi and Callander, 1975): 

The expression for the dissipation in equation (2.3) can then be written: 

c = 7.5{du; )2 
dX3 

(2.4) 

It is this expression for the rate of dissipation of TKE which is used in the analysis of 

the Fast Light Yo-yo (FLY) dissipation profiler measurements. The assumption of 

isotropy requires only one component of the dissipation rate to be measured. 
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However, significant e1Tors in the dissipation estimate may occur should the 

assumption of isotropy be en-oneous. The full dissipation term, if isotropy is not 

assumed, is (see Appendix 1): 

(2.5) 

so there will be 12 terms in all. Recent work by Doran et al. (2001) in which five of 

the terms making up the dissipation term in equation (2.5) were measured directly 

using Particle Image Velocimetry (PIV), indicates that turbulence is clearly 

anisotropic even at dissipation scales. Their 'direct' measurements of the dissipation 

rate are consistent with locally axisymmetric turbulence (George and Hussein, 1991), 

that is, turbulence which is invaiiant with rotation around a preferred axis. The results 

of Doran et al. (2001) indicate that dissipation estimates which use measurements of 

du(cJz or dv/dz and assume isotropy at the dissipation scales, typically overestimate 

the dissipation rate by 30% to 100%. 

2.3 The Energy Spectrum 

Since the work of Kolmogorov (1941), it has been widely held that TKE is produced 

mainly at large scales, with the energy being transmitted to smaller and smaller 

eddies, until the length scale is small enough for viscous effects to be significant, at 

which point the energy is dissipated to heat. This is known as the energy cascade. 

All the TKE produced is eventually dissipated in this way, with most of the 

dissipation occurring at high wavenumbers. Neglecting the effects of transport and 

buoyancy, which in steady state turbulence are small compared to the dissipation and 

production te1ms, these last two take place at the same rate. 

The distlibution of TKE between different scales of wavenumber k is represented in 

the wave number spectrum E(k) defined by (e.g. Tritton, 1977): 

(2.6) 

The rate of change of energy associated with wavenumber k (aE(k )/at) can be 

expressed in te1ms of the transfer of energy between wavenumbers in the cascade 

20 



T(k), and the energy dissipation 2vk 2 E(k) (e.g. Hinze, 1959; Raudkivi and Callander, 

1975): 

dE(k) = T(k )- 2vk2 E(k) 
at (2.7) 

Another term Z(k), which represents the total energy transferred from the range of 

wavenumbers between O and k to the range between k and infinity, can be defined 

(Raudkivi and Callander, 1975): 

k 

Z(k) = -f T(k fik (2.8) 
0 

The four parameters desc1ibed in equations (2.7) and (2.8) are plotted schematically in 

Figure 2.1. It is clear from this figure that most TKE is not contained in the largest 

eddies, but in those with a slightly higher wavenumber, that is, the region where the 

peak in the value of E(k) occurs, although the production scale eddies may contain as 

much as 20% of the total TKE (Hinze, 1959). It is also apparent from the curves for 

E(k) (the energy-containing eddies) and !!E(k) (the energy dissipation) that the peak 

value of E(k) occurs at much lower wavenumbers than the peak value of/! E(k). In 

between these peaks there is a large range of wavenumbers associated with neither the 

energy-containing eddies nor the dissipation; this is the range at which the energy is 

transferred to smaller and smaller scales and contains the peak for the parameter Z(k). 

This region is called the inertial subrange. 

In a steady state, energy is transferred into the inertial subrange at the largest scales at 

the same rate as it is transfen-ed out to the dissipation scales, so at these wavenumbers 

the energy spectrum is in equilibrium, that isi_E(k) = 0. Kolmogorov (1941) at 
suggested that in this range of wavenumbers the parameter E should be independent 

of viscosity, so depends only on the wavenumber k and the dissipation rate E. From 

equation (2.6), the dimensions of E are [L3T 2
], so using dimensional analysis the 

result E(k, E:) = Ar513 E: 213 is obtained where A is a numerical constant. It follows that 

there should exist a range of wavenumbers in which a plot of E against loge(k) has a 

gradient of -5/3, as shown schematically in Figure 2.2. Experimental work (e.g. 
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Grant et al., 1962) appeared to confirm that a range of wavenumbers with this power 

law exists in a tidal flow. However, this theory and the conclusions drawn from the 

expe1imental work are not universally accepted (Long, 2003). 

The cascade theory states that as the eddies reduce in size, their anisotropy is lost, so 

that at the dissipation scales, the eddies have no directional preference. As the eddies 

reduce in size, the range of wavenumbers through which the energy has had to pass 

increases, and the 01iginal information about the direction of flow becomes lost. At 

very large wavenumbers, then, the turbulence is very close to isotropic, although, as 

mentioned in section 2.2, experimental results show that the turbulence does not 

conform to a true isotropic state even at the dissipation scales. 
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E (k) Energy containing term 
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Z(k) 
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k- E(k) Dissipat ion 
term 

Figure 2.1: General forms of terms for energy E(k) , energy transfer Z(k), energy 

dissipation ltE(k) and total rate of inertial energy transfer T(k) (Raudkivi and 

Callander, 1975) 
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Figure 2.2: The energy cascade 
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2.4 Additional parameters 

This section outlines the other parameters which will be used in the analysis of the 

York River observations; where appropriate, deiivations are included. 

2.4.1 Eddy Viscosity and Eddy Diffusivity 

The momentum exchange of turbulence represented by the Reynolds stresses can be 

regarded as analogous to the molecular transport of momentum which is related to the 

kinematic molecular viscosity (Tennekes and Lumley, 1972). Using this analogy, the 

Reynolds stress is related to the eddy viscosity Nz by: 

-, -, OU 
- pu w = pN, az 

just as the viscous stress 'l"v is defined by the kinematic molecular viscosity v: 

ou 
r ., = pvaz 

The Navier-Stokes equation (2.2) can then be written in terms of the eddy and 

molecular viscosities (see Appendix 1, equation 7): 

(2.9) 

(2.10) 

T he eddy viscosity Nz, like v, has dimensions [L2T 1
] . However, unlike v, it is a 

property of the flow, rather than the fluid. In a tidal flow, therefore, we expect to see 

temporal variation in the eddy viscosity, as well as variation with height above the 

bed. Using the ADCP measurements of Reynolds stress and shear, it is possible to 

make an estimate of the eddy viscosity throughout the water column and observe how 

it evolves over the tidal cycle. 

The eddy diffusivity Kz is defined for a scalar quantity (e.g. density) in a similar way 

to the eddy viscosity: 

- , -, K opo 
-pw= z ~ (2.11) 
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In a stably stratified flow, Nz > Kz, since momentum transfer can still occur due to 

internal waves, but the transfer of scalars is inhibited by the stratification (Kundu, 

1990). In a ve11ically mixed flow, Nz ~ Kz. 

2.4.2 Brunt - Vaisala frequency 

The Brunt-Vaisala (or buoyancy) frequency N is a measure of the degree of 

stratification of the water column and is defined as follows. If a small particle of fluid 

of density p(z), in a stably stratified flow, is displaced vertically upwards by a 

distance C the density of the SUITotmding fluid is p(z)+ ( op(cJz, so the net 

gravitational force on the pa1ticle is g( op/oz. This force is in a negative 

(downward) direction, since op/oz is negative. Applying Newton's second law: 

which is the equation of a particle moving in simple harmonic motion with an angular 

( 
0 )v

2 

frequency of N = - ! ~ rad s-1
• 

2.4.3 Richardson number 

The Richardson number, which has several forms, is a measure of the stability of a 

stratified flow. The flux Richardson number is the ratio of the rate of working against 

buoyancy forces to shear production of TKE: 

Rf= B = - __!_!'w' 
p pu'w'(ou/oz) 

(2.12) 

This form of the flux Richardson number requires measurement of the high frequency 

vertical velocity and density fluctuations. It is easier to measure the parameters used 

in the gradient (or local) Richardson number (Ri), which can be obtained from the 

equation for Rf as follows. Substituting in (2.12) from equations (2.9) and (2.11): 

Rf=-gK,(op/oz) = K' N
2 

=~Ri 
pN,(ou/oz)2 N, (ou/oz)2 N, 

(2.13) 

where Ri = ( )? 
ou/oz -
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It was conjectured by Taylor (1931) and proved theoretically by Miles (1961) that the 

critical value of the Richardson number for stability of a shear flow in an 

incompressible fluid of va1iable density is that the Richardson number must exceed 

0.25 everywhere in the flow. Later observations in the laboratory (Scotti and Corcos, 

1972) and in the ocean (Eriksen, 1978) demonstrated that the Richardson number 

must be less than 0.25 for instability to occur. This does not mean that the flow will 

definitely be unstable when Ri < 0.25, but that this is a necessary but not sufficient 

condition for instability. When this occurs, the turbulent motions mix the water 

column, converting TKE to potential energy and the buoyancy te1m in the TKE 

equation (2.3) is negative. A value of Ri above the critical level indicates that 

turbulent motions producing ve1tical mixing of the water column are inhibited by 

stratification. A negative value of Ri indicates that both buoyancy and shear work to 

produce TKE; that is, that convective motions are present. 

2.4.4 Tidal straining 

The potential energy anomaly <p (in units of J m-3) represents the amount of work 

required to mix a stratified water column (Simpson et al., 1990), and is therefore a 

measure of the degree of stratification of the water column: 

h 

<p = ~ f (;; -p(z))gz dz (2.14) 
0 

where his the depth of the water column and 75 is the mean density at a given time. 

The rate of change of <p due to tidal straining and the estuarine circulation can then be 

calculated from the horizontal density gradient and the shear in the mean flow: 

_!P_ = K_E-f (u(z)-rJ) z dz (a J a h 

dt ,1rai11 h ax o 
(2.15) 

where U is the depth mean velocity. 

The tidal straining competes with two mixing terms, one due to the tides and the other 

due to wind effects (Simpson and Bowers, 1981). The tidal stining term can be 

obtained from the rate of production of TKE by integrating the ADCP production 

estimates over the entire water column. The mean value of the TKE production rate 
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throughout the water column in W m-3 is obtained by dividing by the total depth of the 

water column. Hence: 

where P1oral is the total rate of production of TKE integrated over the water column 

and o is a term representing the efficiency of mixing. 

An alternative way of estimating the tidal stirring term is from the mean flow data by 

making two assumptions: (a) that the Reynolds stress profile is linear, and (b) that a 

quadratic drag law u; = C 0 U 2 holds. The depth integral of the TKE production rate, 

r" r au dz, then yields the simple relationship: ~otal = CopU 3 (W m-2). This gives 
Jo cJz 

the tidal stiITing term: 

The wind stirring term is given by: 

where Os is the efficiency of wind mixing, ks is the smface drag coefficient, Wis the 

wind speed and Psis the density of air. 

2.5 Turbulent Length Scales 

Length scales can be defined for different parts of the spectrum described in section 

2.3. The largest length scale defines the size of the eddies in which the TKE is 

produced from the mean flow , the smallest is the scale at which dissipation takes 

place at the high wavenumber end of the spectrum. 

2.5.1 The Kolmogorov microscale 

Since dissipation occurs at approximately the same rate as production of TKE, it 

follows that the dissipation rate is independent of the viscosity of the fluid. It is only 

the size of the eddies in which dissipation occurs which is determined by the 

viscosity. Kolmogorov (1941) hypothesised that the size of the dissipating eddies is 

uniquely determined by the dissipation E and viscosity v of the fluid. Hence, using 
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dimensional analysis he defined a lengthscale lK at which dissipation occurs: 

2.5.2 The Ozmidov Scale 

Stratification rest1icts the growth of turbulent eddies in the ve1tical direction, since the 

eddies must overcome buoyancy effects. Ozmidov (1965) argued that the maximum 

size of the eddies, 10 , depends only on the dissipation rate E and the degree of 

stratification, represented by the buoyancy frequency N. Therefore, by dimensional 

analysis: la = cc112 N -312 where c is a dimensionless constant, assumed to be~ 1. The 

dependence here on E and therefore P, the rate of TKE production, indicates that for a 

given degree of stratification, more energetic turbulence is able to produce eddies 

which have a larger length scale. 

Assuming the relationship P ::::: E, the Ozmidov scale can be defined using the rate of 

production of TKE: la = (P/ N 3 
)

112 
(Stacey et al., 1999b). The quantities used in the 

calculation of this length scale take no account of the depth of the water column, 

simply the rate of production of tw-bulent kinetic energy and the degree of 

stratification present. Hence at times when the length scale reaches its maximum 

values, at times of peak flow and minimum stratification, it may exceed the total 

depth of the water. This simply indicates that the vertical motions are not being 

restricted in any way by the stratification. The Ozmidov scale therefore provides a 

useful measure of the maximum size of the vertical overturns in stratified tidal flow 

(Stacey et al., 1999b). 
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2.6 Summary 

The parameters described in this chapter will be used to analyse turbulence 

measurements in stratified and unstratified flows. The Reynolds stress, TKE 

production rate, eddy viscosity and TKE will be calculated directly from the ADCP 

measurements. An estimate of the gradient Richardson number and Ozmidov scale in 

a stratified water column will also be calculated using ADCP and CTD 

measurements; their relationship to variations in the turbulent parameters will be 

examined in detail. 
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CHAPTER3 

The Acoustic Doppler Current Profiler and the Variance Method 

Turbulence measurements in the atmosphere have been made since the 1960s using 

Doppler radar techniques (Lhermitte, 1968; Vincent and Reid, 1983; Rottger and 

Larsen, 1990). Until the 1980s, it was not possible to apply such methods in a marine 

environment, since radar cannot travel through water. With the subsequent 

development of high frequency acoustic Doppler cun-ent profilers, it became possible 

to apply some of the methods derived from the use of radar in meteorological studies 

to the study of oceanic turbulence, but using acoustic signals instead of radar. 

3.1 TheADCP 

The ADCP (Figure 3.1) measures velocity through the water column by transmitting 

and receiving pulses of sound (Figure 3.2). The ADCP used in this study, the RD 

Instruments Workhorse, has four transmitter-receivers arranged in a Janus 

configuration (Figure 3.1); the velocity along three orthogonal axes (two horizontal , 

one vertical) can be calculated from the measurements taken along each of the four 

beams. 

The transmitted pulse is reflected by small particles which are assumed to be moving 

with the cmTent and the received signal is Doppler shifted according to the velocity of 

the reflector. This gives an estimate of the along-beam velocity vector, calculated 

using bi = (6/)c/(2J0 ) where Jo is the frequency of the emitted sound pulse, !J.fis the 

shift in frequency of the signal at the receiver, bi is the along-beam velocity 

component of the water and C is the speed of sound. After a time t, a pulse of 

duration Tp returns to the transmitter-receiver from a distance of between Ct/2 and 

C(t + Tp )/2. The returning signal is range-gated, that is, recorded at different times t 

after the emission of the pulse. The length of time !J.t between consecutive recording 

times t defines the distance over which returning signals are averaged, which are 

termed depth cells. The minimum value of !J.t which can be used is governed by the 

frequency; higher frequencies allowing smaller values of !J.t to be used, since there are 

more cycles per unit time from which to take an average of the frequency shift. 
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The scatterers which reflect the acoustic signal from the ADCP are predominantly 

planktonic organisms with sizes of order one millimetre (RDI, 1996). Other scatterers 

include suspended sediments and detritus; discontinuities in water density also supply 

a relatively weak reflected signal. The smface and bottom are strong reflectors of the 

acoustic signal; this can be exploited to find the water depth from the ADCP 

backscatter strength in an upward-looking ADCP if the instrument does not have a 

pressure sensor (Visbeck and Fischer, 1995). A low density of scatterers may reduce 

the nominal range of the ADCP, since the strength of the reflected signal (the echo 

intensity in dB) is inversely proportional to the distance from the transducer (RDI, 

1996). 

The size of the depth cells is chosen in order to obtain a good compromise between 

accuracy and spatial resolution. Larger depth cells have a lower uncertainty 

associated with the velocity measurement, since the measured frequency shift is 

averaged over a greater length of time, thus removing more eITors. However, the 

accuracy may be compromised by using a greater depth cell size, since the frequency 

shift is also being measured over a greater depth of the water column. In a flow with 

characteristics which change rapidly with depth this will have a significant effect on 

the results . The velocity recorded by the ADCP for a given depth cell is a weighted 

average of the velocity measurement in that depth cell and those adjacent to it. This 

can cause a coITelation of the measured velocities in adjacent depth cells of about 

15% (RDI, 1996). 

A short period of time is normally required between the transmission of the acoustic 

pulse and the processing of the reflected signal. Some energy from the transmitted 

signal remains after the pulse has finished (RDI, 1996); this effect is called tinging, 

and would contaminate the reflected signal if the ADCP started recording as soon as 

the transmit pulse had finished. When the velocities are recorded, this ringing time 

becomes a blanking distance between the ADCP transducers and the first depth cell 

(0.5m in a 1.2MHz ADCP). Combined with the fact that the velocities are a weighted 

average over a vertical distance which is approximately twice the nominal depth cell 

size, this means that the centre of the first depth cell in a 1.2MHz ADCP using 0.5m 

depth cells is located at a distance of about lm from the transducers. 
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Different modes of operation and instrument specifications can be chosen depending 

on the characteristics of the location and the information required. The range of the 

ADCP varies inversely with the frequency, since the acoustic signal from high 

frequency instruments is absorbed more quickly. In deep water, then, a lower 

frequency instrument is necessary if the entire water column is to be profiled. The 

advantage of using a high frequency instrument is that the uncertainty in each 

individual velocity measurement decreases with increasing ADCP frequency, so in 

shallow coastal waters a high frequency instrument may be used to obtain high quality 

measurements. Due to the increased accuracy of the measurements, it may also be 

possible to use smaller depth cells with high frequency ADCPs; the increased 

uncertainty resulting from smaller depth cells being offset by the decrease in the 

uncertainty due to the instrument frequency. 

One recent development in ADCP technology has enabled higher resolution data to be 

obtained than were obtained in previous studies. A fast-pinging mode (RDI mode 12: 

RDI, 2002), measures velocities at up to 20Hz, compared to a maximum possible rate 

of 3Hz with the standard RDI mode 1 (RDI, 2002). The fast-pinging mode was used 

in the York River estuary observations, with a ping rate of lOHz. As will be seen in 

section 3.4 and chapter 6, the fast-pinging mode decreases considerably the 

uncertainty in the estimates of Reynolds stress , and makes possible the detection of 

stresses in lower energy environments. 
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Figure 3.1: The Acoustic Doppler CmTent Profiler 
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Figure 3.2: The ADCP emits a sound pulse which is reflected by scatterers in the 

water. (RDI, 1996) 
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3.2 Application of the variance method and its limitations 

The method described here uses high frequency measurements of the along-beam 

velocities measured by the ADCP to estimate the Reynolds stresses, and hence the 

turbulent kinetic energy production rate, which is the product of the Reynolds stress 

and the shear in the mean flow. The ADCP's four beams measure the velocity of the 

flow at four different locations, separated by several metres. Since the beam 

separation may be larger than the size of the eddies, it is likely that the beams are each 

sampling different eddies at any given time (Stacey et al., 1999a; Lu and Lueck, 

1999a). This renders the direct correlation of the velocity fluctuations measured by 

two different beams meaningless. The data analysis method, therefore, uses only the 

statistical quantities (mean and variance) of the velocities measured along opposite 

beams, which means that there is an assumption that there is statistical homogeneity 

in the flow throughout the region under consideration. 

3.2.1 Statistical Homogeneity 

In order to estimate turbulent parameters, some assumptions must be made regarding 

the statistical homogeneity of the turbulence which are outlined by Lu and Lueck 

(1999a) and Stacey et al. (1999a). The method used for the calculation of the 

Reynolds stresses uses the assumption that the flow is statistically homogeneous in 

the hoii zontal plane over the distance of separation of the beams. Applying this 

assumption, the velocities measured by each beam can be separated into a mean and a 

fluctuating part and the variance for each beam can be calculated. The mean and 

variance of opposite beams can then be used to calculate the Reynolds stresses and the 

turbulent kinetic energy. The method of calculation is described in section 3.3. 

If the beams are sampling from different eddies at any given time, this leads to 

another assumption (Tropea, 1983): the instantaneous velocity measurements from a 

beam are independent of those of another beam. Expe1imental work by Stacey et al. 

(1999a) confirmed this assumption since they found that the covariance between 

beams was more than an order of magnitude smaller than the variance of individual 

beams. It must also be assumed (Tropea, 1983) that the uncertainties in the along

beam measurements are the same for all beams. Again this was confirmed by Stacey 

et al. (1999a) from observations. 
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3.2.2 Temporal Stationarity 

Since the mean and variance of the along-beam velocities are calculated over a period 

of several minutes, temporal stationaiity must be assumed within that period (Stacey 

et al., 1999a). It is therefore necessary to ensure that the time scale of the evolution of 

the flow is longer than the period over which the statistics are averaged, that is, there 

must be quasi-stationarity within the averaging pe1iod (Lohrmann et al., 1990), but 

the time scale must be longer than that of the turbulent fluctuations (Hinze, 1959), in 

order to obtain statistically reliable estimates. 

Averaging periods which have been used in previous studies ai·e, for example, 10 

minutes (Stacey et al., 1999a; Rippeth et al., 2002), 13.67 minutes (Lohrmann et al., 

1990) and 20 minutes (Lu and Lueck, 1999a, b). Analysis of stationaiity pe1iods in 

tidal flow indicates that the flow can usually be considered to be quasi-stationai·y for a 

period of between 8 and 12 minutes (Souls by, 1980). 

3.3 Data analysis methods 

3.3.1 Calculation of the Reynolds stresses 

The configuration of the ADCP beams is shown in Figure 3.3 and Figure 3.4. The 

method of calculating the Reynolds stresses uses the along beam velocities from pairs 

of opposite beams (beam 1 with beam 2; beam 3 with beam 4) , following the method 

of Lohrmann et al., (1990). For each of the four beams, i =1,2,3,4, the velocity along 

beam i, b;, can be split into mean and fluctuating components using the Reynolds 

decomposition: 

The velocity along each beam can be w1itten: 

b1 = -u1 sin 0 - w1 cos 0 

b2 = u2 sin 0 - w2 cos 0 

b3 = - v3 sin 0 - w3 cos0 

b 4 = v 4 sin 0 - w 4 cos 0 

where uI> u2 , v3 , v4 , w1> w2 , w3 , w4 are the local horizontal and vertical velocity 

components along beams 1, 2, 3 and 4 . 

(3.1) 

(3.2) 
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The mean horizontal velocity components are calculated as follows, assuming that the 

mean flow is homogeneous over the beam spread, that is, u1 = u2 = u and 

V3 = V4 = V: 

v = (b4 - ~) 
2sin 0 

(3.3) 

Splitting the velocity along each beam given by equations (3.2) into a mean and a 

fluctuating part gives the fluctuating velocity components along each beam: 

bl I . 0 I 0 
1 = -u, sm - w1 cos 

bl I . 0 I 0 
2 = u2 sm - w2 cos 

bl I · 0 I 0 
3 = -v3 sm - w3 cos 

bl I • 0 I 0 
4 = v 4 sm - w 4 cos 

Squaring each equation and taking a time average gives: 

b ,2 , 2 . 2 0 2-,-, . 0 0 12 2 0 
1 = u1 sm + u1w1 sm cos +w1 cos 

bl 2 / 2 · 2 0 2-I -, • 0 0 I 2 2 0 
2 = u2 sm - u2 w2 sm cos + w 2 cos 

b, 2 , 2 . 2 0 2- ,- , . 0 0 , 2 2 0 
3 = v3 sm + v3 w3 sm cos + w3 cos 

- - --
bl 2 / 2 · 2 0 2-,-, · 0 0 I 2 2 0 

4 = v 4 sm - v 4 w 4 sm cos + w 4 cos 

For statistically homogeneous turbulence, 

h / J / 2 

u, = u, = u 

h I 2 

w, = w, 
,, 

= w 
) 

I ' = w. = w'' 

Subtracting pairs of equations (3.5) gives: 

bl 2 b'2 4-, -, . 0 0 
2 - 1 = - u w sm cos 

b' 2 b12 4-,- , . 0 0 
4 - 3 = - v w sm cos 

(3.4) 

(3.5) 

(3.6) 

(3.7) 
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Adding the pairs of equations gives: 

b,2 b'z 2 12 . 2 0 2 , 2 2 0 1 + 2 = u sm + w cos 
- -
b,2 + b'2 272 . 2 0 + 2 ,2 2 0 3 4 = v sm w cos 

Rearranging equations (3.7) gives the Reynolds stresses: 

I I -uw 
4 sin 0cos0 

b'2 - b'2 
-v'w'= 4 3 

4sin 0cos0 

The rate of production of TKE (P) can then be calculated using the equation: 

P 
--,--, au -,-, av 

=-uw--vw -az az 

(3.8) 

(3.9) 

(3.10) 

The equations used to estimate the Reynolds stresses from the ADCP measurements 

assume no tilt in the head of the instrument. The effect of tilt on the Reynolds stress 

estimates is examined in detail in section 3.4.5. 

There is not quite enough information available to calculate the turbulent kinetic 

energy density q 2 /2 = (u'2 + v'2 + w'2 Y2 (equation 2.1) since in the four equations 

(3.7) and (3.8) there are 5 unknowns, so a fifth equation is required. Two solutions to 

this problem are available. Firstly, Stacey et al. (1999b) calculated anisotropy ratios 

of the turbulent field using the results of Nezu and Nakagawa (1993) for vertical 

distributions of turbulence statistics assuming a local balance of production and 

dissipation: 

, 2 
V 
== 0.50 

, 2 
u 

,2 
w 
-= = 0.30 

, 2 
u 

(3.11) 

Using equations (3 .8) and (3.11) it is now possible to obtain two estimates for q212. 

Alternatively, it has been suggested that an ADCP with a fifth, vertical beam could be 

37 



used (Lu and Lueck, 1999b). This would provide a direct measurement of the vertical 

velocity vector and its variance and hence produce a fifth equation which could be 

used to obtain an estimate of q212. It would also help in the estimation of turbulent 

parameters in the presence of waves and in the resolution of problems arising from 

measurements made in the presence of non-zero tilt angles (Lohrmann et al., 1990). 

Using only the data available, and without making assumptions about the anisotropy 

of the flow, it is possible to obtain upper and lower bounds for the value of q212 

(Lohrmann et al., 1990). If a parameter Q is defined, such that: 

Q = 1 f. b'2 
4 · z gLt I sm i= I 

(3.12) 

Then it follows that: 

3Q 2 
~--~<g__<Q 
2(1 + cot 2 0) 2 

~ tb,2 < !L_ < 1 tb,2 
8 i = I I 2 4sin 2 0 i= l I 

¾ Lb:2 
represents the minimum value of q212 which occurs when the turbulence is 

close to isotropic; .
1

, Lb:2 
represents the maximum value of q212 which occurs 

4sm - e 

when the vertical motions have their minimum value. 
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X 

Figure 3.3: The configuration of the beams in the RDI Workhorse ADCP 

y 

Figure 3.4: The configuration of the ADCP beams showing the along-beam velocity 

derived from the horizontal and ve1tical components of the flow 
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3.3.2 Rotation of velocities and Reynolds stresses from ADCP data 

It is not always possible to deploy the ADCP such that a pair of beams is oliented in 

the direction of the mean flow. It will therefore usually be necessary to rotate the 

velocities and Reynolds stresses obtained from the two pairs of beams into 

components in the mean flow direction and perpendicular to the mean flow. Setting 

the direction of beam 1 as XA, and the direction of beam 3 as YA, the mean flow 

direction as XR and the direction perpendicular to the mean flow as YR, where XR is 

positive in the flood (upstream) direction, the horizontal velocities in the mean flow 

direction and perpendicular to it can be calculated using the equations: 

u R = u A cos 0 H - v A sin 0 H 

VR = UA sin 0H + VA cos0H 

where uA, VA, uR and vR are the holizontal velocities in the XA, YA, XR and YR directions 

respectively and 0H is the angle through which the XA-axis must be rotated clockwise 

to coincide with the XR-axis. The rotation of the co-ordinates is shown schematically 

in Figure 3.5. 

The Reynolds stresses can be rotated to components in the mean flow direction and 

perpendicular to it, using the same method as that used for the velocities: 

r X -, -, -, -, 0 -,-, ' 0 - = -u w R = -u w cos H + V w sm H 

p 

r Y -, -, -, -, • 0 ---,-; 0 - = -v w R - -u w sm - v w cos - H H 
p 

The sign convention used throughout is r = -pu'w', so that the Reynolds stress r is 

positive on the flood. 
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Figure 3.5: The rotation of the ADCP co-ordinates. The angle 0H is the angle through 

which the x-axis (direction in which beam 1 is pointing) must be rotated clockwise to 

coincide with the XR-axis (upstream, or flood direction). 
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3.4 Analysis of Uncertainties and Errors 

3.4.1 Analysis of Uncertainties in Velocity Measurements 

The velocity of a flow measured by an ADCP is subject to uncertainties which result 

from both instrument noise, which is present even if the true flow speed is zero and a 

flow-related uncertainty, which increases with the flow speed. The vruiation of the 

standard deviation of the velocity measurements in still water for different 

configurations is documented by the instrument manufacturers (RDI, 1996); a 

summary of the method by which this uncertainty is calculated by the instrument 

software is included in Appendix 2. The standard deviation increases from these 

values for non-zero flow speeds, but no indication is given in the information supplied 

by RDI of the effect of the flow speed on the standru·d deviation of the measured 

velocities. The unce1tainty can, therefore, only be determined empirically. 

The analyses presented in the following sections 3.4.2 to 3.4.4 consist of an extract 

from a pubbshed paper (Williams and Simpson, 2004). 

3.4.2 Analysis of Uncertainties in Reynolds Stress Estimates 

Since the uncertainties in the Reynolds stress estimates are due to uncertainties in the 

measured along-beam velocities, it is possible to calculate the former from the latter, 

although this requires some assumptions to be made about the statistical properties of 

the velocity fluctuations and the characteristics of the mean flow. 

If the x axis is selected to be along the main direction of the flow, the variance of the 

p1incipal Reynolds stress components, following Stacey et al. (1999a), is given by 

(see Appendix 3 for details of derivation): 

{ -, ') 2 1 C bb,2 b'2)~ Var\-UW =o-R = . ? 
2 

l_var\b2 - - 1 ~ 
16sm - 0cos 0 

(3 .13) 

The magnitude of the unce1tainty can be calculated directly from the data if the 

components are rewritten as follows, using M ensembles to calculate the vru·iances: 

o- R = . 2 2 Va - ~b2 m - -~b1 m 2 1 { 1 ~ ' 2 ( ) 1 ~ ,2 ( )J 
16sm 0cos 0 M m=I M m=I 

(3.14) 
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This can be expanded to give (see Appendix 4 for details): 

16M 2 sin 2 0cos 2 0 

(3.15) 

In the two data sets considered here, the last term on the right hand side of equation 

(3.15), representing the sum of the covariance of the squares of the fluctuations in 

opposite beams, was found to be an order of magnitude smaller than the first term, 

which represents the sum of the va1iances of the squares of the fluctuations in each of 

the two beams, hence the last term will be neglected. The second term represents the 

con-elation between the square of each velocity fluctuation and subsequent 

measurements. This con-elation can be expressed in terms of the normalized 

autocovariance function, p, given by: 

In stationary flow, the con-elation should be a constant for the period of the M 

ensembles used in the vaiiance calculations, hence Var[b;2 (m)] = Var[b;2 (n)] and 

p(l,n) = p(m,m+n-1). An upper limit (n = K) can be defined, above which the 

covaiiance terms become negligibly small. K is small compared to M since the 

con-elation effects of velocity fluctuations only extend over periods of the order of 20 

seconds or less (Stacey et al. 1999a; Lu and Lueck, 1999b), so the sum of the 

covariances can be simplified (Heathershaw and Simpson, 1978): 

(3.16) 
m = l n= m + I 11 =2 

The sum of the covariances for lags greater than zero is then given by: 

K ~ f Cov(V2 (m),b;2 (n)) L p; (l, n) :a: -"'111'-= 1"""11'-= ,"'-11~c..:..1 _ _ _ ___ _ 

11
=

2 LVar(b:2 (m)) 
(3.17) 

m=l 
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For large M, (M - 1)/ M ➔ 1, so equation (3.15) becomes: 

t.t[var{b;'(m)) 1+2~p;(I,n)] 

16M 2 sin 2 0cos 2 0 
(3.18) 

Using the stationarity condition, 

f Var(b;2 (m))= M(Var~;2 
)) 

m=l 

we can w1ite: 

16M sin 2 0cos 2 0 16M sin 2 0 cos 2 0 
(3.19) 

where: 

K 

y R = 1 + 2 L p(l, n) (3.20) 
n=2 

The factor y II is therefore a correction factor to account for non-independence of 

consecutive measurements of velocity fluctuations. When adjacent velocity 

fluctuations are independent, the sum of the autocorrelations is zero, and y 11 = 1. 

Conversely, as adjacent velocity fluctuations become increasingly covariant, y11 

increases, with a consequent increase in er R which offsets the decrease in er R obtained 

through the increase in M. It is assumed here that the autocovariance time scales of 

the squares of the fluctuations, and hence the factor YR , ai·e the same for two opposite 

beams. 

In order to analyse the noise characteristics of the Reynolds stress estimates, a 

relationship between Var(b;2
) and the along-beam velocity measurements is required. 

First we obtain an expression for Var(b;2
) in terms of the second and fourth moments 

(µ2 and µ4 respectively) of the measured along-beam velocities: 
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(3.21) 

If the distiibution is Gaussian, then µ 4 = 3µ 2 
2

, hence: 

(3.22) 

This gives a value for the variance of the Reynolds stress estimates: 

(3.23) 

The calculated along-beam variance comp1ises the true variance and the instrument 

noise (Stacey et al. 1999a): 

b,2 , 2 2 C ( b ) 
j = Xi + (J N + ov Xi ' N (3.24) 

where x;2 
is the variance of the along-beam velocity due to turbulent fluctuations, bN 

is the uncertainty in the along-beam velocity measurements due to instrument noise 

and a N 
2 

is the variance of the along beam velocity due to instrument noise. Hence: 

, y,[~ +u/ +Cov(x,,bN l)' +~ +u/ +Cov(x , ,bN l)'] 
(J = --=-----------------------= 

R 2M sin 2 20 
(3.25) 

4 

d , 2 O 2 YnCJ N As x,. ~ 0 an x,. ~ , an ~ . 2 M sm 20 
If the variance is due to noise alone, 

there is no correlation between one measurement and the next and y R = l , giving: 

4 
2 (J N 

(JR = 
M sin 2 20 

This sets the minimum measurable value of r , which is dependent solely on the 

instrument noise. 

(3.26) 

The implications of equation (3.25) are as follows. For low flow situations, when the 

value of x;2 
is small compared to a/ , a R 

2 
can be lowered by reducing the 

instrument noise. Further reductions in a R 
2 

can be obtained if the number of 
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ensembles (M) used to calculate the variance is increased. For stronger flows, when 

x;2 
dominates over CJ N 

2
, the only way in which CJ R 

2 can be reduced appreciably, is 

to increase the value of M. 

3.4.3 Uncertainty in Shear Estimates 

The uncertainty in the estimate of the shear is readily obtained from the uncertainty in 

the velocity measurements. The vaiiance in the shear is given by: 

va{a~, )~ (Ll:)' Var(u,,., -u,,_,) (3.27) 

where u is the horizontal velocity in the x-direction. The variance in the horizontal 

velocity Var(u) , is calculated using the instantaneous horizontal velocity obtained 

from two opposite beams, assuming the measured vertical velocity is the same in both 

beams: 

(3.28) 

Hence when M ensembles are used to obtain the final sheai· estimate, again 

incorporating a factor y 5 to account for the correlation between one shear estimate 

and the next, we have: 

Ys (Var(b2(11+1) b,(11+1) 
TT {~J- 2 va -CJ5 • 

dz , M(. z)2 -
(3.29) 

The assumption that the vertical velocity is the same in both beams will increase the 

calculated variance if the two vertical velocities are not the same, hence equation 

(3.29) will tend to overestimate the vaifance of the sheai·. It is readily seen from this 

equation that the uncertainty in the shear can be reduced by increasing the number of 

ensembles to be averaged. It can also be reduced by increasing the depth cell size, at 

the expense of the vertical resolution. 

In still water, equation (3.29) can be used to find the unce11ainty in the shear 

measurements due to instrument noise alone: 

(3.30) 
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3.4.4 Analysis of Uncertainties in TKE Production Rate Estimates 

The uncertainty in the estimates of rate of shear production of TKE can be determined 

using the formula for the variance of a product (Goodman 1960). For two 

independent variables, this is: 

Var(xy) = x2Var(y )+ y2Var(x )+ Var(x )Var(y) 

So in terms of our present notation, where we are interested in the variance of 

p = -u'w'(au/az): 

(3.31) 

For the low flow case, u'w' ➔ 0 and au ➔ 0, so it is expected that the last te1m will 
az 

dominate. The other two terms ru·e expected to dominate at times of higher flow. In 

chapter 6, the effect of the other two terms will be examined using data from the York 

River Estuary and the Menai Strait; strategies for reducing the uncertainties will also 

be discussed. A fmther discussion of the justification for assuming independence, and 

the derivation of the formula for the variance of a product is given in Appendix 5. 

3.4.5 Errors due to tilt in the ADCP 

A detailed derivation of the method of calculation of tilt e1rnrs is given in Appendix 6. 

These errors are given by (Lu and Lueck, 1999b): 

(3.32) 

b'2 - b'2 f--n ) 
- v'w' = 4 3 - ljf 34 \V - - w'2 + 1/f 12 u'v' 

2sin 20 

where: 1/f,2 = ADCP roll (beam 2 higher than beam 1) and ljf 34 = ADCP pitch (beam 

3 higher than beam 4). The angles 1/f,2 and lf/34 are measured in radians. 

In the case of a four-beam ADCP, as used in the present study, no method exists for 

estimating the true value of the terms containing u'v'. Lohrmann et al. (1990) state 
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that the con-elation terms - w34 u
1
v

1 and lf/12 u
1v 1 can be ignored if the tilt angles are 

less than ± 8° (or - 0.14 radians), since u
1
v

1 is usually smaller than the Reynolds 

stresses - u
1

w
1 

and - v
1
w

1
, and even if u 1

v
1 were of the same order as the Reynolds 

stresses, the contribution of these terms would be small. However, for strongly 

anisotropic turbulence, it has been suggested that these terms could produce a 

significant bias (Lu and Lueck, 1999b). 

The amount of e1rnr due to the terms involving the differences of the vaiiances, 

12 1 2 1? . • • -) p -) lf/12 - w and lf/34 v - w - can be estimated usmg some assumpt10ns about 

the anisotropy of the flow. For steady, unstratified flow in an open channel, and 

assuming a local balance of production and dissipation, the vai"iances can be defined 

in terms of the friction velocity (Nezu and Nakagawa, 1993): 

---;;; 5 2 J2 zJ u - = .29u. ext'l - H 

v'' = 2.66u; ex{-2; J 

w'' = l.61u; ex{-2; J 

(3.33) 

Hence, near the bed, where u? ::::: lu1
w

1I and z::::: 0, the differences in the vaiiances in 

the along-channel and cross-channel directions are given by: 

12 12 3 68- 1 - I u -w = . u w 

12 12 1 05-1 -I 
V -W = . U W 

(3.34) 

This indicates that the difference of the horizontal and vertical vai"iances can be 

expected to be greater than the Reynolds stresses. Therefore, even when the tilt angle 

(1/112 or 1/f34) is small, the value of lf/12 (u 1 2 
- w

1 2
) is significant; about 6.4% of u1

w 1 per 

degree of tilt. This estimate is supported by those from other studies: Lu and Lueck 

(1999b) estimate that the e1rnr due to lf/12 k2 
- w12

) is a maximum of 0. l 7u1w 1 for 

1/f12 = 2°. Heathershaw (1976) estimated Reynolds stresses from measurements made 

using electromagnetic cun-ent meters. For small en-ors ( < 5°) in the alignment of the 

sensors with the plane of the measured components, he estimated that there would be 

an en-or of the order 10% per degree of misalignment. 
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3.4.6 Errors due to waves 

Equations for the bias due to waves can be obtained using the tilt data in a similar 

manner to the derivations of equations (3.32). The equations for each component of 

velocity, ui, can be rew1itten to include variations due to wave action: u, = u + u + u' 

where u = mean velocity, u = wave induced velocity fluctuation, u' = turbulent 

fluctuation. 

If it is assumed that the turbulent and wave-induced fluctuations are unco1Telated, 

then all terms u;uj = 0 for any i andj (Trowb1idge, 1998). Hence the terms for wave 

bias are similar to the terms for tilt e1Tors, and appear as extra te1ms in the equations 

for the Reynolds stress estimates: 

An order of magnitude estimate can be obtained for each of the wave-induced terms 

in the Reynolds stress equations (Trowbridge, 1998). 

For small tilt angles: 1/112, 1/f34 = 0 (10-2 radians) 

Typical shelf sea values are: v2 = 0 (itv) = O (10-1 m2s-2
) 

oh/ox = 0 (oh/oy ) = 0 (10-2
) 

where h is the water depth. The kinematic boundary condition at the bed requires that 

Using these estimates, the magnitude of the wave-induced terms is O (10-3 m2s-2
) . 

Improved estimates of the wave-induced terms uiuj can be obtained using the 

equations for particle orbits in forward-travelling waves; when combined with the 

observed wavenumber, frequency and amplitude of the waves, the bias due to waves 

can be estimated (Rippeth et al., 2003). 
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3.5 Summary 

Measurements of turbulent parameters such as Reynolds stress, TKE production rate 

and eddy viscosity can be made from the application of the variance method to the 

along-beam velocities of a moored ADCP. A method for calculating the magnitude of 

the uncertainties in such measurements has been outlined; this method will be applied 

to the data from the York River estuary in chapter 6. Whilst it is possible to quantify 

the uncertainties due to instrument noise, the bias due to misalignment of the nominal 

vertical of the ADCP with the local normal to the mean flow cannot be accurately 

estimated without some knowledge of the anisotropy of the flow. Similarly, 

measurements of wavelength, frequency and amplitude of smface waves are required 

if accurate estimates of the bias due to these waves are to be obtained. 
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CHAPTER4 

The York River Estuary: Results 

The York River estuary is a partially stratified estuary, which tends to stratify at neaps 

but often experiences complete vertical mixing during springs. The strong horizontal 

density gradient between the freshwater input at the head of the estuary and the point 

at which it discharges into Chesapeake Bay indicates that tidal straining is expected to 

have a significant effect on the cycle of turbulence and mixing along the estuary. It 

was therefore hoped that the data collected would yield useful information regarding 

the cycle of turbulence and stratification in the estuary, and the part played in this 

cycle by the tidal straining mechanism. The timing of the observations, in March and 

April, was chosen to coincide with the time of year when the horizontal density 

gradient was expected to be at its strongest, after the snow had melted and increased 

the freshwater input to the estuary. 

The School of Ocean Sciences at the University of Wales, Bangor has strong links 

with the Virginia Institute of Ma1ine Science (VIMS), whose laboratories are located 

at Gloucester Point, where the York River estuary meets Chesapeake Bay. This 

campaign therefore represented a useful opportunity for a collaborative study with the 

object of obtaining observations of the dynamics of the estuary over a spring-neap 

cycle. 

4.1 Instruments, Methods and Location 

The position and depth details of the instruments used are given in Table 4.1; the 

instrument layout is shown in Figure 4.1 and Figure 4 .2. The ADCPs and the tripod 

on which the ADV was mounted were located at the main study site at Clay Bank, 

shown in detail in the lower plot in Figure 4.2 (note that chart depths in this figure are 

in feet). One S4 current meter mo01ing was also deployed at Clay Bank, the other 

about 6.8 km upstream. The RV Langley was used to take hourly conductivity

temperature-depth (CTD) profiles at approximately half-hourly intervals during two 

intensive periods of study. The vessel was anchored fore and aft approximately mid

way between the two ADCPs and close to the ADV tripod. Tide gauges were situated 

at Clay Bank, Gloucester Point (south) and Taskinas Creek (north). The calibration 

and processing of the data from the S4 cmTent meter moorings, the CTD, the ADV 
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and the tide gauges at Taskinas Creek and Clay Bank were carried out by personnel 

from the Virginia Institute of Marine Science. 

The ADCPs were deployed over a spring-neap cycle, a total of approximately 16 

days. There were two short breaks in the data of a few hours when the instruments 

were removed from the water for downloading of the data. The breaks were 

necessary because of the large memory requirements for such an intensive data set. 

The observation pe1iod for each instrument is shown in Figure 4 .3(a) along with the 

surface elevation record from the Taskinas Creek tide gauge, located 12.8 km 

upstream from the location of the 1.2MHz ADCP. The first intensive study period, in 

which the RV Langley was used to make CTD measurements close to the site of the 

ADCPs, lasted just under 24 hours and took place close to the neap tide. This study 

period had been planned to extend over 48 hours, but was terminated prematurely due 

to the an.-ival of a st01m, which forced the RV Langley to move from her anchored 

position. The second intensive period extended to a full 48 hours and took place 

around the time of the spring tide. 

The ADCPs were, in each case, set up to record ensembles composed of 10 sub-pings 

which were averaged by the instruments' software to give one along-beam velocity 

measurement every second. The depth cell size was 0.5m, with a blanking interval of 

0.44m for the 1.2 MHz ADCP and 0.88m for the 600 kHz. The blanking distances 

used are the default values for these instruments, set by the RDI software, and are 

designed to ensure that the first depth cell (closest to the ADCP transducer) will 

record usable data. The lowest depth cell was therefore centred at 1.3m above the bed 

in the case of the 1.2 MHz, and I.Sm above the bed in the case of the 600 kHz. The 

ADCPs were moored on the bed in pyramid frames; the frame used for the 600 kHz 

ADCP (Figure 4.4) had a gimballed mounting for the instrument, the one used for the 

1.2 MHz did not. The purpose of the use of two ADCPs was twofold: one was in 

order that there should be continuous data, should one ADCP fail. The other was to 

attempt to obtain continuous data, when allowing for the removal of the ADCPs at 

different times for downloading and replacement of batteries. 

In practice, the 600 kHz ADCP only recorded good data for one of its three 

deployments; the others were compromised by tilt effects. Additionally, the 1.2 MHz 
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ADCP was overturned when the anchors were recovered on the RV Langley at the 

end of the second intensive period. This meant that the continuity of data was broken 

for two periods of approximately 5 hours on day 84 and 7 hours on day 90, and the 

only data for the 61 hours from day 87 at 20:44 to day 90 at 9:58 was from the 600 

kHz ADCP. The overlap of 15 hours in the times of deployment of the 600 kHz and 

1.2 MHz ADCPs on day 87 enables direct comparisons of data quality from the two 

instruments to be made. 

The Sontek ADV was mounted on a tripod moored on the bed. It was set to record 

the three orthogonal components of velocity at 1.12 m above the bed for a 5-minute 

burst every hour with sampling rate of 5Hz. The data from the ADV will be used in 

this study to compare the Reynolds stress calculated from directly measured velocity 

fluctuations with those estimated from the ADCP using the variance method. 

The two S4 cmTent meter moorings, were set to record conductivity, temperature and 

current velocity data at 3m and 6m above the bed. 10-minute mean values were 

recorded every 30 minutes throughout the observation period. Unfortunately, the 

near-bed instrument on the mooring at Clay Bank failed, so only the surface salinity 

and temperature record was available for the calculation of the horizontal density 

gradient. 

The three tide gauges, at Taskinas Creek (upstream), Gloucester Point (downstream) 

and Clay Bank (adjacent to the main observation site), recorded water levels 

throughout the period of the observations. However, there was a short period between 

days 81 and 85 when the water level at Clay Bank fell below expected levels due to 

high atmosphe1ic pressure, resulting in data from this tide gauge for this period not 

being available. 

Additional data of wind speed and direction and river discharge were also available. 

The wind data are from the Vll\1S meteorological station on the main campus at 

Gloucester Point. Wind data from the airport at Newport News, approximately 20 km 

south of Gloucester Point, on the James river, were used to check the Vll\1S data. No 

significant discrepancies were found between the two data sets. The river discharge 

data were collected by the US Geological Survey and represent the daily mean 
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discharge from the Mattaponi and Pamunkey 1ivers, the two main tributaries of the 

York river; the northernmost end of the York river estuary is the confluence of these 

two rivers. The wind and discharge records are shown in Figure 4.3 (b) and (c). The 

winds were generally light ( < 8 m s-1
), apart from the period of very strong winds on 

days 79-80, when the wind speeds reached about 12 m s-1 and the first intensive 

period was terminated. Some heavy rainfall early in March 2002 had increased the 

runoff to a similar level to that seen during the storm of days 79-80 for several days, 

which might be expected to increase the stratification observed at the start of the 

campaign. 

Table 4.1: Instrument locations for the York River observations 

Instrument Latitude Longitude Mean Distance from 

Depth (m) l .211Hz ADCP 

1.2 Wlz ADCP 37° 20.24'N 76° 36.47' w 6.5 

600kHzADCP 37° 20.15'N 76° 36.42' w 7.5 178 m downstream 

ADV 37° 20.19'N 76° 36.48'W 5.0 95 m downstream 

S4 mooring 37° 20.23'N 76° 36.50'W 6.7 45 m downstream 

S4 mooring 37° 23.08'N 76° 39.45'W 6.4 6.8 km upstream 

RV Langley 37°20.20'N 76°36.44'W 7.0 89 m downstream 

Tide Gauge 37°24.90'N 76°42.86'W 12.7 km upstream 

Tide Gauge 37°14.70'N 76°30.00'W 14 km downstream 

Tide Gauge 37°20.86'N 76°36.63'W 1.18 km upstream 
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Figure 4.1: Location of instruments in the York River Estuary observations. At the 

location marked 'Main Observation Site' were moored the two ADCPs and the tripod 

on which the ADVs were mounted. The RV Langley, which was used to obtain the 

CTD measurements during the two intensive pe1iods, was also located at this point. 

The rectangle around the site shows the extent of the map in Figure 4.2. 
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Figure 4.2: Map showing bathyrnetry of the observation site at Clay Bank and 

location of the two ADCPs, the ADV, the RV Langley and the adjacent tide gauge. 

All depths are in feet. 
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Figure 4.3: Observation Period in the York River Estuary showing (a) the relative 

tidal height, (b) the wind speed and direction at Gloucester Point: a stick pointing 

vertically upwards represents wind blowing towards north and (c) the combined 

discharge from the Mattaponi and Pamunkey rivers (daily mean). 
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Figure 4.4: The mooring used for the deployment of the 600 kHz ADCP. The ADCP 

is mounted in one of the large holes on the top, using a gimballed mount. 
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4.2 Data Analysis 

The mean ho1izontal velocities were obtained from the ADCP data by averaging over 

a IO-minute pe1iod. When rotating the co-ordinate system as described in section 

3.3.2, the main direction of flow was estimated from the whole ADCP record as the 

mean direction at peak flood and peak ebb, and was assumed to be constant. 

The Reynolds stresses were obtained from the ADCP along-beam velocities using 

equation 3.9 (chapter 3). Before this calculation was made, the data were first filtered 

in order to remove any spu1ious high fluctuations, which could have a great effect on 

the estimated Reynolds stresses and the other parameters to be calculated. This was 

achieved by fitting a third order polynomial to each IO-minute block of data. The 

fluctuations were then calculated as the deviations from the value of the polynomial at 

each time step, and the standard deviation calculated. Any fluctuations which had a 

magnitude greater than three standard deviations from the line were discarded. The 

vaiiances of the remaining data points were used to calculate the Reynolds stresses. 

When the Reynolds stresses were calculated without the initial filtering, they differed 

little from those calculated from the filtered data, indicating high data quality as well 

as stationarity of the mean flow over the IO-minute averaging period. A further check 

on the stationaiity over the IO-minute averaging pe1iod was made by using a run test 

(Bendat and Piersol, 1971), which indicated that the flow was quasi-stationai·y except 

for short periods at slack water, when high accelerations were present. 

4.2.1 Overview of data 

The surface elevation at the 1.2MHz ADCP is plotted in panel (a) of Figure 4.5, along 

with (b) the along-channel velocity, (c) Reynolds stress ('r), (d) the rate of production 

of TKE (P) and (e) a parameter Q related to the TKE q212 (see equation 3.12) for the 

entire pe1iod of the ADCP deployments. The velocity, rand Pare shown for 1.8m 

above the bed, and Q for 4.8m above the bed. Q is proportional to q2 and indicates 

the cycle of TKE over the pe1iod of the observations. It should be noted here that the 

cycle of Q can only be considered to be accurate if it is assumed that the anisotropy is 

constant at all heights above the bed and over the tidal cycle. 
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In panels (a) to (d), the variation over the spring-neap cycle is apparent: the lowest 

values are seen around day 80 and the highest around day 87. At neaps, although the 

velocity is well resolved, rand P are so small as to be almost indistinguishable from 

noise on this scale; at springs, the tidal elevation, velocity, stress and production rate 

all show a clear semi-diurnal tidal va1iation. This is less clear in the time series of Q, 

but the strong wind event on day 80 (see Figure 4.3(b )), which has very little effect on 

the mean velocity, and only slightly more on the Reynolds stress, has a very marked 

effect on Q. This effect will be examined in detail in section 4.4. For days 88-90, the 

only ADCP data obtained were from the 600 kHz ADCP. Although the same 

sampling rate, depth cell size and averaging period were used in both the 600 kHz and 

the 1.2 MHz ADCPs, there is a much greater uncertainty in a11 parameters other than 

the mean velocity in the lower frequency instrument. In panel (e), which is calculated 

from the sum of the vaiiances, there is a bias in the values; the lowest value of Q from 

the 600 kHz ADCP is 0.016 m2 s"2 compared with 0.0024 m2 s-2 from the 1.2 MHz. 

The higher uncertainty can also be seen in panels (c) and (d) as a noisier signal in both 

rand P, as well as a greater tendency to negative values of P. The negative values are 

due mainly to the higher unce1tainties in the velocity measurements in lower 

frequency instruments. However, in this deployment, additional measurement errors 

may be due to the ADCP being tilted at a greater angle than in any of the 1.2 MHz 

ADCP deployments; the higher tilt angle tends to induce higher errors in the Reynolds 

stress estimates in the form of a bias, and therefore also in the TKE production rate 

and eddy viscosity (see section 3.4.5 and Appendix 6). 

The times at which the detailed observations of the density structure were made are 

labelled (1) and (2) in Figure 4.5. The interaction of the velocity, Reynolds stress, 

TKE production rate and eddy viscosity with the density structure during these 

periods will be analysed in more detail in section 4.3. 
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Figure 4.5: Overview of results from York Rjver observations: (a) Depth at 1.2MHz 

ADCP estimated from the tide gauge at Tasbnas Creek, (b) Along channel velocity 

(ms-1
) , (c) Reynolds stress (Pa) and (d) TKE production rate (Wm-3) at 1.8m above the 

bed, (e) the parameter Q (m2 s-2), which is proportional to the TKE per unit mass 

(q2/2) at 4.8m above the bed. 10-rrunute averaging was used for panels (b) to (e). The 

two periods at which detmled observations of the density structure were obtained are 

marked (1) and (2) on each panel. 
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4.2.2 Comparison of data from ADCP and ADV 

The Reynolds stresses were calculated directly from the ADV measurements, which 

made possible a compa1ison with those estimated from the ADCP. The ADV 

measured the three orthogonal velocity components at 1.12 m above the bed at a 

distance of 175 m downstream from the ADCP. A comparison of Reynolds stresses 

from the two instruments is shown in Figure 4.6 for the springs deployment of the 

1.2MHz ADCP. In general there is good agreement; the linear regression shown as a 

solid line indicates a conelation coefficient R2 of 0.89 (77 degrees of freedom). The 

gradient of the regression line is 0.747 ± 0.059 with an intercept of -0.035; this 

gradient indicates that the stress estimated by the ADCP is only about 75% of that 

estimated from the ADV data. Forcing the regression line through the origin makes 

little difference; the gradient of the line is then 0.762. It is possible that the stress is 

underestimated by the ADCP due to the relatively large spatial averaging which is 

used. For a depth cell centred at 1.3 m above the bed, the ADCP calculates the 

velocities using a weighted average of the velocities measured between 0.8 m and 1.8 

m above the bed. If there is a great deal of shear in the water column in this region, it 

is not certain that the velocity and hence the stress in this depth cell is representative 

of the true stress at 1.3 m above the bed, which may also be significantly different 

from the stress at the point of measurement of the ADV at 1.12 m above the bed. 
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line shows the regression of r from the ADCP on r from the ADV. The dashed line 

shows equality of the two estimated values of r. 
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4.3 Structure of the Water Column 

4.3.1 Density Profiles 

CTD profiles were made during the two short pe1iods of about 24 hours at neaps and 

48 hours at springs. Due to a problem with the instrument, data from the first 16 

hours of the springs period are not considered reliable, hence those data are 

disregarded and only the final 32 hours used. 

The density profiles are shown in Figure 4.7 and Figure 4.8 for the spring and neap 

intensive pe1iods respectively. Dming both neap and spring periods, the thermal 

stratification is weak, with only a small amount of solar heating seen dming the latter 

part of each day (day number 79.6 in Figure 4.7; day numbers 86.8 and 87.6 in Figure 

4.8). During the flood, the influx of colder water from Chesapeake Bay cools the 

entire water column (day number 79.2 (Figure 4.7); 87.1 and 87.4 in (Figure 4.8)). 

In the cases of both neap and spring pe1iods, the haline stratification increases towards 

the end of the ebb (day numbers 78.9 and 79.4 in Figure 4.7; 86.7, 87.25 and 87.75 in 

Figure 4.8). The stratification during the neap period is much stronger than during the 

sp1ing tidal period, with a difference in salinity of over two between top and bottom at 

day number 79.4 (Figure 4.7) compared with a maximum top-bottom salinity 

difference of only one during the spring tidal period (day numbers 86.8, 87.3 and 87.7 

(Figure 4.8)). The salinity structure is also strongly affected by tidal advection; this is 

particularly noticeable during the sp1ing tidal period, when the near-bed salinity is 

about 23 on the flood compared with about 20 on the ebb. Compare the near-bed 

salinity (Figure 4.8) on day numbers 86.7, 87.2, 87.7 (ebb) with 86.5, 87, 87.5 (flood). 

The overall density structure mainly follows the salinity structure, since this is the 

major component controlling the density. The temperature structure does have a 

slight effect, however, which is more apparent during the sp1ing tidal period: the 

stratification is slightly stronger on day numbers 86.7 and 87.7 compared with 87.2 

due to solar heating of the surface during the day. The strongest stratification is 

coincident with the strongest shear in the mean along-channel flow; this feature is 

seen more clearly during the neap tidal period (day numbers 78.9 and 79.4 (Figure 

4.7)). 
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Figure 4.7: (a) Temperature, (b) Salinity, (c) Density and (d) Velocity (averaged over 

30 minutes) for the first (neap) intensive period 
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4.3.2 Flow and turbulence at neaps 

During the neap pe1iod, the along-stream near surface current speeds reach a 

maximum of about 0.6 m s·1 on the ebb and 0.5 m s" 1 on the flood (Figure 4.9(a) and 

Figure 4.lO(a)). The near surface peak flow is delayed by about 1.2 hours compared 

to the near bed peak flow on both ebb and flood. 

As the flow changes direction, there is a marked difference between low and high 

water slack. The flow in each case changes direction first near the bed. As the flood 

begins, the estuarine circulation increases the flow speed near the bed and reduces it 

near the surface, producing strong shear; on day 78.9, a near-smface current in excess 

of 0.2 ms·' downstream (towards Chesapeake Bay) is observed, with a near bed 

current of about 0.2 m s·' upstream. Conversely, at the start of the ebb, the estuarine 

circulation opposes the flow near the bed, and increases the flow near the smface, 

producing a velocity profile with almost no shear. 

Stratification and shear both increase during the ebb and decrease dming the flood, 

with maximum values of both occurring in the latter part of the ebb, and minimum 

values in the latter part of the flood. During the second, weaker, flood, some 

stratification remains, with a top-bottom difference in density of at least 1.5 kg m·3 

throughout. This produces the mid-water column maximum in the estuarine velocity 

profile which is a common feature of shallow estuaries (Uncles, 2002) in which the 

barotropic pressure gradient, which is constant with depth, interacts with the 

baroclinic pressure gradient due to the influx of denser water from Chesapeake Bay to 

increase the upstream flow speed lower in the water column. 

The across-stream velocity profiles are included in panel (b) of Figure 4.9 for 

completeness. These velocities are generally an order of magnitude smaller than the 

along-stream velocities at the same height. The exception to this is on day number 

79.2, at the start of the ebb, when the across-channel flow of -0.1 ms· ' is of similar 

magnitude to the along-channel flow. 

Another feature of the mean along-channel velocities during this period is the multiple 

peaks in the flow speed which are seen at maximum flood lower down in the water 

67 



column. At 1.3 m above the bed, there are three peaks in the mean flow speed on the 

first flood, at day numbers 78.93, 79 and 79.07 (Figure 4.lO(a)). This is reduced to 

two peaks at day numbers 79 and 79.07 at 2.3m above the bed; at 4.3 m above the 

bed, there is a single peak at day number 79.05. These multiple peaks are observed 

intermittently throughout the observational period, except close to springs, and may 

be evidence of higher tidal harmonics. 

The along-channel Reynolds stress for four heights above the bed is shown in Figure 

4.lO(b). During the first flood, near the bed, the Reynolds stress has a maximum 

coinciding with peak flow; two further peaks are observed at 1.3 m above the bed, 

coinciding with the two later peaks in the current velocity. At mid-water column, the 

peak Reynolds stress occurs much later than the peak flow, with a delay of over an 

hour. As the near-bed stress reaches its peak value, the water column is still well 

stratified (note density contours in Figure 4.9); it is not until the water column has 

become almost completely mixed that higher stresses are observed throughout the 

water column. This occurs only briefly, before the current speed falls rapidly, with an 

associated fall in the magnitude of the Reynolds stress. 

During the ebb, only the stress in the bottom depth cell is measurable above the 

instrument noise level; despite the cun-ent speed being of similar magnitude to that of 

the earlier flood, the stresses are much lower, reaching a maximum of about 0.03 Pa 

near the bed, compared to around 0.12 Pa on the flood. The time of maximum 

Reynolds stress near the bed again coincides approximately with the peak flow. 

During the ebb, the water column restratifies, which prevents the Reynolds stresses 

from increasing near the bed and propagating through the water column (Figure 

4.9(c)). 

During the second flood, the currents are much weaker than during the first flood, 

producing lower stresses throughout the water column and leaving some residual 

stratification. At 1.3 m and 2.3 m above the bed, the peak Reynolds stress occurs at 

approximately the same time as the peak cmrent speed at this level. Higher in the 

water column, the stress does not rise above the instrument noise level. The across

channel Reynolds stress, shown in Figure 4.9(d), is typically an order of magnitude 

smaller than that in the mean flow direction throughout the tidal cycle. An interesting 
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feature of the time series of Reynolds stress near the bed is that it consists of high 

peaks divided by relatively long pe1iods of very low stress, in contrast to the velocity 

time series, which is largely sinusoidal (Figure 4.10). 

The TKE production rate is shown on a logarithmic colour scale in Figure 4.ll(a) for 

the neap tidal period. The TKE production rate only reaches its peak value on the 

first flood when the water column has become almost completely vertically mixed, 

with a near-bed maximum of 0.03 W m-3 (l0-1.5). On the second flood, the 

production is much lower, reaching only 0.004 W m-3 (10_2.4), a similar magnitude to 

that observed on the ebb. The TKE production rate therefore largely follows the 

pattern of the along-channel Reynolds stress (compare with Figure 4.9(c)). 

Before calculating the eddy viscosity, the data were filtered to remove any shear 

values which were less than two standard deviations of the expected noise in the shear 

estimates (0.02 s-1
: see chapter 3 for details) since these would tend to produce 

unreasonably high estimates of the eddy viscosity as well as spurious negative 

estimates. The eddy viscosity was then calculated using equation 2.9 (chapter 2): 

N z = - u'w~ /cJiiR /oz , and is shown as a contour plot in Figure 4.11 (b) and as a series 

of line plots for the six lowest depth cells in Figure 4.12. During the first flood, the 

peak eddy viscosity occurs at about 2 m above the bed. It occurs later than either the 

peak Reynolds stress or TKE production rate: as the shear diminishes, but whilst the 

Reynolds stress is still relatively high. There is also a smaller peak in the eddy 

viscosity in the lowest two depth cells, which precedes the main peak during the first 

flood, similar to the smaller peak in the Reynolds stress at day number 79. During the 

ebb and the second flood, the eddy viscosity is only measurable close to the bed; this 

is associated with the very low values of Reynolds stress and TKE production rate at 

this time. 
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Figure 4.9: (a) Along-channel velocity (m s·1), (b) across channel velocity (m s·'), (c) 

along-channel Reynolds stress (Pa) and (d) across-channel Reynolds stress (Pa) with 
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Figure 4 . 11: Rate of Production of TKE (P) and Eddy Viscosity (N:) for the first 

(neap) intensive period, a long with the mean along-channel flow at three heights 

above the bed. The veloc ities are 30-minute mean values; P and N= have been 

calculated every 10 minutes and the 30-minute mean value plotted every IO minutes. 

The blank spaces in the plots of P and N= are where these parameters are undefined, 

that is, where the Reynolds stress and the shear have opposite s igns. This is due to 

both estimates being subject to a certain degree of uncertainty, so this occurs main ly 

at times of low stress and/or low shear. The eddy viscos ity is a lso undefined at those 

times when the shear in the mean flow approaches zero. 
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Figure 4.12: Velocity (solid line) and eddy viscosity (open circles) at 6 heights above 

the bed for the neap tidal period. The y-axis scale is in m s·1 for the velocities and 

m2 s"1 for the eddy viscosities 
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4.3.3 Flow and turbulence at springs 

At springs, there is a strong flood-ebb asymmetry in mean flow and turbulent 

parameters, but each tidal cycle tends to follow the same pattern. The near surface 

flow speed at springs reaches a maximum of about 1 m s-1 on the ebb and 0.7 m s-1 on 

the flood. The stratification is generally weak, with slight stratification developing 

towards the end of the ebb, and being eroded almost completely during the flood. The 

effect of the estuarine circulation, which tends to produce a mid-depth maximum in 

the velocity profile during the flood, is therefore much less pronounced than at neaps. 

The water column experiences some degree of shear, which is stronger on the ebb 

than on the flood (Figure 4 .13(a)). Near-bed and near-surface regions reach zero 

velocity at about the same time on the transition from flood to ebb (day numbers 

86.46, 86.97 and 87.5); on the transition from ebb to flood the zero flow near the bed 

precedes that near the surface by about 0.5 hours (day numbers 86.75, 87.27 and 

87.77). However, there is no discernible delay in the peak flow between near bed and 

near surface regions. 

The across-channel cur.rent, shown Figure 4.13(b), is about an order of magnitude 

smaller than that in the along-channel direction; the two components are of a similar 

magnitude only when the cmTent changes direction. This can be seen on days 86.8 

and 87 .3 at the start of the flood, and days 87 and 87 .55 at the start of the ebb. 

On the flood, the Reynolds stress reaches its maximum value soon after the peak flow, 

with a delay of about an hour (Figure 4.13(c) and Figure 4.14). This delay is 

approximately constant throughout the water column. The stress reduces in 

magnitude further away from the bed, decreasing from a maximum of almost 0.6 Pa 

near the bed, to less than 0.4 Pa at 4.3 m above the bed (Figure 4.14, day number 

86.87). On the ebb, the Reynolds stress reaches its maximum value throughout the 

water column at approximately the same time, which coincides approximately with 

the peak flow throughout the water column. 

The Reynolds stress time se1ies shown in Figure 4.14 indicates long periods of very 

low stress as the current changes direction, with very strong peaks during periods of 
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strong flow. This is similar to the pattern seen during the neap period near the bed. 

The period of very low stress is slightly longer on the transition from flood to ebb 

than on the transition from ebb to flood, and increases higher up the water column. 

Near the bed, the period of very low Reynolds stress starts at about the time of zero 

flow; higher in the water column, the low stresses are centred around the time of zero 

flow. 

In common with the neaps period, the across-channel Reynolds stress shown in Figure 

4.13 (d) is generally very low with the highest values occurring at mid-water column 

at peak flood. 

The Reynolds stress calculated from the ADV data for the period of the 1.2 MHz 

ADCP deployment at springs (Figure 4.15) largely tracks the estimates from the 

ADCP data; the stress appears to follow a different relationship with the velocity at 

faster flow speeds (above - 0.2 m s-1
) compared with that which occurs at lower flow 

speeds. Although the phenomenon is less pronounced in the ADV data, it is 

nevertheless present, and is particularly noticeable on the transition from flood to ebb 

(day numbers 84.9, 85.5, 86, 86.5, 87). It is also present on some tidal cycles on the 

transition from ebb to flood (day numbers 84.6, 86.2). The presence of this feature in 

the ADV data, as well as in the surface elevation estimated from the ADCP 

backscatter, indicates that it is a true characteristic of the flow rather than an en-or or 

an artefact of the ADCP processing method. 

The TKE production rate at springs is shown in Figure 4.16 on a logarithmic scale (a) 

and on a linear scale (b). On the ebb, the TKE production rate reaches a maximum of 

0.1 W m-3 near the bed. This compares with a maximum of 0.04 W m-3 on the flood. 

High levels of TKE production are present throughout the water column during the 

ebb, with values reaching up to 0.05 W m-3 at 4.8 m above the bed. On the flood, the 

values at this level are an order of magnitude smaller. 

The eddy viscosity is shown as a contour plot in Figure 4.16(c) and as a line plot for 

eight different levels above the bed in Figure 4.17. The striking feature of the eddy 

viscosity for this part of the spring-neap cycle is that it is much higher on the flood 

phase of the tidal cycle than on the ebb, despite the TKE production rate being much 
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higher on the ebb. At 1.3 m above the bed, the eddy viscosity is of similar magnitude 

on the flood and the ebb. This is particularly evident in Figure 4.17(a). Higher in the 

water column, the eddy viscosity increases on the flood and decreases on the ebb, 

with the maximum flood value occurring at 3 m to 4 m above the bed (Figure 4 .l 7(e) 

and (f)). 

The high eddy viscosity at times of lower TKE production can be explained by 

looking at the parameters from which they were calculated. At mid-depth, the 

Reynolds stress is of similar magnitude for both ebb and flood, (Figure 4.14(d)) while 

the shear is much lower on the flood (compare the flood and ebb parts of Figure 

4.16(d)). The high TKE production rate on the ebb can be explained by the higher 

cunent speeds and shear (Figure 4.16(d)) . On the flood, the eddy viscosity is higher, 

since the low shear allows the water to move more freely in a vertical plane. 
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Figure 4.13 : (a) Along-channel velocity (m s-1
), (b) across channel velocity (ms-'), 

(c) along-channel Reynolds stress (Pa) and (d) across-channel Reynolds stress (Pa) 

with density contours (crT) for the second (spring) intensive period. Note that the 

colour scales are different for the a long- and across-channel components in order to 

show the features of each. 
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(a) Rate of Production of TKE (log 10 (Wm-3]) with density contours ( err) 

(b) Rate of Production of TKE (Wm-3) with density contours ( err) 
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Figure 4.16: Rate of Production of TKE and Eddy Viscosity for second (spring) 

intensive period 

80 



(a) 1.3 mab 
0.015 1.5 

";" 
Ul 0.01 -~·-··;···· 1 N 

§. 
c 0.005 
·1n 

0.5 
0 
u 0 0 Ul 
·5 

-6 -0.005 .... -0.5 
"O 
w 

-0.01 -1 

(c) 2.3 mab 
0.015 1.5 

";" 
Ul 0.01 .. ... .. , 1 N 

§. 
c 0.005 ... 0.5 
·1n 
0 
u 0 0 Ul 

'> 
-6-0.005 -0.5 
"O w 

-0.01 -1 

(e) 3.3 mab 
0.015 

.:.~ ... : .... .. . t ..... . 6- . 
1.5 

Ul 
0.01 , ... , .. .. .. 1 N .s 

c 0.005 ... 0.5 ·1n 
0 
u 0 0 Ul 
·5 
-6-0.005 
"O 
w 

-0.01 -1 

(g) 4.3 mab 
0.015 1.5 

";" : ,9,_ 
IJl 

··· ·-~ N 0.01 ... ........ (g~ 1 
§. 0~ 0 

c 0.005 0 

·1n 
0 
u 0 Ul 
·5 
-6-0.005 -0.5 
"O w 

-0.01 -1 
86.5 87 87.5 86.5 87 87.5 

Day number 2002 

0.015 

0.01 

0.005 

0 

-0.005 

-0.01 

0.015 

0.01 

0.005 

0 

-0.005 

-0.01 

0.015 

0.01 

0.005 

0 

-0.005 

-0.01 

0.015 

0.01 

0.005 

0 

-0.005 

-0.01 
86.5 

(b) 1.8 mab 

(d) 2.8 mab 

: ~ : . . 
··· <·· ·"' · .. · .. ..... · .. .... e,, .. . o . 

(f) 3.8 mab 

. ... :.lo. ... : ... .g\; ..... : , Oo : 
; oo : 00 

(h) 4.8 mab 

·:-··· ··-:·· ·····t ·· ... : .~ . 
o o 

c 
0 g 

Q) 
. . . -0.5 > 

1.5 

. ..... 1 
";" 

Ul 

0.5 .s 
c 

0 ·u 
0 
Q) 

-0.5 > 

-1 

1.5 

..... 1 
IJl 

0.5 .s 
c 

0 u 
0 
Q) 

-0.5 > 

-1 

1.5 

";" 
Ul 

0.5 .s 
c ·u 
0 
Q) 

.. -0.5 > 

-1 
87 87.5 86.5 87 87.5 
Day number 2002 
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4.4 TKE 

It was shown in chapter 3 that a parameter Q which is proportional to the TKE 

q 2 /2 = (u'2 + v'2 + w'2 Y2 (chapter 2, equation 2.1) can be calculated from the sum of 

the along-beam velocity variances: Q = .1
2 
f b;2 

(chapter 3, equation 3.12). An 
4sm 0 i=I 

overview of the time series of Q over the entire period of the observations was shown 

in Figure 4.5. In order to analyse the data more effectively over shorter time periods, 

Q is plotted for the entire period of the first and second deployments of the 1.2 MHz 

ADCP in Figure 4.18(a) and Figure 4.19(a) respectively. 

The cycle of TKE at neaps (Figure 4.18(a)) is not clearly linked with the tidal cycle 

(compare with the depth mean velocity in panel (b)), but there is a se1ies of high 

values near the surface. The highest of these occurs at the time of the strong wind 

event on day 80, indicating that the high along-beam variances are due to the orbital 

velocities of wave motions. In order to investigate the correlation between the wind 

strength and direction and the TKE, the along-channel component of the wind is 

plotted in panel (c), with positive values indicating that the wind is blowing up-1iver. 

The con-elation between the wind velocity vector and the high along-beam standard 

deviations (panel (d)) is very clear. On day 80.2, the very strong wind event, in which 

there is a 10 m s-1 wind blowing down-river during the flood, produces standard 

deviations of over 0.15 m s-1 near the surface, compared with the tidally-induced 

turbulence, which produces standard deviations of order 10-3 m s-1
• Three other 

periods of strong winds (day numbers 81.5, 82 and 83) are also connected with an 

increase in the along-beam standard deviations and Q. On each of these occasions, 

the wind is blowing in an up-river direction during the ebb. When the wind is in the 

same direction as the flow, such as on day 78.8 at the start of the record, Q remains 

low. The effect of the wind can also be seen in the record of the Reynolds stress 

(panel (e)), with high stresses appearing near the surface at times when the Q values 

are elevated: particularly on day 80, but also on day 79.1 around high water, day 81.6 

at high water and day 83 at low water). 
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During the second ADCP deployment coveting the spling tidal period (Figure 4.19), 

initial low winds are replaced by fairly strong winds of around 8 m s-1 blowing up

liver during the flood, which produces slightly elevated values of Q near the surface 

(day 84.8). As the tidal flow changes direction, so does the wind, and again the near 

surface Q is raised by only a small amount (day 85). Duling the next flood (day 

85.3), the wind blows downstream, this time substantially elevating the near-surface 

values of Q over a longer peiiod. A brief up-1iver wind event at slack water on day 

85.5 is followed by nearly 24 hours of down-1iver winds. Duling this period it can 

clearly be seen how the near-surface value of Q increases when the wind is directed 

against the tidal flow, as the down-liver wind increases Q near the surface much more 

on the flood than on the ebb. From day 86.5 until the end of the record, the wind 

blows upstream; this time the largest values of near-surface Q occur dming the ebb. 

The wind seems to have less effect on the Reynolds stress during the splings peliod; 

its effect can only really be seen near the surface on day 85.4 around high water. 

These data indicate that high along-beam valiances near the surface are due to the 

effect of waves, with the largest waves being connected with peliods when there are 

strong winds blowing against the mean flow. For the pe1iod of these observations, no 

data of wave height or frequency are available, so for the purpose of the analysis of 

the present data set, the effect of waves can only be treated as an uncertainty in the 

estimates of the turbulent parameters. In general, the Reynolds stress and TKE 

production rate estimates are not contaminated by the effects of wave action to the 

same extent as Q, since the wave action is present in all four beams, and is effectively 

cancelled out. However, the waves are sufficiently strong, the effects are also seen in 

the estimates of Reynolds stress. 
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Figure 4.18: (a) Q (quantity proportional to the TKE per unit mass) for the first 

deployment of the 1.2MHz ADCP at neaps plotted on a logarithmic colour scale 

(log10[J kg-1
]); (b) Along-stream depth mean velocity (30-minute means); (c) Wind 

velocity (30-minute means), oriented in the along-channel direction: positive values 

indicate the wind component directed up-river; ( d) Standard deviation of the along 

beam velocities for beam 1 at l.3 and 5.3 m above the bed; (e) Along-channel 

Reynolds stress (Pa) using 30-minute mean values. 
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Figure 4.19: (a) Q (quantity proportional to the TKE per unit mass) for the second 

deployment of the 1.2MHz ADCP at springs plotted on a logarithmic colour scale 

(log,o[J kg"
1
]) ; (b) Along-stream depth mean velocity (30-minute means); (c) Wind 

velocity (30-minute means), oriented in the along-channel direction: positive values 

indicate the wind component directed up-river; (d) Standard deviation of the along 

beam velocities for beam l at 1.3 and 5.3 m above the bed; (e) Along-channel 

Reynolds stress (Pa) using 30-minute mean values. 
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4.5 Summary 

The Reynolds stress, TKE production rate and eddy viscosity are all affected by the 

degree of stratification in the water column, taking lower values when the water 

column is stratified. This is seen most clearly at neaps: during the ebb, when the 

stratification is at its maximum level, all three parameters have lower values than 

during the flood, despite the higher currents on the ebb. At springs, when the 

stratification is weak, the highest Reynolds stresses and TKE production rates occur 

on the ebb, when the cmTents are strongest. In contrast to this, the eddy viscosity is 

higher on the flood, due to the effects of tidal straining; the tendency to stratify on the 

ebb results in lower values of the eddy viscosities, even though the local stratification 

is low compared to that seen at neaps. 

A parameter Q, which is proportional to the TKE, can be used to ascertain when wave 

effects are likely to produce significant errors in the Reynolds stress and TKE 

production rate estimates. In the absence of measurements of the anisotropy of the 

flow, this is also the best available estimate of the cycle of TKE. 
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CHAPTERS 

The York River Estuary: Interpretation of Results 

5.1 Tidal straining 

In order to interpret the effects of the horizontal density gradient on the York River 

results, an analysis of tidal straining is necessary, the theory of which was described 

in section 2.4.4. A comparison of the input of buoyancy due to tidal straining and its 

destruction by the effects of turbulent mixing can be made, and from this comparison 

it should be possible to predict when the water column will stratify due to tidal 

straining, and when the stirring mechanism wil1 out-compete the straining te1m, 

resulting in complete vertical mixing of the water column. 

The rate of change of <p due to straining (a<p/dt )srrain is estimated from the horizontal 

density gradient from the S4 moorings and the shear in the mean flow from the 

ADCP. There was a failure of one of the S4 moorings mounted near the bed, so the 

along-channel density gradient dp/dx is estimated from the two near-surface 

moorings. The surface experiences slightly greater differences in density over a tidal 

cycle than the bed, due to the effects of surface heating during the day and the high 

shear in the mean flow during the ebb. As a result, the use of the two surface 

moorings may not accurately represent the straining parameter, but the deviation from 

the true value should not be great. 

A large proportion of the TKE production takes place close to the bed in the region 

which was not sampled by the ADCP (below 1.05mab), so a correction was applied to 

the depth-integrated production estimates to obtain a realistic value of the total TKE 

production rate for the tidal stirring term, ('d<p/dt ),,;, = o ~ orat /h where 8 is an 

efficiency term. If it is assumed that the velocity profile is logarithmic, then: 

f
lt 

Pdz 
Zo 
-- OC 

i
h 

log(h/ z0 ) 

log(h/ 1.05) 
(5.1) 

Pdz 
1.05 

Using a value of zo = 0.00lm, with a mean depth hover the tidal cycle of 6.4m, this 

gives a c01Tection factor of approximately 5. The wind stimng term is given by 

(a<p/dt Lind = oskspsW 3 /h , where Os is an efficiency term and ks is a surface drag 
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coefficient. Values for b, bs and ks are taken from the results of Simpson and Bowers 

(1981): b = 0.004, bs = 0.023, ks= 6.4 X 10-5 andps = 1 kg m-3
. 

The times at which it is expected that straining will out-compete stirring and result in 

stratification of the water column can be obtained by subtracting the tidal and wind 

stirring terms from the straining term [equation (2.15)]. Two estimates for the 

potential energy anomaly (fJ can then be obtained: one from the net value of O(fJ/ot 

integrated over time, the other directly from the CID measurements. 

The time selies the along-channel velocity at two heights for the spring intensive 

period is shown in panel (a) of Figure 5.1, the tidal straining parameter is shown in 

panel (b) and the tidal and wind stirring terms are shown in panel (c). At almost all 

times, the tidal stining term is greater than the wind stimng term. The exceptions to 

this are at the end of the ebb, on day numbers 86.75 and 87.75, when relatively strong 

winds coincide with weak flow. 

Panel (d) shows the net value of O(fJ/ot when the tidal stining term is subtracted from 

the straining term, neglecting wind effects. Positive values indicate that the straining 

mechanism is strong enough to stratify the water column. Two estimates are used for 

the efficiency b: 0.004 and 0.001. The smaller efficiency is plotted, since the one 

empirically determined by Simpson and Bowers (1981) for thermaJly stratified 

regions of shelf seas indicates that the water column should remain vertically mixed 

for most of the tidal cycle, but this is not the case in the York River. For both 

efficiencies, the straining is seen to reach its peak on the late ebb (day numbers 86.75, 

87.3 and 87.8), and also to dominate at the beginning of the ebb (day numbers 86.55, 

87-87.05 and 87.6), with the stining reaching its maximum around peak flood (day 

numbers 86.85 and 87.35). 

In panel (e) the potential energy anomaly estimated by integrating the net value of 

O(fJ/ot over time is plotted, using both efficiencies, as in panel (d); a third symbol 

represents the lower efficiency of tidal stirring combined with wind stining. All three 

time series follow the same pattern, with stratification occumng at the end of the ebb 

(day numbers 86.75, 87.3 and 87.8), and to a lesser extent at the start of the ebb on the 
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first and third tidal cycles (day numbers 86.55 and 87.6). The lower efficiency of 

tidal stirring also indicates some stratification at the start of the ebb on the second 

tidal cycle (day number 87.1). 

The potential energy anomaly (fJ estimated directly from the CTD data is shown in 

panel (f) and indicates that the times of greatest stratification from the direct 

measurements coincide with those predicted by the tidal straining analysis. Only the 

data from the lowest 6m of the water column are used in this estimate, to avoid en-ors 

due to the action of surface waves at low water, which might affect the pressure 

measurements made by the CTD. The CTD values are most closely tracked for an 

efficiency b of 0.001, although the inclusion of wind effects reduces the stratification 

to zero on day number 87.8, despite the CTD data at this point indicating a weakly 

stratified water column. 

The main difference between the estimate of (fJ from the straining and stin-ing te1ms 

and that from the CTD data is that the latter show the water column to be stratified to 

some degree throughout the period of observations, except briefly at peak flood (day 

numbers 86.9 and 87.4), while the tidal straining estimates predict a vertically mixed 

water column for the whole period from peak flood up until after the start of the ebb. 

The CTD values of (fJ are also about twice those estimated from straining and stirring. 

The discrepancy between the tidal straining estimates of the degree of stratification 

and those observed in the CTD data could be due to one or more of the following 

factors: (a) The efficiency term bis an empirically determined factor resulting from 

research in regions of thermal stratification, so an appropriate value for a partially 

stratified estuary such as the York River may differ considerably from the two values 

used in the calculations here; (b) The efficiency and drag coefficient terms in the 

wind stirring calculations were also taken from the study in shelf seas and may need 

to be amended for the conditions in the estuary; (c) En-ors in the estimate of the 

change in (fJ due to tidal straining may have resulted from the use of the horizontal 

density gradient at the surface rather than a mean value for the whole water column; 

(d) The horizontal density gradient may not be uniform over the distance between the 

two moorings; (e) The degree of stratification may be dependent on local effects such 

as local freshwater runoff as well as on the large scale effects of the horizontal density 

gradient; (f) The wind measurements were made at Gloucester Point, some 15km 
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from the observation site, so may not accurately represent the local meteorological 

conditions throughout the observation period. 

One of the interesting features of the York River results at springs is that high TKE 

production rates (P) are coincident with low eddy viscosity (Nz) on the ebb, and low 

values of P coincide with high Nz on the flood. An examination of the terms which 

govern Nz and P will improve understanding of this phenomenon. 

The appropriate parameters [(a) velocity, (b) buoyancy frequency squared (N2
), (c) 

Reynolds stress ('r), (d) Nz, (e) P and (f) Richardson number (Ri)] are shown in Figure 

5.2 for four pa.its of the tidal cycle: peak flood, peak ebb, the transition from ebb to 

flood and the transition from flood to ebb [compare the velocity profiles in panel (a)] . 

The high values of P observed on the ebb during the spring tidal period [panel (e)] is 

sufficient to keep the water column locally vertically mixed [note the low values of N2 

in panel (b)], but the turbulence is constantly working against the input of 

stratification due to tidal straining, so Nz is continuously being suppressed by the 

tendency of the water column to stratify [panel (d)]. Duiing the flood, the low shear 

which results from tidal straining means that the water can move more freely in a 

vertical plane, hence Nz is higher on the flood. However, the momentum transport 

between layers is low, since the water is all moving at about the same speed, and this 

keeps Plow [panel (e)]. The apparent contradiction in which high values of Pare 

coincident with low Nz on the ebb and low P coincides with high Nz on the flood 

therefore has a simple physical explanation. 

Ri represents the static stability of a stratified shear flow: low values of Ri indicate 

that the water column is unstable and turbulent mixing occurs; high values indicate a 

water column in which the stratification is sufficient to suppress the turbulent mixing 

processes. It might therefore be expected that during periods in which the eddy 

viscosity is high, the value of Ri would be low. A comparison of panels (d) and (f) 

indicates that this relationship is somewhat more complex. During the peak flow 

period in the flood direction, Ri remains at or above the critical value (0.25) in the top 

part of the water column, at about 4mab and higher, but Nz remains high throughout 

the water column [panel (d)], implying that mixing is taking place despite the fact that 

90 



Riis above the critical value. Conversely, during the peak flow period in the ebb 

direction, Ri remains below the critical value in the top half of the water column, but 

Nz falls linearly between bed and surface. 

The reason for the difference in Ri between ebb and flood can be seen by compruing 

panels (a) and (b). N is of similru· magnitude at ~3-5m above the bed at peak flow on 

both ebb and flood [panel (b)], indicating a similar degree of stratification, but the 

shear is much higher on the ebb [panel (a)], hence Riis lower on the ebb than on the 

flood [panel (f)]. This brief analysis indicates the complexity of the interplay between 

turbulence, stratification, shear and the h01izontal density gradient, so the relationship 

between Nz and Ri will now be examined in more detail. 
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Figure 5.1: Tidal straining parameters for second (spring) intensive period: (a) the 

near-bed and near-surface along-channel velocity indicating the shear in the mean 

flow ; (b) the tidal straining parameter a<p/at obtained using equation 2.15; (c) the 

estimate of a<p/at due to wind and tidal stirring; (d) (a<p/at \.irain - (a<p/at ti, 
including stirring due to the tides only and two different values for the efficiency 

factor o; (e) an estimate of the potential energy anomaly <p by integrating (d) over time 

for the values of o and (f) a direct estimate of <p from the CTD density profiles. 
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Figure 5.2: Profi les of parameters for four selected times in the tidal cycle: peak flood 

(circles), peak ebb (squares), transition from ebb to flood (triangles) and transition 

from flood to ebb (asterisks). 30-minute averaging was used for the velocity and 

Reynolds stress, 60-minute averaging for the eddy viscosity and TKE production rate. 

The buoyancy frequency and Richardson number were calculated at the times of the 

CTD profiles with a 60-minute average used for the shear, which was interpolated to 

the appropriate time. The tidal cycle chosen was from day numbers 86.75 to 87.2, 

since this was the cycle with the highest flow speeds and the pattern of each 

parameter was at its clearest. 
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5.2 Richardson number, eddy viscosity and Ozmidov scale 

It was observed in the previous section that Nz is affected by both the Richardson 

number Ri and the tendency of the tidal straining mechanism to mix and stratify the 

water column. In order to analyse this relationship further, and the complex 

relationship of the turbulence and stratification, the change in Ri over a tidal cycle is 

examined. The profiles of the shear in the mean along-channel flow obtained from 

the ADCP measurements and density profiles from the CTD measurements are used 

in this analysis. 

Since the density measurements did not always coincide with the centre of a 10-

minute averaging period of the ADCP data, the latter were interpolated so that the 

times at which the shear is used to calculate Ri correspond to the times at which the 

CTD profiles were made. This was done in order to avoid any inaccuracies which 

might result from interpolation of the density profiles which were measured at 

approximately half-hourly intervals; the ADCP velocity measurements, with 10-

minute averaging, are reasonably smooth, and therefore the interpolation might be 

expected to represent the true values with a reasonable degree of accuracy. Contour 

plots of Ri and other associated parameters: eddy viscosity, stratification length scale, 

density, shear and cmTent velocity, are shown in Figure 5.3 and Figure 5.4 for the first 

and second intensive periods respectively. Ri in each case is plotted on a logaiithmic 

scale, and normalised by 0.25, the critical value: any values below zero on the 

logarithmic scale therefore represent the times at which the Richardson number falls 

below its critical value of 0.25. The along-channel velocities at each level have been 

plotted in order to see how the Richardson number changes with the mean flow. 

At neaps, there are three periods in which Riis sub-critical [Figure 5.3(a)]. The first 

is between day numbers 79 to 79.15 dming the latter part of the first flood, when the 

stratification is being eroded [panel (d)]. Low Richardson numbers are observed as 

high as 2.3 m above the bed, but above this level the residual stratification results in 

Ri remaining above its critical value. This is the period when the observed eddy 

viscosity reaches its maximum value [panel (b)]. The second period of low Riis 

between day numbers 79.3 and 79.45, during the ebb, at about the time of the peak 

Reynolds stress. This time, values at or below the critical value are observed 
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throughout the water column, despite the stratification, but the eddy viscosity remains 

low at all levels. These low Ri values appear to be the result of very high shear in the 

mean current. The third period of low Riis between day numbers 79.5 and 79.7, on 

the second flood, and is observed only in the lowest two depth cells. As in the case of 

the first flood, it occurs at the same time as the eddy viscosity increases, during the 

latter half of the flood, when the stratification low in the water column has been 

eroded. 

In order to obtain a clearer indication of when stratification and tidal straining inhibit 

the growth of turbulent eddies, the Ozmidov scale l0 = (c/ N 3 t2 
:::: (P/ N 3 )'12 

is 

plotted in panel (c). The time series of l0 closely follows that of the eddy viscosity, 

and both appear to show a strong inverse relationship with the Richardson number. 

During the spring tidal period, Ri falls well below the critical value dming peak flow 

in both ebb and flood directions in the lower half of the water column [Figure 5.4(a)]. 

Higher in the water column, at 4.3 m above the bed, Ri barely falls below 0.25 at any 

time in the tidal cycle. The lowest values at this level are seen on the ebb dming the 

night (day number 87.1) when the stratification is lower than during the daytime ebb 

phases. 

During the first ebb (day number 86.5 - 86.7) the shear [panel (e)] is high throughout 

the water column and the stratification reaches its peak [panel (d)] as the flow velocity 

reaches zero and changes direction [panel (f)]. This results in low Richardson 

numbers being observed through the entire water column and an increase in the eddy 

viscosity [panel (b)]. The low shear levels and relatively high stratification at the start 

of the flood (day number 86.8) result in high Ri values and low eddy viscosity. There 

then follows a short period of slightly higher shear combined with a well-mixed 

water column during the flood, which results in low Ri being observed (day numbers 

86.8 to 86.9), accompanied by an increase in the eddy viscosity throughout the water 

column. Towards the end of the flood (day number 86.95), the extremely low shear 

results in high values of Ri, despite the negligible stratification levels, and the eddy 

viscosity falls. This pattern is repeated on the subsequent tidal cycles. 
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During the sp1ings period, there is a greater difference between the patterns seen in 

the eddy viscosity and Ozmidov scale [panel (c)], although an inverse relationship 

with Riis still present to some degree, particularly between Ri and 10 • At mid-depth, 

10 and Nz follow a similar pattern, with a tendency to slightly higher values on the 

flood, albeit for a very short period. Near the bed, the two parameters track each 

other closely on the ebb, but are quite different on the flood, with 10 showing high 

values for a longer period than is seen in the eddy viscosity. This can be explained by 

an analysis of how each parameter is calculated; the parameters used in the 

calculation of Nz take into account the distance from the boundary, while those used 

to calculate 10 do not. The Ozmidov scale simply reflects how the eddy size is affected 

by stratification, not by distance from the boundary. Hence the high values near the 

bed simply indicate a region in which the stratification does not affect the growth of 

the eddies, the high turbulent production rate near the bed being adequate to overcome 

the effects of the stratification. 

The main deviation from an inverse relationship between Ri and 10 is seen high in the 

water column, at about 4 m above the bed and higher. At this level, Ri remains at or 

below the critical value on both ebb and flood, but Nz and 10 are lower on the ebb than 

on the flood. This is because Nz and 10 implicitly incorporate the effects of tidal 

straining, which tends to mix the water column on the flood and stratify on the ebb, 

hence the water column is effectively less stratified on the flood and more stratified 

on the ebb than is implied by the local gradient Richardson number. 
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Figure 5.4: Richardson number and associated parameters for the second (spring) 

intensive period 
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5.2.1 Parameterizations of eddy viscosity using the Richardson number 

In the previous section it was shown that there is evidence of an inverse relationship 

between Nz and Ri, with high Ri largely corresponding to low Nz and vice versa. The 

low values of Ri last for much longer on the ebb than on the flood, just as the periods 

of high eddy viscosity are longer on the ebb than on the flood. From the initial 

analysis in the previous section, it appears that Nz is governed by tidal straining as 

well as by Ri. A more rigorous analysis of the relationship between Nz and Ri will 

indicate to what extent tidal straining is important. 

The relationship between the eddy viscosity and Richardson number has been the 

focus of several previous studies , where the object has been to parameterize the eddy 

viscosity in terms of the Richardson number. Parameterizations of this type are used 

in turbulence modelling applications and take the general form: 

N , = c;' + Ao (1 + aRi) -/J 

where Ao is the eddy viscosity in the absence of stratification (Ri = 0), and a, f3 and ~ 

are constants to be determined empirically. Three such parameterizations are: 

Munk and Anderson (1948): 

N , = Ao (1 + lORitl/
2 

Pacanowski and Philander (1981): 

N , = A0 (1 + 5Rit2 + v 

Bowden and Hamilton (1975): 

N , = 0.0005 + 0.0025HU(l + 7 Rit114 

(5 .2) 

(5 .3) 

(5.4) 

These three parameterizations will be referred to as MA, PP and BH respectively. 

The kinematic molecular viscosity, v, in PP is at least an order of magnitude smaller 

than Ao, so can be neglected, as can the constant 0.0005 in BH. Ao is assumed either 

to be a constant (MA and PP), or to be a tidally varying parameter Ao= 0.0025IUIH 

where U is the depth mean velocity and His the water depth (BH). The Richardson 

number used in BH and PP is an overall Richardson number Ri0 for the whole water 

column, given by: 
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Rio = gH ~p/p 
u2 (5.5) 

where !),,p is the top-bottom density difference. A single eddy viscosity for the entire 

water column results from the use of values of Ao and Ri which are constant with 

depth, making direct comparisons with the present set of results difficult. It is also 

physically unrealistic , since Nz is expected to change substantially with distance from 

the boundaries, especially in a shallow, estuarine environment. One argument for 

using Ria in preference to the gradient Richardson number Ri, was that the 

measurements of du/dz were likely to be inaccurate due to the wide vertical spacing 

of cmTent meters (Bowden, 1977). Since that deficiency has largely been overcome 

with the use of the acoustic Doppler current profiler, it seems reasonable to compare 

the present results with these parameterizations, but replacing Ria with Ri. 

MA and PP were developed from observations in the ocean thermocline, with density 

differences largely due to temperatme gradients, where flood-ebb asymmetry might 

be expected to be of no great importance, therefore these parameterizations assume a 

simple inverse power law relationship between the Richardson number and the eddy 

viscosity with no account made for the direction of flow. BH, however, was 

developed from observations in an estuaiine environment, where the stratification and 

hence the Richardson number ai·e higher on the ebb than on the flood, resulting in 

lower values of the eddy viscosity on the ebb. 

A constant value for Ao throughout the water column and over the tidal cycle is 

assumed in MA and PP, who estimate that it should be of order 5 x 10-3 m2s-1
. This is 

of the correct order of magnitude for the present data set: if the r.m.s. value of O and 

the mean value of H ai·e calculated for a whole number of tidal cycles, the result is a 

single value for Ao= 0.0025IUIH ~ 0.008 m2f 1. However, a more accurate picture 

might be obtained if the eddy viscosity for unstratified flow is allowed to vary with 

height above the bed and over a tidal cycle. 

In Figure 5.5, the eddy viscosity calculated from each parameterization is plotted as a 

time series. The value of Ao in the parameterizations is calculated from the eddy 

viscosity profile for unstratified steady flow using Ao = Ku.z(I - z/ h) (Rippeth et al. 
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2002), using a value of u. calculated from the observations using u. 
2 = /- u'w'/ from 

the lowest depth cell of the ADCP centred at 1.3mab. 

All three parameterizations shown in Figure 5.5 indicate a short period of high eddy 

viscosity on the flood with its maximum at mid-depth, which correlates well with the 

eddy viscosity calculated from the data. On the ebb, the parameterizations continue to 

predict the maximum at mid-depth, but at a slightly lower depth than on the flood due 

to the water being shallower. The data, however, show the maximum to be even 

lower in the water column and smaller than that predicted by all three models. 

The local gradient Richardson number is low throughout the water column on the ebb, 

only reaching levels above the critical value near the surface on the flood and 

throughout the water column around slack water. The ebb lasts for longer than the 

flood, hence the low values of Ri last for longer on the ebb than on the flood. This 

results in the high values of eddy viscosity lasting for a longer period on the ebb than 

on the flood. At mid-depth, Riis lower on the ebb than on the flood, resulting in the 

high mid-depth eddy viscosity from the parameterizations, showing the same pattern 

as the eddy viscosities estimated from the data. 

Figure 5.6 shows these results using a non-dimensional form of the eddy viscosity 

N z / Ao ; the values obtained from the observations are normalized by Ao as described 

above. The data are plotted separately for ebb and flood due to the differences 

between the two parts of the tidal cycle and the observed values for the upper and 

lower parts of the water column are represented by different symbols. The direction 

of flow in each depth cell is used to define the flood and ebb parts of the tidal cycle; 

due to the nature of the mean flow, therefore, at certain times the flow will be in the 

flood direction in one depth cell and in the ebb direction in an adjacent cell. 

There is a general conformity to the models, with the highest observed eddy viscosity 

occurring at sub-critical values of Ri, although during the flood the correlation 

between Ri and Nz is fairly weak. At sub-c1itical Richardson numbers during the ebb, 

PP gives a better prediction of the observed values of Nz, particularly in the lower half 

of the water column, while MA tends to predict higher values than those observed. 
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It is concluded that the discrepancy between the measured eddy viscosity and that 

predicted from Riis an indication that the eddy viscosity is not governed by the local 

Richardson number, but also by the effect of the tidal straining mechanism, which 

enhances mixing during the flood and stratification during the ebb. During the ebb, 

the 'effective ' Richardson number, that is, a parameter which represents the true 

effects of buoyancy and mixing, may be higher than the local gradient Richardson 

number which has been measured. 

The failure of the Richardson number paramete1izations to accurately represent the 

profiles of eddy viscosity appears to be a result of the local Richardson number 

lacking a component which represents the horizontal density gradient. It has been 

suggested that the effect of the horizontal density gradient on the local turbulent 

parameters can be expressed in terms of a ' ho1izontal Richardson number' (Rix) 

(Monismith et al., 1996; Stacey et al. 2001), which takes the form: 

Rix = g(dp/d~)H 2 
pu. 

(5.6) 

If such a horizontal Richardson number were to be combined with the local gradient 

Richardson number, it may be possible to parameterize Nz more accurately. However, 

a Richardson number of this type still 1.acks a component which represents the 

direction of flow, and the tendency of the velocity shear and the horizontal density 

gradient to increase the stratification on the ebb and decrease it on the flood. A 

horizontal Richardson number which does take into account the direction of flow is 

analogous to the ratio of the rate of change of the potential energy anomaly q> to the 

rate of production of TKE. 
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Figure 5.5: Eddy viscosity (m2 s·') from (a) data using N, = - u'w'/(au/az ); 
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5.3 Drag Coefficient: Relating the friction velocity to the depth mean flow 

It is commonly held that the friction velocity u. is related to the depth mean flow -0 

according to a quadratic drag law u. 
2 = C 0 U2 where Co is a constant of order 10-3; a 

typical shelf sea value is about 0.0025 (Soulsby, 1983). Alternatively, a drag 

coefficient can be determined using the velocity at a fixed height above the bed; a 

common way of doing this is to use the velocity at lm above the bed. This method 

n01mally yields a slightly higher value of the drag coefficient ( CJOo), since the velocity 

near the bed is usually lower than the depth mean value. Before this relationship can 

be analysed, it is necessary to ascertain whether there is a phase difference between 

the mean velocity and the stress near the bed. From careful visual inspection of the 

time seiies of 'rb compared with that of O (and r-b compared with that of Ub, where Ub 

is the velocity in the bottom depth cell of the ADCP, centred at 1.3 m above the bed), 

and by perfo1ming a simple tidal analysis, using the M2 tidal component only, it is 

observed that there is a phase delay of 'rb compared to O and Ub of about 11 °, or 20 

minutes. The lagged value of Ubl Ubl (i.e. Ub at time t-20 minutes) is plotted in Figure 

5.7, with the Reynolds stress at the same height at time t. 

The square of the friction velocity, u.2 = lrbl/ p is now plotted against -OI-OI in Figure 

5.8(a) for the data from the second (springs) deployment of the 1.2MHz ADCP, with 

the velocity lagged by 20 minutes. A slightly clearer picture is obtained when u. 2 is 

plotted against Ubl Ubl [panel (b)]. 

A bnear regression was pe1formed on 'rb versus 0101 and 'rb versus Ubl Ubl• The drag 

coefficient from the regression of r-b on 0101 is 1.03 x 10-3 and the fit to the data is 

good, with r2 = 0.89. From the regression of 'rb on Ubl Ub l, a value of C100 = 1.7 x 10-3 

is obtained (C1oo is the drag coefficient using the velocity at 1.3m above the bed). 

These estimates of the drag coefficient, however, are considerably lower than the 

'typical' value mentioned above. 

A visual inspection of Figure 5.8 also suggests that a drag law which includes a 

component which va1ies with the mean flow speed might produce a better fit to the 
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data. Such a law would take the form u. 
2 = C D0101(1 + au). As a first 

approximation to such a law, the data are split into 'fast' and 'slow' flow speeds and a 

linear regression performed on each part of the data set separately to see if there is a 

significant difference in the drag coefficient obtained. The 'slow' flow speeds are 

defined as U2 < 0.1 m2 s-2
, and 'fast' flow speeds as U2 > 0.1 m2 s-2

, with the flood 

and ebb phases of the tidal cycle being considered separately for fast flows. The 

value of 0.1 m2 s-2 was chosen, since this is the approximate value at which the 

relationship between 'rb and Ubl Ubl changes; it is shown as a dashed line in Figure 5.7. 

The results of the analysis for different flow speeds is shown in Table 5.1 and 

indicates that the drag coefficient is significantly lower for slow flows: Co has a mean 

value of 0 .67 x 10-3 and C100 a mean value of 1.11 x 10-3
_ For fast flowing cun-ents, 

Co takes values of 1.34 x 10-3 (flood) and 1.21 x 10-3 (ebb), while the values of C100 

are 2.56 x 10-3 and 2.04 x 10-3 respectively. Although the mean values for the flood 

and ebb at times of fast flow are different, the differences are not significant, due to 

the relatively large uncertainty at these times. The appropriate regression lines are 

shown in Figure 5.8: the solid lines indicate the three regression lines for slow and 

fast flow; the dashed line indicates the regression line for the whole data set. 

The conclusion from this analysis is that a quadratic drag law must be modified to 

include a flow-related component, since the stress is proportionally greater at times of 

high flow than at times of slow flow. 
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Figure 5.8: Reynolds stress in bottom depth cell of the ADCP (representing -rb) 

plotted against (a) VI VI, where O is the depth mean along-channel velocity and (b) 

Ubl Ubl, where Ub is the along-channel velocity in the lowest depth cell of the ADCP 

(1.3 m above the bed). 
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Table 5.1: The drag coefficient and its 95% confidence limits. Column (a) gives the 

value of Co ( or C100) from regression; (b) gives the sample standard deviation; ( c) is 

the maximum value of Co (or C1oo) (columns (a) plus (b)); (d) the minimum value of 

Co (or C100) (columns (a) minus (b)); (e) is the correlation coefficient of regression, 

r2
; and (f) the degrees of freedom of the sample. 

(a) (b) (c) (d) (e) (f) 

Co +/- max Co mm Co 1 d.o.f. 

All data using (J 1.03 X 10·3 0.03 X 10"3 1.06 X 10·3 1.00 X 10·3 0.89 470 

02 < 0.1 m2 s·2 0.67 X 10·3 0.09 X 10·3 0.76 X 10·3 0.57 X 10"3 0.57 150 

0101 > 0.1 m2 s·2 1.34 X 10·3 0.20 X 10·3 1.54 X 10·3 1.15 X 10·3 0.58 135 

0101 < 0.1 m2 s·2 1.21 X 10·3 0.11 X 10·3 1.32 X 10·3 1.10 X 10·3 0.73 181 

C100 +/- max C100 min C100 r d.o.f. 

All data using Ub 1.71 X 10·3 0.05 X 10"3 1.77 X 10·3 1.66 X 10·3 0.90 470 

U 2 0 l z -2 b < . m S 1.11 X 10·3 0.09 X 10·3 1.20 X 10"3 1.01 X 10·3 0.73 204 

Ubl Ubl > 0.l m2 s·2 2.56 X 10·3 0.43 X 10·3 2.99 X 10·3 2.13 X 10·3 0.55 116 

u b,ub, < 0.l m2 s·2 2.04 X 10·3 0.23 X 10·3 2.27 X 10·3 1.81 X 10·3 0.68 146 
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5.4 Dynamical Balance 

The dynamical balance equation is based on Newton's second law of motion, so by 

careful measurement of the accelerations present and the main forcing terms 

producing these accelerations, a greater understanding of the dynamical processes in 

the York River estuary may be gained. A second aim in this particular case is to 

further test the vabdity of the Reynolds stress estimates, using the approach of 

Rippeth et al. (2002). 

The simplified along-channel momentum balance equation in linea1ized, depth

integrated form, can be w1itten: 

Tb au ar, 
--= - +g-ph at ax (5.7) 

where au /at is the depth averaged acceleration estimated from the ADCP. The 

pressure gradient term, g ar,/ax is estimated from the tide gauge data and the distance 

between them (26.7 km). The stress divergence term - r&/ ph is estimated from the 

Reynolds stress near the bed ( r& = -pu'w' in the lowest depth cell; hence rb is 

positive on the flood) and the total depth of the water column; h = total depth - 1.3 m 

to compensate for the unsampled region near the bed. 

It should be noted here that due to an unforeseen problem with the levelling of the tide 

gauges, and damage due to Hun-icane Isabel , the absolute levels at the two sites are 

not available, so the mean was extracted from each time series of water depths at 

Taskinas Creek and Gloucester Point in order to estimate the pressure gradient term 

gar, /ax. Any en-ors in the estimate of the tide gauge levels will not affect the shape 

of the graphs, only the position of the zero line. 

A time series of the three terms in equation (5.7) for the second deployment of the 1.2 

:MHz ADCP (over the spring tidal period) is shown in Figure 5.9(a). Panel (b) of the 

same figure shows the left hand side and right hand side of equation (5. 7) plotted as a 

time series. These are in reasonably good agreement on the flood (the negative values 

on the graph). However, on the ebb, the stress divergence term greatly exceeds the 

sum of the other two terms at peak flow, while being of similar magnitude or lower at 
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times of slower flow. This discrepancy occurs at the times when there is a large peak 

in the Reynolds stress, which was described in section 4.3.3 (see also figure 4.14) and 

is associated with very strong flows. 

In order to check that these peaks are not simply an artefact of the way in which the 

ADCP data have been processed, the dynamical balance calculations were repeated, 

but this time, the stresses estimated from the ADV at 1.12 m above the bed (mab) 

were used instead of those from the ADCP at 1.3 mab. The other terms were 

calculated as in the previous analysis, from the ADCP and tide gauge data. The 

results of this analysis are plotted in Figure 5.9(c) which shows similar peaks in 

- r/ ph to those in panel (b). 

One possible explanation for the peaks in the stress divergence term, which are not 

reflected in the other terms, is that the assumption of a linear stress profile does not 

hold. In Figure 5.2(c) it was seen that the stress profile was approximately constant in 

the near bed region at times of peak flow on both ebb and flood. To see if this feature 

occurs at all times of the tidal cycle, r in depth cell 2 at 1.8 mab is plotted against rat 

1.3m above the bed for the second deployment of the 1.2MHz ADCP at springs (30-

minute means in both cases) in Figure 5.10. The solid line on the graph indicates 

equality; a linear regression of rin depth cell 2 (rz) against rin depth cell 1 (r1) 

gives: r 2 = (0.988 ± O.0l6)r1 with r2=0.99 (156 degrees of freedom), with some 

profiles actually indicating a decrease from depth cell 2 to depth cell 1. For a linearly 

varying stress profile in a water column of mean depth H = 6.5m, with depth cell 1 

centred at h, = 1.3m above the bed and depth cell 2 centred at h2 = 1.8m above the 

bed, r2 /r1 = (H - h2 )/(H -h1) = 4 .7/5.2 = 0.903. An assumption of linearly varying 

stress between the bed and the surface which was based on the stress in the lowest 

depth cell would therefore tend to overestimate the stress at the bed, particularly at 

times of peak flow, when r has its maximum value. 

The dynamical balance is further investigated by plotting the left and right hand sides 

of equation (5.7) against each other [Figure 5.ll(a)]. A linear regression on the data 

yields the following result: 

y = 0.985x + 1.6 X 10-5 r2 = 0.589 (467 d.o.f.) 
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This indicates that the terms are of the right order, but the fit is not particularly good. 

There is also a large number of points along the x-axis which represent the low values 

of the bottom stress which occur even when the other terms are relatively large. 

During the strongest sp1ing tides, the balance between the two sides of the momentum 

equation appeared to be closer, as indicated in panel (b) of Figure 5.11, for day 

numbers 86.4 to 87.5. The linear regression for this pe1iod yields: 

y = l.34x- 4.6 x 10-7 r2 = 0.703 (159 d.o.f.) 

For the flood part of the tidal cycle only: 

y = l.23x + 5.2 X 10-8 

For the ebb part of the tidal cycle only: 

y = l.78x - 1.8 X 10-S 

r2 = 0.697 (72 d.o.f.) 

r2 = 0.405 (85 d.o.f.) 

Despite the closer agreement of the two sides of the balance equation, the high values 

of 'Con the ebb are still present, as are the very low stresses which persist for a 

relatively high range of values of the other two terms. 

In the equation for the dynamical balance (5.7), the advective, baroclinic and Cmiolis 

terms were neglected, since these are normally expected to be much smaller than the 

other three terms. If these terms are included, the dynamical balance equation in the 

along-channel direction with the acceleration terms (including the advective and 

Coriolis terms) on the left hand side and the forcing terms (tidal, baroclinic and 

frictional) on the right can be written: 

du du du du dr, gh dp r" - + u-+ v-+ w--fv = -g - +-- - -
dt dx dy <Jz dx p ax ph 

(5.8) 

In a uniform channel, the flow can be considered to be uniform along and across the 

channel, so the advective terms, like the Co1iolis and baroclinic terms, are expected to 

be small. However, in order to check that these terms were not, in fact producing the 

discrepancy in the balance, the Coriolis and baroclinic terms were calculated. In 

addition, a corrective term was calculated, to estimate the magnitude of the effect of 

the earth's rotation on the use of tide gauges on opposite sides of the estuary. The 

measured surface slope between the two tide gauges (1'/) represents the sum of the true 

surface slope along the channel (rJx) and the difference in height between the two 

sides of the channel (1'/y), The momentum balance in the transverse direction is 
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Ju = -g a11 Y /dy, assuming all other terms are negligible. Therefore: 

!).11 X 
1111 Y Ju 

1111 = -Lix + -11y = 1111x - -11y 
Lix 11y g 

where !).y is the width of the channel at the point of the observations (3300 m). 

Hence: 

1111 X 1111 Ju 11 y 
--=-+--
Lix 11s g 11s 

(5.9) 

(5.10) 

where /).sis the distance between the two tide gauges, and the left hand side of 

equation (5.10), which is the true surface slope term, can be calculated from the two 

measured te1ms on the right hand side. Data were not available to check the 

magnitude of the advective terms, but the other five terms in equation (5.8), along 

with the con-ective term for the effect of the two tide gauges being on opposite sides 

of the estuary, are plotted in Figure 5.12. This shows that the three main terms in 

equation (5.7) [panels (a) to (c)] are of order 10-4 ms-2
, while the baroclinic term 

[panel (d)] is of order 10-5 ms-2 and the Co1iolis term [panel (e)] of order 10-6 ms-2
. 

The corrective term for the smface slope [panel (f)] is also of order 10-6 ms-2
. These 

three smaller terms are therefore not sufficient to account for the discrepancy in the 

dynamical balance. 

In order to analyse this discrepancy fu1ther, the residuals are calculated using all the 

dynamical balance te1ms in equation (5.8) apart from the advective te1ms. All the 

terms are taken on to one side, and the sum plotted in Figure 5.12(g) In this panel the 

excess in the stress divergence term at peak ebb can clearly be seen as a large negative 

peak (day numbers 86.1, 86.6 and 87.15). Also visible in this panel is the low stress 

divergence around slack water and also dming the flood phase of the tidal cycle when 

the flow is relatively weak: during these periods there is a positive peak in the 

residuals. A fourier analysis of the residuals [Figure 5.13(c)] shows strong signals at 

the M2, M4 and M6 frequencies, as well as some lower frequency effects. This 

suggest that while the dynamical balance terms used account for most of the signal , 

there are still some effects at these frequencies which are not accounted for. 

If it is assumed that the stress estimates from both instruments are reasonably 

accurate, one or more of the following may account for the failure of the momentum 
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terms to balance: (a) the deviations of the stress profile from linear result in errors in 

the ve1tically integrated estimate of the stress, (b) the advective terms have a 

significant effect due to transverse flows or (c) the non-uniformity of the channel 

between the two tide gauges, in terms of width, depth and bottom stress is significant. 
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Figure 5.9: Dynamical Balance terms for second 1.2 MHz ADCP deployment 

showing (a) all three dominant terms using-r/ph from the ADCP; the two sides of 

equation (5.7) using (b) -r/ph from the ADCP and (c) - rlph from the ADV 

115 



0.6 

0.4 

-;;;-e:. 0.2 
N 

-.; 
u 0 
.c 
15. 
" ,:, 

.!: -0.2 
"' "' ~ 
! -0.4 
,:, 
0 

~ -0.6 
0:: 

-0.8 

-1 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 
Reynolds stress in depth cell 1 (Pa) 

Figure 5.10: Comparison of Reynolds stress in depth cells 1 and 2. The solid line 

indicates equality of the two values. 

116 



('\J-----

~ -.c 
a. 

'p-

-----('\J 

en 
E -.c 
a. 

'p-

-4 

1
_
5

X10 
(a) 

0.5 

0 

-0.5 

-1 ..... . 

-4 

1_5 X10 
(a) 

-1 -0.5 0 0.5 
du/dt + gd'Y)/dx (m/s2

) 

1 1.5 

X 10-4 

1 .... .. ·' . . . .. . . , ....... " ..... 'lo ·' _o ••••••••••••• 

oo ' 

' 0 

0 0 ' 

0 0 0 
,o 

0.5 • - • - • - . , - - • - - • • ' • • • • • - • ,. - IS 0. • - o. 

0 

0 0 0 0 
0 0 

-0.5 
__ ____ _ , _______ '_ .8 _ o __ o __ '. _______ , • ___ • __ • _ _ _ _ _ _ _ 

> 0 0 0 1 I > 

I QcP Q 

0 O 
ocP io g 

'o 
0 0 

-1 - - - . . . - - - - - . 0 
- : 00() - - • - - :- - - - - - - -: - • • - - - - : - - • - - - • 

-1 .5 _, .5 -1 -0.5 0 0.5 1 
du/dt + gd'Y)/dx (m/s2

) 
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taken onto one side of the dynamical balance equation. 
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5.5 Summary 

In this chapter, the effects of tidal straining and stratification on the turbulent motions 

was analysed. Tidal straining inhibits the growth of eddies on the ebb, when it tends 

to stratify the water column, and promotes eddy growth on the flood, when it 

enhances mixing. The gradient Richardson number, which is based purely on the 

local stratification, takes no account of this effect, and is therefore inadequate as a 

predictor of eddy viscosity. An improvement could be made in eddy viscosity 

paramete1izations using the Richardson number by incorporating a ho1izontal 

Richardson number to account for the action of tidal straining. 

The drag coefficient and momentum balance were analysed, and it was shown that the 

drag coefficient, which relates the stress at the bed with the mean flow, is better 

represented by a function with a flow-related component than by the more 

conventional quadratic drag law. The dynamical balance is incomplete, paiticularly at 

peak ebb; this is most likely to be due to inaccurate measurement of stress at the bed, 

transverse flows or channel irregularities. 
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CHAPTER6 

The York River Estuary: Analysis of Uncertainties and Errors 

Sections 6.1 to 6.4 consist of extracts from a published paper (Williams and Simpson, 

2004). 

6.1 Uncertainties in measurements of stress, shear and TKE production rate 

Analysis of unce1tainties in the calculation of the Reynolds stress and TKE production 

rate were made using the methods outlined in chapter 3. For this analysis, the data 

from the second deployment of the 1.2MHz ADCP in the York river estuary were 

used. Another data set from the Menai Strait (Rippeth et al., 2002) was also analysed 

in a similar manner in order to determine how much improvement in the accuracy of 

the turbulence measurements had been achieved through the use of mode 12 instead 

of the standard mode 1 used in the Menai Strait. In the Menai Strait, along-beam 

velocity data were collected every 2 seconds using a 4-ping ensemble average; thus 

300 values were used to calculate the vaiiances and the Reynolds stresses compai-ed 

with 600 values used in the York river estuary where mode 12 was used to record 

velocities every second. 

Further estimates of noise levels were made from along-beam velocities measured in 

Vivian quaiTy near Llanberis, North Wales, a disused and now flooded slate quaiTy. 

The water at Vivian quan-y is about 20m deep, and since there is no tidal or 1iver 

flow, the water can be assumed to be still, apai-t from wind effects. These data ai-e 

used to attempt to quantify the instrument noise in still water and compare with the 

values provided by RDI. The instrument was deployed in the quaiTy for short periods 

facing downwards through the water column in different configurations and the 

along-beam velocities recorded as for the two data sets. These data will be referred to 

as the 'quatTy' data. For the purpose of this section, the York River estuary and the 

Menai Strait data sets will be referred to as 'mode 12' and 'mode 1' respectively. In 

all three data sets, a depth cell size of 0.5 m was used. 

Figure 6.1 shows the standai·d deviation of the Reynolds stresses calculated from the 

observations using equation 3.23 in chapter 3: 
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plotted against the associated Reynolds stress. The factor y R for the Reynolds 

stresses was estimated as having a median value of -1.6 for mode 1 and -1. 7 for 

mode 12 (Figure 6.2). If a linear regression is performed on the data shown in Figure 

6.1, the following results are obtained: 

Mode 1: pCJ R = O.l5lp/u'w'/ + 0.074 (r2 = 0.93) 

Mode 12: pCJ R = O.l04p/u'w'/ + 0.018 (r2 = 0.95) 

indicating that the instrument noise is reduced from -0.07 Pa in mode 1 to less than 

0.02 Pa in mode 12. The reduction in the gradient from 0.151 to 0.104 indicates that 

the uncertainty in the calculated values due to the variance in the Reynolds stresses 

from turbulent motions has also been reduced by using a greater number of ensembles 

to estimate the stress. The reduction is consistent with the theory, since if twice as 

many ensembles are used to calculate the Reynolds stress, the standard deviation due 

to the turbulent fluctuations should be reduced by a factor of ✓2:::::: 1.41. Here, the 

reduction is by a factor of -1.45. 

The along-beam velocity standard deviation (CJ N) from the trials at the qmmy were 

estimated as 0.0217 ms-1 for mode 1 (using a 4-ping mean as in the observations) and 

0.0184 ms-1 for 1 second averages at lOHz in mode 12. Using the data from the two 

deployments, we get values of 0.018ms-1 for mode 1 and 0.014ms-1 for mode 12. 

These are slightly higher than the values of 0.0168ms-1 for mode 1 and 0.0l06ms-1 for 

mode 12 indicated by RDI's PlanADCP configuration software. 

For still water, both the along-beam velocity and the vaiiance due to turbulent 

fluctuations are zero, so the variance in the Reynolds stress can be determined using 

4 

a R 
2 

= ~ N ? (equation 3.26, chapter 3). From the quarry results, the standard 
M sm- 20 

deviation of the Reynolds stress due to instrument noise, is pCJ R = 0.0436 Pa in mode 

1 (using M=300) and pCJ R = 0.0219 Pa in mode 12 (using M=600). The larger value 
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obtained for the minimum standard deviation of the Reynolds stress for mode 1 using 

the regression method is due to the greater scatter of the data points around the 

regression line, despite a good fit to the line. This can be seen clearly in Figure 6.1, 

where the median value of the standard deviation for near-zero Reynolds stress is less 

than 0.06 Pa, consistent with the quarry value. 

The uncertainties in the Reynolds stresses were obtained using the semi-empirical 

method outlined in section 3.4.2. In order to check on the accuracy of this method, 

further estimates of the unce1tainties were made directly from the data. The Reynolds 

stresses for depth cell 2 were sorted according to the associated value of the Reynolds 

stress in depth cell 1, since a linear regression of the stress in cell 2 on the associated 

stress in cell 1 yields a c01Telation coefficient, r2
, of more than 97% for both data sets 

(Figure 6.3(a) and (b)). The data were so1ted into 24 bins, with an equal number of 

data points in each. For each bin the standard deviation was calculated as the r.m.s. 

value of the deviations from the linear trendline, and plotted against the mean 

Reynolds stress for that bin. The results for this are shown in Figure 6.4, together with 

the semi-empirical values obtained from equation (3.23). Further estimates of the 

uncertainty at hourly intervals for a 25-hour subset of the mode 12 data were made 

using a bootstrap method, following that used by Lu and Lueck (1999b), in which the 

along-beam velocity fluctuations were resampled to obtain 1000 new se1ies of 600 

data points for each 10-minute period, which were then used to obtain 1000 new 

estimates of the 'stress'. The 95% confidence limit obtained using this method is in 

very close agreement with the value of 2aR obtained using the other methods. 

For still water, the variance of the shear is given by (see equation 3.30, chapter 3): 

2 
2 (j N 

(j = ----'-'---
s M(~z)2 sin 2 0 

For mode 1, the minimum value of a 5 from the observational data is 4.19 x 10-3 s-1
. 

From the quatTy noise tests, the standard deviation of the sheai- due to instrument 

noise alone is 3.67 x 10-3 f 1, consistent with the observational values. For mode 12 

the results are even closer: 2.20 x 10-3 s-1 from the quarry and 2.09 x 10-3 s-1 from the 

observations. 
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Figure 6.5 shows a similar plot to Figure 6.1, this time for the standard deviation of 

the TKE production rate plotted against the production rate. The gradient here is 

reduced from - 0.194 to -0.128, (r2 values are approximately 0.97 for both) indicating 

that the percentage error in the TKE production rate estimates has been reduced from 

over 19% to less than 13%. The reduction factor here is -1.5, compared to a factor of 

✓2 from theory. A direct method, similar to that used for the Reynolds stresses, was 

used to check the accuracy of the calculated values of the standard deviation of the 

TKE production rate which were obtained using the method outlined in section 3.4.4. 

The values of Pin depth cell 2 were divided into bins according to the associated 

value of P in depth cell 3, since again, there is a strong linear coITelation between the 

estimated value of Pin adjacent depth cells (Figure 6.3(c) and (d)) with r2 values of 

93% for mode 1 and 96% for mode 12. Removing the linear trend, the standard 

deviation of Pis represented by the r.m.s. value of the deviations from the line. These 

results are shown in Figure 6.6. The direct estimates of the standard deviations of 

TKE production rate are in satisfactory agreement with the semi-empirical values for 

both mode 1 and mode 12. 

The standard deviation of the TKE production rate due to each of the three terms in 

equation (3.31) are plotted for both mode 1 and mode 12 in Figure 6.7, along with the 

total standard deviation. About 85% of the variance in the TKE production rate 

estimates is due to the second term in equation (3.31): ~ 2 (au/az )2 a R 
2

) at times of 

high flow, with most of the remaining 15% due to the first term ~ 2 (u'w')
2 
a s 2 ) and 

the final term ~ 2a s 
2 
a R 

2
) making a negligible contribution at least an order of 

magnitude smaller than either of the other two terms. At times of low flow, the final 

term is of the same order as the second term, and the first term is negligible. This 

indicates that in order to reduce the unce1tainty in the estimates of the rate of turbulent 

production, we particularly need to reduce the uncertainty in the Reynolds stress 

estimates, a R 
2

. Since this involves increasing the number of ensembles, M , used to 

calculate the variance, it is apparent that as 
2 

will also be decreased by the same factor 

at times when turbulent fluctuations dominate over instrument noise. The instrument 

noise, pa 5 a R, shown by the open circles in Figure 6.7, has a minimum value of about 

2.1 x 10-4 wm-3 for mode 1 and about 3 x 10·5 wm-3 for mode 12. Inse1ting the 
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values from the quaffy noise tests into equations (3.26) and (3.30) give noise levels in 

TKE production rate pa sa R of 1.6 x 10·4 wm·3 and 4.8 x 10·5 wm·3 for modes 1 and 

12 respectively, consistent with the noise levels from the observations. 

The estimates of the uncertainties in the Reynolds stress, shear and TKE production 

rate are summarised in Table 6.1 . Comparing the estimate of each parameter using 

the quaffy test results and the observational data show that there is agreement in each 

case to within a factor of 2 or better. These results indicate that the still water tests 

are a good indicator of the true uncertainties in Reynolds stress, shear and TKE 

production rate estimates. 
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Figure 6.1: The calculated standard deviation of the Reynolds stress estimates in the 

main flow direction plotted against the mean value of the Reynolds stress for mode 1 

(open circles) and mode 12 (crosses). 

126 



3 3 
(a) (b) 6 6 6 6 6 

2 2 6 6 
0 0 + + + + + + + 6 

~ ~ s a: + 
e ~ 8 § @ 8 ~ 

a: ~ 8 0 Cj2 ~ 
>- 0 >- Q 

1 
0 

1 

0 0 
0 2 4 6 8 0 2 4 6 8 

Depth cell number Depth cell number 
3 3 

(c) (d) 

S? 
0 

2 + Cj2 z ~ ~~i 2 s .@ ¢) .Qi ~© a: 6 Et ~ a: cb $ @ Cj2 ~ 
>- ~ >-

1 1 

0 0 
0 2 4 6 8 0 2 4 6 8 

Depth cell number Depth cell number 

Figure 6.2: Con-ection factor YR for non-independence of b'2 measurements in each 

beam for (a) mode 1 flood, (b) mode 1 ebb, (c) mode 12 flood and (d) mode 12 ebb. 

Each beam is plotted separately as open circles (beam 1), shaded circles (beam 2), 

triangles (beam 3) and crosses (beam 4). The mean values of the con-elations are 

slightly higher when the velocity recorded is in the main flow direction, hence there is 

a difference between flood and ebb for some beams. 
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Table 6.1: The estimated values of the standard deviations of the along-beam velocity 

( CTN), the Reynolds stress ( <JR), the shear ( <Js), and the rate of production of TKE (<Jr) 

for mode 1 and mode 12. Each value has been estimated both from the observations 

and from the tests in a stationary water column (the quarry tests) using a 10-minute 

averaging period. 

Mode 1 Mode 12 

CTN (observations) (ms· ') 0.018 0.014 

CTN (test) (ms·') 0.0217 0.0184 

pcrR (observations) (Pa) 0.074 0.018 

pcrR (test) (Pa) 0.0435 0.0219 

crs (observations) (s.1
) 4.19 X 10·3 2.09 X 10·3 

crs (test) (s"1
) 3.67 X 10·3 2.20 X 10·3 

pcrr (observations) (W m·3) 2.12 X 10·4 3.01 X 10·5 

pcrr (test) (Wm.3) 1.60 X 10·4 4.81 X 10·5 
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6.2 Improvements in measurements due to use of the fast-pinging mode 

The analysis of the mode 1 and mode 12 data sets indicates that mode 12 at 10 Hz, 

recording ensemble averages at 1 Hz reduces the floor level for detection of Reynolds 

stress to about 0.04 Pa compared with about 0.14 Pa using mode 1 at 2 Hz recording 

ensemble averages at 0.5 Hz, if it is assumed that the detection limit is twice the 

standard deviation of the measurements at zero flow . At higher stresses, the 

uncertainty due to flow-related noise is reduced by using a higher number of 

ensembles for each estimate: for example for a stress estimated at 1 Pa, the 

uncertainty in mode 12 is about 12% compared with 22% in mode 1. There is a 

similar effect on the detection of lower levels of TKE production: the detection level 

in mode 12 is approximately 6 x 10·5 W m-3
, compared with 4 x 10-4 W m·3 in mode 1, 

an improvement by a factor of about six. At higher production rates there is a 

reduction in the uncertainty from over 19% to less than 13%. In both the TKE 

production rate and the Reynolds stress, the reduction in the uncertainty is due to a 

combination of an increase in the number of pings per ensemble and an increase in the 

number of ensembles used to calculate the Reynolds stress. 

To illustrate the improvement in the quality of the data obtained using mode 12, 

Reynolds stress profiles at hourly intervals for a 12-hour period for each data set are 

shown in Figure 6.8. In (a) and (b) the IO-minute averaged along-channel profiles are 

shown for modes 1 and 12 respectively; in (c) and (d) the profiles have been averaged 

over an hour (6 profiles). In general, the stress profiles show the expected pattern of 

increasing magnitude towards the bed, and tending towards zero near the surface. 

Enor bars (±1 standard deviation) are indicated in each case for the two profiles at the 

extremes of the tidal cycle; these are the maximum uncertainties, since, except close 

to slack water, the uncertainty is mainly due to the element which is proportional to 

the stress. The small size of the enor bars and the smoothness of the lines plotted in 

Figure 6.8 (d) for the hourly averaged mode 12 data indicate how accurately the 

Reynolds stresses can be measured using the cunently available technology. 
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Figure 6.8: Profiles of Reynolds stress - p(u'w') for a 12 hour period for each data 

set. The raw IO-minute profiles are plotted for (a) mode 1 and (b) mode 12. The 

stress at each level was then averaged over 1 hour (6 profiles), these are shown for (c) 

mode 1 and (d) mode 12. EiTor bars are shown in each case for maximum flood and 
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6.3 Turbulent time scales and optimal sampling rates 

Strategies to reduce the uncertainties in the estimates of Reynolds stress, shear and 

TKE production rate can be devised if we have an estimate of the time scale of the 

turbulent motions. Some information regarding the time scales can be obtained from 

an analysis of the role of the factory (equation 3.20). As the interval between 

measurements, flt, is reduced to the autocovariance time scale of the turbulence, 

further increases in the frequency of velocity measurements will do little to decrease 

the uncertainty in the stress estimates due to the associated increase in y as adjacent 

measurements become increasingly covaiiant. The number of measurements M 

which can be used to calculate the stresses is also constrained by the stationarity 

period of the flow. The stationarity period gives a maximum value of M = T/ 6.t, 

which for T = 10 minutes and M = 1 second sets a limit of M ::::: 600. At present, the 

highest possible frequency of recording of velocity measurements using mode 12 is 1 

Hz. The technology therefore provides a constraint at present of a maximum value 

for M = T (seconds), even in regimes in which the turbulent time scales are shorter 

than one second. Using the maximum possible value of M combined with the 

maximum number of pings in each ensemble will give the most accurate measurement 

of Reynolds stress for any given ADCP configuration. 

If it were possible to record velocity measurements at a higher frequency, the best 

quality data would be obtained with an interval between measurements, M, which is 

equal to the autocovaiiance time scale of the turbulence. This would give the 

maximum possible value for M , conside1ing the stationarity period, and would reduce 

the value of y to 1, with a consequent decrease in the standard deviation of the 

Reynolds stress estimates. By using an interval of less than M between measurements 

we would expect an increase in y which would offset any improvement in the 

uncertainties due to the increase in M. 

The correction factors YR and Ys which compensate for the non-independence of 

successive values of b;
2 

and du/dz respectively, are similai· for mode 1 and mode 12, 

and somewhat smaller than those observed by Stacey et al. (1999a), with a maximum 

value of less than three in each case, and a median value of about 1.6, except for the 
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near-bed values of Ys in mode 12, which have a median value of more than two. The 

largest values of these factors are only found around slack water, particularly on the 

transition from ebb to flood when the accelerations are extremely high. The high 

values of y occur during the short periods when the stationarity of the flow was in 

doubt according to the run test mentioned in section 4.2. The non-stationarity of the 

flow during these periods means that some of the fluctuating velocities which have 

been estimated contain an element of the mean flow, and the autocorrelation time 

scale can therefore be expected to be larger than that of the true fluctuations. 

If the time scale of the turbulence were greater than 1 second, it might be expected 

that the correction factor yfor the !-second averages used in mode 12 would be higher 

than that for the 2-second averages used in mode 1. If the time scale were shorter 

than 1 second, there would be no significant correlation between one measurement 

and the next using either 1 Hz or 0.5 Hz sampling frequencies. In the data sets from 

the York River estuary and the Menai Strait, the fact that there is a significant 

correlation is known, since both YR and Ys are greater than 1. However, most values 

are relatively low, so the correlation between successive measurements can be 

assumed to be very weak, indicating that for the flow in the York River estuary, a near 

optimum sampling rate was used. 

6.4 Effect of depth cell size on ADCP turbulence estimates 

Near the boundary, as the length scale of the turbulent fluctuations decreases, some 

undersampling of the variance may result from the use of depth cells of the size used 

here. Previous studies show this effect to be small: Lu et al. (2000) estimate that 

using a depth cell size of 1 m produces an underestimate of the Reynolds stress of 5% 

compared with a depth cell size of 0.1 m, and Rippeth et al. (2002) estimate a loss of 

less than 5% when comparing depth cells of 0.5 m and 0.25 m. An additional, 

unfavourable effect of decreasing the depth cell size is to increase the instrument 

noise, which may have se1ious implications in a low energy regime. 

When configming an ADCP for turbulence measurements, the choice of depth cell 

size, ~z, represents an irreversible decision in relation to stress and TKE uncertainty. 

Stress recorded with an initial choice of~ cannot be matched, in terms of statistical 
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reliability, by averaging data from two adjacent depth cells of size /1z/2. Since the 

standard deviation of velocity varies approximately as 1/&: 

0-N (/),_z/2) = 20-N (&) 

where a-N (&) is the standard deviation of the along-beam velocities for a depth cell 

of size&. Averaging adjacent depth cells of size &/2 gives: 

a-N (2x &/2) = ✓2o-N (!),.z) 

indicating a higher standard deviation of the velocity measurements if the smaller 

depth cell size is selected, even after averaging over two depth cells. This gives the 

ratio of the uncertainty in the Reynolds stress estimates due to instrument noise using 

the two values of !),.z: 

o-R(2x!),.z/2) = a-/(2x&/ 2) = 
2 

0- R (&) a-/ (/),_z) 

since a- R oc a- N 
2 

(equation 3.30). If the stresses are calculated first, then averaged 

over 2 depth cells of size /j,z/2, then the ratio is even less favourable: ~✓2). In 

practice, in RDI's Workhorse ADCPs, a-N does not vary exactly as 1/&, but exhibits 

a discontinuous variation with depth cell size, which is documented in RDI's 

configuration software (PlanADCP). 

6.5 Errors due to tilt in the ADCP 

An analysis of the effect of tilt on the estimates of Reynolds stress was presented in 

chapter 3. The tilt for each of the deployments of the ADCPs is shown in Table 6.2. 

Pitch is positive when beam 3 is higher than beam 4; roll is positive when beam 2 is 

higher than beam 1. Also shown in the table is the heading for each deployment and 

the angle 011, which is the angle through which the x-axis (direction of beam 1) must 

be rotated in order to align with the along-stream direction of flow. The tilt analysis 

in chapter 3 shows that the effect of tilt on the Reynolds stress estimates is more 

severe when the tilt is in the plane of the main flow direction. 

In the first deployment of the 1.2 MHz ADCP, beams 1 and 2 are approximately 

aligned with the flow direction (bearing 340°); the tilt angle in this plane is 1.5°, 

which is low enough for the errors induced by this tilt to be low: around 10-15%. The 
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tilt in the plane of beams 3 and 4 is higher, at 3°, but since these beams are almost 

aligned with the across-channel direction, the contribution to the error in the Reynolds 

stress estimate will be small. In the second 1.2 MHz deployment, both tilt angles are 

small, so these data are expected to be affected only slightly by the tilt en-ors. In the 

third 1.2 MHz deployment, the pitch angle of 2.5° may have a significant effect on the 

data, since beams 3 and 4 are aligned at an angle of only 37° to the main flow 

direction. Similarly in the case of the 600 kHz ADCP, in which both tilt angles were 

relatively large, with beams 1 and 2 approximately aligned with the mean flow 

direction. 

The negative roll angle in the 600 kHz deployment means that the error should tend to 

decrease the contribution to 'r on the flood, and increase it on the ebb, since the value 

of b/ - b;2 is negative on the flood. The pitch angle would tend to have the reverse 

effect, but makes a lesser contribution to the calculated along-stream stress, since 

beams 3 and 4 are aligned in a plane close to the along-channel direction. The 

stresses obtained from this deployment can be directly compared with those from the 

second 1.2 MHz deployment since there was an overlap of some 15 hours in the 

deployment periods. Tilt errors in the 1.2 MHz data are expected to be small due to 

the small tilt angles, but both pitch and roll would both tend to increase the measured 

value of -r on the flood and decrease it on the ebb. The comparison of these two data 

sets for the time at which data are available from both instruments is shown as a time 

series in Figure 6.9 for the lowest seven depth cells of the 600 kHz and the depth cells 

at the same height for the 1.2 MHz. The data points corresponding to the flood 

indicate that slightly higher values are obtained from the 1.2 MHz. On the ebb, 

similar maximum values are obtained from both instruments, but the peak value in the 

600 kHz occurs earlier than that of the 1.2 MHz. 

In the scatter plot (Figure 6.10), the same data from the two instruments are plotted 

against each other. On the flood, there is a definite tendency for the 1.2 MHz to 

produce higher values, while on the ebb, this trend is less clear. These results are 

consistent with the expected errors due to higher tilt in the 600 kHz. 
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Table 6 .2: Tilt and heading angles for each ADCP deployment. The pitch is positive 

for beam 3 higher than beam 4; roll is positive for beam 2 higher than beam 1. 

Pitch Roll Heading eH = 340° - heading - 90° 

1.2 MHz (1) 3• 1.5° 079° 171. 

1.2 MHz (2) 0.6° -0.6° 290° 320° (-40°) 

1.2 MHz (3) 2.5° -1· 303° 307° (-53°) 

600 kHz -2.5° -2.7° 077° 173° 
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obtained from both 

141 



0.5 

0 .4 

0 .3 

(U 0.2 
~ 
Q_ 

0.1 u 
0 
<( 
N 
I 
~ 

0 
0 

~ -0.1 
E 
_g -0.2 
I-' 

-0.3 

-0 .4 

-0.5 
:o . 

• • • • • • • • • : . • • • • • • • • .: • • • • • • • • o . ; • o • • • • • • o : • • o • • • • • • ~ • • • • • • • • I • • • • • • • • • ' • • • • • • • 

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 
-i: from 1.2MHz ADCP (Pa) 
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and 1.2 MHz ADCPs for the period during which simultaneous data were obtained. 
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6.6 Errors due to waves 

In section 3.4.6, it was estimated that the en-or in the Reynolds stress estimates in the 

presence of surface waves was of order 10-3 m2 s-2 for small tilt angles. This is an 

order of magnitude greater than the peak stress at neaps and the same order as the 

peak stress at springs. There is therefore a significant error in the Reynolds stress 

estimates if any smface waves are present. The absence of any accurate wave data 

leaves only the along-beam velocity variances and the wind data as predictors of 

when these e1Tors are likely to be significant. The analysis of the cycle of TKE in 

chapter 4 indicates the periods when the Reynolds stress and TKE production rate 

estimates might be compromised due to the presence of surface waves. 

6.7 Summary 

The uncertainties in the ADCP data from the York River have been analysed, 

indicating that using the technology cutTently available, Reynolds stresses of 0.04 Pa 

and TKE production rates of 5 x 10-5 W m-3 can be detected. The results from the 

York River are compared with those from a body of still water, and with the noise 

values supplied by RDI, using their PlanADCP software; all estimates are found to 

be consistent. 

The errors due to tilt are examined using the data from two ADCPs which were 

deployed simultaneously. Whilst absolute e1rnrs cannot be determined, the results 

from the two ADCPs are consistent with those expected from the theoretical analysis 

of chapter 3. 
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CHAPTER 7 

Summary and Discussion 

The cycle of turbulence and stratification was analysed for the York River Estuary, a 

partially stratified estuary. Recent improvements in acoustic Doppler technology 

were exploited to obtain high quality measurements of turbulent parameters. The 

uncertainties in these quantities were calculated using a rigorous statistical analysis, 

the results of which were c01rnborated by calculating the uncertainties in a subset of 

the data using a nonparametric bootstrap method; the two methods were found to be 

in close agreement. 

In the York River, a partially stratified estuary, the observed Reynolds stress and TKE 

production rate are suppressed by stratification. The eddy viscosity is similarly 

affected by stratification, but is further suppressed during the ebb by the effects of 

tidal straining, whilst tending to exhibit the characteristics of a mixed water column 

on the flood. The dynamical balance obtained for the York River is incomplete, 

particularly at peak ebb. The drag coefficient was estimated using a quadratic drag 

law, and was observed to increase at higher flow speeds. 

7.1 Measurements of turbulence using the ADCP variance method 

The accuracy of the application of the vaiiance method to turbulence measurements 

using ADCPs has improved a great deal in recent years following advances in 

instrumentation. The analysis presented in Chapter 6 indicates that ADCP 

measurements are now able to detect Reynolds stresses as low as 0.04 Pa and TKE 

production rates of order 10·5 W m·3 (using RDI' s mode 12), compared with the 

previous generation of instruments and firmware in which the limits of detection were 

approximately 0.14 Pa and order 10-4 W m·3 respectively (using RDI' s mode 1). It is 

now also possible to measure the eddy viscosity through most of the water column 

and most of the tidal cycle. Previously, this could only be done with any degree of 

accuracy during peak flow periods (Rippeth et al., 2002). 

The correction factory, which compensates for the non-independence of successive 

measurements of the velocity fluctuations and shear, although greater than one, is low 

for most of the observation pe1iod. This indicates that in the York River observations 
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a near-optimum sampling frequency in terms of the turbulent time scales has been 

achieved by recording velocities at lHz. 

The depth cell size chosen for this study was based on a compromise between spatial 

resolution and the expected magnitude of the uncertainties in the Reynolds stress and 

TKE production rate estimates. The analysis of the uncertainties in these estimates 

indicates that the choice of 0.5 m depth cells was appropriate for observation of the 

entire spring-neap cycle in the York River estuary. The main deficiency in these 

results is in the estimates of the turbulent parameters near the bed: the velocity 

measurements calculated internally by the ADCP are a weighted average over a 

vertical distance which is twice the nominal depth cell size. This causes a smoothing 

of the velocity measurements in a region in which the shear is high. Additionally, 

when taking into account the blanking interval used by the instrument and the height 

of the transducers above the bed, the lowest depth cell in the York River estuary 

deployments is centred at over lm from the bed. Recent advances in instrumentation, 

which were not available at the time of these observations, may have partially solved 

the latter problem for future deployments, since an ADCP is now available in which 

the blanking interval can be set to zero. The spatial resolution could also be improved 

by using a smaller depth cell size; this would only be appropriate in a regime in which 

the currents are comparable to or stronger than those observed in the York River 

estuary at springs, since the flow-related uncertainty dominates during stronger flows. 

7.2 Results from the York River estuary observations 

7.2.1 Summary of the interaction of turbulence and stratification 

Analysis of the evolution of turbulence over a spring-neap cycle was made using the 

va1iance method which uses the along-beam velocities from a fast-sampling ADCP to 

estimate the Reynolds stress, TKE production rate and eddy viscosity. The results 

were then examined in relation to the action of tidal straining. Throughout the spring

neap cycle in the York River estuary, faster-flowing currents are observed on the ebb. 

In a fully mixed water column, these might be expected to produce higher Reynolds 

stresses, rates of TKE production and eddy viscosity than on the flood when the flow 

is weaker. 
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At neaps, the water column is stratified at all times. The level of stratification is 

reduced somewhat during the flood, particularly when the tidal currents are relatively 

strong, but increases dming the ebb. The characte1istics of the turbulence at this time 

are quite different from those of a vertically mixed water column. The stress, 

production rate and eddy viscosity are all suppressed during the periods of strongest 

stratification; the highest values of all three parameters were observed during the 

stronger flood, when the stratification was at its weakest. The times of maximum 

stress and TKE production rate at this time coincided approximately with the time of 

peak flow speed, whilst there was a delay in the maximum eddy viscosity until the 

stratification reached a minimum, when the flow was already decelerating. The 

stresses were lower on the ebb than on the flood by a factor of about four, despite the 

stronger currents, since the stratification allows the layers of water of different density 

to glide smoothly over each other, with low frictional stresses between them, thus 

producing high shear values combined with low Reynolds stresses. The TKE 

production rate and eddy viscosity, which are both dependent on r, were therefore also 

lower on the ebb: P by about an order of magnitude and Nz diminished to a level 

which could barely be discerned above noise as the stratification suppressed the 

turbulent motions. 

At springs, the water column remained very weakly stratified for most of the tidal 

cycle, with slightly stronger stratification around slack water, particularly at the end of 

the ebb. The tidal currents during this part of the spring-neap cycle were significantly 

stronger on the ebb than on the flood. The highest values of Reynolds stress, TKE 

production rate and eddy viscosity persisted for longer on the ebb, reflecting the 

flood-ebb asymmetry, both in terms of the flow speeds and the fact that the ebb phase 

of the tidal cycle in the York River estuary lasts for longer than the flood. The highest 

stress and TKE production rates were also observed during the ebb, while the highest 

eddy viscosity occured during the flood, when the shear was low and the water 

column relatively well-mixed. This result is consistent with those of Geyer et al. 

(2000), who found that the tidally averaged eddy viscosity in the Hudson River was 

about twice as large during floods as during ebbs. The flood-ebb asymmetry in the 

eddy viscosity is a reflection of the tidal straining mechanism, in which the constant 

stratifying influence of the horizontal density gradient confines the turbulent activity 

to the lower part of the water column during the ebb, while on the flood, the addition 

146 



of tidal straining effects to a very weakly stratified water column allow the turbulent 

motions to exhibit behaviour similar to that of a vertically mixed water column. 

7.2.2 The discrepancies in the York River dynamical balance 

In chapter 5, the dynamical balance for the York River Estuary was examined, and the 

bottom stress term from the ADCP was observed to be higher by a factor of up to 

three during the ebb. This contrasts with the results of a test of the dynamical balance 

in the Hudson River (Trowbridge et al., 1999), in which benthic acoustic stress 

sensors (BASS) were used to estimate the bottom stress. They found that the bottom 

stress was consistently lower than the sum of the pressure gradient and acceleration 

te1ms by a factor of up to two. 

Trowbridge et al., (1999) suggest several reasons for the failure of the momentum 

terms to balance: local estimates of the Reynolds stress at the bed may not be 

representative of the bottom stress on a scale of kilometres, a substantial part of the 

momentum transfer may be due to form drag, or the neglected advective terms 

u au/ax, vdu/dy and wdu/az may be significant. 

Recent work using models (Lerczak and Geyer, 2004) indicate that the advective 

terms vdu/dy and wdu/dz may be important in stratified estuaries due to transverse 

circulation effects. In order to estimate the advective te1ms u du/dx and v du/dy with 

an adequate degree of accuracy, it would be necessary to deploy an anay of five 

ADCPs along and across the estuary, in order to calculate the gradient of u in both 

directions and measure u and v at a central point. An accurate measurement of 

wdu/dz is even more difficult to achieve. The ADCPs deployed in this study provide 

an estimate of the shear in the along-channel velocity within the limits of accuracy 

outlined in chapter 3. They also provide a crude estimate of the vertical velocity w, 

given by: 

w = - (Ei + h2 + b3 + b4 ) 
4cos0 

(7.1) 
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However, this estimate is compromised by any tilt in the ADCP. The error in the 

vertical velocity due to tilt is given by (Lu and Lueck, 1999a): 

1f/34 (b4 - b3 )- 1/f 12 ("ii2 - bi), where 1/f 34 = pitch and 1jl12 = roll and ~ is the mean 

along-beam velocity for beam i. Even tilt angles as low as those obtained during the 

springs ADCP deployment (0.6° and -0.6° respectively), result in tilt errors of order 

0.01 m s-1
, the same order as the estimates of w using equation (7.1). A further 

problem occurs due to the difficulty in establishing the true pitch and roll angles 

relative to the direction of the normal to the mean flow, since the tilt angles are 

relative to the direction of the local gravitational force which may deviate from the 

normal to the mean flow direction. 

The results of the Lerczak and Geyer (2004) model indicate that the effect of the 

transverse circulation is stronger dming the flood than during the ebb by a factor of 

about four, while the results from the York River show the greatest discrepancy in the 

dynamical balance during the ebb. If the discrepancy in the dynamical balance for the 

York River is in fact due to transverse circulation effects, a possible explanation for 

this apparent conflict with the results from the model could be due to the different 

cross-sectional shapes of the channels: the York River Estuary has a deep channel 

near the bank to the no1th east, bordered by shallower regions, whilst the channel 

cross section used in the model has much steeper bed slopes towards the banks. 

7 .2.3 Evidence of a tidally varying drag coefficient 

In the York River, analysis of the drag coefficient shows that it appears to vary with 

the flow speed. This contradicts the generally accepted assumption that the bottom 

drag coefficient is constant for a given region, depending only on the bed roughness 

(Soulsby, 1983). However, a surface drag coefficient which varies with wind speed is 

generally accepted in the case of wind blowing over water bodies (e.g. Smith, 1980; 

Large and Pond, 1981). This is an area in which more research needs to be done in 

order to establish what mechanisms are driving the flow-related drag coefficient and 

whether a similar phenomenon also occurs in other regions . 
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7.2.4 Improved parameterizations of eddy viscosity 

Parameterizations of eddy viscosity using a gradient Richardson number were found 

to be inadequate in the York River Estuary due to the presence of tidal straining 

effects. These simple inverse power law relationships are inadequate in the present 

case, since they fail to take into account buoyancy effects in which stratification or 

inverse density gradients are instantaneously destroyed by mixing and convection, but 

are nevertheless pa.it of the physical process. It is conjectured that a better result 

might be obtained by including in the parameterizations a horizontal Richardson 

number, which is effectively a parameter representing tidal straining. This might be 

similar in form of that proposed by Stacey et al. (2001) (see equation (5.6)), but 

modified to include the flow direction, so that it would be positive or negative 

depending on whether the tidal straining mechanism is contributing to stratification or 

to mixing (or convection). 

7.2.5 Measurements of turbulence in the presence of wind and waves 

The effects of wind and the resulting wave action on the along-beam variances 

measured by the ADCP indicate that measurements of turbulent pai·ameters in the 

presence of waves are severely compromised. The particularly large effects seen in 

the estimates of the TKE are somewhat diminished in the Reynolds stress and TKE 

production rate estimates due to the subtraction of the vaiiance along two opposite 

beams where the wave effects are largely cancelled out since the time average of the 

wave effects in each beam is the same. However, even a small tilt in the ADCP 

introduces an enor due to waves, since the time averaged wave fluctuations can no 

longer be assumed to be the same in opposite beams. 

In order to overcome this problem, the first strategy which should be employed is to 

ensure that the ADCP is mounted in such a way that the tilt is negligible. Gimballed 

mountings for ADCPs are now available, and this technology should ensure that the 

ADCP is mounted so that the nominal vertical is the true local gravitational direction. 

This will not, of course, completely overcome the enors due to tilt should the 

direction of the local gravitational acceleration deviate significantly from the n01mal 

to the mean flow direction. 
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In future observations, the collection of wave data such as wave height along with the 

turbulence measurements could make possible the separation of velocity fluctuations 

generated by wave action from those generated by tidally induced turbulence. 

Methods are available to estimate the wavelength and direction of the waves from the 

along-beam velocities of the ADCP (Howarth, 1999), but accurate estimates of wave

induced en-ors also require information regarding the amplitude of the waves. 

7 .3 Conclusions 

It has been demonstrated that the ADCP variance method can be used to measure 

Reynolds stresses greater than about 0.04 Pa and TKE production rates of order 10·5 

W m·3 and higher. It is also possible to estimate eddy viscosity throughout the water 

column and obtain upper and lower bounds for the TKE. Care should be taken when 

deploying an ADCP for turbulence measurements that the tilt in the instrument is 

minimised, since even a small tilt can severely compromise the quality of the 

measurements, particularly if surface waves are present. En-ors due to surface waves 

could be better quantified in future observations if some wave data, such as wave 

height are recorded. 

The cun-ent technology allows measurement of velocity fluctuations at lHz, which is 

close to the autocorrelation time scale of the turbulent motions at the observation site 

used in this study. Improvements in future measurements are therefore likely to be 

associated with technological advances which allow higher spatial resolution of 

velocity measurements with low uncertainties rather than a further increase in ping 

rates. 

The accuracy of the ADCP estimates of Reynolds stress, TKE production rate and 

eddy viscosity in the partially stratified York River estuary enabled a detailed analysis 

of the cycle of each of these parameters to be made. These results indicate that 

stratification suppresses all three parameters, and that tidal straining further lowers the 

eddy viscosity on the ebb and enhances it on the flood. 

The data set analysed here suggests that the bottom stress does not conform to a 

quadratic drag law which is universal for all flow speeds, and a flow-related 
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component is required to accurately predict the bottom stress from the mean flow 

velocity. The understanding of this phenomenon could be improved by measurement 

of the Reynolds stress closer to the bed, since the bed stress in the York River was 

estimated from the stress in a depth cell centred at over a metre above the bed. 

The momentum balance in the York River estuary is incomplete, paiiicularly at peak 

ebb, possibly due to transverse circulation effects, the estimation of which requires 

further measurements of the velocity gradients along and across the estuary as well as 

accurate estimates of the vertical velocity. It is also possible that the non-uniformity 

of the channel between the tide gauges or the effects of form drag are responsible for 

the failure of the momentum terms to balance exactly. The results of the dynamical 

balance analysis, despite the discrepancies, are nevertheless encouraging; a future 

observational campaign might use an anay of ADCPs, which could be used to 

accurately estimate the effects of the transverse circulation, thus removing one of the 

possible sources of the failure of the momentum terms to balance. 
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Appendix 1: Derivation of the Turbulent Kinetic Energy (TKE) equation 

This derivation is included, since a straightforward derivation which includes 

buoyancy effects was not readily found in the available literature. 

The continuity equation is: 

ap + a(pui) = O 
at ax; 

(1) 

For a fluid which has a constant density over the averaging period, this simplifies to: 

au; =0 
ax; 

The Navier-Stokes equation, neglecting rotational effects is: 

p _I +u .-' =-- -pgo.3 +µ I (
au. au ] ap a2u. 
at J axj axi I axjaxj 

where ui is the velocity vector, pis the pressure, µ is the molecular viscosity of the 

fluid and Ou is the Kronecker delta: Ou = 1 for i = j; Ou = 0 for i -:t j. 

(2) 

(3) 

The left hand side of equation (3) represents the momentum change of the fluid. The 

first term on the right hand side is a pressure term, the second term represents changes 

due to external forces (gravitational or buoyancy effects) and the third represents the 

viscous forces. The following derivation, up as far as equation (9) follows that of 

Tritton (1977), but includes the buoyancy term, which he neglects. The buoyancy 

term is important in this study since density effects play a part in both main study 

sites. 

Each velocity can be separated into a mean and fluctuating part, using the Reynolds 

decomposition, in which the mean is calculated over some time interval. So the 

velocities can be written: u; = u; + u;, where u;, ii;, u; are the total, mean and 

fluctuating velocities in the X; direction. Decomposing the velocity, pressure and 

density into a mean and fluctuating part, and dividing by a reference density p0 : 
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1 a (- ') ~ 1~ ') g a2 

(- ') = --- p + p - U;3 \fl+ p - + V--- U; + U; 
Po <1x; Po ax jax j 

(4) 

where v = _f!:_ = kinematic molecular viscosity. 
Po 

Applying the Boussinesq approximation, which states that small density fluctuations 

can be neglected in terms of their effect on inertia but variations in the weight (or 

buoyancy) of the fluid may be important (Phillips, 1966), gives: 

a(u; +u;) (- ') a (- ') 
at + uj +uj ax. U; +u; 

J 

1 d (- ') ~ 1~ ') g a2 

(- ') = ---;-- p + p - U;3 VJ+ p - + V U; + U; 

Po ux; Po dxix1 
(5) 

Taking a time average of (5) gives: 

au, _ aui , au; 1 dp p ~ d2ui 
-+u .-+u .-=-----gu 3 +v---
dt J dxj J dx j Po ax, Po I dxjdxj 

(6) 

Equation (6) can also be w1itten, taking the third term on the left hand side over to the 

right hand side and applying the continuity equation (2): 

(7) 

A non-zero value of the time average of the product of the two fluctuations u;u: , 

contained in the last term of equation (7), implies a correlation between them. If the 

con-elations are multiplied by the density of the fluid, p, it is apparent that in physical 

terms they represent a momentum flux: the rate at which momentum is exchanged 

from one layer of fluid to the adjacent layer. Using a dimensional argument, the 

d. . f h -,-, M L
2 

M Th h di . f 1mens10ns o t e terms - pu;u j are -
3 

-
2 

= --
2

• ese are t e mens10ns o a 
LT LT 

stress (force per unit area), so the physical behaviour of these terms is that of a stress, 

161 



called the Reynolds stress. The term u;u: therefore represents a frictional stress on 

the mean flow which is present in turbulent flow, and augments the viscous stress. 

Subtracting (6) from (5) and multiplying by u; gives: 

Note that the buoyancy term is only non-zero for i = 3. 

Taking a time average: 

--f a \ :f a \ :i- 0 ~) :if-,-;) -, , :i 2 , 1 ::!1!_u 1 _ ~ -,-, UU; 1 \U; U j 1 U\P U; p U 3 , u U; 
- +-u . +u.u .-+ ~ -~= - ~-~---g+vu.---
2 ot 2 1 

ox j 
1 1 

oxj 2 oxj Po OX; Po 
I 

oxj oxj 

The final term can be decomposed as follows (Raudk.ivi and Callander, 1975): 

ou' 
(since - 1 = 0 from (2)) 

dXj 

(9) 

(10) 

The turbulent kinetic energy per unit mass is q2 /2 = u;u; /2 = u;
2 
/2, so u;

2 
can be 

replaced by q 2 
• Hence (9) becomes: 

_!_ o{?) + ! u a(?) 
2 dt 2 ' OX; 
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The first three terms on the right hand side represent the advection or transport of 

energy. The first two represent the transport by the turbulence itself, while the third 

term represents the transfer of energy by viscous stresses and is usually small 

compared to the other terms (Kundu,1990). The transfer terms all become zero when 

integrated over the whole flow (Tritton, 1977). The fourth term on the right hand side 

represents the rate at which kinetic energy is transfen-ed from the mean flow to the 

turbulence, that is, the rate of production of TKE by the action of shear stresses on the 

shear in the mean flow. In isotropic turbulence, the mean value of the con-elation 

- u;u~ is zero, since a positive value of u; may be associated with either a positive or 

negative value of u~ (Kundu, 1990). Therefore turbulence is always anisotropic at 

the production scales. The fifth term represents the production or destruction of TKE 

due to buoyancy effects: convection and mixing. The last term on the 1ight hand side 

represents the viscous dissipation of energy to heat. 

At the small dissipation scales, it is assumed that the turbulence is very nearly 

isotropic; although true isotropic turbulence cannot exist in real flows (Hinze, 1959). 

The dissipation term can be written: 

(12) 

It can be shown that the first term on the right hand side of equation (12) is zero in 

isotropic turbulence, (Raudkivi and Callander, 1975): 

cf (~~u') du~ du' 
Hence, since ' ' = 0 in isotropic turbulence, - ' - -' = 0 . 

dx;dxi dxi dx; 

This results in the simplified form for c in isotropic turbulence: 
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(13) 

In this study, transport effects are assumed negligible, and so the simplified form of 

the turbulent kinetic energy equation will be used: 

2_ a(?)= -u~u'. auj _ p' u' 3 g - { au; J
2 

2 at I ) axj p ax j (14) 
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Appendix 2: Uncertainties in velocity estimates 

(This appendix consists of a summary from RDI, 1996) 

The WorkHorse Broadband ADCP manufactured by RD Instruments uses an 

autocon-elation method to determine the Doppler shift. This involves the comparison 

of the return signal of a pulse to itself at a later time, which allows calculation of the 

frequency of the return pulse. 

Thus: 

where: F O = Doppler shifted frequency; Fa= frequency of transmitted signal; V = 

velocity of reflectors; C = speed of sound; 1/f = phase shift over time h 

Hence the velocity and standard deviation of the reflectors are given by: 

The lower bound of phase variance is given by (RDI, 1996): 

2 R-2 -1 
aw = 

2 

where R = correlation at lag h 

Hence: 

(15) 

(16) 

(17) 

(18) 

(19) 

The ambiguity velocity Va is defined as the velocity at which 1/f = n, so setting 1/f = n 

in (16) gives: 
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(20) 

and (19) becomes: 

(21) 

The number of independent measurements in a depth cell is: 

D 
m=-

TP 
(22) 

where D = depth cell length; Tp = pulse length, defined by: TP = 2C cos0/ F0 ; and 8 

= inclination of beams with the vertical 

The standard deviation is reduced in proportion to the square root of the number of 

independent measurements, hence (21) becomes: 

(R -2 -l)½v 
(J = a 

N r;:; I 

v2mn 2 
(23) 

Substituting in (23) form and Tp gives: 

(24) 

Hence the standard deviation of any velocity measurement can be calculated. The 

method by which the parameter R is calculated is not disclosed by RDI, but the 

horizontal standard deviation of the velocity measurements can be obtained from a 

table of values supplied by RDI. A relationship between the ho1izontal and along

beam standard deviations can be obtained using equation (24) and the formula for the 

calculation of the horizontal standard deviation: 

(25) 
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This is simply equation (24) corrected for a system of 2 beams inclined at an angle of 

0 to the vertical. It includes an empirically determined correction factor of 1.5 which 

mises from limitations of the signal processing and the non-independence of the code 

element measurements. This cotTection factor should also be included in equation 

(24) for the along-beam standard deviation. 

Hence: 

O' N = ✓2 sin 0 
(J'H 

This ratio has a value of 0.484 for an ADCP in which the beams are inclined at an 

angle of 20° to the vertical. 

(26) 
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Appendix 3: Error analysis for Reynolds stress estimates 

The e1Tor in an individual ADCP estimate of velocity is considered to be Gaussian 

white noise (Stacey et al., 1999a). The measured signal from beam i can be denoted 

by: 

(27) 

where bN is Gaussian white noise and Xi is the actual velocity along beam i. 

The mean velocity X; along beam i using M samples over the averaging period for 

means and variances is estimated as: 

(28) 

and the variance along beam i , x;2 
, is estimated as: 

~
2 =b'2 =_!_ ~b~2 (m)=-1 ~ 1b (m)- b)2 

X, ( est) , M LI I M LI ~ , 1 

m=l m=l 

(29) 

Hence the estimator of the Reynolds stress becomes: 

-, I 1 b b'2] 
U W (est ) = . I{);- - 2 

4cos0sm0 
(30) 

(using a right-handed co-ordinate system and an upward-looking ADCP) 

Stacey et al. (1999a) show that the estimator of the Reynolds stress is unbiased by the 

Doppler noise, since: 

E(~'w' )c,_rr) = 4cos~sin 0 [t')-~)]= u'w' (31) 

The variance of the estimate of Reynolds stress is given by (Stacey et al. , 1999a): 

Var(u'w')(est) = . ? 

1 
? ~ar~)+ Var~~

2 
)-2Cov~,b~

2 
)~ 

16sm - 0cos- 0 
(32) 

This simplifies to: 

Var(u'w'tw > = . 2 

1 
2 VarVf) 

8sm 0cos 0 
(33) 

if it is assumed that the noise variance is the same in all beams and the covariance is 

negligible. This has been found to be the case (Stacey et al., 1999a); all beams were 
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shown to have similar noise characteristics and turbulence statistics and the 

covariance between beams was more than an order of magnitude smaller than the 

variance of individual beams. 

The value of Var(zf) is estimated using equation (29) as follows: 

Hence (33) becomes: 

Var(u'w' )c,s,) = . 2

1 
2 Var(b;

2
) 

8Msm 0cos 0 

The variance of the square of the along-beam velocity fluctuations is given by: 

= _1 ~ b'4 _2 ~ b~2b,2 +-1 ~ /-j;a\2 
ML,.; I ML,.; I I M L,.; \b,- } 

I I J 

where µ2 and µ4 are the second and fourth moments respectively. The second 

moment is the variance of the quantity under consideration (i .e. b;2 
); the fomth 

moment of a variable xis defined as: 

1 ~( -)4 1 ~ 4 f - 0 µ 4 = -L,; X r -X = - L,;Xr Or X = 
M r=l M r=l 

(34) 

(35) 

(36) 

(37) 
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For a Gaussian distribution, µ 4 = 3µ 2 

2 
and equation (36) becomes: 

Var(b;
2 )= 2µ 2 

2 

Hence, substituting in equation (34): 

Var~)= 
2
~

2 

Therefore equation (33) can be written: 

2 

Var~t 'w' )(es1) = ~2 2 
4M sin 0cos 0 M sin 2 20 

Using a value for the autocorrelation function of 3 as before, the vaiiance in the 

Reynolds stress estimates can be written: 

T l f-,-;) 3 bb,2 \2 
V ar\U w (es/) = . , \b; -J 

M sm - 20 

(38) 

(39) 

(40) 

(41) 

In order to reduce the error in the Reynolds stress estimates, the ping rate can be 

increased. If the true value of the Reynolds stress is zero, then the noise in the stress 

estimate is given by equation (41): 

/-,-;) 3 { 2 )2 
Var\u w = . 2 \6 N 

M sm 20 
(42) 

If the ping rate is increased by a factor n, whilst still averaging over the same period 

for the Reynolds stress estimates, the error becomes: 

/-,-;) 3 { 2 )2 
Var\U w = . 2 \6 N 

Mn sm 20 
(43) 

If initial averaging is done of the n pings, before calculating the Reynolds stresses, 

then the noise in the velocity measurements is reduced by a factor of n. Hence: 

Var~)= .3 2 (~]

2 

M sm 20 n 
(44) 

Thus by increasing the ping rate by a factor of n, the variance in the Reynolds stress 

estimates is decreased by the same factor. For minimum noise, the ensemble time 

should be no greater than the auto-con-elation time scale of the turbulence, with the 

maximum possible number of pings averaged over that time period. 
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Appendix 4: The variance of the Reynolds stress estimates 

From equation (32) in Appendix 3, the variance of the Reynolds stress is: 

Writing in a covariance form: 

Using the additive rule for covariances: 

a 2 =~111~=l~11~=l ________ -c------:--------:----- ----

R l6M 2 sin 2 0cos 2 0 

Rearranging into variances and covariances: 

16M 2 sin 2 0cos2 0 
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Appendix 5: The variance of a product 

The variance of a product xy is derived as follows (Mood et al, 1974): 

Var(xy) = El(.xy )2 J- [E(xy )]2 

The mean value of the product, E(xy) is given by: 

E(xy) = x y + Cov(x, y) 

Squaring this, we get: 

[E(xy )]2 = x2 y2 + 2x yCov(x, y )+ [Cov(x, y )]2 

The mean value of the product squared is given by: 

El(.xy )2 J= El(x' + :x)2(y' + y)2 J 

Ex paneling: 

E[(xy )2 ]= E(x'2 y'2 )+ y2Var(x )+ x2Var(y )+ x2 y2 + 2y(x'2 y' )+ 2x(x'y'2 )+ 4x yCov(x, y) 

Hence: 

If x and y are independent, then only the first three terms are non-zero and: 

Var(xy) = y2Var(x )+ x2Var(y )+ Var(x )Var(y) 

For two variables which are not independent, but have zero mean, only the third and 

fomth terms remain: 

Var(xy) = £~'2 y'2 
) - [Cov(x, y )]2 

The two parameters of interest, - u'w' and au/az, are calculated from the velocities 

in different depth cells of the ADCP, so in the case of the ADCP noise levels at zero 

flow, these two quantities are expected to be uncon-elated, so we can use the 

simplified equation using the variances to estimate the uncertainty due to instrument 

nmse: 

Var(xy) = Var(x )v ar(y). 
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Using the product of the vaiiances as an estimator of E(x'2 y'2
) will tend to 

underestimate the value of E(x'2 y'2
) if the two quantities are not independent. 

However, for two strongly correlated quantities, the covariance term [Cov(xy )]2 is of 

the same order as the product of the vaiiances which will counteract this effect by 

reducing the estimate of Var(xy ). 
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Appendix 6: Errors due to tilt in the ADCP 

X 

Figure Al: Schematic of ADCP showing tilt angle lf/12 • The positive y-axis is into the 

page. 

y 

X 

Figure A2: Beam configuration in ADCP head. Pitch (lf/34) is tilt in the plane of 

beams 3 and 4; roll (lf/12) is tilt in the plane of beams 1 and 2. Pitch is positive for 

anticlockwise rotation about the x-axis (the 1-2 axis), i.e. when beam 3 is higher than 

beam 4. Roll is positive for anticlockwise rotation about the y-axis (the 3-4 axis), i.e. 

when beam 2 is higher than beam 1. 
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Using a right-handed co-ordinate system, with positive rotations defined as in an anti

clockwise direction, as shown in Figure 1, the transformation mat1ix can be defined. 

We start with the transformation from a fixed system to a tilted system. First rotate an 

angle lf/12 about the y-axis. This is denoted by the following transformation matrix: 

(

cos 1/112 

Y= 0 

sin Vf 12 

Then rotate an angle lf/ 34 about the tilted x-axis: 

0 

cos 1/134 

- sin lf/ 34 

The angle lf/ 34 is defined by: 

• I 

. srn 1/134 
sm lf/34 = 

COSlf/12 

where 1/1;4 = rotation about the fixed x-axis (in beam 3-4 plane; ADCP pitch) 

For small tilt angles, COS!/112 :::;; 1 and lf/~4 :::;; 1/134 . 

Combining these transformations gives: 

A=XY 

This matrix can be simplified if it is assumed that for small tilt angles, that is, less 

than about 0.014 radians (-8°), sin lf/12 :::;; lf/12 radians, sin VJ34 :::;; lf/34 radians and 

(45) 

(46) 

(47) 

(48) 
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0 

1 

- l/f 34 

-1/112] 

1/f 34 

1 

(49) 

The velocity vectors ( ui, vi, w;) at any point along beam i can be rotated using matrix 

A into orthogonal components in the tilted co-ordinate system ( uiT, viT, w;r ): 

[
u,r ] [ 1 0 -l/f12IU'] [ u,-l/f12

W , ] 
V,T = 0 1 l/f 34 V, = V 1 + l/f 34 W; 

W,T l/f 12 - If/ 34 1 W, lfl1 2U , -1/f 34 V, + W ; 

The measured along beam velocities in the tilted system in terms of the velocity 

vectors in the tilted system are: 

b, = -u,r sin 0 - w17 cos 0 

b4 =v47 sin0-w47 cos0 

(50) 

(51) 

Writing these in terms of the velocity components in the fixed co-ordinate system by 

substitution of the relationships given in equation (50) in to equation (51): 

b, = u, (- sin 0 - v1,2 cos0)+ v,lf/34 cos 0 + w, (lfl,2 sin 0- cos0) 

b2 = u2 (sin 0 -1/f ,2 cos 0 )+ v21f134 cos 0 + w2 ( - l/f 12 sin 0 - cos0) 

b3 = -u31/f12 cos0 + v3 (- sin 0 + l/f 34 cos0)+ w3 ( - l/f 34 sin 0 - cos 0) 

b4 = - u4 1f112 cos0 + v 4 (sin0 + lf/34 cos0)+ w4 (lfl34 sin 0-cos0) (52) 

Similar equations are obtained for the along-beam velocity fluctuations, b;, and their 

associated components u;, v; and w;. Hence by squaring and subtracting pairs of 

equations, again ignoring terms involving the product of two small tilt angles , the 

equations for the Reynolds stresses can be written to include the e1Tors due to tilt. 
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b/ = u/ (sin 
2 0 + 21/f 12 sin 0 cos 0 )+ w/ (- 21/f 12 sin 0 cos 0 + cos 

2 0) 

- 2u1 v1 lf/34 sin 0 cos 0 + 2u1 w1 (sin 0 cos 0 - lf/12 sin 2 0 + lf/12 cos 2 0 )- 2v1 w1 lf/34 cos 2 0 

b2 

2 = u2 

2 
(sin 2 0 - 21f/12 sin 0 cos 0 )+ w2 

2 
(21/f 12 sin 0 cos 0 + cos 2 0) 

+ 2u 2 V21f134 sin 0 cos 0 + 2u2 w2 (- sin 0 cos0 - lf/12 sin 2 0 + lf/12 cos 2 0 )- 2v2 w2 1f134 cos 2 0 

b3 

2 = v 3 

2 
(sin 2 0 - 21/f 34 sin 0 cos 0 )+ w3 

2 
(21/f 34 sin 0 cos 0 + cos 2 0) 

+ 2u3 v31f112 sin 0 cos 0 + 2u3 w31f/12 cos 2 0 + 2v3 w3 (sin 0 cos 0 + lf/34 sin 2 0 - lf/34 cos 2 0) 

b / = v / (sin 2 0 + 21/f 34 sin 0 cos 0 )+ w / (- 21/f 34 sin 0 cos 0 + cos 2 0) 

- 2u4 v 4 1f/12 sin 0cos 0 + 2u4 W 4 1f/12 cos 2 0 + 2v4 w4 (- sin 0 cos 0 + lf/34 sin 2 0- lf/34 cos 2 0) 

This produces the same result for en-ors in the Reynolds stress estimates as those 

given by Lu and Lueck (1999b) using the matrix given by Lohrmann et al. (1990). 

These are: 

(53) 

177 




