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Abstract 

Intra- and inter-molecular hydrogen bonding greatly affects both physical and 

chemical properties for a wide variety of important molecules. This study focuses on 

intramolecular hydrogen bonding in polyhydroxy-1,4-naphthoquinones. The little 

known "bond counting rule" , dictates that the global minimum will be comprised of a 

maximum number of highly stabilizing interactions. Hydrogen bonding was chosen 

for this work as the energy of the bond is typically 20-40 kJ mor1
, which is larger 

than computational error, allowing statistically significant energy differences between 

conformers to be determined. 

A series of interactions between neighbouring hydroxyl groups and each other, and 

between hydroxyl groups and neighbouring carbonyl groups were postulated. 

Quantification of the interaction energies was accomplished using a training set of 

several hundred unique isomers, allowing a quantitative bond counting rule to be 

developed. Harmonic vibrational spectroscopic and QTAIM analyses were performed 

for key interactions to aid in their characterisation as baseline, stabilising or 

destabilising. The effect of molecular conformation upon the wavelength and 

absorbance of electronic absorption spectra were also probed, highlighting the need 

to obtain low-energy conformations. 

Potential energy hypersurface (PES) for single and pairs of C-0 bond rotation(s) not 

only indicate the presence of stationary points corresponding to maxima, minima and 

transition structures, but also any rotational barriers and reaction pathways for 

rotamer interconversion. To aid PES visualization, a set of custom Python-based 

tools were designed and constructed allowing creation of both graphic and haptic 

Web3D virtual models for teaching purposes. Increased topological perception and 

object manipulation were obtained using 3-D rapid prototyped models. 

V 



Contents 

Chapter 1 Introduction 

1.1 Topical overview Page 2 

1.2 Bond counting rules Page 3 

1.3 Naphthoquinones Page 6 

1.4 Crystallographic Review Page 7 

1.5 Hydrogen bonding Page 12 

1.6 QTAIM hydrogen bonding studies Page 15 

1.7 Hypotheses and Aims Page 19 

1. 7.1 Hypotheses Page 19 

1.7.2 Aims Page 19 

1.7 Summary Page 20 

Chapter 2 Polyhydroxy-1,4-Naphthoquinone lntramolecular Hydrogen Bond 

Counting Rules 

2.1 Introduction Page 23 

2.1.1 Quantum Chemistry Page 24 

2.2 Training set development Page 25 

2.3 Prototype bond counting rules Page 28 

2.4 Comparison of bond counting rules Page 41 

2.5 Sieving Page 42 

2.6 Summary and future work Page 44 

2.6.1 Consideration for an unknown molecule Page 44 

Chapter 3 Polyhydroxy-1,4-naphthoquinone Vibrational Frequencies 

3.1 Introduction Page 46 

3.2 Methodology Page 47 

3.3 Results and discussion Page 47 

3.3.1 Monosubstitution Page 47 

3.3.2 Dihydroxy (non-interacting) Page 48 

3.3.3 Dihydroxy (interacting) Page 49 

3.4 Summary Page 50 

vi 



Chapter 4 Hydrogen Bonding QTAIM Analyses 

4.1 Introduction Page 52 

4.2 Methodology Page 52 

4.3 Terminology Page 53 

4.3.1 Critical Points Page 53 

4.3.2 Bond paths Page 55 

4.3.3 Laplacian Page 55 

4.3.4 Electron density at the BCP Page 56 

4.3.5 Bond ellipticity Page 56 

4.3.6 Other QTAIM features Page 56 

4.3.7 Calculation set-up Page 57 

4.4 Interactions Page 57 

4.5 R6 Interaction Page 59 

4.6 RS Interaction Page 60 

4.7 C6 Interaction Page 62 

4.8 OHS Interaction Page 64 

4.9 M4 and 004 Interactions Page 66 

4.10 005 Interaction Page 67 

4.11 Summary Page 68 

Chapter 5 Potential energy surface (PES) visualization 

5.1 Introduction Page 70 

5.2 Design of parser Page 72 

5.2.1 Data Manipulation Page 72 

5.2.2 Colour scaling Page 74 

5.2.3 Output types Page 74 

5.2.3.1 CSV format Page 75 

5.2.3.2 VRML format Page 76 

5.2.3.3 X3D/H3D format Page 78 

5.3 Results and discussion Page 80 

5.3.1 1-0 Scans Page 80 

5.3.2 2-0 non-interacting results Page 81 

5.3.2.1 2,5- and 2,8-DHNQ Page 81 

5.3.2.2 2,6- and 2,7-DHNQ Page 83 

vii 



5.3.2.3 5,7-DHNQ 

5.3.2.4 5,8-DHNQ 

5.3.3 2-D interacting results 

5.3.3.1 2,3-DHNQ 

5.3.3.2 5,6-DHNQ 

5.3.3.3 6,7-DHNQ 

5.3 Summary and future developments 

Chapter 6 Effect of conformer upon electronic spectra 

6.1 Introduction 

6.2 Methodology 

6.3 Results and discussion 

6.3.1 HF mono-substitution results 

6.3.2 B3L YP hexa-substituted results 

6.3.3 Comparison with experimental results 

6.4 Conclusions 

Chapter 7 - Conclusions and future work 

7.1 

7.2 

7.3 

Overview 

Underling conclusions 

Continuing development 

Bibliography 

Appendix I - Python parser 

Appendix II - PES paper submitted to PCCP journal 

Appendix Ill - Draft bond counting rule methodology paper 

viii 

Page 85 

Page 86 

Page 88 

Page 88 

Page 90 

Page 92 

Page 94 

Page 97 

Page 98 

Page 99 

Page 99 

Page 100 

Page 101 

Page 102 

Page 104 

Page 107 

Page 108 

Page 110 

Page 122 

Page 134 

Page 148 



1 



Chapter 1 - Introduction 

1. 1 Topical overview 

Rules of thumb and empirical rules are used in everyday life to make judgments on 

activities and actions that are been undertaken. Murphy's Law, [1l typically stated as 

"Anything that can go wrong, will go wrong", the five-second rule,[21 states that food 

dropped on the ground will not be significantly contaminated with bacteria if it is 

picked up within five seconds of being dropped, or the two second rule, is a rule of 

thumb by which a driver may maintain a safe following distance at any speed . 

These are examples of rules which are applied in broad ways that do not have to be 

strictly accurate nor reliable in all situations. These simple rules of thumb are easily 

taught and can be applied to a variety of situations easily for approximate 

calculations or for making a determination of some kind. 

Most chemists are familiar with the use of simple, empirical rules to aid 

understanding and learning of complex phenomena. Electronic structure and 

bondingl3l can be explained or predicted through the use of electron counting as well 

as classifying compounds. 

There are many rules that rely on electron counting, here is a selection of some of 

them: 

• Octet rule[4
,
5l used with Lewis structures for main group elements 

• d-electron count[6l (transition metal valence electron configuration) 

• Eighteen electron[7·81 and Tolman's[9l rules within transition metal chemistry 

• Polyhedral skeletal electron pair theory for cluster compounds[10
-
151 
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Reactivity is often explained via empirical rules, e.g. (anti-)Markownikoff alkene 

addition,[16
•171 alkene formation via elimination[18

-201 or Woodward-Hoffmann rules for 

pericyclic reactions. [21
-
261 Several models for symmetric induction have been 

developed. [27-291 

Similarly, valence-shell electron-pair repulsion (VSEPR) theoryl30
•
311 or the 557[421 

method may be used to predict molecular geometries.l321 The electronic structures 

and UV-VIS absorption wavelength maxima of conjugated organic molecules may be 

predicted using Huckel theoryl33
-
35l and Woodward-Fieser rulesl37

•
381 respectively. 

1.2 The bond counting rule (BCR) 

The term "bond counting rule" can vary significantly between different fields of 

chemistry. The main areas of use of "bond counting rules" are: 

• Electron counting in bonds l39
-
421 

• Surface science diffusion rates [43
-
49

1 

• Hardness predictions for diamond [5oJ 

• System configuration 

o BCN ternary systems l51
-
57l 

o Fullerenes [53l 

o Superlattices[59l 

Wang et al. [411 created semiconducting optoelectronic materials which satisfied the 

two-electron-per-bond counting. Rhim et a1_[39AOJ also used the two-electron-per-bond 

counting rule with his work on creating superconductors from superlattices. 

Righi et al. l43l reported that lattice site occupancies in homoepitaxial SiC growth was 

found to be compatible with simple bond counting rules. Similarly Lloyd-Williams et 

a1_[44l described graphene epitaxy on Ru(100) and lr(111) surfaces using bond 

counting rules. Molecular dynamics simulations of rates of atom hopping to nearest

neighbour positions on flat Cu(100) was undertaken by Frantz et al. [45l which obeyed 

a different set of simple bond counting rules. Spatial and temporal fluctuations of 
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step edges was found to obey a bond counting rule. [45l Further nearest-neighbour 

work was undertaken by Camarda et al. [47J who examined probability of the Monte 

Carlo event bond-counting rules. Deposition and the film morphology evolution 

during epitaxial growth of silicon carbide through the use of similar procedures was 

performed by Masia et a/_[43
l_ Maximisation of first nearest neighbour pairs of pure 

copper precipitates by Kulikov et al. [49l can also be classed as work that is similar to 

a simple bond counting rule approach. 

A generic (applicable to most sp2 and sp3 carbons) bond counting rule accounting for 

the roughness of diamond (001) was established by Yang et a/_[501
, providing a 

qualitative account of the step energy order without the need for detailed 

calculations. 

The most common form of the bond counting rule is, however, used in several major 

on BCN and BN systems have heavily been studied and reviewed as they contain 

the most comprehensive methods for counting bonding systems. The approaches 

used are both simple and predictive in finding out which structures are most stable. 

Whilst the method is simply based on common sense, it is still relatively unknown to 

the vast majority of chemists. 

Table 1. Mean bond energyl60
·
611 (kJ mor1

) for single bonds observed in ternary BCN 

systems. C-X values (X= N, 0, F, S, Cl) are minimal values as actual values vary 

widely according to the degree of B-X multiple bonds. 

Bond Bond Energy Reference 

B-N 500 60 

C-B 365 60 

C-C 347 61 

B-B 310 60 

C-N 286 61 

N-N 158 61 
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These intramolecular counting methods are currently only used on formal bonding 

within a set structure. However overall these methods could provide the best 

counting rule to move forwards with as their main underlying principle is, that a 

molecule will seek to maximise any strongly stabilising terms whilst reducing the 

number of destabilising or weakly stabilising terms. 

Fan et al. [581 investigated stability and SN-substitution patterns of C12B6N5 fullerenes 

that using bond counting rules in conjunction with density functional theory (OFT) 

calculations (B3L YP/6-31 G*). Low energy configurations followed a continuity 

pattern for the substitutions of BN units in the fullerene cage. A simple bond 

counting rule with only the nearest-neighbour terms served as an effective guide to 

look for low energy configurations. Extension of the bond counting rule by including 

three-body terms (or greater) was found to be essential for a quantitative description. 

The methodology of used with in this work, such as conformational enumeration, has 

a similar flow/methodology that can be see within the Fan et al. [581 paper. A 

quantitative BCR was employed to study relative energetics of BIN-containing 

fullerenes. [581 A code is constructed for a molecular system describing the number 

and types of bonding present. An error of 20 kJ moi-1 was determined for BIN-doped 

fullerenes using regression. 

The work of Matar et al. [511 on the use of structural geomimetism allows first 

principles design of new materials based upon binary C3N4 and C11 N4 or ternary 

BC2N systems, whilst looking at different mechanical properties. Other novel BCN 

materials[53-57l can be generated using the bond counting rule, in which C-C and 8-N 

bonds were generally accepted as the strongest whilst B-B and N-N bonds tended to 

be the weakest. Luo et al. [55l erroneously state that C-B bonds are forbidden, whilst 

Kar et al_[57J incorrectly states that both C-8 and C-N bonds are disfavoured. 

Table 1 shows that C-8 bonds appear to more stable than C-C, whilst B-B and C-N 

bond can be seen to have similar energies. There is a difference of energy of ca. 

~350 kJ moi-1 between the B-N bonds and N-N bonds showing that the preference 

for 8-N bonds and rejection of N-N bonds is justifiable. Monte Carlo simulations of 

solid solutions[54l revealed a strong preference for neighbouring B-N and C-C atoms, 

which is consistent with the bond counting rules mentioned in other works. 
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The work on promising solar absorbing material, Si3AIP, by Yang et a1.r59l 

demonstrates the transferability of bond counting rules, which were applied to a 

SbAIP superlattice, maximising the number of Si-Al and Si-P bonds whilst keeping 

AI-P and Si-Si bonds to a minimum. No Al-Al bonds or P-P bonds were observed in 

the Si3AIP superlattice. 

1. 3 Naphthoquinone 

One of the main approaches in this thesis is the development of a novel bond 

counting rule to investigate hydrogen bondingr621 in 1,4-naphthoquinone. Quinones in 

general are usually found in plants, fungi and bacteria as well as in animals. [631 

Naphthoquinones are an important class of both natural and synthetic organic 

compounds.r64
·
651 Although the 1,4- isomer is generally referred to as 

naphthoquinone, other isomers such as 1,2-,r661 
, 1,5-, 2,3-, and 2,6-naphthoquinone 

can be formed. 

Figure 1. Numbering scheme for parent 1,4-naphthoquinone. 

1,4-Naphthoquinone is a planar molecule with a single aromatic ring fused to a 

quinone subunit, nomenclature for positional changes can be seen in Figure 1. Each 

of the protons located on the naphthoquinone core can be substituted, e.g. with 

hydroxyl groups, leading to generation of a series of (poly)substituted 

naphthoquinones. [67
-691 
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Naphthoquinones have uses as both dyes and pharmaceutically active 

compounds_[53l One of the most common forms is lawsone[59
-711 / hennotannic acid 

(2-hydroxy-1,4-naphthoquinone), isolated from the leaves of the henna plant[701
, 

which has been used for hundreds of years to dye skin/hair as well as other natural 

and synthetic compounds_[72l Another common naphthoquinone is juglone[71
•
73

·
741 (5-

hydroxy-1 ,4-naphthoquinone) which has been used as a dye[53l and as a herbicide/ 

pesticide. [241 Other uses of these chemicals are as indicators for pH[59l and 

acid ity/basicityl751
. 

Other more highly substituted hydroxy naphthoquinones are the spinochromes: 

• g[75
,
77l (2,3,5,7-tetrahydroxy-1,4-naphthoquinone) 

• D[77l (2,3,5,6,8-pentahydroxy-1,4-naphthoquinone) 

• E[63
·
781 (hexahydroxy-1,4-naphthoquinone) 

All spinochromes occur naturally as pigments in the shell and spines of sea urchins 

in Japanese waters and form highly coloured crystalline solids. 

1.4 Crystallographic Review 

In order to develop general observations for conformer preferences based upon both 

intra- and intermolecular hydrogen bonding, which affects crystal packing, a review 

of available structure, stored within the Cambridge Structure Database (CSD) 

provided by the Chemical Database Service (CDS) was carried out. 

As many of the structures were recorded before the development of modern X-ray 

crystallographic techniques such as Rietveld refinement, certain structures tabulated 

in Table 2, contain only unit cell parameters, whilst others do not have refined 

hydrogen atom positions (but contain coordinates for heavier main-group atoms). 
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Table 2. CSD survey of polyhydroxy-1,4-naphthoquinones containing no known hydrogen 

atom positions. a m = monoclinic, o = orthorhombic, a/t = anorthic/triclinic, N/A = no unit cell 

information. b N/A = no atomic coordinates for any atom. 

CSD Unit Hydroxyl Ref. CSD Unit Hydroxyl Ref. 
Code Cell a Arrangement b Code Cell a Arrangement b 

AHMNAQ alt NIA 79 DUMSEJ NIA NIA 89 

BAKPUY alt 2 80 FAHNAE alt 2 90 

CHNAPQ m 3 81 FAHAE01 alt 2 90 

DEZXOW m 2 82 HMNAPQ10 m 3 91 

DHNAPH m 5, 8 83 JUGLON m 5 92 

DHNAPH01 m 5,8 84 MDXNAQ alt 5, 8 93 

DHNAPH03 m 5, 8 85 NPOQUN m NIA 94 

DHNAPH06 m 5, 8 86 PVVAQS m NIA 95 

DHNAPH07 m NIA 87 VAXQUH m 4 96 

DHNAPH08 m NIA 87 ZZZEVW alt NIA 97 

DHNAPH09 m NIA 88 ZZZRWA 0 NIA 97 

DHNAPH10 m NIA 88 

Whilst the above crystal structures help to state hydroxyl substitution positions on the 

1,4-naphthoquinone core, it does not help to determine whether any of the molecules 

possess intra- or intrer-molecular hydrogen bonding to any degree. The above 

structures require a second crystallographic study using modern Rietveld refinement 

techniques to determine the position and orientation of the hydrogen atoms. 

Relative orientations of known hydroxyl group positions within this work, are 

described relative to the nearest carbonyl group, with Z and E indicating syn- ( cis-) 

or anti- (trans-) periplanar conformations respectively. 
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Surveyed 1,4-naphthoquinones were mostly planar with slight deviations from 

planarity (Tables 3, 4 and 5). Approximately 71 % of the structures exhibit 5- (or 

equivalent 8-) substitution, exclusively forming strong 6-membered intramolecular 

hydrogen bonds (Tables 4 and 5). 5-membered hydrogen bonds seem to be weaker 

as only 40% substitute on the 2- (or equivalent 3-) positions (Tables 3 and 5). Only 

11% of the structures substitute on the 6- (or equivalent 7-) positions, which are 

incapable of intramolecular hydrogen bonding. Intermolecular hydrogen bonds may, 

however, form between any position and another on a neighbouring molecule. 

Table 3. CSD survey of polyhydroxy-1,4-naphthoquinones with possible 5-membered 

hydrogen bonds: a m = monoclinic, o = orthorhombic, alt = anorthic/triclinic, b position and 

orientation relative to nearest carbonyl group, c Hydroxyl group, d hydrogen bond , e relative 

to nearest carbonyl group, 9 structure stated as 1,4-naphthoquinone, but displayed 1,5-

naphthoquinone. (Accurate to 2 d.p. for both cid and 1 d.p. for e) 

CSD Unit Cella Hydroxyl O-H Hydroxyl O"· H Hydro~en Dihedral Ref. 
Code Arrangementb Bond lengthc (A) bond length (A) Anglee (0

) 

EKEWOH m 2Z 0.84 2.31 -15.9 98 

IHXNAQ01 0 2Z 0.80 2.25 -7.1 99 

IHXNAQ02 m 2Z 0.81 2.32 -3 .5 99 

IHXNAQ03 m 2Z 0.82 2.22 1.8 99 

OBEWAV a/t 3Z 0.90 2.23 1.0 100 

OBEXOK a/t 3Z 0.85 2.21 2.5 100 

TEL YAK a/t 2Z 0.82 2.22 -4.5 101 

TELYAK01 9 a/t 2Z 0.89 2.24 -1 .5 102 

TELYAK02 0 2Z 0.82 2.22 -7.7 103 

TELYAK03 m 2Z 0.82 2.22 -4 .5 103 

UHUKAJ a/t 2Z 0.80 2.15 4.7 104 

UMOMAL m 2Z 0.89 2.20 -1 .6 105 

UMOMAL01 m 2Z 0.86 2. 15 0.9 105 

VOHFII m 2Z 0.84 2.21 -11.4 106 
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Table 4. CSD survey of polyhydroxy-1,4-naphthoquinones with possible 6-membered 

hydrogen bonds. a m = monoclinic, o = orthorhombic, alt = anorthic/triclinic, b position and 

orientation relative to nearest C=O group, c Hydroxyl group, d hydrogen bond, e relative to 

nearest C=O group, t hydrogen missing. (Accurate to 2 d.p. for both cid and 1 d.p. fore) 

lnteratomic information (5 or 8) 
Unit Hydroxyl 

Code Cell" Arrangementb 
Ref. 

O-H Bond o· H Bond Dihedral 
length0 (A) lengthd (A) Anglee (0

) 

BADWUA m 5Z 0.95 1.66 3.3 110 

CIFRIS m 5 z, s1 0.74 1.98 -6.0 111 

DAMSIU m 5Z 0.90 1.79 -2.4 112 

DCDHNQ01 m 5 z, sz 0.99, 0.98 1.73, 1.76 3.3, 5.1 113 

DERKOB 0 5 Z, 6 E 0.84 1.78 0.9 114 

DHNAPH04 m 4Z, SZ 1.24, 1.24 1.37, 1.37 2.6, -2.6 115 

DHNAPH05 m 4 z, 8 Z 1.07, 1.07 1.57, 1.57 6.1,-6.1 115 

DHNAPH17 m 5 z, 8 Z 0.99, 0.99 1.77, 1.76 0.6, 1.2 115 

FIYLOO m 5Z 0.96 1.82 -7.1 117 

FUSNOW10 alt 5 z, 5 z, 5 Z 0.82 , 0.9, 0.89 1.84, 1.79, 1.81 2.4, 4.4, 3.2 118 

GAFSOV alt 5Z 1.08 1.65 6.1 119 

IPOJUT alt sz 0.86 1.81 -0.6 120 

ISOWUJ m 5Z 0.84 1.86 -0.2 121 

ISOXAQ m sz 0.84 1.86 -0.2 121 

LICKIR m 5Z 0.82 1.91 7.8 122 

LICKOX 0 5Z 0.84 1.84 -1.9 122 

LICLAK m 5Z 0.84 1.89 -3.5 122 

NORPEQ m 5Z 0.86 1.73 1.8 123 

NUDPIM alt sz 1.02 1.63 0.3 124 

PVVAQS01 m 5Z 0.89 1.71 9.7 125 

ULUHUE alt sz 0.91 1.79 -4.8 126 

UQOJEQ 0 sz 0.84 1.87 0.0 127 

YODKAE m 5Z 0.89 1.77 2.4 128 

ZZZQRS01 0 4Z8Z 1.03, 1.03 1.60, 1.60 0.0, 0.0 129 
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Table 5. CSD survey of hydroxynaphthoquinone with possible 6- and 5-membered hydrogen 

bonds. a m = monoclinic, o = orthorhombic, alt = anorthic/triclinic, b position and orientation 

relative to nearest carbonyl group, c Hydroxyl group, d hydrogen bond, e relative to nearest 

carbonyl group. (Accurate to 2 d.p. for both ctd and 1 d.p. fore) 

5- or 8- positions 2- or 3- positions 
CSD Unit Hydroxyl 

Ref. 
Code Cella Arrangementb O-H O · H 

Dihedral 
O-H Q · H 

Dihedral 
Bond Bond Anglee Bond Bond Anglee 

lengthc lengthct lengthc lengthct 
(A) (A) 

(0) 
(A) (A) 

(0) 

NEPNTH a/t 2Z, 5Z 0.93 1.67 -1.0 0.78 2.09 -4.6 107 

NERLUS a/t 
2 Z, 3 E, 5 Z, 1.04, 1.57, -5.3, 

0.89 2.17 11.0 108 
6 z, 8 Z 0.92 1.75 -3.1 

YUFMER 0 3Z, 5Z 0.92 1.77 0.9 0.97 2.08 5.3 109 

The average distance of the strong 6-membered hydrogen bond at the 5- (or 

equivalent 8-) positions is ca. 1. 75 A, whilst the weaker 5-membered hydrogen bond 

formed at either the 2- or 3- positions have longer hydrogen bond lengths of 2.21 A. 

Similarly, the longer hydroxyl O-H bond lengths are exhibited for the 6-membered 

hydrogen bonds, although the crystallographic O-H bond lengths appear to be much 

shorter than those obtained from calculations (c.a. 0.90 - 1.00 A depending upon 

theory, method and basis set). From this survey an interaction that would lead to the 

hydroxyl groups pointing toward one another, possibly classed as a steric 

interference due to it having a destabilizing effect on the molecule, is not observed. 

H 
I 

0 

H 
\ 
0 

K 
Figure 2. Classically described steric interference where the Hydrogen atoms are so 

close together that they would overlap. 
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From looking at the intermolecular structures as a whole, it has shown that the 2 and 

5 positions are favoured and retain an intramolecular confirmation. This indicates 

that the intramolecular stability of these bonding confirmations is stronger than any 

intermolecular bonding that could have been formed. From this it can also be implied 

that the bonding strength of these interactions is stronger than intermolecular 

bonding and therefore significantly different statistically to a none bonded version. 

This gives rise to an opportunity to use intramolecular bonding in a mathematical 

approach to working out energy that could benefit both simulations and preliminary 

crystal structures if the intramolecular bonding is strong. 

1. 5 hydrogen bonding 

Hydrogen bonding has been studied using spectroscopic and diffraction 

techniques.11301 Despite the discovery of the hydrogen bond a century ago, the 

definition of the hydrogen bond is ever changing, with a recent IUPAC redefinition 

occurring in 2011,11311 based upon recent theoretical developments, e.g. QTAIM 

(Quantum Theory of Atoms In Molecules). 

Symmetric hydrogen bonds are observed in ice and solid phases of many anhydrous 

acids at high pressures.11321 The three-centre four-electron bonds, space the 

hydrogen atom exactly halfway between two identical atoms, resulting in bonds of 

equal strength. As the bond order is 0.5, its strength is comparable to that of a 

covalent bond. The "ionic" bond is important as the duet rule for the first shell 

appears to be violated. 

H H 
"' + / O-------·H--------0 

/ "" H H 

Figure 3. Symmetric Hydrogen bonding found in ice. 
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Strong, low-barrier hydrogen bonds form when the distance between two heteroatom 

acceptor and donor atoms is short. The barrier mentioned is the barrier in energy for 

the hydrogen to move from one heteroatom to the other. For regular hydrogen bonds 

in which the o .. ·O distance is ca. 2.8 A, the hydrogen is asymmetrically bonded. 

When the distance decreases to ca. 2.55 A, the proton is able to move between both 

atoms with no energy barrier. When the distances decreases even further(< 2.29 A), 

the bond becomes a short-strong hydrogen bond.[1331 Low-barrier hydrogen bonds 

within transition states are important for enzyme catalysis.[1341 

The hydrogen bond is characterized by a proton acceptor (typically electronegative 

pnictogens, chalcogens and halogens, although TT-bonds may be loosely included) 

possessing a lone pair of electrons. Due to the small van der Waals radius of 1.2 A, 

hydrogen-hydrogen contact distances less than 2.4 A are rare. Short (1.8 - 2.0 A 
H· .. H) dihydrogen bonds[135·1361 are observed in NaBH4·2H2O where the proton 

acceptor is a metal hydride. Although the dihydrogen bond has been studied using 

neutron diffraction,[137·1381 with similar geometries to hydrogen bonds, its relationship 

to conventional hydrogen, ionic and covalent bonds remains unclear. Dihydrogen 

bonding stabilises the solid phase of H3NBH3 [
137l containing both protic (H0+) and 

hydridic (H0
-) atoms, whilst isoelectronic ethane is a gas. Dihydrogen bond formation 

is assumed to precede formation of H2 gas from the reaction of a hydride and a 

protic acid.[135·1381 The dihydrogen bond should not be confused with: 

• H-H bonding from dihydrogen bound to a metal 

• agostic interactions (three-centre two-electron bonds between coordinatively

unsaturated transition metals and C-H bonds)l139·140l 

• hydrogen-hydrogen bonds[141-143l between two neutral non-bonding close

contact hydrogen atoms e.g. within (planar) biphenyl, phenanthrene and 

chrysene. Although the existence of H· · · H bond paths is not in question, the 

relative stability of phenanthrene compared to its isomers can also be 

adequately explained by comparing resonance stabilizations[1421 or more 

effective TT- TT overlap.[1431 
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Resonance assisted hydrogen bonds (RAHB) are strong intramolecular hydrogen 

bonds with unusally short distances observed between O=C-OH· ·· or ... Q=C-C=C

OH for aromatic ~-diketones (Figure 4) and ~ -enaminones[144l caused by TT

delocalization involves the hydrogen which cannot solely be described by a 

Coulombic model. 

X y 

X y 

X 

X 

a, ............ o 
'H' 

y 

y 

Figure 4. Comparison of resonance forms for meta-substituted benzenes and ~

diketone enol tautomers, the latter is similar to R6 interactions described in this work 

(see Section 2,3). 

Relative conformer stabilities were analysed using multiple linear regression with 

terms derived from a presence/absence matrix consisting of three parameters: 

• heteroatom outside the ring 

• heteroatom linked to the ring 

• presence or absence of a ring double bond 

where Boolean flags either describe the absence of a double bond or the presence 

of an oxygen atom (zero), or the presence of either a double bond or nitrogen atom 

(one). 
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1.6 Quantum Theory of Atoms In Molecules 

Quantum Theory of atoms in molecules (QTAIM) (for terminology see Section 4.3) 

has been extensively used to study inter- and intra-molecular hydrogen bonding: 

• Protein folding[145l 

• Charge density analysis[145
-
191 l 

• Bond path analysis [141
•
152

-1541 

• Cooperativity analysis[155l 

• Cluster analysis[155l 

• Dimer analysis[157
-
151 l 

• Crystal systems[1621 

In a seminal piece of work, Koch and Popelier[1461 formulated eight necessary 

hydrogen bonding criteria (later adopted by IUPAC for hydrogen bonding 

redefinition) based upon QTAIM charge density analyses: 

1) Topology - Bond critical points and linking both paths must appear between 

the hydrogen and the acceptor atom. Ring critical points were found to 

guarantee a consistent topology. If the ring and bond critical points coalesce, 

annihilation occurs resulting in an abrupt change of topology or structure.[1631 

This means that if there are no bonding paths then a bond dose not exist and 

if the ring and bond critical points sit very close together then accurate data 

con not be obtained. 

2) Charge density at bond critical point - typically an order of magnitude smaller 

than those found for a covalent-bond.[146
•
164

·
1651 i.e. a hydrogen bond should 

have less election density compared to a formal bond. 

15 



3) Laplacian of the charge density at the bond critical point, r:;2p 8cp - it is crucial 

that ,:;2p8cp is positive, but also the ranges of values are within a reasonable 

range.[1461 The correlation between ":;2p 8cp with the interaction energy is also 

linear. This means that the stronger the density is the stronger the bond and if 

negative then the electrons are avoiding the area so cannot be a bond. 

4) Mutual penetration of hydrogen and acceptor - in order to estimate this 

penetration, the non-bonded radii of these atoms have to be compared to the 

corresponding bonded radii. This distance is measured in the direction of 

hydrogen bond formation as seen from the nucleus. i.e. if the atoms are too 

far apart the electrons cannot be shared between them so is very unlikely a 

bond has formed. 

The following criteria occur from integrated properties which require considerable 

computational effort than the above local effects. 

5) Loss of charge of the hydrogen atom - this is obtained by subtracting the 

electronic population of the hydrogen as a free monomer from the 

corresponding hydrogen in the complex. i.e. some of the hydrogen's electrons 

are now been used by the acceptor atom. 

6) Energetic destabilization of the hydrogen atom - this states that the hydrogen 

atom must be destabilized in the complex. This effect is measured by the 

difference in total atomic energy between the complex and the monomer. 

7) Decrease of dipolar polarization of the hydrogen atom - the magnitude of the 

dipolar polarization of the hydrogen atomic distribution is decreased upon 

complex formation. 

8) Decrease of the hydrogen atom volume - this criterion was shown to have a 

good trend, however some exceptions were found. Additional work is needed 

to confirm this. 
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The work of La Pointe et al. [145l examined protein folding present in a selection of 13 

amino acid long a-helical peptides. An investigation of the intramolecular hydrogen 

bond critical points and bond graphs found two N-H···O and one C-H···O, the former 

possessing higher energetic stability and electron density at the bond critical points. 

Mandado et al. [1461 investigated the presence of intramolecular hydrogen bonding in 

1,2-ethanediol and 1,2-dihydroxybenzene. In 1,2-dihydroxybenzene, located bond 

critical points were dismissed as artefacts of the computational level used, which 

required further investigation. [149l This is illustrated by Hermida-Ramon et al. [1481 on 

whether small carboxylic acids contained intramolecular hydrogen bonding or not. 

The investigation yielded different results partially dependent upon the level of 

computational theory used.[148
1 

Fuster et al. [1501 showed that correlations between electron localization function (ELF) 

and QTAIM analyses existed whilst attempting to probe resonance assisted vs 

conventional hydrogen bonds. No significant differences were found between both 

types of hydrogen bond, although resonance aided in producing stronger bonds. 

lntramolecular N-H O hydrogen bonds were investigated by Grabowski et al.[1511 for 

3-(aminomethylene)pyran-2,4-dione, in which RCP characteristics gave a good 

indication of hydrogen bond strength. Oliveira et al. [1611 probed the relationship 

between imidazolidine derivatives and PEG/PVP polymers, with QTAIM confirming 

the existence of N-H···O red-shifted hydrogen bonds and C-H···O blue-shifted 

("anti"-) hydrogen bonds.[161
1 

Grabowski et al. [1521 analysed the bond paths within a small set of molecules acting 

as Lewis acid and bases. Reported X-H bond lengths elongated linearly when 

stronger binding energies were observed. 
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As described in Section 1.5, Matta et al. [1411 reported different types of dihydrogen 

bonding. Dihydrogen bonding was stated to be stabilizing,[18141 (confirmed 

independently by Hernandez-Trujillo et al. [1531
) which appeared to conflict with the 

standard explanation of H .. ·H interactions as "non-bonded steric repulsions". 

Cioslowski et a1.[154l demonstrated that the existence of an attractor interaction line 

between a pair of nuclei did not necessarily imply the presence of bonding between 

those nuclei, with the H .. ,H interaction being controlled by the H .. ,H distance. 

Grabowski et al. [155l found that hydrogen bonding interactions were enhanced if the 

number of hydrogen bonding HF molecules forming the cluster were increased. 

Bonds lengths elongated and increased density were observed with increased 

numbers of participating HF molecules. 

Huang et a/.[1561 reported that methanol clusters showed differences in hydrogen 

bonding strength when the methanol clusters were small, with hydrogen bonds 

showing partial covalent character and characteristic red-shift. 

An investigation of glycine dimers was undertaken to probe possible bonding 

structures.l1571 A cyclic planar dimer was the most stable since it contained two 

strong OH·O hydrogen bonds. An investigation into the bonding between halogen 

containing compounds gave an insight into different intermolecular bonding that 

could take place,[1581 such as non-covalent hydrogen bonding. 

Hermida-Romon et al. [159l reported blue-shift hydrogen bonding within benzene

benzene and benzene-naphthalene complexes. The size of the shift could not be 

directly correlated against the ability of the donor to reorganize its electronic 

density. [159l 
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Vener et a/.[1621 investigated strong hydrogen bonding in crystalline materials. A 

transition region separating shared and closed-shell hydrogen bonded interactions, 

allowing migration of the hydrogen atom was reported. 

1. 7 Hypotheses and Aims 

1 . 7. 1 Hypotheses 

• Changes in the geometric structure of a molecule will affect its physical and 

chemical properties such as UV adsorption data. 

o This means that if a molecule is in a different conformation i.e. 1,2 and 

1,3 their will be differences in the observable chemical properties of the 

molecules. 

• The energy of a molecule can be approximated by the energies of its 

constituent components and interactions via an adaptation of the bond 

counting rule 

o This states that if you have two confirmers of the same molecule you 

can work out the energy of them by adding the bonding energies and 

intramolecular forces together. 

1. 7.2 Aims 

• The constituent energies may be quantified and characterised using quantum 

mechanical methods 

• Develop a quantitative bond counting rule via the use of multiple linear 

regression from a training set of rotamers 
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• Use a qualitative bond counting rule to predict low energy conformers for a 

large series of possible isomers 

• Develop guidelines for the minimal approach to aid computational costs 

• Potential energy surfaces will allow rotational barriers to be analysed 

• Web3D technology can deliver interactive graphic and haptic representations 

of potential energy surfaces for teaching purposes as well as improved 

visualization. 

• 3D printing of potential energy surfaces may be employed for possible 

augmented reality applications. 

1.8 Summary 

The bond counting rule is a less well known empirical rule which states that a 

molecule will seek to maximize any stabilizing interactions whilst minimizing the 

number of destabilizing interactions. The majority of studies have been focused on 

alloy configurations and conformations, such as the generation of ternary B/C/N 

supperlattices from carbon allotropes_r51
-
57l The transferability of bond counting rules 

have been demonstrated for Si3AIp_[59l 

A crystallographic survey has hinted at the importance of both 5- and 6-membered 

intramolecular hydrogen bonds within hydroxy-1,4-naphthoquinone. Although QTAIM 

produces good descriptions of hydrogen bonding,r146I additional work is required in 

order to fully redress whether certain QTAIM features are artefacts of the level of 

theory. r147l 

To put this all into perspective, the IUPAC definition of a hydrogen bond (including 

QTAIM criteria) has been updated as of 2011,r131I indicating the ever evolving 

description of the common hydrogen bond by the chemistry community. The 
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definition changed to include computationally derived structures, stating that analysis 

of the electron density topology of hydrogen-bonded systems should usually shows a 

bond path connecting hydrogen and accepter and a Bond Critical point between then 

(see Section 4.3.1 ). 

This work in the following chapter represents to my knowledge, the first application of 

a bond counting rule to study hydrogen bonding. As the average energy of an 

intramolecular hydrogen-bond lies between 2-161 kJ moi-1,[67
•
681 differentiation of 

conformers based upon hydrogen-bond counts should be possible, provided that the 

energy of each type of hydrogen bond are easily differentiated. 
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Chapter 2 - Polyhydroxy-1,4-Naphthoguinone 

lntramolecular Hydrogen Bond Counting 

Rules 

2.1 Introduction 

As mentioned in chapter 1, the rarely used bond counting rule (BCR) has previously 

been applied to study relative strengths of bonds and their effect on structure and 

energetics[39
-
59l_ For ternary B/C/N systems,[51

-
57l with a single use for Si3AIP[591 . This 

chapter will aim to create a similar band counting rule that can be applied to 

hydrogen bonding environments. 

Analysis of variance (ANOVA) was employed within this section of work, ANOVA 

was chosen as it is a collection of statistical models that are used to analyse the 

difference between group means. The multiple linear regression statistical model 

was employed within the ANOVA as this approach the standard way in which a 

scalar dependent variable (i.e. energy) can be compared to one or more explanatory 

variables (e.g. bonding types). 

In the case of the ANOVA multiple linear regression the ANOVA's group means for 

the variables was used and then the multiple linear regression statistical model then 

tested the results to give a R Squared value (how close the data fits the line of best 

fit) and standard error (by how much the values deviated from the line of best fit). 

With both of these values comparisons can be made between different mathematical 

models for different bond counting rules. 
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2.1.1 Quantum Chemistry 

When solving a quantum chemistry problem the first step is to look at trying to solve 

the Schrodinger equation with an electronic molecular Hamiltonian operating on the 

wavefunction. An exact answer to the Schrodinger equation is only possible for a 

single hydrogen atom, as other systems consist for three or more particles; an 

approximated solution is therefore required. 

One of the most common ways of approximating this solution is the molecular orbital 

(MO) theory, in which the wavefunction is written as a linear combination of known 

atomic orbitals (LCAO). The variation principle states a flexible wavefunction will 

lower the energy and imply that a better wavefunction is obtained. The MO approach 

to quantum chemistry is the conceptual basis of the Hartree-Fock (HF) and post 

Hartree-Fock methods. 

Basis sets are the way in which the atomic orbitals are generated within the 

calculation; the most basic of these is the Slater-type atomic orbitals (STOs). STOs 

are found by fitting analytical exponential functions directly to the atomic 

wavefunctions. STOs give rise to cusps in electron density at the nuclei; Gaussian 

functions provide a better approximation. Therefore a basis set can then be specified 

by listing the exponents for each orbital type used within it. 

If only one function is used for each atomic orbital then the basis set is referred to as 

a minimal basis, If double is used the basis set then becomes of double zeta quality. 

A split-valence basis sit is generated when two basis functions are used for the 

valence atomic orbitals but only one basis function is used for inner-shell atomic 

orbitals. Atomic orbitals can become polarised when a molecule is formed so a basis 

function can be added that increases the maximum number of orbitals allowed for a 

given atom, leading to a double zeta plus polarization basis set (DPZ). Anions, 

compounds with lone pairs and hydrogen bonds have significant electron density at 

long distances, therefor highly defuse functions are needed. In this respect the 6-

311 ++G(d,p) basis was chosen for this work. 
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2. 2 Development of a training set 

A training set of polyhydroxy-1,4-naphthoquinone isomers was used to construct the 

bond counting rule, as the addition of a hydrogen bond may cause the total energy to 

differ by ca. 20-40 kJ moi-1
, allowing statistically significant energy differences. 

Furthermore, the set fully describes the different intramolecular interactions present. 

To generate a complete data set, all possible planar conformers and rotamers were 

accounted for. The total number of possible rotamers for all substitutions of the base 

1,4-napthoquinone are presented in Table 6. As the parent 1,4-naphthoquinone has 

C2v symmetry, certain positional and rotational isomers are duplicated. To reduce 

computational effort, only unique conformers are included within the training set. This 

mirrors the approach of Fan et al. [53l 

Table 6. Table of all possible 1,4-naphthoquinone isomers 

#OH Max# planar Max# Max# Distinct Distinct 
groups conformers positional rotamers positional rotamers 

isomers isomers 

0 1 1 1 1 1 

1 2 6 12 3 6 

2 4 15 60 9 33 

3 8 20 160 10 80 

4 16 15 240 9 126 

5 32 6 192 3 96 

6 64 1 64 1 36 

Total 127 64 729 36 378 

From Table 6, application of molecular symmetry reduced the total number of 

calculations from 729 to a more manageable 378. The training set was generated by 

entering each of the 378 structure into the WebMO program and the basic structure 

then transferred into a text file in the Cartesian coordinate data structure. 
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For this study, in order to evaluate the average bond counting rule, energetics for all 

its components are accurately needed, therefore all rotamers were enumerated and 

analysed to produce a large dataset. It will be demonstrated in Section 2.4, that a 

minimal subset of 17 isomers, which describe all unique positions, orientations and 

interactions, generate a single set of unique bond counting rule terms. 

Once all possible unique rotamers were enumerated, identification of substitution 

positions and different types of intramolecular interactions was initially performed on 

paper. Manual data entry into Microsoft Excel, in order to obtain energy terms via 

multiple linear regression was also found to be ineffective, particularly for complex 

bond counting rules. Both methods were tedious, repetitive and open to error. 

In order to alleviate this, in-built IF logical statements, combined with AND and OR 

Boolean logic as required, with array totalling using the SUM function, allowed 

efficient data modification using "drag and drop" techniques without need for 

extensive recalculation (Figure 5). New bond counting rules could be efficiently 

created and analysed using multiple linear regression. 

Preliminary calculations (not included in this thesis for ease of conveyance) were 

performed using AM1 and HF/6-31 G(d). Similar trends and results were observed for 

each bond counting rule. As mentioned previously, the bond counting rule aims to 

maximize the number of strong bonds present within a system, whilst limiting the 

number of weak ones, giving an optimized structure. 

The use of AM1 and HF/6-31 G(d) was chosen as while not been as accurate as OFT 

or post HF methods they are accurate enough to give an indication of if there is a 

significant change in energy between different molecular confirmations to allow this 

study to take place. 
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As a hydrogen bond is fairly long and polarizable, Gaussian[1691 calculations reported 

in this chapter were run at HF/6-311 ++G(d,p) for all polyhydroxy-1,4-naphthoquinone 

unique isomers. HF/6-311 ++G(d,p) was chosen as the calculation method of choice 

as it gave good accuracy due the polarization and defuse functions which help with 

energies of long bonds. It also was not as computationally intensive as B3L YP as 

mentioned previously all 378 structures needed to be evaluated in order for the 

ANOVA multiple linear regression to have a full set of data to work over. However if 

B3L YP was employed the same trends would also be visible within the results. 

Ultrafine geometry optimisation convergence criteria ensure accuracy of vibrational 

spectra (Chapter 3). Ultrafine SCF convergence criteria in conjunction with 6d and 

1 Of Cartesian (rather than pure 5d and 7f) d- and f-function basis sets are necessary 

for QTAIM analysis (Chapter 4). Energies relative to the lowest energy of each sub 

group, e.g. 2,3,5-trihydroxy-1,4-naphthoquinone were derived. A series of custom 

Python parsers were employed for the text searching of output files. A similar 

approach using batch files containing Linux "grep" commands could also have been 

employed. 

2.3 Prototype bond counting rule 

The first approach undertaken whilst attempting to adapt the bond counting rule for 

intramolecular hydrogen bonding systems, was to simply count the number of 

hydrogen bonds present in the molecule, plotting this directly against the calculated 

energy. There was very little correlation between the relative energy of each set of 

molecules and the corresponding hydrogen bond count (Figure 6). It was therefore 

deemed that the number of hydroxy substituted groups could be influencing the 

results. To try and eliminate this problem, a new method was attempted. 
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Figure 6. Relative energy of the structures plotted against the number of hydrogen 

bond present. (Each point is an individual conformations energy) 

The next attempt at eliminating this error possibly produced by the different number 

of hydroxyl groups was to only examine trihydroxy-1,4-naphthoquinones. This gave a 

subset of values to work with. The general methodology, however, did not change, 

albeit with a constant number of OH groups. This smaller test data set was made to 

have a relative energy to the lowest energy structure within the set. 
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Figure 7. Global relative energy of trihydroxy-1,4-naphthoquinoine plotted against 

the number of hydrogen bonds. (Each point is an individual conformations energy) 
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Statistical improvement was achieved in Figure 7, with low energy molecules 

exhibiting higher hydrogen bond counts. Although higher energy structures had 

lower hydrogen bond counts, the method could still not be used as a prediction tool. 

This methodology of grouping the different number of hydroxy substituted groups as 

a base line improved the method as a whole. 

It was decided to take this method a step further so that it could be applied to the 

data set as a whole. The number of hydroxyl groups added to the system would also 

be taken into account so that all of the data could be set against a single relative 

energy of the base 1,4-naphthoquinone molecule. 

To work out the energy of the addition of each hydroxyl group to the base structure, 

hydroxy-1,4-naphthoquinone molecules as a whole would be examined. The energy 

of the molecule relative to the base was plotted against the total number of hydroxyl 

groups present (Figure 8). The average energy for addition of a single hydroxyl 

group was found to be -196597 kJ moi-1
. 

A prototype bond counting rule of the form : 

Rule 1. BCR with number of hydrogen bonds (Nb) with energy (Eb) and number of 

hydroxyl groups (Nh) with energy (Eh), 

where E is the total energy of the molecule, E0 is the energy of the parent (in this 

case 1,4-naphthoquinone), plus the average energy (Eb) of the number of hydrogen 

bonds (Nb), and the average energy (Eh) and number of hydroxyl groups (Nh), This 

new methodology was then tested against the data set as a whole to see if this 

would improve the statistics of the adapted bond counting rule. 
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Figure 8. Global relative energies plotted against the number of hydroxyl groups 

present. As m>>cr, the plot appear to be perfect. (m = gradient and a = deviation) 

To do this, the Excel spreadsheet of data mentioned previously was modified to 

include the number of hydroxyl groups as well as the number of hydrogen bonds 

present. This still did not greatly improve the statistics, although the spread in the 

energies appeared to reflect strengths of different hydrogen bonds (Figure 9). 

150 • 
• ~ "" 

100 , • I ' 'I 
I • ·• -~ 50 I -, -· ~ I • I ~ 01 ~ 

~ I 

I-
~ : 
~ -50 -- - - -,--. 

I 
·1 00 --- -

0 2 4 6 

1w1moor or H•l>Ont:1$ 

Figure 9. Plot of energy vs. the number of hydrogen bonds with the number of 

hydroxyl groups removed. (Each point is an individual conformations energy) 
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A significant difference in the strength of the hydrogen bond present in 2- and 5-

monohydroxy-1,4-naphthoquinones was noted from specific output files, confirming 

crystallographic trends (Section 1.4 ). Examining relative energy differences, the 5-

and 6- membered hydrogen bonds had respective energies of 24 and 44 kJ mor1
, 

confirming the presence of different hydrogen bonding environments and energies. 

Table 7. Energy differences between hydroxy-1,4-naphthoquinone. Difference taken 

relative to highest energy of each position. 

Position Orientation Difference in energies (kJ mor1
) 

2 z -24 

2 E 0 

5 z -44 

5 E 0 

6 z -3 

6 E 0 

(a) (b) 

Figure 10. E orientation (a) Z orientation (b) 

(always relative to the nearest hydroxyl group) 

Etter[211 described a method of designating different intermolecular hydrogen bonding 

according to the nature of the donors and acceptors. The designations being: 

• C for a chain 

• R for a ring 

• D for a dimer or other finite set 

• S for intramolecular hydrogen bonding 
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The number of donors and acceptors used within each motif were assigned as 

subscripts and superscripts respectively. The number of atoms within the repeat unit 

was indicated in parenthesis. As Etter's method did not subcategorize intramolecular 

hydrogen bonds[211
, a series of custom designations were generated, taking into 

account both ring size and the nature of the interaction as not alternative method 

was available. 

A 6-membered ring hydrogen bond to the carbonyl group was redefined as a "R6" 

interaction, whilst the corresponding 5-membered ring was similarly redefined as 

"R5". The remaining hydrogen bonds were designated "OH5" as this formed a 5-

membered hydrogen bond to an adjacent hydroxyl group. Images of the 3 types of 

interactions that were used at this point can be seen in Figure 11. 

s H 6 5 4 H 
0/ 0 0 H / 5 

4 1 4 II 1 0 0-H 
0 

2 

a b C 

Figure 11. Custom designations for specific hydrogen bonds. (a) R6, (b) R5 and (c) 

OH5. Ring size counting indicated in red. 

The aforementioned bond counting rule was extended using: 

• ER6 / NR6 - the energy and number of "R6" type interactions (a figure 8) 

• ERs / NR5 - the energy and number of "R5" type interactions (b figure 8) 

• EoHs / NoHs - the energy and number of "OH5" type interactions ( c figure 8) 

Giving the equation: 

Rule 2. Extended BCR with R6, R5 and OH5 terms added 
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As the number of degrees of freedom generates a graph with greater than three 

dimensions, statistics were obtained using multiple linear regression. 

Table 8. ANOVA table of multiple linear regression results for rule 2 (378 observables). 

Standard errors and coefficients quoted to O d.p. 

Regression Statistics 

Multiple R 0.999999997 

R Square 0.999999994 

Adjusted R Square 0. 999999994 

Standard Error (kJ mor1
) 18 

Energy component Coefficients (kJ mor1
) Standard Error (kJ mor1

) 

Intercept -44 3 

Hydroxyl -196574 1 

R6 -44 1 

R5 -35 1 

OH5 -23 1 

From the above ANOVA table (Table 8), the rule is statistically significant, although 

there appears to be some discrepancy in specific terms. The intercept is incorrect as 

it should pass through the origin (given as the parent 1,4-napthoquinone). The R6 

interaction has slightly weakened, whilst the R5 term appears to be stronger. Both 

effects may be possibly due to the cooperative effect of neighbouring interactions. 

Examining neighbouring hydroxyl groups, e.g. 2,3-, 5,6- and 6,7- in more detail, a 

series of interactions were conceived (Table 9). The interaction was identified in 

which the both hydroxyl groups pointing towards each other. To determine the 

energy of this new interaction was to specifically examine the 6,7-dihydroxy-1,4-

naphthoquinone molecules, as this has an easily identifiable baseline structure, 

where neither of the hydroxyl groups are interacting with other parts of the molecule. 
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Table 9. Table of interactions occurring within neighbouring dihydroxy structures. 6,7 

substitution is the only one to have a baseline as it has a none interacting pair. 

Molecule Interaction of Interaction of HF energy HF energy (kJ mor1
) 

name first OH second OH (kJ mor1
) relative to baseline 

23 EE C6 C6 64 --

23 EZ OH5 R5 8 --

23 zz R5 R5 0 --

56 EE OH5 - 46 --

56 EZ C6 C6 81 -

56 ZE R6 - 23 --

56 zz R6 OH5 0 --

67 EE C6 C6 35 +19 

67 ZE OH5 - 0 -16 

67 zz - - 16 0 -

H H 

/ " 0 0 

Figure 12. Designation for C6 interaction 

A "C6" term (Figure 12) was chosen for the additional term as it could be classed as 

a "close contact" or "steric interference". From table 9, a destabilisation energy of ca. 

19 kJ mor1 was identified between the 67 _ZZ (non-interacting) and 67 _EE (C6) 

conformers. This new term was added to the bond counting rule and a new multiple 

linear regression was undertaken. 
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Table10. ANOVA table of multiple linear regression results for rule 3 (378 observables). 

Standard errors and coefficients quoted to O d.p. 

Regression Statistics 

Multiple R 0.999999998 

R Square 0.999999996 

Adjusted R Square 0.999999995 

Standard Error (kJ moi-1
) 16 

Energy Component Coefficients (kJ mol"1
) Standard Error (kJ mol"1

) 

Intercept -24 3 

Hydroxyl -196587 1 

R6 -34 1 

R5 -25 1 

C6 26 2 

OHS -13 1 

Regression confirms that the average C6 interaction is destabilizing, verifying the 

previous results for a single unique configuration. The destabilizing nature leads to a 

decrease in energy and should be avoided by limiting the number of these within the 

bond counting rule. The OHS term does not change its definition, although its value 

changes within the regression equation due to its separation from the C6 term. 

The new bond counting rule is now shown in rule 3 with the number of C6 

interactions (Nc6) and the energy of the C6 added (Ec6). 

E =Ea+ Nb Eb+ NR6 ER6 + NRs ERs + NoHs EoHs 

+ Nc5 Ec5 
Rule 3. BCR with the new "C6" term added 
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Table 11. The energies for the base and mono substituted 1,4-naphthoquinone 

including hydrogen bond count 

Position Rel Energy (kJ mor1
) (0 d.p.) Hydrogen Bond 

0 0 -

2E -196606 -

2Z -196630 R6 

5E -1965780 -

5Z -196623 R5 

6E -196608 -

6Z -196611 -

Table 11 revealed that grouping all hydroxyl positions as a single term may not have 

been the best approach. The data indicates that position may be more statistically 

significant than first thought. To accommodate for this, the single hydroxyl term was 

replaced by three new hydroxyl terms. Each successive position around the ring was 

given its own term. The 2- (3-) positions were defined as alpha (a), with 5- (8-) and 6-

(7-) positions as beta (r3) and gamma (y) respectively, producing: 

E = Ea+ Na Ea + Np, Ep, + Ny Ey + NR6 ER6 

+ NR5 ER5 + NoH5 EoH5 + Nc6 Ec6 

Rule 4. BCR with the new positional terms added 

Although the bond counting rule statistics improved (Table 12), there was still a large 

standard error within the model. To possibly alleviate this, baseline interactions 

within the molecule were considered. 
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Table 12. ANOVA table of multiple linear regression results for rule 4 (378 observables). 

Standard errors and coefficients quoted to O d.p. 

Regression Statistics 

Multiple R 0.999999999 

R Square 0.999999999 

Adjusted R Square 0.999999999 

Standard Error (kJ mor1
) 8 

Energy Component Coefficients (kJ mor1
) Standard Error (kJ mor1

) 

Intercept -19 2 

Alpha Position -196597 1 

Beta Position -196572 1 

Gamma Position -196600 1 

R6 -42 1 

R5 -20 1 

C6 30 1 

OHS -10 1 

H-0 0-H 

Figure 13. Designation for M4 interaction 

Inclusion of the M4 (Figure 13) term has correctly shifted the intercept towards the 

origin (unsubstituted parent) (Table 13). A "M4" (4-membered non-interacting) 

baseline interaction which occurs for 67 _ZZ, was included within the bond counting 

rule. The baseline interactions for the R5 and R6 terms, did not, however, need to be 

included, as the baselines (incorporated as positional terms) are mutually exclusive 

to the R5 and R6 terms. 
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Table 13. ANOVA table of multiple linear regression results for rule 5 (378 observables). 

Standard errors and coefficients quoted to O d.p. 

Regression Statistics 

Multiple R 1.00 

R Square 1.00 

Adjusted R Square 1.00 

Standard Error (kJ mor1
) 4 

Energy Component Coefficients (kJ mol"1
) Standard Error (kJ mol"1

) 

Intercept 1 1 

Alpha Position -196602 1 

Beta Position -196576 1 

Gamma Position -196614 1 

R6 -47 1 

R5 -26 1 

C6 35 1 

M4 20 1 

OH5 0 1 

E = Ea+ Na Ea + N~ E~ + Ny Ey + NR6 ER6 

+ NRs ERs + NoH5 EoH5 + Nc6 Ec6 + NM4 EM4 

Rule 5. BCR with the new "M4" terms added 

The M4, C6 and OH5 terms appear to be destabilizing in Table 13. However the 

OH5 (stabilizing -20 kJ mor1 agreeing with R5) and C6 terms (destabilising 15 kJ 

mor1
) should, however, be reported relative to the M4 baseline. Care must be taken 

to avoid confusion between the positive OH5 term and its overall stability. 
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The C6, M4 and OH5 terms were split into benzenoid(aromatic) and quinoid (none 

aromatic) components to try to lower the standard error, giving: 

E = Ea+ Na Ea + N~ E~ + Ny Ev + NR6 ER6 + NRs ERs + NoH5B 

EoH5B + NoHso EoHso + Nc6B Ec6B + Nc50 Ec6o + NM4B EM4B + 

NM4Q EM4Q 

Rule 6. BCR with the new B/Q (benzenoid and quinoid) terms added 

Table 14. ANOVA table of multiple linear regression results for rule 6 (378 observables). 

Standard errors and coefficients quoted to O d.p. 

Regression Statistics 

Multiple R 1.00 

R Square 1.00 

Adjusted R Square 1.00 

Standard Error (kJ mor1
) 4 

Energy Component Coefficients (kJ mol"1
) Standard Error (kJ mol"1

) 

Intercept 1 1 

Alpha Position -196605 1 

Beta Position -196575 1 

Gamma Position -196612 1 

R6 -47 <1 

R5 -25 1 

C6 Benzenoid 34 1 

C6 Quinoid 39 1 

M4 Benzenoid 19 1 

M4 Quinoid 23 1 

OH5 Benzenoid -2 1 

OH5 Quinoid 7 1 
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2.4 Comparison of bond counting rules 

As shown in section 2.3, qualitative methods for bond counting rule generation have 

been constructed, that can successfully predict the total energies for any 

polyhydroxy-1,4-naphthoquinone conformer. It has been shown that a detailed 

understanding of all interactions present with the molecule is essential for success 

(Table 15). Inclusion of additional terms into the bond counting rule decreased the 

standard error. As rule 6 lowered the standard error only by 0.32 kJ mor1
, at the 

significant expense of three additional terms, it was deduced that rule 5 offered a 

compromise between accuracy and usability. 

Table 15. Error in different methods for the adapted BCR. 

Initial and Rule 1 were not analysed using linear regression. 

Bond counting Standard Error 
rule terms (kJ/mol) 

Initial (H-bonds) 2 N/A 

Rule 1 (OHs and H-bonds) 3 N/A 

Rule 2 (H-bonds split into R6, R5 & OH5) 5 18.161 

Rule 3 (C6 added) 6 15.569 

Rule 4 (OHs split into a, 13 and y positions) 8 8.233 

Rule 5 (M4 term added) 9 4.496 

Rule 6 (benzenoid / quinoid splitting) 12 4.170 

The conformation and energetics of a molecule can be predicted ( either by simple 

calculations or on "the back of an envelope") without the need for hundreds of 

calculations to be performed. Multiple linear regression for the entire training set of 

378 unique conformers generates an average set of interaction energies for each 

component, which may differ due to hydrogen bond cooperativity. Minimal Bond 

counting rules (Table 16) agreeing with the average bond counting rule, may be also 

derived from 17 unique conformers which describe key interactions. 
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Table 16. Comparison of coefficient energies between the extensive and basic bond 

counting rules. 

Energy Coefficients of extensive BCR Coefficients of basic BCR 
Component (kJ/mol) (kJ/mol) 

Intercept 1 N/A 

Alpha Position -196602 -196606 

Beta Position -196576 -196580 

Gamma Position -196614 -196608 

R6 -47 -44 

R5 -26 -24 

C6 35 35 

M4 20 19 

OH5 0 1 

2.5 Sieving 

The bond counting rule can be employed: 

• as an overall predictive tool for relative total energies 

• for sieving of low energy conformers 

The second method uses the bond counting rule as a sieve to rule out high energy 

containing destabilizing interactions whilst preferentially keeping those that have 

strong stabilising intramolecular interactions. The procedure on the next page 

describes the reduction of thirty six hexahydroxy-1,4-naphthoquinone conformers to 

two low-energy conformers. The procedure can be modified to locate high-energy 

structures or conformers with interesting properties for further analysis. 
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H- ----o, H_.,o -----H 

(1) (2) (3) 

Figure 14. Low energy conformers for hexahydroxy-1,4-naphthoquinone obtained by 

removal of all C6 interactions. Energies are quoted to the nearest kJ mor1 relative to 

the global minimum: (1) 0, (2) 2, (3) 8, (4) 10, (5) 12, (6) 23, (7) 30, (8) 36. 

Rotamer (6) has C2v symmetry; the remainder have Cs symmetry 

A test case for this was performed on 36 unique hexahydroxy-1,4-naphthoquinone 

conformers. The steps for the sieving method are detailed below: 

1. Remove all molecules that have destabilizing C6 interactions ( +15 kJ mor1 
). 

• This removes sixteen molecules leaving only eight (entire Figure 14). 

2. Maximize the number of R6 interactions (in this case, two) (-47 kJ mor1). 

• This removes three molecules leaving five (top row of Figure 14 ). 

3. Maximize the number of R5 interactions (in this case, two) (-26 kJ mor1
). 

• Two molecules remain (first two in Figure 14) 

4. Maximize the number of OH5 interactions (-20 kJ mor1 
). 

• As the bond counts are identical (albeit with different positions), further 

reduction is not possible. The relative energies of both conformers (global (1) 

and local (2) minima) lie within 2 kJ mor1 of each other. 
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2.6 Summary and future work 

The successful development of both quantitative (multiple linear regression) and 

qualitative (sieving) of a bond counting rule for intramolecular hydrogen bonding in 

(poly)hydroxy-1,4-naphthoquinones has been described. The techniques described 

in this chapter, may be used (albeit with modification) to describe intramolecular 

hydrogen bonding in other systems. 

In order to fundamentally understand and characterise the interactions within the 

bond counting rule, vibrational frequency (Chapter 3) and Quantum Theory of Atoms 

In Molecules (QTAIM) (Chapter 4) analyses will be undertaken. 

2.6.1 Consideration for an unknown molecule 

This work has furthered understanding of different hydrogen-bonding types. The 

common notion that hydrogen bonds possess set of amounts of energy is not valid. 

This seminal work has provided an excellent framework for future studies, including 

a prototype study of 1,2-, 1,5-, 1,7-, 2,3- and 2,6-polyhydroxynaphthoquinones. [1311 

The correct parent structure must be identified. Although this is straightforward for 

naphthoquinones, it is, however, ambiguous whether benzene or phenol should the 

correct parent for polyhydroxybenzenes / polyphenols. Different substitution 

positions must be accounted for. Application of molecular symmetry to reduce the 

number of positions aids in this matter. Interactions between single substituents and 

the parent must be included, accounting for any mutually exclusive baseline 

interactions. Single, double or aromatic bonding can affect the terms due to different 

interatomic distances. Interactions between neighbouring substituents must be 

defined (e.g. novel ?-membered interactions), including donor/ acceptor atoms, e.g. 

different 5-membered hydrogen bonds between neighbouring hydroxyls and thiols: 

• Donor oxygen and acceptor sulphur, O-H S-H 

• Donor sulphur and acceptor oxygen, S-H O-H 
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Chapter 3 - Polyhydroxy-1,4-naphthoquinone 
Vibrational Frequencies 

3.1 Introduction 

Prior to the advent of computational techniques, hydrogen bonding was investigated 

using spectroscopic methods such as IR (infrared) and Raman vibrational 

spectroscopy, in which red-shifted 0-H stretching harmonic vibrational frequencies 

( v OH) were used to prove the existence of a hydrogen bond. Even the dawn of X-

ray diffraction techniques could not make IR spectroscopy redundant. 

There are three main types of IR that look are used to look at different vibrational 

analysis. These are near-, mid- and far- IR, the names stem from their proximity to 

the visible spectrum. The near-lR is in the region of 14000-4000 cm-1
, these high 

energy IR wavelengths can be used to excite overtone or harmonic vibrations. The 

mid-lR 4000-400 cm-1
, can be used to look at the fundamental vibrations as well as 

rotational/vibrational structural analysis. The final far-lR is mainly only used for 

rotational spectroscopy as it is very close to the microwave region been only 400-10 

cm-1 . 

The main feature of IR analysis is based on the fact that molecules absorb 

frequencies that are specific to the structures contained within the molecule. These 

resonant frequencies that match the transition energies, are determined by the 

overall shape of the potential energy surface as well as the atoms and their 

bonding/vibrational coupling. 
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3.2 Methodology 

Harmonic frequency calculations were run using Gaussian[1691 using HF/6-

311 ++G(d,p) optimised geometries obtained through the use of the WebMo drawing 

package. Ultrafine geometry optimisation convergence criteria were used to ensure 

the geometry was as close to its minimum as possible to give as accurate vibrational 

data as possible. As computationally derived vibrational data is always over 

estimating the vibrational frequencies a scaling factor is always needed to convert 

the figures into a more realistic value. 

Suitable scaling factors have been published which depend not only upon method 

but also basis set.[1701 As no specific value could be obtained for HF/6-311 ++G(d,p), 

unadjusted frequencies are quoted in the following sections. Approximate scaled 

frequencies appear to agree with traditional ranges for hydroxyl harmonic vibrational 

frequencies. 

3. 3 Results and discussion 

3.3.1 Monosubstitution 

Selected monohydroxy-1,4-naphthoquinone conformers have been analysed (Table 

17). "Baseline" vibrational frequencies ( ca. 4180 cm-1
) with nigh identical bond 

lengths of 0.941 A are exhibited by 6E and 6Z. This confirms that the y position does 

not significantly interact with the carbonyl. 

0 

7 2 

6 3 

0 

Figure 15. Substitution Positions for 1,4-naphthoquinone. 
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Table 17. Doppler shift effects calculated for mono-substituted 

hydroxynaphthoquinones. v oH (cm-1), roH (A). a Non indicating non-interacting. 

Position lJ OH roH Type8 

2E 4160 0.943 Baseline 
2Z 4078 0.947 R5 
5E 4181 0.941 Baseline 
5Z 4001 0.949 R6 
6E 4180 0.941 Non 
6Z 4177 0.941 Non 

A clear red-shift can be seen of ca. 180 cm-1 (Table 17) for the (5Z) strong R6 6-

membered hydrogen bond at the ~-position, with hydroxyl bond length elongation of 

ca. 0.008 A relative to the 6E/6Z baselines. The mutually exclusive 5E conformer 

shows no shift in either frequency or bond length, showing "baseline" characteristics, 

confirming the choice to not generate an extra term for this interaction within the 

bond counting rule as it is the~ positional term (Chapter 2.3). 

A weaker red-shift ca. 80 cm-1 (Table 17) occurs for the (2Z) moderately strong R5 5-

membered hydrogen bond at the a-position, with hydroxyl bond length elongation of 

0.006A relative to the 6E/6Z baselines, confirming the relative stabilisations 

observed within the bond counting rule. Although the mutually exclusive 2E quinoid 

conformer is also assumed to be "baseline", its shows slight red shifting compared to 

the aromatic 6-values. The reason for this red-shift is unknown, as similar 6-

membered rings possess blue shifts.l1711 Nevertheless, vibrational analysis confirms 

that 2E is the correct a positional term (Chapter 2.3). 

3.3.2 Dihydroxy (non-interacting) 

Non-interacting dihydroxy-1,4-naphthoquinones (2,5-, 2,6-, 2,7-, 2,8-, 5,7- and 5,8-) 

followed the same trends as the corresponding monohydroxy species. All R6 and R5 

interactions showed large and weaker red-shifts respectively. As the interactions do 

not interact with each other and no additional interactions could be studied, the 

results have been omitted for clarity. 
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3. 3. 3 Di hydroxy (interacting) 

Table 18. Doppler shift effects calculated for di-substituted hydroxynaphthoquinones. 

v OH (cm-1), roH (A). a Non indicating that this OH is non-interacting. 

Position )) OH ( 1) roH ( 1) Type (1 )8 )) OH (2) roH (2) Type (2)8 

67EE 4243 0.938 C6 4218 0.938 C6 
67ZE 4148 0.943 OH5 4183 0.941 Non 
67ZZ 4179 0.941 M4 4180 0.941 M4 

The study of interacting dihydroxy-1,4-naphthoquinones focused on the 6,7-

substitution, omitting any additional interactions that could cloud the results (Table 

18). The 5,6- or 2,3- interactions have been examined. Analysis (not presented) is 

not straightforward due to hydrogen bonding cooperativity, but paints a similar 

picture to that obtained for the 6,7- species. 

The M4 interaction shows a "baseline" vibrational frequency of ca. 4180 cm-1
. The 

bond length also matches with the mono-substituted results of 0.941 A (Table 18). 

This confirms the assumption made within the bond counting rule of setting the M4 

interaction to be a baseline interaction (Chapter 2.3). 

The OH5 interaction shows a weak red-shift ca. 30 cm-1 and slight bond length 

elongation of 0.002 A (Table 18), indicating weak hydrogen bonding is taking place 

compared to both the R5 and R6 interactions. 

The C6 interaction, however, shows a Doppler blue-shift with the frequency 

increasing by ca. 80 cm-1 and the bond length shortening by 0.003 A (Table 18). This 

indicates that the interaction, previously referred to as an "anti-hydrogen" bond,r1611 is 

destabilising. 
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The C6 interaction creates a pair of real symmetric and anti-symmetric normal 

modes, in which the protons remain planar. Another pair of symmetric and anti

symmetric non-planar bending imaginary modes is generated simultaneously per C6 

interaction. A molecule with one, two or three C6 interactions will respectively be at 

best a 2nd
, 4th and 6th order transition state. This confirms the choice of minimizing 

the number of C6 interactions as the first stage of the qualitative sieving bond 

counting rule approach (Chapter 2.5). 

3.4 Summary 

Vibrational frequency analysis was used to characterise the interactions within the 

bond counting rule, confirming the initial assumption for certain interactions as being 

"baseline", stabilising or destabilising in character:-

• The R6 was shown to have a large Doppler red-shift in its vibrational 

frequency as well as the hydrogen bond shortening, this shows that the bond 

is stabilizing in nature. 

• The R5 was also shown to be stabilizing, but less than the R6, having a 

Doppler red-shift and bond shortening. 

• The OH5 interaction is also slightly stabilizing in nature have low Doppler red

shift. 

• The M4 Interaction has no noticeable change in vibrational frequency or bond 

length. 

• The destabilizing C6 has been shown to have Doppler blue-shift with its 

vibrational frequency increasing as well as a bond shortening. 

Further characterisation based upon Quantum Theory of Atoms in Molecules 

(QTAIM) will be described in the next chapter. 

so 



51 



Chapter 4 - Hydrogen bonding QTAIM 
analyses 

4.1 Introduction 

Analysing the electron density probability distribution within a molecule can give 

further insight into bonding and how changes in electron density may affect certain 

properties. AIM2000[1721 is based of the work by Bader[173l and co-workers on the 

Quantum Theory of Atoms in Molecules (QTAIM)_[173l By using QTAIM within this 

work some chemical bonding and structure properties can be determined by 

analysing topological features of the electron density, such as stationary points and 

gradient paths_[174l Greater information can be garnered concerning the interaction 

bond strengths and order through the use of this analysis which will be looked at in 

more detail later in this chapter. The characterization of interactions as open 

(shared) or closed shell and bond ellipticityl1 75
-
1781

, will also be looked at to help 

characterize the interactions further. 

4.2 Methodology 

Different intramolecular interactions present in polyhydroxy-1,4-naphthoquinone are 

analysed using QTAIM. These interactions include those introduced in Chapter 2, in 

addition to other new interactions, form adapted bond counting rules. HF/6-

311 ++G(d,p) and 83L YP/6-311 ++G(d,p) calculations are reported. Hybridised 

functions were used as they have correctional terms contained within them that 

make weaker interactions more closely approximate the real life values. The basis 

sets are suitable for hydrogen bonding and other long-range polarized interactions, 

whilst density functional theory (OFT) in the form of 83L YP functional provides a 

better description of electron exchange and correlation than HF can by nature. 

Molecules were geometry optimized using Gaussian[1691
. Ultrafine geometry 

optimisation convergence criteria ensured accuracy of both vibrational frequencies 
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and molecular conformation. Ultrafine SCF convergence criteria in conjunction with 

6d and 1 Of Cartesian (rather than pure 5d and ?f) d- and f-function basis sets are 

necessary for QTAIM analysis. Wavefunctions were exported as .wfn files. 

Formatted checkpoint files (.fchk) were generated from unformatted checkpoint files 

(.chk), and translated using cubegen into .cube files for graphical plotting within 

GaussView 5. 

4.3 Terminology 

4.3.1 Critical points 

A critical point (CP) is a point at which the gradient (first derivatives) of the electron 

density vanishes, i.e. 

. ap . ap ap 
'vp = 1-+ 1-+ k- = 0 ax ay az 

In the above equation i, j and k are unit vectors in the x, y and z direction 

respectively. Critical points can be identified using a Hessian matrix of second 

derivatives. The eigenvalues A1, A2 and A3 of the Hessian represent curvatures of the 

electron density with respect to each eigenvector. Critical points (w, a) are classified 

according to their rank (w) and signature (a). The former represents the number of 

non-zero curvatures of the electron density at the critical point, whilst the latter is the 

algebraic sum (positive contributing +1, and negative contributing -1) of the 

curvatures. 

There are four types of stable critical points: 

• Nuclear Critical Point (NCP) - ( +3, -3): small pink/purple ball 

• Bond Critical Point (BCP)- (+3, -1 ): small red ball 

• Ring Critical Point (RCP) - ( +3, +1 ): small yellow ball 

• Cage Critical Point (CCP)- (+3, +1 ): small green ball 
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Figure 16. Cubene AIM analysis depicting Bond/Ring/Cage Critical Points 

(Red/Yellow/Green), the Nuclear critical points are hidden by the atom spheres. 

The number and type of critical points that can be located in an isolated molecule 

follow the Poincare-Hopf relationship:l25
•
179l 

Where n denotes the number of the subscripted type of critical point. A similar 

equation exists for infinite periodic lattices.l1801 

Violation of the Poincare-Hopf relationship implies an inconsistent characteristic set, 

i.e. a CP has been missed, requiring further searches for the missing CP. On the 

other hand, satisfaction of the relationship does not prove its completeness, as if a 

BCP and RCP are both missing, the relationship is still valid.l1721 The chances of 

missing both a BCP and a RCP are small. Satisfaction of the Poincare-Hopf 

relationship is usually taken as proof of consistency and completeness. 

A RCP will always be found in the interior of a ring of chemically bonded atoms. A 

CCP is formed when several rings are connected so that they enclose an interstitial 

space. As this thesis focusses upon planar molecules, CCPs are never observed. 

Occasionally, local maxima in the electron density, known as non-nuclear attractors 

(NNA) occur at positions other than those of atomic nuclei, and are of substantial 

theoretical interest. Daviesl1711 confirmed the presence of NNA in S-H bonds for 

related poly(thio )quinones. 
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4.3.2 Bond paths 

Bond paths are single lines of maximum electron density linking the nuclei of two 

chemically-bonded atoms. The bond path is a universal indicator of different types of 

chemical bonding interactions:[1751 

• Weak 

• Strong 

• Closed-shell 

• Open-shell 

For equilibrium geometries, the molecular graph is defined as collections of bond 

paths linking bonding nuclei together with any associated CPs. Similar virial paths 

and graphs chart potential energy instead of electron density. Bond and virial path 

analyses have been used to examine closed-shell hydrogen-hydrogen bonding 

(which differs from dihydrogen bonding)[181·1821 in phenanthrene. This interaction is 

similar in nature to the C6 interaction introduced in Chapter 2. 

If a bond path is coincident with the internuclear axis, the sum of the associated 

bond radii, the bond path length, equals the bond length. If the bond path is curved, 

as seen in hydrogen-bonded systems,[179l or chemically strained, the bond path 

length exceeds the bond length. 

4.3.3 Laplacian 

The Laplacian, V2 p (r), indicates regions of local electronic charge concentration 

(V2 p(r) > 0, Lewis base / electron donor) or depletion (V2 p(r) > 0, Lewis acid / 

electron acceptor) . The Laplacian at the BCP is the sum of the three curvatures of 

the electron density at the critical point; the two perpendicular to the bond path, A1 

and A2, being negative (IA1I > IA2I by convention), whilst the third, A3, which lies along 

the bond path, is positive. For open-shell covalent bonding (V2 Pb < 0), the two 

negative curvatures dominate ( e.g. V2 Pb = - 1.1 a.u. for C-H bonds[1791). For closed

shell bonding (V2 Pb < 0), such as ionic, hydrogen-bonding or van der Waals 
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interactions, depletion of electron density within the contact region between the two 

atoms occurs. Examples of N-H ... O=C hydrogen bonds have "i/2 Pb = +0.03 a.u.[1791 

For strongly polar bonding such as C-X where X = 0, N, F, there is significant 

accumulation of electron density between the nuclei, but the Laplacian can be of 

either sign. 

4.3.4 Electron density at the BCP 

The strength of a chemical bond and its associated bond order, BO, is reflected in 

the electron density at the BCP (pb)-[173
•
1831 For shared (covalent) bonding, Pb is 

typically 0.20 atomic units. For closed-shell interactions such as ionic, van der 

Waals, hydrogen, hydrogen-hydrogen and dihydrogen bonding, Pb is typically 0.10 

a.u or less. Pb is strongly correlated with the binding energy for several types of 

bonding interaction[183
-
1891 and with S-S bond lengths.[1901 

4. 3. 5 Bond ellipticity 

Ellipticity, defined as: 

A1 
E= --1 

Az 

Where IA1 I > IA2I, measures the extent to which density is preferentially accumulated 

in a given plane containing the bond path. Cylindrically symmetric bonds such as the 

C-C bond in ethane or the C=C triple bond in ethyne have £ = 0. The ellipticity 

reaches a maximum for a double bond. Ellipticities of 0.23 and 0.45 have been 

obtained for aromatic bonds in benzene and formal double bonds in ethene 

respectively. [179l 

4.3.6 Other QTAIM features 

Potential, kinetic and total energy densities may be used to summarise bonding 

interactions. Potential energy density at BCP is highly correlated with hydrogen bond 

energies.[1851 Full interaction potentials for hydrogen bonds have been recovered 
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from potential energy densities.[1911 Hydrogen bond donor capacity,[1921 basicityl1931 

and pKa of weak acids[194l may be predicted from atomic properties derived from 

computationally intensive grid-based integration. To obtain accurate integrated 

properties, such as electron delocalisation indices which link to bond order, the 

wavefunction must be converged using self-consistent field (SCF) theory to at least 

fine or ultrafine convergence criteria. Within the previous chapters, both SCF and 

geometry optimisation convergence criteria were set to ultra-fine. 

4. 3. 7 Calculation set-up 

For these calculations the molecules were sketched out using and WebMo and the 

structures obtained. These structures were then run through Gaussian using both 

the HF and B3L YP peramaters to give two output files. The QTAIM package has a 

few steps that are needed to be performed before the data is in the form seen in the 

later sections of this chapter. First the Nuclear Critical Points (NCP) must be 

identified. From these another series of calculations is then performed to determine 

the Bond Critical Points (BCP) by looping over the previously discovered NCPs. The 

next step is to then locate the Ring Critical Points which is bone by trying to locate 

the point at which the electron density ceases to stop dropping within the plane of 

BCPs. Finally the bonding paths are drawn in on the now built up diagram and can 

now be inspected to give their respective bonding values. 

4.4 Interactions 

In addition to interactions introduced within Chapter 2: 

• R5 - 5-membered 0-H 0=C interaction 

• R6 - 6-membered 0-H 0=C interaction 

• C6 - 6-membered 0-H H-0 interaction 

• M4 - 4-membered H-O· 0-H interaction 

• 0H5 - 5-membered 0-H · 0-H interaction 
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K H-x-H 
(d) (e) 

Figure 17. (a) R6, (b) R5, (c) 0H5, (d) C6 and (e) M4 

Interactions as seen in Section 2 

Two baseline interactions not included within the bond counting rule will also be 

characterized. The terms were not explicitly included within the bond counting rule as 

they are mutually exclusive to R5 and R6 respectively: 

• 004 - 4-membered H-0·· 0=C interaction, mutually exclusive to R5 

• 005 - 5-membered H-0 0=C interaction, mutually exclusive to R6 

H, 
0 0 

~ 
H-0 0 

K 
(f) (g) 

Figure 18. (f) 004 and (g) 005 - New interactions in this section 

The two types of critical point that will be investigated during this study are the bond 

and ring critical points. Firstly the bond critical point will indicate if there is any 

hydrogen bonding present, if one is present further information about the bonding 

structure can be obtained by further analysis of the critical point. The second critical 

point is the ring critical point and this will only be used as a rough indicator of bond 

strength by looking at the distance from the bond critical point with no further 

analysis been carried out upon it. 
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4. 5 R6 Interaction 

'~ 

(a) (b) 
Figure 19. R6 interaction for both HF and B3L YP methods using a 6-311 ++G(d,p) 

basis set: (a) bond graph, (b) electron density contour plot 

The previously observed but unclassifiedl1781 R6 interaction describes not only the 

bonding present within the 6-membered intramolecular hydrogen bond, but other 

surrounding bonds. Figure 19 shows a clear BCP with straight bond paths indicating 

an interaction between the donor proton of the hydroxyl and the acceptor oxygen 

atom of the neighbouring carbonyl. The RCP is almost in the centre of the 6-

membered ring, the large BCP-RCP distance reflects the strength of the interaction. 

Table 19. R6 QTAIM data (quoted to 3 d.p.): distance, r (A); BCP electron density, 

PscP (a.u.); Hessian eigenvalue, }.. (a.u.); Laplacian, V2pscP (a.u.); ellipticity, £. 

BCP of BCP of BCP of O-H BCP of O-H 
Hydrogen Hydrogen bond on bond on 

Bond Bond hydroxyl hydroxyl 

HF B3LYP HF B3LYP 

r (A) 1.853 1.725 0.949 0.986 

PscP (a.u.) 0.031 0.046 0.373 0.337 

A1 (a.u.) -0.046 -0.075 -2 .196 -1.716 

A2 (a.u.) -0.045 -0.074 -2.158 -1.688 

A3(a.u.) 0.218 0.285 1.451 1.036 

V2pscP (a.u.) 0.127 0.136 -2.903 -2.368 

£ (a.u.) 0.022 0.014 0.018 0.017 
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The small positive V2p 8cp indicates that the hydrogen bond is closed-shell in nature, 

whilst the large negative V2p8cp for the O-H bond reflects both its polar and covalent 

nature (Table 19). The pscp for the hydrogen bond is approximately a tenth of that of 

the hydroxyl group, reflecting the relative differences in bond energy between the 

two interactions. The low ellipticities reflect almost zero rr-bond order for both bonds. 

4.6 RS Interaction 
/ ------._/ / "'" 
~-// -- ~"' 
~ \ 

) / 

~ 

' 

V i 
... ~ 

(c) (d) 
Figure 20. R5 interaction using a 6-311 ++G(d,p) basis set: (a) HF bond graph, (b) 

HF electron density contour plot, (c) B3L YP bond graph, (d) B3L YP contour plot 

Both B3L YP and HF produce differing pictorial representations (Figure 20) of the R5 

interaction. B3L YP (with improved descriptions of electron repulsion, exchange and 

correlation) correctly describes a bond path in which the proton of the hydroxyl acts 

as the donor, whilst the oxygen of the neighbouring carbonyl acts as the acceptor. 

On the other hand, HF describes an interaction between the two oxygen atoms, 

which travels almost parallel to the O-H bond before deviating away prior to the O-H 

BCP. Both cases depict near BCP/RCP coalescence (possibly responsible for the 

differing models) reflecting the weak nature of the R5 interaction. 
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Table 20. R5 QTAIM data (quoted to 3 d.p.): distance, r (A); BCP electron density, 

PscP (a.u.); Hessian eigenvalue, A (a.u.); Laplacian, ,:;2pscP (a.u.); ellipticity, £. 

BCP of BCP of BCP of O-H BCP of O-H 
Hydrogen Hydrogen bond on bond on 

Bond Bond hydroxyl hydroxyl 

HF B3LYP HF B3LYP 

r (A) 2.069 1.998 0.947 0.977 

PscP (a .u.) 0.023 0.028 0.379 0.349 

A1 (a.u.) -0.027 -0.035 -2.150 -1.747 

A2 (a.u.) -0.004 -0.023 -2.108 -1.714 

l\ 3 (a.u.) 0.151 0.165 1.362 1.013 

,;2pscP (a.u.) 0.120 0.107 -2.896 -2.448 

£ (a.u.) 5.750 0.522 0.020 0.019 

Although a study with different basis sets (e.g. Dunning/Huzinaga vs Pople) and 

methods was initially planned, it was postponed as the hydrogen bond distance is 

extremely sensitive to method, basis set and hydrogen bond cooperativity from 

neighbouring groups. The hydrogen bond BCP is only visible if the hydrogen bond 

length is less than 2.1 A. Nevertheless, all other data appears to be consistent with 

Table 19, albeit reflecting a weaker R5 compared to the R6 interaction. 

High ellipticities for both HF and B3L YP within Table 20 seem to indicate high TT

bond order for the hydrogen bond. The ellipticities appear to be significantly greater 

than observed for formal double (0.45 a.u.) and aromatic (0.23 a.u.) C=C bonds.[1791 

The larger ellipticities may reflect the change in atom type. The high TT-bond 

character for the hydrogen bond at first appears to be extremely confusing as 

hydrogen atoms do not usually possess p-electrons (although empty p-orbitals are 

available). Since the basis set employs polarising 2p and 3d electrons for hydrogen 

and oxygen respectively, the TT-bond order may artificially result from the basis set. 

As mentioned the R5 is weaker than R6 and does not always show if the distance is 

above 2.1 A, which could lead to the figures deviating more from the standard 

bonding types, seen in the distorted bonding paths in Figure 13 (a). 
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4. 7 C6 Interaction 

¼ ~ ~ 

t 
~_) -....... ~ 

(a) 

(c) (d) 
Figure 20. C6 interaction using a 6-311 ++G(d,p) basis set: (a) HF bond graph, (b) 

HF electron density contour plot, (c) B3L YP bond graph, (d) B3L YP contour plot 

Both B3L YP and HF generate vastly differing pictorial representations (Figure 20) for 

the C6 interaction. B3L YP again correctly describes a concave bond path (with 

moderate BCP-RCP distance) in which the proton of the hydroxyl and the proton of 

the neighbouring hydroxyl. On the other hand, HF describes a convex interaction 

(with near BCP/RCP coalescence) between the two oxygen atoms, in which the 

bond paths travels almost parallel to both O-H bonds before deviating away prior to 

each O-H BCP. This mirrors the two different R5 models (Section 4.6). 

High ellipticities (in general agreement with Section 4.6) for both HF and B3L YP are 

seen within Table 21 indicating possible high TT-bond order for the "anti-"hydrogen 

bond. 
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The nature of close non-bonded hydrogen-hydrogen contacts is ca. 0.3 A shorter 

than the sum of the Wan der Waals radii.[1951 During a conformational study of 

cyclohexane, Rzepa[1961 with an on-line blog, questioned whether the hydrogen

hydrogen interaction[197l within 0 2d cyclooctane was attractive or repulsive in nature. 

The symmetric A1 and antisymmetric 82 combinations respectively decreased and 

increased the hydrogen-hydrogen distance. The symmetric vibration was red-shifted 

relative to the antisymmetric vibration. 

In an addendum, Rzepa reported that anharmonic frequencies may cast light on this 

issue. The argument was as follows:[1961 

"The A1 vibrational mode decreases both H ... H distances simultaneously. If the H ... H 

interaction was attractive, then the potential might be distorted and the mode would be 

expected to become more anharmonic. The B2 vibration, for which one H ... H distance 

increases and the other decreases, might self-compensate and the anharmonic correction 

would be smaller. If the H ... H region is in fact repulsive, the reverse would be true, i.e. the A 1 

mode would exhibit a smaller anharmonic effect than the B 2." 

The reported harmonic frequencies for the A1 and 8 2 modes were 3096 cm-1 and 

3103 cm-1 respectively; whilst the reported an harmonic values were 3001 cm-1 and 

2983 cm-1
. Rzepa concluded that the hydrogen-hydrogen interaction is indeed 

repulsive in nature,[1961 despite the large electron density at the bond critical point 

normally indicating attraction. The anharmonic correction produced frequencies 

compatible with experiment. 

This agrees with the interpretation that the destabilising C6 interaction is primarily 

due to Coulombic repulsion, although the covalent nature of hydrogen-hydrogen 

bond partially (but not fully) stabilises the interaction. Anharmonic frequency 

calculations were begun but were terminated due to the extremely computational 

cost.l1711 

Although the electron density at the 8CP is low, direct comparison against R6, R5 

and OH5 interactions cannot be made due to the different terminal atoms. 
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Table 21. C6 QTAIM data (quoted to 3 d.p.): distance, r (A); BCP electron density, 

PscP (a.u.); Hessian eigenvalue, A (a.u.); Laplacian, 'v2pscP (a.u.); ellipticity, £. 

Multiple values reported for different hydroxyl groups. 

BCP of C6 BCP of C6 BCP of O-H BCP of O-H 
interaction interaction bond on bond on 

hydroxyl hydroxyl 

HF B3LYP HF B3LYP 

r (A) 1.890 1.811 0.937, 0.937 0.961, 0.961 

Pscp (a.u.) 0.014 0.016 0.393, 0.394 0.368, 0.367 

A1 (a.u.) -0.016 -0.019 -2.130, -2.135 -1.785, -1 .792 

A2(a.u.) -0.004 -0.012 -2.084, -2 .091 -1.748, -1.753 

A.3(a.u.) 0.082 0.085 1.283, 1.285 1.028, 1.031 

•:;J2pscP (a.u.) 0.062 0.054 -2.931, -2.941 -2.505, -2.514 

£ (a.u.) 3.000 0.583 0.022, 0.021 0.021, 0.022 

4.8 OHS Interaction 

(a) (b) 
Figure 22. B3L YP/6-311 ++G(d,p) OH5 interaction: (a) bond graph; (b) contour plot. 

The BCP and RCP for the OH5 interaction do not appear for HF/6-311 ++G(d,p). 
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The OH5 interaction (Figure 22) is not observed for HF/6-311 ++G(d,p) dihydroxy-

1,4-napthoquinone isomers due to the hydrogen bond distance being larger than the 

perceived AIM2000 cut-off of 2.1 A. This does not imply that the OH5 interaction will 

never be observed using HF theory for larger substitutions, as hydrogen bond 

cooperativity between neighbouring groups can promote or thwart hydrogen 

bonding. OH5 interactions observed for higher polyhydroxy-1,4-naphthoquinones 

appear to possess similar properties to the R5 interaction (Section 4.6), albeit with 

weaker hydrogen bonds. 

The bond path between the donor proton and the BCP appears to be slightly 

concave in nature, whilst the corresponding bond path between BCP and acceptor 

oxygen appears to be linear. The relatively small BCP-RCP distance again reflects 

the weak nature of the OH5 interaction, which appears to possess significant TT-bond 

character (Table 22) in accord with previous R5 (Section 4.6) and C6 (Section 4. 7) 

B3L YP results. 

Table 22. OH5 QTAIM data (quoted to 3 d.p.): distance, r (A); BCP electron density, 

PscP (a.u.); Hessian eigenvalue, A (a.u.); Laplacian, V2pscP (a.u.); ellipticity, £. 

Multiple values reported for different hydroxyl groups. 

BCP of Hydrogen Bond BCP of O-H bond on hydroxyl 

r (A) 2.061 0.968, 0.963 

PBCP (a.u.) 0.021 0.261, 0.364 

"-1 (a.u.) -0.024 -1.808, -1.815 

A 2 (a.u.) -0.013 -1.773, -1.776 

A3(a.u.) 0.135 1.037, 1.046 

V2
pscP (a.u.) 0.098 -2.544, -2.545 

E (a.u.) 0.846 0.020, 0.022 
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4. 9 M4 and 004 Interactions 

(a) (b) 
Figure 23. HF and B3L YP/6-311 ++G(d,p) bond graphs: (a) M4; (b) 004. 

The 4-membered M4 and 004 interactions (Figure 23) appear to be non-bonding 

due to the lack of any BCP / RCP between the two oxygen atoms, due to mismatch 

with known distance and angle criteria for hydrogen bonds.[198
•
199

1 

Mills and Dean's[198I work covers the use of derived spaces that hydrogen bonds can 

form within and the bonding propensity (natural tendency) for the atoms in question. 

This gives rise to a set of data that contains the determined angles and distances 

that work for hydrogen bonding with their respective atom types. The work further 

goes on to use this data as a method of testing bond in molecular similarity studies. 

The reasoning detailed in Mills and Dean's [1981 work supports the original assumption 

that M4 and 004 are baseline interactions as the bonding for these interactions in 

highly unlikely to take place given the angles and distances involved. Therefore 

within the bond counting rule the use of these as baseline interactions still holds true 

(Section 2.3). Since 004 and R5 are mutually exclusive, the 004 term was replaced 

by a single positional term within the bond counting rule. 
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4.10 005 Interaction 

(a) (b) 
Figure 24. 005 interaction for both HF and S3L YP methods using a 6-311 ++G(d,p) 

basis set: (a) bond graph, (b) electron density contour plot 

In a similar vein to R5 and 004, the previously observed but unclassified[301 005 

partial oxygen-oxygen interaction (Figure 24) is a baseline for the R6 term within the 

bond counting rule. The SCP-RCP distance lies between that of the R6 and R5 (or 

OH5) interactions, indicating that the closed-shell interaction is moderate in strength. 

Table 23. 005 QTAIM data (quoted to 3 d.p.): distance, r (A); SCP electron density, 

pscP (a.u.); Hessian eigenvalue, A (a.u.); Laplacian, V2pscp (a.u.); ellipticity, £. 

Multiple values reported for different hydroxyl groups. 

SCP of 005 SCP of 005 SCP of O-H SCP of O-H 
interaction interaction bond on bond on 

hydroxyl hydroxyl 

HF S3LYP HF S3LYP 

r (A) 2.672 2.673 0.941 0.964 

PscP (a.u.) 0.014 0.014 0.390 0.366 

A1 (a.u.) -0.012 -0.012 -2.136 -1.797 

A2(a.u.) -0.012 -0.012 -2.093 -1.761 

A3(a.u.) 0.090 0.086 1.294 1.028 

'V2pscP (a.u.) 0.066 0.062 -2.935 -2.53 

£ (a.u.) 0.000 0.000 0.021 0.020 
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The zero ellipticity (Table 23) indicates zero double bond character between the two 

oxygen atoms. It is unknown whether the interaction is truly attractive or repulsive in 

nature. A study of the harmonic and anharmonic vibrational modes (Section 4. 7) may 

illuminate this. 

4.11 Summary 

Each interaction present within the bond counting rule has been characterised using 

QTAIM. Additionally, the 005 and 004 baseline interactions were also investigated 

during this investigation. The relative stability's and bonding paths were probed to 

give further information into the nature of the bonding present with each interaction. 

Although all interactions appeared to be closed-shell in nature, the attractive or 

repulsive character of the C6 and 005 interactions are still unclear. The 4 and 004 

interactions gave no results for any type of bonding taking place, therefore providing 

support to the fact that these interactions are to be used as baselines within the bond 

counting rule. Nevertheless, the QTAIM analyses agree with relative bond counting 

rule energies (Chapter 2) and vibrational frequencies (Chapter 3), which can aid the 

definition of baselines. 

The ellipticity of the interaction however gave mixed results depending on the 

strength and atoms involved. Their seems to be a discrepancy with how weaker 

forces are to be characterised using this method, if they can be at all. As seen with 

all but the R6 and 005 the visible interactions have a large TT-bond character, this 

might be due to the ring and bond critical points coalescing as mentioned previously 

in Section 1.6 . 

Although relative conformer energies provide a clue as to the shape of the potential 

energy surface and any associated rotational barriers are still left unknown. A 

comprehensive survey follows in Chapter 5 in which state-of-the-art graphic and 

haptic scientific visualization techniques are used in conjunction with rotational 

energy calculations. 
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Chapter 5 - Methodology for the use of PES 

5.1 Introduction 

Stationary points have been investigated in Chapters 2 and 4, in Chapter 2 energies 

of specific planar stationary points ware examined. Although relative energies of 

confirmers may provide a clue towards rotational barriers[2001 and the topology of a 

potential energy surface (PES) in general, this chapter seeks to probe polyhydroxy-

1 ,4-naphthoquinones further. 

The output took the form of 1-D and 2-D relative potential energy scans depending 

upon the number of hydroxyl groups to be rotated. The scans were performed using 

Gaussian. [1691 1-D scans produced a 2-D graph which plotted the relative energy 

against a given dihedral angle, an example is shown in Figure 25. This output is 

easy to visualize using a simple graphing tool, such as Excel or GnuP/ot. The more 

problematic scans to visualize came from the 2-D scans as these needed to be 

visualized as 3-D hyper-surfaces. The 1-D scans were performed with either HF or 

OFT at a basis set of 6-311 ++G(d,p), whilst the 2-D scans were performed with 

HF/6-31 G(d) basis set to save computational cost. 
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Figure 25. Example of a plotted 1 D scan. B3L YP/6-311 ++G(d,p) PES scan 

for rotation of C-0 bond in phenol. 
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One analogy for a 3D potential energy hyper-surface is to think of a geographical 

landscape consisting of hills and valleys[201
•
2021

. The height of the landscape 

represents the relative energy that is present as a given location, the directions north 

to south and east to west therefore represent the two independently scanned 

variables or geometrical parameters. In this case the geometrical parameters that 

were scanned were the dihedral angles for the hydroxyl groups in question within the 

molecule. 

However this method is not just limited to the dihedral angles other internal and 

external coordinates that can be usedr203
·
2041 are: 

• bond length 

• bond angle 

• dihedral angle 

• out-of-plane distance 

A resulting PES can have many points of interest found within them, these points of 

interest can give a greater level of understanding to the topic that is been 

investigated within the hyper-surface. The most important of these points of interest 

is the global minimum, which corresponds to most stable molecular configuration 

from within the scanned perimeters. Other interesting features that can be studied on 

a PES surface are the low energy reaction or rearrangements pathways that are 

seen as reaction coordinates on the surface. Local minimum can also be seen that 

can be interpreted as reactive intermediates, the last main features that can be 

located are the saddle points or maxima that corresponding to transition state 

structures high in energy. 
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5.2 Design of parser 

5.2.1 Data manipulation 

For this approach to work for the 2D scans a few different methods were investigated 

to try and determine the best method that could be employed for different situations. 

To aid in this process a Python based parsing tool had to be created that can be 

found in Appendix 1. The main point of the Python parser was to take the Gaussian 

output file and then convert this data into these different formats: 

• A CSV file format that could be read by GNUPlot 

• A VRML file format for 3D visualization 

• A X3D file format for better 3D visualization but less accessibility 

• A H3D file format that would allow for 3D Haptic rendering for tactile feedback 

While haptically probable potential energy surfaces have been created before it 

presented a haptic quantum chemical approach for the study of chemical 

reactivity,[205
•
2061 through the use of novel computational methods in C++. 

The first problem for the parser was to find the energy outputted by the Gaussian 

program as this can be found in two locations both with the output file. each location 

has its own set of advantages and disadvantages. 

Firstly the data is outputted in grid format along with the z-matrix conformation. The 

advantage of looking here is that the data is numerically order and that the 

parameters that were been probed can also be checked. The disadvantage of this 

location is that if the energy of the system is greater than -9999.99 the output will not 

be printed and will be replaced with *****, meaning that the data can no longer be 

read from this point. 

The second location is within the data file can be found at the end in a dump format 

along with all the other different types of output that are created within the scan . The 
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advantage of looking here is that no matter how large the energy gets it will always 

be printed out. The disadvantage is that the energies cross line breaks and is harder 

to extract, as well as an error within Gaussian that sometimes causes this data dump 

not to be outputted. In response to these facts it was chosen then the parser would 

first try for the data from the dump section of the file by amalgamating every line 

together and then removing white spaces, after this was done the section can be 

then split by a delimiter of"//" that breaks every section apart. This data now in list 

format had each value checked to see if there was the unique character set of 

"HF=" when this was found the values for all the points could then be extracted from 

this section and stored. 

If this section did not exist, the parser would then try to read the data from the grid 

section, while this has the advantage for having data that was easy to extract by only 

having to check for a specific number lines after a break, and then store the data. 

However if the parser found that this section had the ***** format for its energies it 

would then inform the user that there was no way to extract the data and then close 

without performing any further operations. 

The next task for the parser is to determine the maximum and minimum energy 

values for the scanned coordinates. This allows the resulting 30 plot to be scaled to 

fit with a certain area by making all the energies relative to the global minimum, this 

is done by subtracting the minimum energy located from every energy that was 

found. To allow any 30 plot to be view this way a maximum height was chosen to 

keep the plot with a viewable area for the screen when outputted, this is done by 

generating a scaling factor for every plot that the parser runs on. 

The minimum is taken away from the maximum to give the range of values that are 

present this is then used as a variable in the working out of the scaling factor. By 

having the maximum range allowed to be divided by the known range for the data 

the resulting value is then used as the scaling factor by which all data values are 

then multiplied by. 
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5.2.2 Colour scaling 

Using this now calibrated data height a colouring factor can now be generated that 

will colour the VRML, X3D and H3D plots, by using a rainbow colour mapping 

system the lowest points will look dark purple and the highest will be red. The 

different colour gradients generated within this allow the user to see more detail on 

the slopes and ridges of the plot, as if the colour change is very gradual then a 

gentle gradient is present, if however the colours change is very rapid then it can be 

determined that the gradient is very steep. 
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Figure 26. Rainbow colour mapping chart 

5. 2. 3 Output types 

The first type of output that can be generated is the GNUPlot .csv file formats, this 

has a range of further options available to the user: 

• Output the energies in Hartrees without any formatting 

• Output the energies in relative energies in Hartrees 

• Output the energies in relative kCal per mole 

• Output the energies in relative kJ per mole 

74 



5.2.3.1 CSV format 

For each of the different outputs the data is given as a three column .csv file format 

with the first and second columns been the scanned coordinates and the final 

column been the energy with the appropriated scaling applied. 

There is however one extra piece of formatting that needs to be done to the data to 

make it compatible with the GNUPlot program. This is the fact that after every full 

scan of the second coordinate the data must then be reversed , giving a snaking 

pattern to the data instead of the general line by line approach. 

To accommodate for this a double looping system was employed and if the outer 

loop was an even number then the data would be done in the standard forward 

method, however if the outer loop was odd then the data would go in the reverse 

fashion. The method chosen to achieve this was to shift the data to the final value of 

that row and then minus the inner loop value instead of the normal addition for the 

even rows. 

To test this approach two methods of viewing the resulting output data were 

generated, the first was a simple contour plot for the data, this method allows the 

user to view the data is if looking at an ordnance survey map, shown in Figure 27. 
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Figure 27. Contour plot of 5,6-dihydroxy-1,4-naphthoquinone 
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The second method allows the user to view the data a wireframe 3D graph plot, this 

plot does not however employ the colour gradient scheme previously mentioned. 

While both of these methods allow for quick and easy data viewing, without the need 

for unconventional software, the other methods shown later in this chapter give a 

better visualization of the data for presentations or additional features not available 

within GNUPlot. 
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Figure 28. Wireframe GNUPlot of 5,6-dihydroxy-1,4-naphthoquinone 

5.2.3.2 VRML format 

The second type of output that can be generated by the python parser is the VRML 

.wrl file format; this has a range of further options available to the user: 

• Output the surface as a set of points 

• Output the surface as a wireframe 

• Output the surface as a normal solid surface 
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For this section new information has to be constructed depending on the option 

selected. For the point surface output only the x, y and z coordinates need to be 

given along with the colours for every point. Through the use of the nested looping 

system a method was devised that not only added the correct data for the point but 

also worked out the x and y coordinates from the step counter for the loop. 

This data was then added to a string variable so that it could be inserted later into 

the file that is been generated. The colours that had been previously calculated 

would now be used and added into the generation of the output file to give each 

point an emissive colour. 

For the second option an extra data set is needed to be generated as well as the two 

previously mentioned data sets (points and colours). This new data set is the data 

that allows the VRML program to generate the wireframe surface by specifying the 

points the lines need to be drawn between. First the horizontal lines need to be 

generated by giving each point along the row by recording each x coordinate and 

then when the row is done moving on to the next one by adding a number of values 

in a row. 

for i in ran ge (0 , 37) : 
va l = i *3 7 
l ines l = linesl + " \t\t\t " 
for j in range(0 , 37) : 
lines l = l i nesl + str (val + j) +", " 

linesl = linesl + "-1 , \n " 

Code Extract 1. Generation of Horizontal lines 

As seen in Code Extract 1 this was done through the use of loops, i is the current 

row number, val stores the amount that needs to be added on to retrieve the data 

from the set of points and j steps through the number with the line. The final line 

adds on a "-1" value which is used within VRML to indicate that that is the end of the 

current line. The same procedure is then carried out on the vertical lines and is then 

stored as a single text string with all the line data contained within. 
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Figure 29. Rectangular ax b grid construction including 'up' (red) & 'down' (blue) 

triangles. 

5.2.3.3 X3D/H3D format 

The final option is a data set that allows the generation of the surface plot with 

VRML, to do this sets of triangles need to be created that then build up across the 

grid of points. One thing to note when the triangles are generated is that two sets of 

triangles are made for each pair of rows and both must be made with the same 

rotational pattern as shown in Figure 29. This is done using similar methods to the 

generation of the lines, for full coding see Appendix 1. 

After the correct types of data sets are generated these are then written into a new 

text file with all the information that is needed to generate the correct data type with 

the VRML program. This was done to automate the process of generating multiple 

output types for users that had little or no programming skills while still allowing them 

the benefit of using this type of file format. The image shown in Figure 30 shows a 

surface plot from the VRML output file. 
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Figure 30. VRML output of 2,3-dihydroxy-1,4-naphthoquinone. 

The final two data types, X3D and H3D, use the same coding style. The same data 

sets were needed as described for the VRML data. The only differences are when 

the text file is been written as the coding is slightly different from the VRML output. 

Another difference is when the H3D output is selected an extra line stating that the 

surface is to become a simple smooth surface, this allows the use of a haptics 

device to "feel" the virtual surface. 

The surface output is also tiled to allow the user to correctly file the points of interest 

that would have been at the edge, where the haptics stylus could disengage from the 

surface, not allowing the user to fully feel and identify these points. The 2 x 2 tiling 

removed this problem but putting one corner of the plot in the middle and place the 

other 3 plots around it, shown in Figure 31. Without this tailing effect, the valley 

running down the centre of the model in Figure 31 would not be "Feelable", as there 

would only be one side of the valley. The use of haptics for teaching and 

demonstrations has been done previouslyY07
-
211 1 

Figure 31. X3D output of 5,6-dihydroxy-1,4-naphthoquinone. 
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5. 3 Results and Discussion 

5.3.1 1-D scans 

A simple 2-D plot comprising a series of 1-D scans depicting rotation of C-O bonds 

(C-C-O-H dihedral angle) for each hydroxyl group within hydroxy-1,4-

naphthoquinone is shown in Figure 32. 
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Figure 32. Variation of HF/6-31G(d) potential energy (kJ mor1
) vs C-C-O-H dihedral, 

for hydroxy-1,4-napthoquinones: 2(a)-position (blue), 5(13)-position (red), 6(y)
position (green). Potential energy is quoted relative to the global minimum for each 

positional isomer 

The barrier to rotation for the 2-Hydroxy-1,4-naphthoquinone is ca. 42 kJ mor1
, with 

a late ( 105°) transition structure. The barrier to free rotation reflects the strength of 

the 5-membered intramolecular hydrogen bond between O-H and C=O which must 

be broken for free rotation to occur. The 5-Hydroxy-1,4-naphthoquinone rotational 

barrier is ca. 56 kJ mor1, with a later (120°) transition structure. The high rotational 

barrier reflects the increased strength of the 6-membered intramolecular hydrogen 

bond which must be broken for free rotation to occur. Due to the lack of hydrogen 

bonding within 6-hydroxy-1,4-naphthoquinone, a small rotational barrier of ca_ 16 kJ 

mor1
, with a slightly late (95 °) transition structure, giving rise to free rotation. 
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5.3.2 2-D non-interacting results 

5.3.2. 1 2,5- and 2,8-dihydroxy-1,4-naphthoquinone 

2-D contour and 3-D surface plots depicting extremely similar C-C-O-H torsional 

scans for each hydroxyl group in both 2,5- and 2,8-dihydroxy-1,4-naphthoquinone 

are shown in Figures 33 and 34 respectively. 
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Figure 33. Variation of HF/6-31 G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 2,5-dihydroxy-1,4-napthoquinone as a contour plot. 
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Potential energy is quoted relative to the global minimum. 
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Figure 34. Variation of HF/6-31 G( d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 2,8-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum. 

81 

OH 

OH 



A classic "egg box" shape can be observed for the PES (Figure 35) that is indicative 

of non-interacting hydroxyl groups. The steep gradients indicate large rotational 

barriers for the 5- or 8- (13) position with moderate gradients / rotational barriers for 

the 2- (a) position. Both barriers reflect the activation energy required to break the 

intramolecular hydrogen bonds prior to free rotation. Four planar minima can be 

identified for both 2,5- and 2,8- dihydroxy-1,4-naphthoquinone corresponding to : 

a) Strongly & moderately stabilising 6- & 5-membered OH O=C hydrogen bond 

(R6 & R5 respectively) 

b) One strongly stabil ising 6-membered 0-H O=C hydrogen bond (R6) and one 

base-line 4-membered H-0 O=C (004) 

c) Moderately stabilising 5-membered 0-H O=C hydrogen bond (R5) & base

line 5-membered H-0 O=C (005) 

d) Base-line 4-membered H-0 O=C (004) & base-line 5- membered H-0 O=C 

(005) 

Figure 35. Variation of HF/6-31 G(d) potential energy (kJ moi-1
) vs 

C-C-0-H dihedral for 2,8-dihydroxy-1,4-napthoquinone as a VRML surface. 

Image identical to 2,5- dihydroxy-1,4-napthoquinone so omitted for clarity. 

Potential energy is quoted relative to the global minimum. 

82 



5.3.2.2 2,6- & 2,7-Dihydroxy-1,4-naphthoquinone 

The 2-D contour and 3-D "egg box" surface plots depicting nigh identical C-C-O-H 

torsional scans for each hydroxyl group in both 2,6- (Figure 36) and 2, 7-dihydroxy-

1,4-naphthoquinone (Figure 37). 
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Figure 36. Variation of HF/6-31G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 2,6-dihydroxy-1,4-napthoquinone as a contour plot. 
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Potential energy is quoted relative to the global minimum. 
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Figure 37. Variation of HF/6-31 G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 2, 7-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum. 
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The nigh identical energies for each maxima indicate that the hydroxyl groups are 

non-interacting. A shallow gradient is observed for the 6- or 7- (y) position indicating 

negligible rotational barriers (i.e. free rotation). A moderate gradient / barrier for the 

2- (a) position, reflects the activation energy required to break the intramolecular 

hydrogen bond prior to free rotation. Four planar minima can again be identified for 

both 2,6- and 2,7-dihydroxy-1,4-naphthoquinone (Figure 38), due to the fact that the 

6- or 7- (y) position has no way to hydrogen bond in this configuration only one 

interaction is observed for each minima: 

a) Moderately stabilising 5-membered 0-H 0=C hydrogen bond (R5) 

b) Moderate stabilising 5-membered 0-H 0=C hydrogen bond (R5) 

c) Base-line 4-membered H-0 0=C (004) 

d) Base-line 4-membered H-0 0=C(004) 

Figure 38. Variation of HF/6-31 G(d) potential energy (kJ moi-1
) vs 

C-C-0-H dihedral for 2,6-dihydroxy-1,4-napthoquinone as a VRML surface. 

Image identical to 2, 7- dihydroxy-1,4-napthoquinone so omitted for clarity. 

Potential energy is quoted relative to the global minimum 
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5.3.2.3 5,7-D;hydroxy-1,4-naphthoqu;none 

2-D contour and 3-D surface plots depicting C-C-0H torsional scans for non

interacting hydroxyl groups in 5,7-dihydroxy-1,4-napthoquinone (Figure 39). 
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Figure 39. Variation of HF/6-31 G( d) potential energy (kJ moi-1
) vs 

C-C-0-H dihedral for 5,7-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum 

The "egg box" surface is once again present within both the contour and PES plots. 

The slight gradients one again indicating negligible barriers (free rotation) is 

observed for the 7- (y) position. While steep gradients (large barriers to free rotation) 

are seen for the 5- (~) position reflecting the large activation energy required to break 

the R6 intramolecular hydrogen bond prior to free rotation. Four planar minima can 

be identified (Figure 40), with the 7- (y) position been once again unable to hydrogen 

bond only one interaction is seen per minima: 

a) Strongly stabilising 6-membered 0-H 0=C hydrogen bond (R6) 

b) Strongly stabilising 6-membered 0-H 0=C hydrogen bond (R6) 

c) Base-line 5-membered H-O 0=C (005) 

d) Base-line 5-membered H-0 0=C (005) 
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Figure 40. Variation of HF/6-31 G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 5,7-dihydroxy-1,4-napthoquinone as a VRML surface. 

Potential energy is quoted relative to the global minimum 

5.3.2.4 5,8-Dihydroxy-1,4-naphthoquinone 

The final non-interacting 2-D contour and 3-D surface plots depicts C-C-O-H 

torsional scans for naphthazarin, 5,8-dihydroxy-1,4-napthoquinone (Figure 41 ) . 
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Figure 41. Variation of HF/6-31G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 5,8-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum 
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The presence of degenerate structures generates a symmetric PES for this scan. 

Large rotational barriers (steep gradients) show the activation energy required to 

break the R6 intramolecular hydrogen bond prior to free rotation, observed for both 

the 5- and 8- (~) positions which are equivalent. Three unique planar minima can be 

identified (Figure 42): 

a) Two strongly stabilising 6-membered 0-H O=C hydrogen bonds (R6) 

b) One strongly stabilising 6-membered 0-H O=C hydrogen bond (R6) and one 

base-line 5-membered H-0 O=C (005) 

c) Two base-line 5-membered H-O ··O=C (005) 

Figure 42. Variation of HF/6-31 G(d) potential energy (kJ mor1
) vs 

C-C-0-H dihedral for 5,8-dihydroxy-1,4-napthoquinone as a VRML surface. 

Potential energy is quoted relative to the global minimum 
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5.3.3 2-D interacting results 

5.3.3. 1 2,3-D;hydroxy-1,4-naphthoqu;none 

2-D contour and 3-D surface plots depicting C-C-O-H torsional scans for each 

hydroxyl group in 2,3-dihydroxy-1,4-naphthoquinone, Figure 43 . 
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Figure 43. Variation of HF/6-31G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 2,3-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum 
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The complex shape of the PES is indicative of interacting, neighbouring hydroxyl 

groups, whilst a degenerative structure still allows the generation of a symmetric 

PES (Figure 44 ). Moderate gradients and rotational barriers are observed for the 

equivalent 2- and 3- (a) positions. The 5-membered O-H O-H hydrogen bond (OH5) 

is ca. 9 kJ mor1 less stable than the 5-membered O-H O=C hydrogen bond (R5). 

The non-planar global (co-parallel) and local (anti-parallel) maxima have energies of 

72 kJ mor1 and 59 kJ mor1 respectively, which are lower than predicted (ca. 84 kJ 

mor1 using the barriers from Section 5.3.1 ), indicating stabilising interactions are 

taking place. A destabilising interaction is evident for C6 which is the "anti-" hydrogen 

bond, ca. 18 kJ mor1 less stable than expected. 
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Three unique planar species can be identified (Figure 44 ): 

a) Two moderately stabilising 5-membered 0-H·O=C hydrogen bonds (R5) and 

one base-line 4-membered H-0 0-H (M4) 

b) One moderately stabilising 5-membered 0-H O=C hydrogen bond (R5), one 

weakly stabilising 5-membered 0-H 0-H hydrogen bond (OH5) and one 

base-line 4-membered H-0 O=C (004) 

c) Two base-line 4-membered H-0 O=C (004) and one moderately 

destabilising 6-membered "anti"- hydrogen bond (C6). Vibrational frequency 

analysis indicates that this is a 1st order transition structure, with a quasi

disrotatory imaginary mode. 

Figure 44. Variation of HF/6-31 G( d) potential energy (kJ mor1
) vs 

C-C-0-H dihedral for 2,3-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum 
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5.3.3.2 5,6-D;hydroxy-1,4-naphthoqu;none 

2-D contour and 3-D asymmetric surface plots depicting 2-D C-C-O-H torsional 

scans for each hydroxyl group in 5,6-dihydroxy-1,4-napthoquinone (Figure 45). 
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Figure 45. Variation of HF/6-31 G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 5,6-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum 

The complex shape of the PES is again indicative of interacting, neighbouring 

hydroxyl groups, however due to no degenerative structures the plot is now non

symmetric. The severe gradients, indicating large barriers, are observed for the 5-

(~) position with moderate gradients and rotation barriers for the neighbouring 6- (y) 

position. The 5-membered O-H OH hydrogen bond (OH5) stabilises the molecule by 

ca. 20 kJ mor1
, meaning that the low barriers previously seen for the neighbouring 6-

(y) position have been lost. 

The non-planar global (aligned parallel) and local (aligned antiparallel) maxima have 

energies of ca. 80 and 70 kJ mor1
, which exceeds or comparable with predicted 

barriers of ca. 72 kJ mor1 (Section 5.3.1 ). A destabilising interaction is also evident 

for the C6 in which the "anti-" hydrogen bond is ca. 36 kJ mor1 less stable than 

expected. 
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Four unique planar species can be identified (Figure 46): 

a) One strongly stabilising 6-membered O-H O=C hydrogen bond (R6) and one 

weakly stabilising 5-membered O-H O-H hydrogen bond (OH5) 

b) One strongly stabilising 6-membered O-H O=C hydrogen bond (R6) and one 

base-line 4-membered H-O O-H (M4) 

c) Weakly stabilising 5-membered O-H O-H hydrogen bond & base-line 5-

membered H-O O=C 

d) Strongly destabilising 6-membered "antt- hydrogen bond & baseline 5-

membered H-O·· O=C. Vibrational frequency analysis indicates that this is a 

2nd order transition structure, with both quasi-conrotatory & quasi-disrotatory 

imaginary modes 

Figure 46. Variation of HF/6-31 G(d) potential energy (kJ moi-1
) vs 

C-C-O-H dihedral for 5,6-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum 
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5.3.3.3 6,7-Dihydroxy-1,4-naphthoquinone 

2-D contour and 3-D surface plots depicting 2-D C-C-O-H torsional scans for each 

hydroxyl group in 6,7-dihydroxy-1,4-napthoquinone (Figure 47). 
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Figure 47. Variation of HF/6-31G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 6,7-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum 

The complex shape of the PES is one again indicative of interacting, neighbouring 

hydroxyl groups, whilst the presence of a degenerate structure generates a 

symmetric PES. Minimal gradients (low barriers) are generally observed for this PES 

as the equivalent 6- and 7- (y) positions had low barriers to begin with (Section 

5.3.1 ). 

The non-planar global (aligned parallel) and local (aligned antiparallel) maxima have 

energies of ca. 40 and 30 kJ mor1
, which exceeds or comparable with predicted 

barriers of ca. 32 kJ mor1 (Section 5.3.1 ). A destabilising interaction is also evident 

for C6 in which the "anti-" hydrogen bond is ca. 30 kJ mor1 less stable than 

expected. 
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Three unique planar species can be identified (Figure 48): 

a) One base-line 4-membered H-O O-H (M4) 

b) One weakly stabilising 5-membered O-H-O-H hydrogen bond (OH5) 

c) Strongly destabilising 6-membered "anti"- hydrogen bond . Vibrational 

frequency analysis indicates that this is a 2nd order transition structure, with 

both quasi-conrotatory and disrotatory imaginary modes. 

Figure 48. Variation of HF/6-31 G(d) potential energy (kJ mor1
) vs 

C-C-O-H dihedral for 6, 7-dihydroxy-1,4-napthoquinone as a contour plot. 

Potential energy is quoted relative to the global minimum 
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5.4 Summary and future developments 

As shown the python parser allows multiple different outputs to be generated for the 

user, each type has its own set of pros and cons, however by including all the types 

in one package the user can chose the method that best for the problem at hand. If 

the user wants to generate contour plots the .csv file format output used in 

conjunction with GNU Plot is the best choice. If the user wants to generate images for 

use in publications then the VRML output allows the generation of colour graded 

images that depict the surface in question. 

A future enhancement to the python parser would be to add the output type .stl, this 

would then allow the user to 3D print their surface, giving both a tactile and visual 

item for use within lectures and talks. While the python parser itself does not have 

this capability a preliminary test model has been printed. The 3D print has been used 

to look at interconversion paths via the use of a ball bearing that was allowed to roll 

down the hills towards the valleys that contain the stable structures. Figure 49 shows 

a 3D print of a calculation that was manually converted to the .stl format to look at 

the quality and usability of a 3D printed model. 

The X3D and H3D outputs allow the use of a haptics device ( such as the Novint 

Falcon depicted within Figure 50) that enables the user to tactically feel the points of 

interest that are present within a surface. 
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Figure 49. 3D print of 5,6-dihydroxy-1,4-naphthoquinone with ball bearings depicting 

key features and 3 different interconversion pathways. Red pathway is from M4 to 

0H5 with a continuous R6; Green pathway is from a 0H5 with 005 to an M4 with a 

R6; Blue pathway is from a 0H5 with 005 to a 0H5 with R6 bypassing the C6 with 

005. 

Figure 50. Use of a haptics device to tactile feel a PES 
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Chapter 6 - Effect of conformer upon 
electronic spectra 

6.1 Introduction 

A brief study of the UV spectra of selective hydroxy substituted 1,4-naphthoquinones 

has been undertaken in order to prove the need for identifying the correct global 

minimum structure, as some of these molecules are used as dyes.[2121 Structures 

possessing several low energy local minima and low rotational barriers must also be 

identified and investigated. To demonstrate the effect of structure upon chemical and 

physical properties, a simple study of electronic spectra was carried out. To do this 

Gaussian[1691 calculations were undertaken using the added flags of either CIS or TD, 

these flags tell Gaussian to run electronic (UV-VIS) spectra analysis and output the 

frequencies of the modes located. For HF-based methods, CIS (Configuration 

Interaction with Singles Excitation}1213
·
2141 is used for both open and closed shell 

systems, the systems under investigation are all closed shell systems. TD (Time 

Dependent) can be used with either HF (Hartree-Fock) or OFT (density functional 

theory) methods.1215
-2211 

Previously this type of study was done by looking at the HOMO-LU MO gap, [222
-

2241( see Figure 51) the CIS and TD methods are an improvement on this. The 

HOMO-LUMO gap does not take into to account the excited state energies, if it does 

then in the best case scenario it in not very good at doing them. The CIS and TD

OFT take into count these excited states and are therefore a better indicator of the 

actual wavelengths that are obtained. This is done via an analysis of the vertical 

excitation energies which differs from adiabatic ones by not minimizing the electronic 

structure of the excited states. A TD-OFT C-PCM-TD-PBE0 study of a small 

selection of dyes was carried out by Jacquemin.12251 
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Figure 51. How the electronic configuration changes when absorbing light 

6.2 Methodology 

When trying to prove the colour of a molecule you must look at the absorption bands 

and then give it its complementary colour for the colour that would be seen after the 

absorption has taken place. One problem that could arise from this is that if a correct 

structure is not determined that the wavelength of light could be different. This can 

lead to problems as the yellow band of colour is only 20 nm wide (see Table 24). If 

the molecular structure is incorrect and the wavelengths differ by more than 20 nm 

then an incorrect colour could be given. 

Table 24. Colour spectra and their relative wavelengths 

Color Wavelength 

violet 380-450 nm 

blue 450-495 nm 

green 495-570 nm 

yellow 570-590 nm 

orange 590-620 nm 

red 620-750 nm 
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6.3 Results and discussion 

6.3.1 HF mono-substitution results 

The excitation with the lowest excitation energy and highest lambda max is typically 

a triplet, the triplet excitations are symmetry forbidden leading to a zero f value 

(oscillator strength). Occasionally the lowest energy singlet excitation is given by A". 

The zero oscillator strength of this peak indicates symmetry forbiddance. Within 

Table 25 & Table 26, symmetry forbidden excitations have been omitted for clarity. 

Table 25. Lowest Singlet-A' excitation energy for HF-CIS, E (eV) as a function of 

both ring position and rotamer orientation . The absorption wavelength, A., (nm) and 

oscillator strength, f, are also included. Symmetry forbidden peaks have been 

omitted for clarity. a Interactions given as defined in Chapter 2. 

Position lnteractiona E (eV) A. (nm) f (a.u.) 
2Z R5 4.9259 251.70 0.0078 
2E 5.1017 243.02 0.0003 
5Z R6 4.8185 257.31 0.2218 
5E 5.0547 245.28 0.1888 
6Z 4.9635 249.79 0.0563 
6E 5.0279 246.59 0.0685 

Table 26. Lowest Singlet-A' excitation energy for HF-TD, E (eV) as a function of both 

ring position and rotamer orientation . The absorption wavelength, A., (nm) and 

oscillator strength, f, are also included. Symmetry forbidden peaks have been 

omitted for clarity. a Interactions given as defined in Chapter 2. 

Position I nteractiona E(eV) A. (nm) f (a.u.) 
2Z R5 4.7279 262.24 0.0063 
2E 4.8933 253.37 0.0001 

5.2428 236.48 0.0846 
5Z R6 4.5891 270.17 0.1796 
5E 4.8237 257.03 0.1582 
6Z 4.7536 260.82 0.0484 
6E 4.8169 257.39 0.0593 
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Care must be taken when comparing these results with experiment for 3 reasons 

(see section 6.3.3), first is the fact that these calculations underestimate the 

wavelengths. The second is that they are done in the gas phase so solvent effects 

are not taken into account. Finally, the quinoid ring 2- substitution should not be 

directly compared with (5- and 6-) positions on the benzenoid ring. Bathochromic 

shifts are observed with these results going from 6- to 5- indicating the effect of 

hydrogen bonding on the 5- compared to the non-interacting 6- position. 

6.3.2 B3LYP hexa-substitution results 

Table 27 and 28 demonstrate that just changing the rotational positions of the 

hydroxyl groups of the low energy hexahydroxy-1,4-naphthoquinone can lead to a 

great difference in wavelengths obtained. This is in part due to the different hydrogen 

bonding environments present within the molecules, leading to the changes in the 

wavelengths. It should also be noted that only the ZZZZZZ orientation has a C2V 

symmetry all others have a Cs symmetry, the parent 1,4-naphthoquinone molecule 

has D2h symmetry which is a symmetry forbidden vibration. 

Table 27. Lowest singlet excitation energy for B3L YP-TD-DFT, E (eV) as a function 

of both ring position and rotamer orientation. The absorption wavelength, A, (nm) and 

oscillator strength, f, are also included. Symmetry forbidden peaks have been 

omitted for clarity. a Interactions given as defined in Chapter 2. 

Position lnteractiona Type E(eV) A, (nm) f (a.u.) 
zzzzzz 2R6 2R5 2OH5 B2 2.1822 568.17 0.0008 
ZZZZEZ 2R6 2R5 2OH5 A' 2.2554 549.73 0.0036 
ZEZZZZ 2R6 2R5 2OH5 A' 2.3154 535.49 0.0009 
ZEZZEZ 2R6 1R5 3OH5 A' 2.3990 516.82 0.0002 
ZEZEZZ 2R6 1R5 3OH5 A' 2.4158 513.21 0.0035 
ZZZZEE 1R6 2R5 3OH5 A' 2.4060 515.31 0.0121 
ZEZZEE 1R6 1R5 4OH5 A' 2.5665 483.09 0.0050 
ZEEEZZ 1R6 1R5 4OH5 A' 2.6349 470.54 0.0099 
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Table 28. Lowest singlet excitation energy for 83L YP-CIS , E ( eV) as a function of 

both ring position and rotamer orientation. The absorption wavelength , A, (nm) and 

oscillator strength, f, are also included. Symmetry forbidden peaks have been 

omitted for clarity. a Interactions given as defined in Chapter 2. 

Position lnteractiona Type E(eV) A, (nm) f (a.LI.) 
zzzzzz 2R6 2R5 2OH5 82 4.1067 301.90 0.0038 
ZZZZEZ 2R6 2R5 2OH5 A' 4.1867 296.14 0.0120 
ZEZZZZ 2R6 2R5 2OH5 A' 4.2674 290.54 0.0061 
ZEZZEZ 2R6 1R5 3OH5 A' 4.3548 284.71 0.0032 
ZEZEZZ 2R6 1R5 3OH5 A' 4.3511 284.95 0.0243 
ZZZZEE 1R6 2R5 3OH5 A' 4.3783 283.18 0.0331 
ZEZZEE 1R6 1R5 4OH5 A' 4.5681 271.42 0.0125 
ZEEEZZ 1R6 1R5 4OH5 A' 4.5592 271.95 0.0424 

6.3.3 Comparison with experimental results 

The previous work of Davies[2221 showed that dyes could be split into three families : 

• Polyenic 

• Aromatic 

• Polymethinic 

The calculations were performed using various semi-empirical methods (PPP, EHT, 

CNDO, INDO, MINDO/3, MNDO, AM1, PM3 and ZINDO/S. Due to effects of electron 

correlation, the energy of the HOMO can be approximated as the negative of the first 

ionization energy. The calculated Amax of each dye did not match with experimental 

result, three separate linear regressions were obtained. Semi-empirical (and HF) 

overestimated the band gap therefore giving low lambda maxes. OFT on the other 

hand underestimated the band gap giving rise to large lambda maxes. 

Without doing similar regression across large data series of varying dyes with 

different chromophores and functional groups it is not feasible to directly compare 

the calculated Amax against experimental values.(2261 with a peak at 475 nm (epsilon= 

6060) containing two shoulders, one at 498 nm (epsilon = 4350), and the other at 

459 nm ( epsilon = 5350). 
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Taking this into account, lowest energy conformer from Table 27 has a Amax for a 

singlet of 568 nm. The first five structures within Table 27 (corresponding to Amax 

values of 568, 549, 535, 517 and 513 nm) contain maximum R6 bond counts. 

As these results correspond to B3L YP energies they will be overestimated however 

the difference is still 55 nm and would have to be scaled down. An approximate 

value after scaling would be 40 nm this is still double the width of the yellow portion 

of the visible spectrum. If you take the variation across all eight structures that were 

probed then the variation is approximately 100 nm with is over the width of the visible 

violet region (second widest within the visible spectrum). This method however has 

been shown by Guillaumont[2271 to be effective in comparing these calculated 

wavelengths to experiment, however some care needs to be taken as the fit is not 

always accurate. 

6.4 Conclusions 

From these results the intramolecular interactions greatly affect the energetics and 

structure of a molecule that can be obtained via quantum mechanical calculations. 

The sieving method from the bond counting rule chapter stated that there were 8 low 

energy molecules that had further calculations performed on them. These results 

showed that the lambda maxes can vary greatly with only small changes to the 

structure. Even for molecules with the same basic bond count the different 

positioning of certain interactions leads to c.a. 20 nm worth of change. 

These results are a small step into the UV analysis of these molecules, without large 

amounts of time been spent on this to get an accurate conversion rate these results 

should not be directly compared with any non-calculated data, however the overall 

trend that if an incorrect structure is chosen the results given by it will vary by a 

significant amount 30 nm or 100 nm across the set depending on the method 

chosen. 
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Chapter VII - Conclusions and future work 

7.1 Overview 

The hydrogen bond can be considered to be the bond of life. Without it, water would 

exist in as a gas (similar to methane and to a lesser extent ammonia and hydrogen 

fluoride). It is responsible for the double helix structure of DNA and for many 

biological processes. Despite the hydrogen bond being discovered a century ago, 

there is still considerable debate and redefining of its nature. A crystallographic 

survey of X-ray diffraction experiments for polyhydroxy-1,4-naphthoquinones 

seemed to indicate a preference for certain hydroxyl orientations due to both intra

and inter-molecular hydrogen bonding. As a significant amount of the surveyed 

molecules (1960s onwards) either could not locate the light proton, or had 

uncertainty in its position; a systematic re-investigation using state-of-the-art X-ray or 

neutron diffraction techniques is required. 

As described in Chapter 2, the rarely known bond counting rule has been employed 

previously to examine alloy conformations in inorganic systems. The work in this 

thesis adapts the bond counting rule to organic polyhydroxy-1,4-naphthoquinones. 

The bond counting rule was developed using multiple linear regression for a training 

set of several hundred conformers. The quantitative bond counting rule showed that 

correctly identifying all interactions which may have an energetic effect was 

imperative to obtain accurate energies. Simple or elaborate extended bond counting 

rules could be developed, the latter at a cost of reduced usability and understanding. 

A sieving approach was developed enabling low (or high) energy conformers to be 

identified, which significantly aids computational efficiency, particularly during 

conformational analysis. Symmetry can be used to initially reduce the number of 

unique conformers, e.g. from 64 to 36 for hexahydroxy-1,4-naphthoquinones. After 

sieving all conformers containing destabilising "anti-" hydrogen bonds ( classified as 

C6), eight low energy conformers remained. Successive sieving beginning with the 
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most stabilising interaction produced two rotamers with nigh identical energies and 

hydrogen bond counts. 

Unpublished studies on related polysubstituted benzo-, naptho- and anthra-quinones 

and phenols including halogenated derivatives have demonstrated the effectiveness 

and transferability of the bond counting rule.[1601 Similarly, bond counting rules for 

polyborate anions are currently being developed. Future crystal packing studies, 

essential for pharmaceutical and materials chemistry could be based upon both 

intra- and inter-molecule hydrogen bonding to only minimise the number of 

conformers to be studied, but also to act as a predictive tool. The bond counting rule 

can also revolutionalise carbohydrohydrate or peptide conformational analysis, 

significantly reducing the number of conformers to be probed. 

Vibrational frequency analysis (Chapter 3) was used to initially characterise the 

interactions which had been identified for use within the prototype bond counting 

rules. This helped to confirm some of the initial assumptions that certain interactions 

are "baseline", stabilising or destabilising in nature. Quantum Theory of Atoms in 

Molecules (Chapter 4) analyses complimented the above assumptions and further 

characterised these interactions. The QTAIM analyses confirmed that carbonyl 

acceptors were better than hydroxyl groups, with 6-membered rings being generally 

more stabilising than 5-. The destabilising C6 interaction is believed to be mainly due 

to Coulombic repulsion with partial stabilisation from the partial H ... H bond. Future 

studies of anharmonic vibrational frequencies could aid in this regard. Donor

acceptor interaction energies from natural bond order (NBO) analyses could be 

directly compared against bond counting rule interaction energies. 

As only planar stationary points had been analysed within the previous chapters, 

Chapter 5 describes potential energy surfaces (PES) and associated rotational 

barriers for the polyhydroxy-1,4-naphthoquinones. The rotational barriers and 

potential energy surface topology provide further insight into the interconvertability of 

polyhydroxy-1,4-naphthoquinone conformers. 
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Custom Python parsers were developed to convert Gaussian output into formats 

suitable for visualization e.g. using Gnuplot or Web3D technology. Graphic VRML 

(and X3D) and haptic H3D files can be outputted by the parser for use as interactive 

teaching aids, allowing the user to interact with, see and feel shaded solid surfaces 

in 3-D. VRML files can be converted to .stl files using third-party software and 

allowing 3-D rapid prototyped models to be printed, which provides the user with 

natural tangible perception and interaction. 

An option to save PES as .stl files for 3-D printing could be included within the 

parser, although the use of free third-party conversion software could negate this 

need. The parser has already been adapted for use in creating graphic and haptic 

models of both SPM (e.g. STM / AFM) data[2281 and 2-D NMR (e.g. heteronuclear 

and homo nuclear COSY) spectra. [2281 The large data sets required some code re

optimization. 

In order to demonstrate the importance of obtaining the correct conformer, electronic 

spectra of specific polyhydroxy-1,4-naphthoquinone conformers were calculated 

using both CIS and TD approaches. Hartree-Fock wavelengths were underestimated 

due to an overestimation of the HOMO-LUMO gap, whilst OFT wavelengths gave 

opposite results. 

Differences in hydrogen bonding caused large wavelength shifts. Although organic 

dye molecules could be characterised as polymethinic, aromatic or polyenic in 

character2221 (each with a different linear regression), further work is needed to fully 

characterise the polyhydroxy-1,4-naphthoquinones. 
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7.2 Underling conclusions 

The main advantages coming out of this work are the generation of a new novel way 

of working out the lowest energy structure from a set using one of two methods 

stemming from the bond counting rule. The first of these is the qualitative method to 

accurately work out the energy of each structure given enough data on the molecule. 

The second is the quantitative approach where the bond counting rules relative 

stabilities of the interactions is used as a sieve to reduce the number of possible 

conformational structures to a minimum, saving both time and computational cost. 

Later in the work it was demonstrated that the use of haptics and 3D visualizations 

can be used to illustrate rotational paths in both a tactile and visual approach. As 

well as giving more insight into the rotational barriers that are present between the 

interactions discovered. The bond counting rule analysis has also lead to the 

discovery of new types of interactions that are available to a molecule. It has also 

ruled out some interactions that have been classically known as hydrogen bonding 

as the current definition for computationally derived structures means that they must 

possess a bonding path. 

The concept of using bond counting rules in traditional rule-based cleaning tools 

within molecular modelling software could help solve the problem of the modelling 

software provide the wrong conformer even if the correct one is sketched into the 

document. Within WebMO, the outputted cleaned molecule appears to depend upon 

the Z-matrix connectivities rather than minimising non-bonded contacts. As the bond 

counting rule is mathematical / empirical in nature, it could be incorporated into 

commercial software. An example of this is depicted below in Figure 52. 
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Figure 52. Three structures that are obtained from chemical modelling packages 

depending on how the user enters the data. A is the lowest energy structure, B is a 

local minimum, C is a very high energy local minimum. 

Complete avoidance of structure C (due to "anti"- hydrogen bonds) would be 

essential. Although structure A is a local minimum, any calculated properties would 

differ from those of global minimum B. All three conformers were generated via 

cleaning during the course of this work. 

7.3 Continuing development 

The bond counting rule developed within this study is now been used to look at 

different aromatic environments with both benzoquinone and anthaquinone. Both of 

these studies initial results seem to suggest a similar trend in both the order of 

interactions as well as the interactions that are present as well. The work has also 

been transferred to different confirmations of the base napthoquionone structure. 

This has lead to the discovery of new interactions that were not previously known 

about. 

The 30 visualization work has been used to help undergraduate chemists come to 

understand reaction paths and rotational paths better through the use of the 30 

printed model. It is also been looked at to produce a tiled version of the 30 printed 

model so that with the use of small ball bearings a student could place the ball at the 

maximum and they could then watch it roll down to its minimum along the rotational 

path. 
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#!/usr/bin/python 

#uses system args in next step 
import sys 
all=" 
data= D 
info =o 
second_one = False 
obtain = False 
all_info =" 

#assigning of imput arguments 
#file name 
input= sys .argv[1] 
#dihedral angles 
D1 = sys.argv[2] 
D2 = sys.argv[3] 
#output methods 
Type= int(sys.argv[4]) 
Code= int(sys.argv[5]) 

#initial variables for max, min, difference and multiplication of gradient 
mini= 0.0 
maxi= 0.0 
diffi = 0.0 
multi= 1.0 

colours= O 

#coversion factors 
KJ = 2625.5 
HA= 1.0 
KC= 627.509 

points=" 
lines1 =" 
lines2 =" 
triangles = " 
archive = True 

#open imput file 
text_file1 = open(input, 'r').readlines() 
print "\nObtaining 'HF=' Values\n" 

for line in text_file1 : 

if obtain : 
info.append(line.replace("\n", "")) 
#dumped into array minus carrage return 

if "Population analysis using the SCF density" in line and second_one : 
obtain = True 
#secon time of appearence 

elif "Population analysis using the SCF density" in line: 
second_one = True 
#first time it appears 

if "This type of calculation cannot be archived." in line : 
archive = False 

if archive: 

print "ERROR : The job was not archived, attemting ratrieval.\n" 
#error in file 
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else : 

for i in range(0,len(info)): 

all_info =all_info + str(info[i]) 
#creates single sting of all information 

info= D 
#info is cleared 

info = all_info.split("\\") 
#splitting string at each backslash 

all_info =" 

for i in range(0,len(info)) : 

if "HF=" in info[i] : #see if HF= in box 
all_info = info[i] 

all_info = all_info[3:] 
#removes HF= 

data= all_info.split(",") 
#bit we acutally want in array form 

fork in range(0,len(data)): 
if"" in data[k] : 

data[k] = data[k].replace(" ","") 
#remove all white space 

#is no archive 

info= D 
obtain = False 

for line in text_file1 : 

if "Summary of Optimized Potential Surface Scan" in line : 
obtain = True 

#finds the table of data 

if "Largest change from initial coordinates is atom" in line : 
obtain = False 

#end of table 

if obtain == True and "Eigenvalues" in line : 
info.append(line.replace("\n", "")) 

#takes only hf values 

if obtain== True and "****" in line : 
print "Retrieval not posible, values in exess of 1000. Exiting procedure." 
exit() #kills program 

#checks for miss print 

for i in range(0,len(info)): 

if "Eigenvalues" in info[i] : 

info[i] = info[i] .replace(" Eigenvalues","") 
#removes text 
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for i in range(0,len(info)): 

if"" in info[i] : 

info[i] = info[i] .replace(" ","") 
#removes whitespace 

for i in range(0,len(info)): 

if"--" in info[i]: 

info[i] = info[i] .replace("--","") 
#removes divider 

fork in range(0,len(info)): 
if"-" in info[k]: 

info[k] = info[k].replace("-","#-") 
#adds spiltable item 

for i in range(0,len(info)): 

all_info =all_info + str(info[i]) 
#create single string 

info= all_info[1 :] 
#removal of first # 

data = info.split("#") 
#split via added charcater 

#all if staments ended 

print "'HF=' Values are now been sorted\n" 

fork in range(0,len(data)): 
if k == 0: 

else: 

print maxi 

print mini 
#prints to terminal 

#first point sets all 
mini= float(data[k]) 
maxi= float(data[k]) 

mini= min(mini ,float(data[k])) 
maxi= max(maxi ,float(data[k])) 

diffi = (maxi - mini)* KJ 
#difference in KJ mol-1 

multi = 180.0 / diffi 
#colour set via height with arbitrary height value 

#setting the colours array 
for i in range(0,37): #y-coord 

for j in range(0,37): #x-coord 
val= i*37 
if i%2 == 0: 

#even row so forward direction 
var= (float(data[val+j])-mini)/(maxi-mini) 
# pecentage hight from min 
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else: 

if var<= 0.2: 
colours.append(str(1-(5*var))+' 0 1 ') 

elif var > 0.2 and var <= 0.4: 
colours .append('0 '+str(0+(S*(var-0.2)))+' 1 ') 

elif var > 0.4 and var<= 0.6: 
colours.append('0 1 '+ str(1-(5*(var-0.4)))) 

elif var > 0.6 and var<= 0.8: 
colours .append(str(0+(S*(var-0.6)))+' 1 0') 

elif var > 0.8: 
colours.append('1 '+str(1-(5*(var-0.8)))+' 0') 

#reverse direction for odd 
var= (float(data[val+36-j])-mini)/(maxi-mini ) 
#move up 36 then minus position 

if var<= 0.2: 
colours .append(str(1-(5*var))+' 0 1 ') 

elif var> 0.2 and var<= 0.4: 
colours .append('0 '+str(0+(S*(var-0.2)))+' 1 ') 

elif var > 0.4 and var<= 0.6: 
colours .append('0 1 '+ str(1-(5*(var-0.4)))) 

elif var > 0.6 and var<= 0.8: 
colours .append(str(0+(S*(var-0.6)))+' 1 0') 

elif var > 0.8: 
colours.append('1 '+str(1-(5*(var-0.8)))+' 0') 

#error handaling if no imput codes given 

if Code ==None: 
Code= 0 

if Type ==None: 
Type= 0 

print "Starting file creation \n" 

if Type == 0: #csv output 
if Code== 0: 

print "Creating file output Hartrees\n" 
text_file3 = open(input[0:-4]+"_output_None.csv","w") 

#calls new file imputted file name removing the extention in write mode 
for i in range(0,37): #y-coord 

for j in range(0,37): #x-coord 
val= i*37 
if i%2 == 0: 

text_file3.write(str(j*1 0)+" "+str(i*1 0)+" "+str( data[val+j])+"\n") 
else: 

text_file3.write(str(j*1 0)+" "+str(i*1 0)+" "+str( data[val+36-j])+"\n") 
text_file3.write("\n") 
text_file3.close() 

elif Code == 1 : 

fork in range(0,len(data)): 
data[k] = str(( float(data[k])-mini)*HA) 

125 



print "Creating file output relative Hartrees\n" 
text_file3 = open(input[0:-4]+"_output_HA_Rel.csv","w") 
for i in range(0,37): 

for j in range(0,37): 
val =i*37 
if i%2 == 0: 

text_file3.write(strU*1 0)+" "+str(i*1 0)+" "+str( data[val+j])+"\n") 
else: 

text_file3.write(strU*1 0)+" "+str(i*1 0)+" "+str( data[val+36-j])+"\n") 
text_file3 .write("\n") 

text_file3.close() 

elif Code== 2: 

fork in range(0,len(data)): 
data[k] = sir(( float(data[k])-mini)*KC) 

print "Creating file output relative KCal\n" 
text_file3 = open(input[0:-4]+"_output_KCal_Rel.csv","w") 
for i in range(0,37): 

for j in range(0,37): 
val= i*37 
if i%2 == 0: 

text_file3 .write(str(j*1 0)+" "+str(i*1 0)+" "+str( data[val+j])+"\n") 
else: 

text_file3.write(str(j*1 0)+" "+str(i*1 0)+" "+str( data[val+36-j])+"\n") 
text_file3.write("\n") 

text_file3.close() 

elif Code == 3: 

else: 

fork in range(0,len(data)): 
data[k] = str( (float(data[k])-mini)*KJ) 

print "Creating file output relative KJmol\n" 
text_file3 = open(input[0:-4]+"_output_KJ_Rel.csv","w") 
for i in range(0,37): 

for j in range(0,37): 
val= i*37 
if i%2 == 0: 

text_file3 .write(str(j*1 0)+" "+str(i*1 0)+" "+str( data[val+j])+"\n") 
else: 

text_file3.write(str(j*1 0)+" "+str(i*1 0)+" "+str( data[val+36-j])+"\n") 
text_file3.write("\n") 

text_file3 .close() 

print "Code Option Selected is not valid\n" 
exit() 

elif Type== 1: # .wrl 

if Code == 0:#rel kJ 
fork in range(0,len(data)): 

data[k] = str( (float( data[k])-mini)*KJ) 

points =" 
#write the indented points section of the wrl file 
for i in range(0,37): 

for j in range(0,37): 
val= i*37 
if i%2 == 0: 

points= points+ "\t\t\t\t" + str((j*10)-180)+" "+str((i*10)-180)+" 
"+str(float( data[val+j])*multi)+", \n" 

else: 
points= points+ "\t\t\t\t" + str((j*10)-180)+" "+str((i*10)-180)+" 

"+str(float( data[val+36-j])*multi)+" ,\n" 

points = points [:-2] 
#remove carrage return as \n is not a single character as there is no formatting in python strings 
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elif Code== 1: 
for k in range(0,len( data)): 

data[k] = str( (float(data[k])-mini)*KJ) 

points=" 
for i in range(0,37): 

for j in range(0,37): 
val= i*37 
if i%2 == 0: 

points = points + "\t\t\t\t" + str(j*10-180)+" "+str(i*10-180)+" 
"+str(float( data[val+j])*multi)+", \n" 

else: 
points = points + "\t\t\t\t" + str(j*10-180)+" "+str(i*10-180)+" 

"+str(float( data[val+ 36-j])*m u lti)+", \n" 

points = points (:-2] 

lines1 =" #horisontal 
lines2 =" #vertical 

for i in range(0,37): 
val= i*37 
lines1 = lines1 + "\t\t\t" 
for j in range(0,37) : 

lines1 = lines1 + str(val + j)+", " 

lines1 = lines1 + "-1,\n" 

for i in range(0,37): 

lines2 = lines2 + "\t\t\t" 
for j in range(0,37): 

val= j*37 
lines2 = lines2 + str(val + i) +", " 

lines2 = lines2 + "-1,\n" 

lines2 = lines2[:-2] 

elif Code == 2: 
fork in range(0,len(data)): 

data[k] = sir( (float( data[k])-mini)*KJ) 

points=" 
for i in range(0,37) : 

for j in range(0,37): 
val= i*37 
if i%2 == 0: 

points = points + "\t\t\t\t" + str(j*10-180)+" "+str(i*10-180)+" 
"+str(float( data[val+j])*multi)+" ,\n" 

else: 
points = points + "\t\t\t\t" + str(j*10-180)+" "+str(i*10-180)+" 

"+str(float( data[val+36-j])*multi)+", \n" 

points = points [:-2] 

triangles = " 
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for i in range(0,36) : 

for j in range(0,36):#both anti 

triangles= triangles+ "\t\t\t" + str((i*37) + j) + "," + str((i*37) + j + 1) + "," + 
str(((i+1)*37) + j) + ",-1,\n" 

for j in range(0,36): 

triangles = triangles + "\t\t\t" + str(((i+1 )*37) + j + 1) + "," + str(((i+1 )*37) + j ) + "," 
+ str((i*37) + j+1) + ",-1,\n" 

triangles = triangles[:-2] 

else: 
print "Code Option Selected is not valid\n" 
exit() 

#file names and opens file 
if Code== 0: 

print "Creating file output points wrl\n" 
text_file3 = open(input[0:-4]+"_output_points.wrl","w") 

elif Code == 1 : 
print "Creating file output lines wrl\n" 
text_file3 = open(input[0:-4]+"_output_lines.wrl","w") 

elif Code == 2: 
print "Creating file output surface wrl\n" 
text_file3 = open(input[0:-4]+"_output_surface.wrl","w") 

text_file3.write("#VRML V2.0 utf8\n") 
text_file3.write("Background\n") 
text_file3 .write("{\n") 
text_file3.write("\tskyColor 0 0 0\n") 
text_file3.write("\tgroundColor 0 0 0 \n") 
text_file3.write("}\n") 
text_file3.write("Shape\n") 
text_file3.write("{\n") 
text_file3.write("\tappearance Appearance\n") 
text_file3.write("\t{\n") 
text_file3.write("\t\tmaterial Material\n") 
text_file3.write("\t\t{\n") 
text_file3.write("\t\t\t#emissiveColor 1.0 1.0 0.0\n") 
text_file3.write("\t\t}\n") 
text_file3.write("\t}\n") 

if Code ==0: 
text_file3 .write("\tgeometry PointSet\n") 

elif Code == 1: 
text_file3.write("\tgeometry lndexedLineSet\n") 

elif Code== 2: 
text_file3.write("\tgeometry lndexedFaceSet\n") 

text_file3.write("\t{\n") 
text_file3.write("\t\tcoord Coordinate\n") 
text_file3.write("\t\t{\n") 
text_file3.write("\t\t\tpoint\n") 
text_file3.write("\t\t\t~n") 
text_file3.write(points+"\n") 
text_fi I e3. write( "\t\t\t]\n ") 
text _fi I e3. write("\t\t}\n") 

128 



if Code== 1 : 
text_file3.write("\t\tcoordlndex\n") 
text_file3.write("\t\t[\n") 
text_file3.write(lines1 + lines2 +"\n") 
text_file3.write("\t\t]\n") 

if Code== 2 : 
text_file3.write("\t\tcoordlndex\n") 
text_file3.write("\t\t[\n") 
text_file3.write(triangles +"\n") 
text_file3.write("\t\t]\n") 
text_file3.write("\t\tsolid FALSE\n") 

text_file3 .write("\t\tcolor Color\n") 
text_file3.write("\t\t{\n") 
text_fi le3. write("\t\t\tcolor\n") 
text_file3.write("\t\t\t[\n") 
fork in range(0,len(colours)): 

text_file3.write("\t\t\t\t" + str( colours[k])+",\n") 
text_fi le3. write("\t\t\t]\n") 
text_file3.write("\t\t}\n") 

if Code== 1 : 
text _fi le3. write("\t\tcolorl ndex\n") 
text_file3.write("\t\t[\n") 
text_file3.write(lines1 + lines2 +"\n") 
text_file3.write("\t\t]\n") 
text_file3.write("\t\tcolorPerVertex TRUE\n") 

if Code== 2: 
text_file3.write("\t\tcolorlndex\n") 
text_file3.write("\t\t[\n") 
text_file3.write(triangles +"\n") 
text_file3.write("\t\t]\n") 
text_file3.write("\t\tcolorPerVertex TRUE\n") 

text_file3.write("\t}\n") 
text_file3.write("}\n") 
text_file3.close() 

elif Type == 2: 

if Code== 0: 
fork in range(0,len(data)): 

data[k] = str( (float( data[k])-mini)*KJ) 

points=" 
for i in range(0,37): 

for j in range(0,37): 
val= i*37 
if i%2 == 0: 

"+str(float( data[val+j])*multi)+"," 

"+str(float( data[val+36-j])*multi)+"," 

points= points [:-1] 

elif Code == 1 : 

else: 

fork in range(0,len(data)): 

points = points + str((j*10)-180)+" "+str((i*10)-180)+" 

points= points + str((j*10)-180)+" "+str((i*10)-180)+" 

data[k] = str( (float( data[k])-mini)*KJ) 

points =" 
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for i in range(0,37): 
for j in range(0,37): 

val= i*37 
if i%2 == 0: 

points= points + strU*10-180)+" "+str(i*10-180)+" 
"+str(float( data[val+j])*multi)+"," 

else: 
points = points + str(j*10-180)+" "+str(i*10-180)+" 

"+str(float( data[val+36-j])*multi)+"," 

points= points [:-1] 

lines1 =" 
lines2 =" 

for i in range(0,37): 
val= i*37 
for j in range(0,37): 

lines1 = lines1 + str(val + j)+" " 

lines1 = lines1 + "-1\n" 

for i in range(0,37): 

for j in range(0,37): 
val= j*37 
lines2 = lines2 + str(val + i) +" " 

lines2 = lines2 + "-1" 

elif Code == 2 or Code == 3: 
for k in range(0,len(data)): 

data[k] = str( (float( data[k])-mini)*KJ) 

points=" 
for i in range(0,37): 

for j in range(0,37): 
val= i*37 
if i%2 == 0: 

points = points + str(j*10-180)+" "+str(i*10-180)+" 
"+str(float( data[val+j])*multi)+"," 

else: 
points = points + str(j*10-180)+" "+str(i*10-180)+" 

"+str(float( data[val+36-j])*multi)+"," 

points= points [:-1] 

triangles = " 

for i in range(0,36): 
for j in range(0,36): 

j)+"-1 ," 
triangles = triangles + str((i*37) + j) + "" + str((i*37) + j + 1) + " "+ str(((i+1 )*37) + 

for j in range(0,36): 

triangles = triangles + str(((i+1 )*37) + j + 1) +"" + str((( i+1 )*37) + j ) +"" + 
str((i*37) + j+1) + "-1 ," 
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else: 

triangles= triangles[:-1] 

print "Code Option Selected is not valid\n" 
exit() 

if Code== 0: 
print "Creating file output points x3d\n" 
text_file3 = open(input[0:-4]+"_ output_points .x3d", "w") 

elif Code == 1: 
print "Creating file output lines x3d\n" 
text_file3 = open(input[0:-4]+"_output_lines.x3d","w") 

elif Code== 2: 
print "Creating file output surface x3d\n" 
text_file3 = open(input[0:-4]+"_output_surface.x3d","w") 

elif Code== 3: 
print "Creating file output surface h3d\n" 
text_file3 = open(input[0:-4]+"_ output_haptic_surface. h3d", "w") 

text_file3.write("<X3O>\n") 
text_file3 .write("<Scene>\n") 
text_file3.write("<Group>\n") 
text_file3.write("<Transform scale = '0.05 0.05 0.05' >\n") 
text_file3.write("<Group>\n") 
text_file3.write("<Transform translation = '-180.0 -180.0 0.0' >\n") 
text_file3 .write("<Shape DEF = 'Surface'>\n") 
if Code== 3 : 

else: 

text_file3.write("<Appearance>\n") 
text_file3.write("<SmoothSurface stiffness = '0.2' />\n") 
text _fi I e3. write("</ Appearance>\n") 

text_file3 .write("<Appearance />\n") 

if Code== 0: 

text_file3.write("<PointSet>\n") 
text_file3.write("<Color color = "') 
fork in range(0,len(colours)-1): 

text_file3. write( sir( colours[k])+", ") 
text_file3.write( str( colours[len( colours )-1 ])+" ' />\n") 

text_file3.write("<Coordinate point= '\n") 
text_file3.write(points+" ' />\n") 
text _fi le3. write("</Poi ntSet>\n") 

elif Code== 1: 

text_file3.write("<lndexedlineSet coordlndex =' "+lines1 + lines2 +"' colorPerVertex = 'true' 
containerField = 'geometry' >\n") 

text_file3.write("<Coordinate point = '\n") 
text_file3.write(points+" '/>\n") 

text_file3.write("<Color color= "') 
fork in range(0,len(colours)-1 ): 

text_file3 .write( str( colours[k])+", ") 
text_file3.write(str( colours[len( colours )-1 ])+" ' />\n") 
text_file3.write("</lndexedlineSet>\n") 

elif Code== 2 or Code== 3: 

text_file3.write("<lndexedFaceSet coordlndex =' "+ triangles +"' colorPerVertex = 'true' 
normalPerVertex = 'true' solid ='false' ccw ='true' containerField = 'geometry' >\n") 
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text_file3.write("<Coordinate point= '\n") 
text_file3.write(points+" '/>\n") 

text_file3.write("<Color color = "') 
fork in range(0,len(colours)-1 ): 

text_fi le3. write( str( colours [k ])+", ") 
text_file3.write(str( colours[len( colours )-1])+" ' />\n") 
text_file3.write("</lndexedFaceSet>\n") 

text_file3.write("</Shape>\n") 
text_file3.write("</Transform>\n") 
text_file3.write("<Transform translation = '-180.0 180.0 0.0' >\n") 
text_file3.write("<Shape USE= 'Surface'/>\n") 
text_file3.write("</Transform>\n") 
text_file3.write("<Transform translation = '180.0 -180.0 0.0' >\n") 
text_file3.write("<Shape USE= 'Surface'/>\n") 
text_fi le3. write("</Transform>\n") 
text_file3.write("<Transform translation= '180.0 180.0 0.0' >\n") 
text_file3.write("<Shape USE= 'Surface'/>\n") 
text_file3.write("</Transform>\n") 
text_file3.write("</Group>\n") 
text_file3.write("</Transform>\n") 
text_file3.write("</Group>\n") 
text_file3.write("</Scene>\n") 
text_file3.write("</X3D>\n") 

text_file3.close() 
print "File creation complete\n" 
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