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Abstract

This thesis studies, both practical and theoretical, aspects of the synchronisation locking
process of two external-cavity semiconductor lasers, optically coupled in a Master—Slave
configuration. Such configurations have been the subject of a significant number of
numerical and experimental investigations, mainly motivated by the desire to develop
a secure communications scheme.

This thesis investigates the robustness of the chaos synchronisation process to
parameter mismatch with regard to both experimentally adjustable parameters (optical
injection ramping time between 0.4 ps and 10 ns, and optical injection strength between
3 and 164 ns~!), and a range of intrinsic laser diode parameters (carrier lifetime between
2 and 4 ns, and linewidth enhancement factor between 4.0 and 6.5). A multiple averaging
approach was adopted as a means of ascertaining the global effect these parameters
have on the locking process. The dynamics induced by an introduced optical chopper
to the injection arm were investigated for the first time and a previously unreported
switching processes observed.

The spectral and temporal dynamics of both the TE-TM emission were investigated
in an external-cavity laser diode configuration where the optical feedback was sufficient
to induce chaotic oscillations. Specifically, the TM mode was observed to lase at various
levels of feedback. Three possible explanations of the instabilities seen in the recorded

spectra and the corresponding L-I curves were provided.



The tendency for entropy to increase in isolated systems is expressed in the second law
of thermodynamics—perhaps the most pessimistic and amoral formulation in all human

thought.

G. Hill and K. Thornley, Principia Discordia (1965)
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Chapter 1

Introduction

Ancient Greece and shaved heads

Humankind has always craved for and sought a secure means of delivering a message
from the sender to the intended recipient. One of the most illustrious examples of how
people went about effecting confidentiality of communication dates back to Ancient
Greece, where the head of a messenger would be shaved, a secret message would be
written on the scalp, followed by a prolonged period necessary for the hair to grow
back, to conceal the message. When it did, the messenger would be sent on the way.
Finally, upon arriving, he would tell the intended recipient to shave his head again
thereby disclosing the message [1]. Obviously, this method of communication could
not be exploited for delivery of urgent messages; moreover, the frequency of message
exchange was restrained by the number of servants. On the other hand, those times

could easily accommodate certain delay in transmission of information.

Definition

According to Oxford English Dictionary, ‘cryptography’ means:

A secret manner of writing, either by arbitrary characters, by using letters or

characters in other than their ordinary sense, or by other methods intelligible only
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to those possessing the key. |[...]

The definition of ‘cryptanalysis’, also taken from Oxford English Dictionary, states:

The art of deciphering a cryptogram or cryptograms by analysis.

Combining these two fields is ‘cryptology’, defined as [2, p. xvi]:

[...] the science that embraces cryptography and cryptanalysis, but the term
‘eryptology’ sometimes loosely designates the entire dual field of both rendering

signals secure and extracting information from them.
Lastly, according to [3, p. 4] ‘steganography’ means:

[...] the art of concealed communication. The very existence of a message is secret.

1.1 Brief history of cryptography

Ancient Greek scytale

The first example of applied cryptography dates back to Ancient Greece, where an
artefact in the form of a wooden rod was used [4]. The rod itself would have its parts
cleaved off so as to form a polygon in cross-section. A piece of cloth with seemingly
incomprehensible message would be wrapped around it in a form of a spiral revealing
thereby the hidden message on one of the sides. Only rods of equal number of sides

would allow for communication between the sender and recipient.

Caesar’s code

The second example comes from the Roman Empire and is famed by Julius Caesar who
applied it extensively. Caesar’s Cipher belongs to a greater family of monoalphabetic
substitution ciphers where the coding alphabet is shifted by an arbitrary, vet agreed
upon by both parties, number. In this very case, the cipher is associated with a shift of

three letters, as illustrated below:
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Plaintext alphabet:
abcdefghijklnmnnopgresetuvywxysz
Ciphertext alphabet:

DEFGHIJKLMNOPQRSTUVWXYZABC

Vigenére cipher

The greatest breakthrough of the Renaissance era within the context of cryptography is
to be attributed to the development of the concept of a polyalphabetic cipher whereby
every letter is enciphered in a different alphabet. In principle, the process is equivalent
to applying a different Caesar’s cipher on every letter. Although the cipher is generally
misattributed to French diplomat, Blaise de Vigeneére, its concept was originally described
in 1466 by Florentine polymath Leon Battista Alberti in his essay on cryptography [5]
(for a contemporary reprint, see [6]). Unfortunately, he failed to communicate his idea
to the wider public. In 1549 Vigenére synthesised [7] a powerful polyalphabetic cipher
that he called Le Chiffre Indéchiffrable (The Indecipherable Cipher); it would remain

unbreakable for three centuries.

Auguste Kerckhoffs’ Principle

In 1883 Dutch linguist Auguste Kerckhoffs von Nieuwenhof wrote a famous two-part

article [8, 9] from which the following quote is taken (trans.):

A cryptosystem should be secure even if everything about the system, except the

key, is public knowledge.

This sentence would later become a fundamental premise in modern cryptology and
it formed the corner stone of a new era—an era where the details of algorithms and
implementations were to be discussed openly, and where the previously prevailing notion

of ‘security-by-obscurity’ was shown to be based on a flawed assumption.
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One-Time Pad

In 1917 Gilbert Vernam, then employee of AT&T, introduced the concept of a secret
key’s length being as long as the message itself, which results in the number of deciphered,
equally plausible, versions increasing ad infinitum. Furthermore, there is no telling which
of the possible versions is the true message. A year later, Major Joseph Mauborgne,
then head of cryptographic research of US Army, developed the concept of a random
key—previously keys almost exclusively consisted of common words or phrases, which
made cryptanalysis easier. Combine these two concepts and one arrives at the Holy

Grail of eryptography; as long as all the conditions are satisfied, i.e.:

« a message is encrypted with a key of the same length (or greater);
» that key is random;

« that key is never re-used,

then One-Time Pad offers perfect security. This fact was mathematically proven by
Shannon in his seminal paper [10]. In his previous publication [11], he defined the
grounds for a new scientific discipline—Information Theory.

However, insurmountable obstacles are inherently associated with the use of this
scheme. They are mostly concerned with secure key distribution, which becomes more
complex with a factorial of the number of participants. Another reason for this is the
generation of random numbers of adequate quality and quantity. Hence the famous
quotelz

The generation of random numbers is too important to be left to chance.

Currently, this scheme is commonly used by bodies that require such confidentiality on
a fundamental level and at the same time can afford the expense inextricably associated
with using it. One of the examples being the Moscow-Washington hotline between the

Presidents of Russia and the United States [2].

1Robert R. Coveyou used it as a title for one of his articles; after [12].
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Enigma

Conquering the Enigma—the most symbolic cryptosystem in the history—is to be
ascribed to a number of factors: initial disclosure of the mechanical and electrical
intricacies of the device to the French Resistance [1], development of the first decryption
technique by the three Polish mathematicians [13], as well as, further extension of this
work by Alan Turing [14, 15].

Remarkably perhaps, the actual code was not broken per se. What allowed the
Allies to read encrypted messages was mechanised brute-force exhaustion of key-space
compounded with exploitation of a certain mannerism employed by German telegraphers
when sending daily weather reports. The story of Enigma marks the end of time when
linguists, crossword and riddle enthusiasts, polyglots, etc. were employed to break
enciphered messages. From this point onwards, it became the game of mathematicians
and computer scientists, and the individual approach was replaced by a mechanised,

conveyor-belt-like process.

Diffie—-Hellman and RSA

Another breakthrough came to be in 1976, when the seemingly insolvable, ever present
dilemma of secure key exchange via insecure channel (without the key becoming com-
promised) was solved by the Diffie-Hellman-Merkle trio [16]. In their scheme, they
exploited properties of modular algebra to guarantee confidentiality in what is now
called the Public Key Exchange. Later, in 1978, the notion of an asymmetric cipher
was developed by another trio: Rivest-Shamir-Adleman [17]. Until that point in time
all the processes of encryption and decryption had dealt with a symmetric key, i.c. one
which is used in the same form for both processes. The idea behind the RSA algorithm
relied on the assumption that is it easy to multiply two large primes (which de facto

constitute the secret key), but it would take incomparably long to factor the product.
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Quantum Key Distribution (QKD)

The concept of employment of quantum states was conceived of in 1960s when Stephen
Wiesner developed the idea of banknotes secured against forgery with quantum inform-
ation [18]. He called it quantum money. Unfortunately, his idea was ahead of the time
and therefore ignored. Approximately twenty years later, his idea served as inspiration
for Bennett and Brassard, who invented QKD [19].

What is unique in this concept is its modus operandi, which exploits Heisenberg’s
uncertainty principle. An eavesdropper in an attempt to intercept the photons between
the legitimate parties would inevitably perturb the quantum states of those photons
thereby immediately signalling to the legitimate parties that they are being eaves-
dropped on. Unless a breakthrough in physics occurs, one that would allow probing
a photon’s quantum states without affecting them (i.e. in effect circumventing Heisen-
berg’s uncertainty principle), Quantum Cryptography will remain secure on the grounds
of fundamental laws of physics. Having said that, experimental set-ups have been
presented to be capable of intercepting secret keys [20]. It needs to be stressed, however,

that these set-ups exploit hardware imperfection [21-23].

Quantum Computers

Quantum computer is a computational device [24-27] that exploits quantum mechanical
properties of atoms to perform calculations. The main difference in comparison to a clas-
sical computer is reliance on quantum properties like entanglement and superposition.
Classical computer of four bits is a deterministic machine that at any time can be found
in any one of 16 (2*) states with probability of one. Quantum computer of four qubits
(quantum bits) on the other hand can be found in all of the 16 states with a non-zero
probability.

A physical device employing five qubits built on a silicon chip has been presented

to successfully factor number 15 (into 3 and 5) [28]. Although the device is designed
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specifically to factor that number and it certainly is a trivial case of factorisation, it
nonetheless serves as a proof-of-concept, as well as, a promising platform for future
scaling up to tackle real-life RSA-grade numbers. For previous attempts at constructing
a quantum computer, refer to [29-31]. The first programmable quantum computer, i.e.
not limited to one specific operation has, too, been presented [32]. Tt consisted of two
qubits and was tested with 160 different operations.

The significance of quantum computers can be most readily expressed in a prospect
of all the commonly used cryptographic schemes? being rendered invalid should quantum
computers be made to employ Shor’s algorithm [33]. It is no longer a question of whether
the concept will materialise, but rather when. Another proven application is database
search that relies on Grover’s algorithm [34]. A fuller discussion of post-quantum

landscape of the world can be found in [35-39].

Mary Queen of Scots and Zimmermann Telegram

Often times, lives of people depended on confidentiality of correspondence. One stark
example is the story of Mary Queen of Scots who was accused of and convicted of
conspiracy against Queen Elizabeth, and consequently beheaded on 8 February 1587.
It would not have taken place had Queen Elizabeth’s Secretary of State, Sir Francis
Walsingham, not broken Queen Mary’s intricate, and then state-of-the-art code [1].
Another illustrious example is the infamous Zimmermann Telegram. Germany’s
Foreign Minister Arthur Zimmermann while trying not to involve America in the
Great War sent the telegram to the German Embassy in Mexico informing the German
ambassador to encourage the Mexican president to attack the United States. His telegram
was intercepted by the British on 17 January 1917, deciphered, and subsequently,
although not immediately, handed over to the Americans thereby giving them a proof

of German intentions. The note was presented to the President Woodrow Wilson and

2 Amongst others, RSA and Diffie-Hellman, as well as, all the other schemes dependent upon them.
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America did join the Great War [1]. In contrast to Mary Queen of Scots, Arthur

Zimmermann's life was spared.

Conclusion

In the modern era, the much-coveted concept of absolute security has been disavowed on
the grounds of One-Time Pad versus feasibility in favour of and replaced by sufficient
security in all practical applications. This concept relies on the premise that every
cryptogram may be eventually broken, however, before it does, a certain amount of time
and resources would have to be invested in doing so. These days a message is considered
secure if it would require thousands of years of the total computational power on Earth
to be employed in breaking that message. Such an approach to message security relies
on complexity and the impermeability of the encryption algorithm in conjunction with
immense (astronomical to say) expense an opponent would have to face in pursuit of
that message. In the nomenclature of eryptology, security of every cryptosystem relies
on both, the complexity? of an algorithm (or mechanical construction of the encoder),
and the key which is intended to remain secret.

The history of cryptography is nothing more than an ongoing struggle between those
who devise ciphers and those who seek to break them. If there is but one lesson to be
learned from that process, it is that what often seems impermeable and impervious to
cryptanalysis and virtually unbreakable, ends up broken provided one possesses enough

resources and motivation at his/her disposal.

39pecifically complexity—not obscurity.
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1.2 Brief history of steganography

Ancient Greece

The practice of secret writing has always accompanied humankind either in form of
primitive scrambled alphabets (as mentioned in the previous section) or as objects of
everyday use. In addition to head shaving mentioned on page 1, Herodotus wrote in
The Histories about Demaratus who, in 480 BC, had scraped wax off a wooden panel,
written on it, then covered it again in wax and sent a slave messenger with it to warn

the Greeks about imminent Persian invasion led by Xerxes, the king of Persia [4, 40].

Ancient China

Ingenious in its simplicity is an example coming from Ancient China, where messages
would be written on pieces of silk, then put in wax, molded so as to resemble a small
ball. Finally, a messenger would swallow it, travel to the intended recipient and excrete
it [1]. This method has survived, with small modifications, to the contemporary times
and is most commonly used to smuggle illicit substances across borders.

Another example from the Middle Kingdom is a scheme whereby both parties—
sender and recipient—would be equipped in copies of the same paper mask with holes cut
in random places. The sender would place the mask over a sheet of paper and write the
secret message into those spots. Then, the mask would be removed and the remaining
places on the sheet of paper would be filled with arbitrary content. The recipient would
be able to read the secret message instantaneously by simply placing the mask over the
sheet of that paper. This protocol was reinvented by Italian mathematician Cardan* in

16th century, and reinvented again by a British bank in 1992 [41].

4This is also the reason why this particular method of communication is now known as Cardan grille.
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Invisible ink

Pliny the Elder, in his Naturalis Historie, wrote how the sap of a certain plant could
be used as invisible ink. Later, heating the dried liquid would result in charring thereby
revealing the message [42] (for a contemporary reprint, see [43]).

Giovanni Porta wrote in 16th century about using a mixture of alum and vinegar to
write messages on the shells of hardboiled eggs, which would pervade the shell and leave
the marking on the egg albumen. Therefore, for anybody to read it, the shell would
have to be broken [4].

With time, invisible ink technology matured as more sophisticated substances were
discovered—ones that would react to specific chemical compounds and developing
procedures. Nevertheless, the advent of modern chemistry (specifically, the invention
of universal developers) rendered invisible ink of little use. In addition, progress made
in paper industry resulted in procedures of prefabricating sheets of paper that would

reveal attempts at using invisible inks [44].

Microdots

Microfilm photography, as a concept, emerged in 1850s [45]. In Encyclopedia Brittanica
under the headword ‘microscope’ Sir David Brewster suggested using this technique in
order to convey a hidden message. In practice, microfilms were used for the first time
in 1870-71 during Franco-Prussian War, when pigeons were used to carry microfilm
messages [46, 47]. Another war, Russo-Japanese War of 1905, saw employment of hiding
techniques of microfilms on or within human body [45]. Microfilms were finally subjected
to further optical reduction thereby giving birth to microdot technique. German spies

successfully employed it during WWI, and mastered it during WWII [48, 49].
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Digital Era

In the contemporary era, the term ‘steganography’ has come to be understood in terms
of hiding data in means of electronic communication, such as lossy audio files [3, 50—
52], video files [50, 53], lossy image files [54, 55], watermarking web sites [56] or even
millisecond-scale differences in transmission rate of data packets between computers

[40, 57-60].

1.3 Brief history of chaos communications

Pendulum synchronisation

Although more renowned for his wave theory of light (Traité de la lumiere, 1690),
Christiaan Huygens played a fundamental role in inventing pendulum clocks and
synchronising them.

When investigating two pendulums suspended under the same beam, he came across
‘imperceptible movements’ of that beam which, as he deducted, gave rise to anti-phase
synchronisation of the pendulums. What is more, irrespective of initial conditions, even
when perturbed, the pendulums in his experiment would return to anti-phase oscillation.

In a letter sent to the Royal Society in 1665, he then wrote of:

[...] an odd kind of sympathy perceived by him in these watches [two pendulum

clocks| suspended by the side of each other.

In 1673 Huygens presented a mathematical analysis of pendulum motion in his book,
Horologium Oscillatorium sive de motu pendulorum. What he did not know, however,
was that the case of anti-phase synchronisation he had discovered is, in fact, only
a special case in a broader and general set of pendulum motion. Huygens’ observation
was further explored in [61-63]. Finally, a detailed analysis of a two-pendulum system

was presented in [64].
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Scientific determinism

The notion of absolute or ‘Laplacean determinism’ was defined by Pierre Simon de
Laplace in 1814 in his book Essai philosophique sur les probabilités (trans.):
We must consider the present state of the Universe as the effect of its past state
and the cause of its future state. An intelligence that would know all forces of
nature and the respective situation of all its elements, if furthermore it was large
enough to be able to analyze all these data, would embrace in the same expression
the motions of the largest bodies of Universe as well as those of the slightest atom:

nothing would be uncertain for this intelligence, all future and all past would be as

known as present.

which, in other words, translated into a belief that every force, every dimension and
every quantity could be measured with absolute certainty, and all these values would
then fall perfectly in place with the equations describing every aspect of reality. The
only reason experimental observations did not quite fit this belief was easily explained
on the grounds of imperfection of measuring apparatus.

This standpoint was then reinforced by Sir Isaac Newton’s treatise on mechanics
(Philosophie Naturalis Principia Mathematica, 1687), which triggered the first great
unification in physics, and is arguably the single most influential piece of writing in
physics®, that also encapsulated the beauty and deterministic nature of motion and
acceleration.

Despite the fact that Sir Isaac wrote more works on occult and Biblical hermeneutics
than hard science, he is most commonly known for discovering the law of universal
gravitation, which he also warned against using to perceive the entire Universe as

clockwork [65]:

Gravity explains the motions of the planets, but it cannot explain who set the

planets in motion. God governs all things and knows all that is or can be done.

5Tt is nonetheless closely followed by Albert Einstein’s Zur Elekirodynamik bewegter Kirper (1905)
and James Clerk Maxwell's Treatise on Eleciricity and Magnetism (1873).
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Nonetheless, it needs to be pointed out that Newton’s laws of mechanics were
and still are of great importance. Once published, they allowed for solving numerous

previously unsolvable problems.

Poincaré and chaos theory

What started as an attempt at deriving an analytical solution to the three-body problem®
during mathematical contest held in the name of King Oscar II of Sweden, ended with
a revelation. Even though Henri Poincaré did not provide a full solution for the problem,
he was chosen as the winner of the competition and his solution was officially published,
despite the fact it then contained an important error. It was only after the contest when
Poincaré realised the deterministic, yet unpredictable nature of the error—mnature which
he promptly excluded during the contest. For this discovery, he is quite often referred

to as ‘the Father of chaos’. He wrote in 1908 in his Science et methodé (trans.):

If we knew exactly the laws of nature and the situation of the universe at the initial
moment, we could predict exactly the situation of that same universe at a succeeding
moment. But even if it were the case that the natural laws had no longer any secret
for us, we could still only know the initial conditions approximately. If that enabled
us to predict the succeeding situation with the same approximation, that is all we
require, and we should say that the phenomenon had been predicted, that it is
governed by laws. But it is not always so; it may happen that small differences in
the initial conditions produce very great ones in the final phenomena. A small error
in the former will produce an enormous error in the latter. Prediction becomes

impossible, and we have the fortnitous phenomenon.

Last but not least, a solution to the elusive three-body problem was finally provided
by Sundman in 1913 in [66], whereas a generalised solution for n-body problem (where

n > 3) was provided by Wang in 1990 in [67].

6In the traditional sense, to mechanics of a system composed of three bodies affecting one another,
for example a celestial set-up composed of the central star and two orbiting planets.
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1.3 Brief history of chaos communications

Heisenberg’s uncertainty principle

Werner Heisenberg’s uncertainty principle [68] heralded an inherent nature—a property
inextricable from the system, often interpreted as (most notably by Niels Bohr and
Heisenberg himself) a physical limit independent of experimental set-up on the precision
with which a pair of certain physical variables may be measured, in this case position in
space of a particle and its velocity:

AzxAp, 2 h (1.1)

~

where Az corresponds to uncertainty of measurement of position in z-dimension, whereas
Ap, stands for uncertainty of measurement of momentum in z-dimension. However, it
is the form as devised by Kennard in [69] that is the most prevailing one today:

where o, and o, stand for standard deviations of position and momentum, respectively.
An equivalent form of the Principle is expressed in energy-time coordinates, rather

than position-momentum coordinates:

h

>
ABAtZ 5

(1.3)

where AE corresponds to uncertainty of measurement of energy, and At stands for the
time during which the system exists unperturbed.
Einstein’s theory of relativity

Probably the largest conceptual change came to be in 1905, also known as the Annus
Mirabilis, when Einstein published four revolutionary papers which have since completely

changed the landscape of physics. What began as a Gedankenezperiment as to how
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1.4 Chaos communications

it might seem to travel at the speed of light ended with formulation and further
announcement of the Special theory of relativity [70] in 1905, followed by the General
theory of relativity [71] in 1917. This was the first time Newton’s laws of mechanics
were subjected to a thorough analysis.

With the onset of theory of relativity compounded with the uncertainty principle, the
notion of absolute determinism lost its significance. Inadvertently, however, relativity
began to be equated with philosophical and moral relativism, much to the dismay of

Einstein.

1.4 Chaos communications

The origins of the concept of harnessing chaos to the purposes of communications can
be traced back to the paper [72, 73] published by Yamada and Fujisaka in 1983 and
1984, which was then followed by work [74] done by Afraimovich et al. in 1986. Finally,
in 1990, Pecora and Carroll published their seminal paper outlining a proof-of-concept
[75]; it was they who speculated on the possible applications. Their vision embodied
a set of electronic circuits rather than optic or optoelectronic components. Nonetheless,
the concept was soon expanded by other research groups to include laser technology. An
overview of influence of chaos theory on diverse areas of human activity can be found in
[76-82).

All the schemes of chaos communications are dependent upon the underlying as-
sumption that a secret message may be securely hidden in high-amplitude time-domain
fluctuations of the carrier signal in the transmitting laser [83]. Legitimate reception of
such a hidden transmission relies on a two-stage process—first, the incoming optical
wave is split and half of it is sent to a detector; second, the other half is sent to the
receiving laser (which is normally required to be as physically similar to the transmitter

as it is possible). This laser would first be made synchronous with the transmitter
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1.4 Chaos communications

through the process of optical injection and subsequent alignment of receiver’s external
cavity [84], as well as, optimisation of other parameters so as to mimic the dynamics of
the transmitter [85]. The quality of such synchronicity would be effected via monitoring
the correlation coefficient between the incoming wave from the transmitter and the
output wave of the receiver. Through the process of Chaos Pass Filtering [86-92], the
hidden message would be attenuated in the receiver. Finally, the receiver’s output
waveform would be subtracted from the incoming waveform. The result would constitute
the hidden message. The factual physical phenomena governing synchronisation of two
chaotic systems are still not entirely understood.

The first experimental proof of chaos in Nd:YAG lasers was effected in bidirectional
coupling configuration [93]. The reason for the presence of mirrors in optical pathways
of both lasers is discussed in section 2.3.2. The configuration employed in that study is
presented, along with the other two common set-ups, in figure 1.1. For a discussion on
performance of open-loop” versus closed-loop® configuration, see [94-99]. CO; lasers
also experience chaotic phenomena when subjected to appropriate conditions. The first
experimental and theoretical proof of such nonlinear dynamics was shown in [100]; the
configuration employed, amongst other elements, a saturable absorber inside the cavity.
The first experimental proof of chaos in erbium-doped fibre lasers was given in [101]; this
scheme was later analysed and broken [102]. It was followed by a series of publications
related to erbium-doped fibre ring lasers [103-105]. Additionally, numerical analysis of
high-dimensional synchronisation in coupled ring cavity was presented in [106].

Fine-tuning chaos properties by carefully choosing values of parameters to ob-
tain chaotic attractors of desired properties was demonstrated in [107-110]. To date,
gigahertz-scale chaos synchronisation (86, 94, 111], as well as, synchronisation over
a long fibre [111, 112] have been presented. Influence of parameter mismatch on the

quality of synchronisation was investigated in [111]. A brief review and unified frame-

"In such a configuration the SL is devoid of its ECM.
#Here, the ML and the SL are both used with an ECM.
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1.4 Chaos communications

work for treating various synchronisation schemes is provided in [113]. A thorough
analysis of chaos-based communication systems in terms of applicability to real-life
telecommunications channels and hardware was performed in [114-117].

Over the years, a few different synchronisation schemes have been developed, however,

scholars have concentrated predominantly on the following three schemes:
¢ Chaos Masking (CMA);
« Chaos Modulation (CMO);

e Chaos Shift Keying (CSK) / Chaos Switching.

Chaos Masking

CMA concept was first proposed in [118, 119] and it relied on application of simple
chaotic attractors [120]. In this scheme, secret message is externally added to the chaotic
high-amplitude oscillation. The combined message is transmitted to the receiver, which
through the process of Chaos-Pass Filtering attenuates the message. This attenuated
trace is then subtracted from the incoming optical trace.

The concept of a return map was proposed to break it [121]. In response, an approach
employing hyperchaotic attractor was developed to improve masking capabilities owing
to more complex dynamics [122]. It was again countered by development of nonlinear
dynamic forecasting [123, 124]. Additionally, low- and high-dimensional CMA was
shown to be broken with use of wavelet transform and without resorting to chaos
synchronisation at all [125]. Statistical analysis also proved CMA vulnerable [126, 127].
A high-pass filter was also successfully used without any knowledge of the chaotic

transmitter [128].
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(a) Schematics of a unidirectional open-loop
set-up. ML is rendered chaotic owing to its
ECM; its optical field is unidirectionally in-
jected into a solitary SL.
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(b) Schematics of a unidirectional closed-loop

set-up. ML and SL are both rendered chaotic

owing to their ECMs. ML’s optical field is

unidirectionally injected into SL.
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SL 4———»/4——» E
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(c) Schematics of a bidirectional closed-loop
set-up. ML and SL are both rendered chaotic
owing to their ECMs. ML's optical field is
injected into SL, and vice-versa.

Figure 1.1: Schematics of the three main injection-locking set-ups — BS (beam
splitter), ECM (external-cavity mirror), ISO (optical isolator).
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Chaos Modulation

CMO concept was first proposed in [129], and expanded in [119, 120, 122, 130-132]. In
this scheme, secret message is not added to, but rather modulates the chaotic carrier
oscillation. This compounded message is transmitted to the receiver. The process of
message extraction is analogous to that in the CMA scheme.

CMO was first broken by application of return maps [121, 133]. In order to render
return maps ineffective, diffusion of modulated parameters was proposed in [134]. Later,
three research groups independently proved diffusion ineffective [135-137]. In [138, 139]
it is found that even though CMO is more secure than CMA (in the CMA scheme the
hidden message distorts the phase-space trajectory, while in CMO the hidden message
becomes an integral part of a different trajectory), it is nevertheless still vulnerable.

A concept of zero-crossing detection was developed to unravel the modulation
function [135], however, in order to hinder that particular alley of cryptanalysis, the
authors suggested removing the relationship between the modulating function and
the zero-crossing points. Nonetheless, it still was proven vulnerable in [140]. Again,
a high-pass filter was successfully used without any knowledge of the chaotic transmitter
[128]. Naive eavesdropping was shown to be ineffective against CMO in [141], although
the authors did not even try to unravel the hidden message—no tuning of external

cavity resonance, or temperature, or drive current, or injection strength.

Chaos Shift Keying / Chaos Switching

CSK concept was first proposed in [142, 143]. In this scheme, secret message is used
to switch between two chaotic attractors (which can be effected with either one or
two master lasers). The process of message extraction is realised through monitoring
synchronisation errors (which, again, can be effected with either one or two slave lasers).

CSK has been broken by subsequent application of a number of analytical approaches,

such as:
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« short time zero crossing rate [144];
« generalised synchronisation [145];
« spectrum analysis [146];

« neural networks [147];

« adaptive key identification [148];

« periodic orbit theory [149].

It was shown that use of multiple attractors improves performance of chaos commu-
nications system in presence of noise by a few orders of magnitude [150]. It was based
on ‘adding two chaotic signals to remove dc component’ [151]. It was also based on
linear combination of drive variables [152], which improves the quality of synchronisation
when parameter mismatch is taken into account [153]. In response, high-dimensional
CSK was broken in [145, 146]. CSK was also presented in an on/off configuration with
a single receiver [154].

A comparison of a few CSK schemes is provided in [155]. It contains simulation
results, as well as, a brief discussion regarding optimisation and sub-optimisation of
transmitters and receivers. Although not a word on security aspects. It was shown in
[156] that all three schemes (CMA [118, 119], CSK [142] and CMO [157]), when based
on Lorenz attractor are susceptible to cryptanalysis. Moreover, hyperchaotic systems
were also successfully compromised with various attack vectors [143, 152, 158-162].

Additional methods of breaking chaos communication schemes were referenced:
« based on auto-synchronisation [163, 164];
« based on algorithms for fitting differential equations to time series [162, 165, 166].

Apart from the three mainstays of chaos communications, three other means of
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masked transmission are named as follows: key stream chaos [167-169], phase synchron-

isation [170, 171], and intermittent chaos [123, 167, 172-175].

Transmission properties of chaos communications

Chaos theory, apart from application in secret communications, together with spread-
spectrum communications [176, 177, and references therein] present themselves with

a range of certain advantages over narrowband transmission schemes [114], such as:
« higher resistance to multipath destructive interference and resulting attenuation;

« narrowband transmission cause higher interference with other narrowband trans-

missions;

« lower probability of interception due to spread nature of transmission.

Finally, apart from devising new communication schemes, followed closely by disclos-
ing their vulnerabilities, scholars have also been involved in research aimed at exploiting

the phenomenon of mode-locking for the purpose of transmitting data:

semiconductor lasers [178];

« self-pulsating lasers [179-181];

« external-cavity lasers [182, 183];
o HeNe laser [184]:

« argon and dye lasers [185, 186].

This area of scientific research, however, lies outside of the scope of this thesis.

Chaos communications versus cryptography and steganography

Steganography is the art and science of writing hidden messages in such a way that

no one apart from the sender and intended recipient even realises there ¢s a hidden
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message. By contrast, cryptography obscures the meaning of a message, but it does not
conceal the fact that there is a message [3, 40, 187].

In comparison, chaos communications conforms neither to cryptography, nor stegano-
graphy. The main difference between a cryptographic system and communications based

on chaos synchronisation are as follows:

« cryptosystems are based on a concept of a secret key (either symmetric or asym-
metric) to encrypt and decrypt sensitive data, however, such a concept has neither

a natural nor obvious adequate form in chaos communications;

= in spite of general recognition of Kerckhoffs’ principle, many authors of publications
claim security of their chaos communications systems on the basis of obscurity of
their systems’ parameters (which are either fixed or not feasibly changeable, which

in turn defies argument that those parameters could serve as an actual secret key).

The principal common factor chaos communications shares with cryptography is such
that all the parties (both, legitimate and eavesdroppers) realise where a communications
channel is and that real data is going to be sent through it.

When it comes to commonality with steganography, chaos communications shares
with it the concept of threshold beyond which data can be retrieved for certain modula-

tion formats.

Concluding remarks

Most of the proposals pertaining to broadly understood chaos communications are
set forth by either engineers or physicists, rather than mathematicians experienced in
the intricacies of modern cryptosystems. Few of the proposed schemes underwent any
form of critical analysis from a body of professional cryptanalysts at the time of their
publication. Instead, security of these schemes was often proclaimed by the respective

authors on the grounds of human-eye test, with the most convincing proof (in the
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authors’ minds) being lack of visible perturbations in the graphs of time-domain and
frequency components.

The first such analyses to come from scientific community were focused on very
fundamental concepts rather than full-fledged communication systems. Nevertheless,
they shed light on the otherwise ferra incognita. Other authors soon followed and

disclosed numerous flaws in those schemes. To cite [171]:

[...] some of them [are] fundamentally flawed by a lack of robustness and security.

To make matters worse (from the point of view of security), it is very difficult
to discuss chaos communications system’s security, as there is no natural secret key
involved. Arguably, one could postulate that a certain transformation function (e.g.
a polynomial) could serve the role. However, as it was shown in [140], an iterative
approach based on minimisation of synchronisation error via local minima is sufficient
to establish certain characteristic values of the system, which is being eavesdropped on.

Chaos as a concept is most concisely described as being extremely sensitive to the
smallest of variations, discrepancies in values of initial conditions, etc. This very fact
is very often used as an explanation as to why it could be difficult to eavesdrop on
chaos communications system. As the review above has shown, this assumption is very
often proven groundless. However, on the other side of the spectrum lies an example of
a system, which is too robust—so robust, that eavesdropping on it can be effected with
little effort [188].

Those publications that were written from a cryptanalysis’ point of view tended to
portray the potential security of chaos communications scheme in grim colours. Some
papers [189, 190] even provided the community with step-by-step proof-of-concepts on
breaking or circumventing the alleged security.

This thesis will not argue for or against a particular communications scheme. Its aim
is not to evaluate those schemes, expose weaknesses and propose new, improved schemes.

On the contrary, this thesis deals with dynamical properties of semiconductor lasers
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exposed to external feedback. Its conception was strongly motivated by application
to chaos communications, however, it revolves almost exclusively around dynamics of
locking processes. The fact that aspects of security are mentioned above stems from the
author’s willingness to present the field and its background in a thorough manner.
The remainder of this thesis will focus on carrier dynamics and synchronisation

properties of external-cavity semiconductor lasers.

1.5 Structure of the thesis

A general introduction to the fundamental concepts pertaining to this thesis, such
as cryptography and steganography is presented in chapter 1. A historical outline of
how these two fields emerged and evolved is also provided. The key notion of chaos
communications as a field of scholarly research is presented along with characterisation
of the most important subdivisions. Finally, a literature review is also included.

The mathematical and analytical frameworks employed in this thesis, necessary to
adequately describe the dynamics and phenomena occurring in semiconductor lasers, are
presented in chapter 2. The renowned Lang-Kobayashi model is presented and described
along with the methodology adopted to numerically solve its extended version, which
takes into account external optical injection. This chapter also covers a brief overview
of the history of the development of semiconductor lasers, as well as, description of the
five regimes of operation of a semiconductor laser subject to optical feedback.

The experimental methodology is first presented in chapter 3. In the first part
of this chapter, the influence of drive current and temperature deviation on chaos
synchronisation between two lasers is investigated. This effect is measured by cross-
correlation function. In the second part, a trivial sinusoidal message is introduced
to the Master laser, thereby employing the Chaos Modulation (CMO) scheme. The

effect of various message frequencies and modulation depths on synchronisation quality
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is investigated and measured through the correlation coefficient and cross-correlation
function.

Following the introduction of the numerical approach to solving the Lang—Kobayashi
model in chapter 2, the first numerical results are presented in chapter 4. Simulations
were run with random initial conditions and multiple-averaging was performed, while
varying various parameters, in order to gain an insight into the details of chaos syn-
chronisation dynamics. The parameters varied were the injection strength and ramping
time duration.

An investigation of synchronisation robustness constitutes the core of chapter 5.
Numerical simulations were performed with the aim of establishing whether substituting
one device for another, non-identical one, would significantly affect the chaos synchron-
isation process between the two lasers. Two parameters, carrier lifefime and linewidth
enhancement factor, were separately investigated.

Chapter 6 deals with two experimentally observed phenomena. The first one being,
temporal transients occurring in the Slave laser while subjected to optically chopped
injection from Master laser. Perturbations introduced in this way gave rise to histability.
The second part of the chapter is focused on the spectral dynamics of TE and TM
polarisations of a semiconductor laser subject to variable optical feedback.

A summary of the main results and observations is outlined, along with suggested

future work in chapter 7.
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Chapter 2

Semiconductor laser theory

In this chapter, a brief account of the history and development of lasers is provided
along with a summary of the main characteristics of SLDs. Concepts crucial to the
core of this thesis (such as Lang—Kobayashi model) are outlined and a mathematical
framework devised to model the nonlinear dynamics of semiconductor lasers. An account
of numerical approach taken to solve the Lang—Kobayashi equations is given in the last

section.

2.1 Brief history of lasers

1917 Einstein published his seminal paper [191] titled: Zur Quantentheorie der Strahlung
(On the Quantum Theory of Radiation).

1928 Landenburg experimentally showed [192] stimulated emission and negative ab-

sorption (i.e. amplification).

1939 Valentin Fabrikant in his PhD thesis predicted the use of the stimulated emission

to amplify waves; after [193].

1947 Lamb and Retherford identified [194] and demonstrated [195-198] stimulated
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2.1 Brief history of lasers

emission in hydrogen spectra.
1950 Kastler proposed a method of optical pumping [199].

1954 Gordon, Zeiger, and Townes built the first microwave amplifier [200], although it

was incapable of continuous output [201].

1955 Basov and Prokhorov suggested optical pumping of multilevel system as means

of obtaining population inversion [202, 203].

1957 Schawlow and Townes published their groundbreaking theoretical calculations
[204] on infrared maser and proposed extending the concept of maser to optical

frequencies.

1957 Gordon Gould, while working on his PhD thesis on energy levels of excited

thallium, invented a concept of an open resonator, but did not publish it; after [205].
1958 Prokhorov independently proposed an open resonator [206, 207].
1959 Gould coined the term ‘laser’ [208].

1960 Maiman built the first ruby laser [209], in spite of the fact that Schawlow had
declared ruby incapable of inducing and sustaining stimulated emission; the laser,

however, was only capable of pulsed output.
1960 Javan, Bennett, and Herriot built the first HeNe laser [210].

1962 Basov and Javan proposed a concept of a semiconductor laser diode. Four research

groups independently demonstrated the first GaAs diode [211-214].

1970 Two research groups independently developed heterojunction SLDs: one led by
Alferov et al. [215, 216] and the other by Hayashi et al. [217]. For an overview see
[218].

1975 van der Ziel et al. built the first quantum-well semiconductor laser [219].
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1980 Lang and Kobayashi published their paper [220] on aspects of SLD dynamics

subject to external feedback.

1986 Tkach and Chraplyvy published phenomenological demarcation (see section 2.4.2)
of boundaries between five regimes of operation of a DFB laser subject to external
optical feedback [221]. The experimentally obtained plot is broadly applicable to

all semiconductor edge-emitting lasers.

1990 Pecora and Carroll published the first in a series of papers on chaos in elec-
tronic circuits [75, 150, 222-225] that triggered off scientific inquiry into chaos in

optoelectronic systems.

The above list provides details of the essential developments that have taken place in
the realm of semiconductor lasers that pertains to the topic of this thesis. One can find
many published materials that cover the history of lasers in great length and detail,

such as: [205, 226, 227).

2.2 Characteristics of semiconductor lasers

The main characteristics of edge-emitting semiconductor lasers are listed as follows:

« Physical size (&~ hundreds pm x ten pm x tens pm) is most often expressed
in micrometres rather than centimetres or metres, which is several orders of

magnitude smaller than that of other lasers.

« Amount of noise generated by the device is relatively high, as a result of spontan-
eous emission, high unit gain and broad amplification spectrum, which in turn is

further compounded with interplay between gain and refractive index.

« Excitation of the electrons in the active layer through the direct injection of
electrical current rather than by optical pumping (in solid-state lasers) or plasma

excitation (in gas lasers).

28



2.2 Characteristics of semiconductor lasers

« Owing to direct injection and invention of heterostructures, the efficiency of
conversion of energy is very high (>50%), ergo there is no need for a complex
cooling system to be installed on the laser itself, instead, a simple Peltier element
is put in place; to put it in perspective, other types of lasers usually achieve
external efficiencies of mere 1-5%, with the noble exception for CO2 lasers that

achieve level of ca. 10%.

o Due to their high unit gain, SLDs are most commonly operated without the
need to keep the laser facets’ reflectivity close to 100%. Consequently, SLDs are
rarely used with ECMs, whereas other lasers (e.g. gas lasers, solid-state lasers) are
dependent on the ECMs to obtain high values of cavity quality factor. As a result,

SLDs display high sensitivity to perturbations coming from external sources.

« SLDs can be driven by direct electrical modulation or via external optical modu-

lation.

« Maximum frequency of electrical modulation reached so far is 40 GHz [228, 229,
and references therein]; further increase in modulation frequency requires the use

of external modulators due to onset of deleterious relaxation damped oscillation.

o Linewidth enhancement factor (LEF, also known as the a-factor) is considerably
higher in SLDs (in the order of 3-7) than in other lasers (where it is close to zero)
[230]. LEF manifests itself as a connection between fluctuations in carrier density
and gain—fuctuations in phase are translated into fluctuations in amplitude, and
vice versa'. It remains a trait of semiconductor lasers that with injected carrier

density, optical gain and refractive index of the active region are affected [233].

o Lifetime of a device is usually expressed in years (in comparison, that of gas or

solid-state lasers is measured in hundreds of hours).

1Under certain circumstances LEF can also be used to narrow down the linewidth [231, 232].
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2.3 Semiconductor laser theory

2.3.1 Maxwell-Bloch model

Before moving on to Lorenz—Haken model and further to the Lang—Kobayashi model,
a derivation of semiconductor rate equations will be performed, starting from Maxwell’s
equations? [234-241]. Differential form of these equations (in terms of free charge, as

opposed to total) take the following form:

OB
VXE = ——, (2.1)
oD
VxH = Jf‘*‘a, (22)
V'D = ,Of, (2.3)
V-B = 0, (2.4)

where E and H are the electric and magnetic field vectors, respectively, whereas J ¢ is
the free current density vector, and py is the free charge density. The del differential

operator V is, in Cartesian coordinate system, defined as a partial derivative:

e, L0 7]
V—$~+ya—y+ B2’ (2.5)
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where &, ), and 2 are unit vectors of respective dimensions. The dielectric flux vector

D and the magnetic flux vector B are defined as:

D = 5E+P, (26)

B = pH+M, (2.7)

where £¢ is the permittivity of free space, uo is the permeability of free space, P is the

polarisation vector, and M is the magnetisation vector.

2)Maxwell’s works triggered the second great unification in physics.
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By taking a curl of the curl equations (2.1) and (2.2) and exploiting vector identity:

V x (VxE)=V(V:-E)-AE, (2.8)

where Laplacian A is defined as A=V -V = V2, one arrives at a general form of wave

equation:
d oE 0P d
AE — po— — 4 === M -E), :
“‘Jat(J’LE“atJrat) ath +V(V-E), (2.9)
or in an alterna.tive fOI'lTl:
A—i‘lz E= B—J+~a2—P +2V><M+\7'(V-E) (2.10)
coz) P\ T a2 ) T ot ’ '

where speed of light in vacuum ¢ was defined by Maxwell as:

1
\/EO.U'O.

c= (2419

For an homogenous (V - E = 0), non-magnetic (M = 0) medium of a refractive index
n devoid of free charge (py = 0) and with no currents due to free charge (Jy =0), the
wave equation (2.10) is simplified to [242-244]:
2o

2 02 2
T \Ng o
(A ) E= ugatzP. (2.12)

If one further limits the deliberation to a linearly polarised wave propagating along

z-axis, then equation (2.12) becomes:
7 o2
— — 55 t) = po==F(z 2.1
(522 Z aﬁ)E(Z’ ) = HoggP(2:1); —

where electric field E and polarisation P are dependent only on z and t.
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2.3 Semiconductor laser theory

Slowly-varying-envelope approximation (SVEA)

Another approximation commonly introduced in the theoretical analyses of SLDs is

separating the field into rapidly oscillating plane-wave carrier

E(z,t) = A(z,t)ef*swol) L ce (2.14)

P(z,t) = B(z,t)eikz—wot) 4 e (2.15)

where A(z,t) and B(z,t) are assumed to vary slowly with the optical frequency. They
still depend on both z and t, however their spatio-temporal dependence is lower than
that of the exponential constituent. This simplification is known [245-248] as SVEA

and has the following properties:

0A(z,1)| _ |9%A(z,1)

k% |A(z,t)| > k\ P | 52|’ (2.16)
OA(z,t) D?A(z,t)

w? |A(z,t)| > w 5 ’ > l promlk (2.17)

whereby highest-order derivatives are neglected.

Maxwell-Bloch equations

Including equations (2.14) and (2.15) into equation (2.13) leads to the following form:

DA nmdA _  k

— 4= i

Oz ¢ Ot 2en?

(2.18)

where angular wavenumber £ is defined as k = n%2, and wq is the angular oscillation
frequency.
Two additional quantities need to be defined—macroscopic equation for the polar-

isation:

dB

2
T - [ %, —2i(kz—wot)
o i(wq —wo)B + z—hz 8% [A + A%e ] . (2.19)
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2.3 Semiconductor laser theory

where w4 = wy — wy is the angular frequency of the electromagnetic wave emitted or

absorbed in a two-level system; as well as population inversion:

d _—
d_”; = % AB* — ABg?ilke—wot) _ c.c.] : (2.20)

For details of derivation of the above two entities, see [249-251].

Rotating-wave approximation (RWA)

Another simplification [251-254] usually introduced to this deliberation is RWA, whereby

high-frequency components 2w are removed from equations (2.19) and (2.20) thereby

giving:
a8 _ —w)B-|~"u—2AW (2.21)
i i(wa 0 i3 j :
dw 1
S = . (AB*—A'B). 2.2
p — (AB" ~ A"B) (2.22)

The final form of the Maxwell-Bloch equations is obtained by combining equa-
tions (2.18), (2.21), and (2.22), as well as including phenomenological terms [251], such

as pumping and decay on the right hand side of the following set:

0A  n0A k 7

RS o g - 2

0z ¥ c Ot L2£0nzB 2T pne (223)

B 2 B

— = —i —wy)B + i AW — — 2.24

at @(WA wo) + ?’hg TQ’ ( )

dW 1 Wo—W

Y - —(AB*-A*B)+ 2 _

> iﬁ(AB A*B) + T (2.25)

where W is the inversion level in the absence of the optical field, Ty, is photon lifetime
(photon relaxation), 75 is polarisation (transverse relaxation), and T is population
inversion (longitudinal relaxation). Processes such as spontaneous emission and atomic

collisions contribute to T and Th, whereas T, is dependent on cavity losses.
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2.3 Semiconductor laser theory

Langevin noise is often added to those equations to account for and represent
spontaneous emission, ever present in lasers. The added term of spontaneous emission
lowers the threshold current of otherwise noise-free laser. However, Langevin noise will
be omitted since the scientific interest of this thesis lies with deterministic processes

rather than stochastic ones, thus it was considered best not to introduce the noise term.

2.3.2 Classification of lasers

In response to the above Maxwell-Bloch equation set, as well as, in an attempt to further
simplify the analysis of laser dynamics, a classification was proposed by Arecchi et al.
[255], which provided an approximate division into three classes. Lasers fall into those

classes depending on the difference in magnitude of the three characteristic timescales:

Class—A when T}, > Tb,T). Rate equations for the polarisation and the population
inversion become adiabatically eliminated, thus the only equation describing the
laser is the field equation. This class is also the most stable—to become unstable,
two or more additional degrees of freedom need to be introduced to the system.
Typical representatives include: HeNe, dye, Ar-ion lasers; for almost edible lasers

see references [256-258] and [259, p. 70-71].

Class—B when Ty, T1 > T3. Only the rate equation for the polarisation inversion
becomes adiabatically eliminated, thus the equations describing the laser are the
field and population inversion equations. Even though the electric field is complex,
it can be split into amplitude and phase. This class is stable—lasers do not display
signs of chaotic oscillation, unless one or more degrees of freedom are introduced
to the system. Typical representatives include: SLDs, COs, solid-state, fibre lasers.

For a detailed stability analysis of Class-B lasers, see [260].

Class—C when all three times are of the same order. No variables are eliminated—they

form three equations describing the laser. This class is unstable at pumping rates
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higher than second threshold. Typical representatives include: infrared NHs,

NeXe, infrared HeNe.

Classes A and B are intrinsically stable (when operating as solitary lasers), nonethe-
less, they can display signs of chaotic oscillation provided at least one (Class B) or two

(Class A) additional degrees of freedom are supplied. This can be effected through:

external optical feedback;

optical injection from another laser [261]:

— low-frequency moderate injection [262-265];

— high-frequency strong injection [266-268].

modulation of accessible laser parameters;

optoelectronic components inside laser’s cavity [269].

2.3.3 Lorenz-Haken model

In 1975 Haken made a comparison between laser dynamics and turbulent Rayleigh-
Bénard convective fluid dynamics [270], which had been used by Lorenz in 1963 in his
seminal paper on unpredictability of atmospheric dynamics [271]. Lorenz’s observation®
gave rise to a new field of nonlinear dynamics, namely, the chaos theory. He is also
credited with coining the term ‘the butterfly effect™.

Further deliberation involves normalisation of the field, the polarisation and the

Tt largely went unnoticed at the time of publication.

4In 1972 Lorenz gave a talk titled Predictability: Does the Flap of a Butterfly’s Wings in Brazil
set off a Tornado in Texas? as part of 139th annual meeting of the American Association for the
Advancement of Science in Washington, DC, USA; after [272].
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population inversion from equations (2.23), (2.24), and (2.25):

A = ,/5“26—”,4, (2.26)
B - |2 (2.27)
- gon? 2 ' ’
W = oW, (2.28)
where the transition cross section oy is defined as:
5y = 10T (2.29)
7 2eohen’ '

By combining equations (2.23), (2.24), and (2.25) with equations (2.26), (2.27), and
(2.28), as well as, negating 9A/9z as a small mean field propagating along the z-axis,

one arrives at:

dA & — 1 —
PR o B 2
dt e szh,A’ ke
dB o
b = —(1—i6)B — iAW, (2.31)
dW — . S[AB
Tl—zzt— = Woe—-W+ #ﬂ—_—]—, (2.32)
A sat

where § = (wp — wa)Th represents the scaled atomic detuning, whereas the saturation

intensity I is defined as:
h2eneg

Lo =
sal Q,UJQTng

(2.33)

The Lorenz-Haken model has been studied over the years from various angles. For
a generalisation of the model, see [273], where two additional parameters were introduced
to take into account asymmetric gain profile and inhomogeneous broadening. In [274]
the Lorenz—Haken model was extended to include different relaxation rates for two

levels.
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2.3.4 A model of chaos

The original model formulated and published by Lorenz in [271] was devised to describe
atmospheric phenomena through description of convective fluid flow. It consisted of

three variables: X, Y, and Z, as well as, three chaos parameters: X, R, and 3.

dX

- = X(X-Y 2.3
% = BX ¥ =XZ, (2.35)
dz

Maxwell-Bloch model can be rewritten to show it is identical to the Lorenz—Haken
model. In order to do that, time variable ¢ needs to be normalised to t' = t/T5 (for
notational simplicity, the prime will be dropped) whereas the variables obtained from

equations (2.30), (2.31), and (2.32) need to be defined as:

w o= A, 2.37

Isat ( )
cTpn b —

Yy = i —B, 2.38

y — (2.38)
Ty —

y = C—T;”l(wo—w). (2.39)

Using these new variables, one finally arrives at the Lorenz—Haken model:

dz
= = —ol-y), (2.40)
d .
d—? = —(1—id)y+ (r—2)z, (2.41)
dz .
il —bz + §R[.7: y], (2.42)
where:
T WocTp Ty
o=—", r=—"-, b= —.
ZT»ph n Ty
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2.3.5 Semiconductor rate-equations

Inasmuch as semiconductor lasers should be modelled as band structure systems, their
intra-band relaxation time (which is in the order of 10713 s) is still four orders of
magnitude smaller than carrier lifetime (107? s). As a result of this fact, as well
as, reasons mentioned in section 2.3.2, semiconductor lasers can still be effectively
approximated with a two-level model. The mathematical approach involving a rate-

equation model is based on the following assumptions [275]:

s averaging over number of carriers (which can experience slightly different field

intensities);
e all carriers are assumed to be virtually the same.
The change in intensity Al (where I(t) = |E(t)|?) of an optical wave travelling
through a homogenous medium can be written as:

Al = —alyAz, (2.43)

where Iy denotes the initial intensity, ¢ denotes medium attenuation, and Az denotes
short distance along the z-axis such that Az — 0. When integrated, equation (2.43)
gives:

I(z) = e, (2.44)

By inclusion of gain medium, as well as, phase change along the z-axis, one can
rewrite equation (2.44) into the following set of equations describing the electric field

propagating back and forth in a resonance cavity:

Ef(z) = Bypeit=t3le-0)z (2.45)

Eb(z) - EObeik(l—z)+%(g—a)([——z)’ (246)
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Ey(z
C E—i\vE'f 2)J

™ Tre

Figure 2.1: Longitudinal field propagation through internal laser cavity — For
expressions describing propagation of the electric field in the cavity, see equations (2.45)
and (2.46). Boundary conditions are expressed in equations (2.47) and (2.48).

where E; and E, are forward and backward propagating complex fields (see figure 2.1),
| is the resonator length, g is the laser medium gain, and a is redefined to stand for
the total loss in the medium (which is composed of material loss, internal loss, and
absorption owing to external pumping [276]). The 1/2 coefficient stems from the fact
that both gain and total loss were defined with respect to laser intensity, not amplitude.

By applying boundary conditions of a resonance cavity (where 71 and 72 denote

amplitude reflectivity, which are related to optical intensity reflectivity such that r = R):

Ef(0) = rEy(0), (2.47)

Byl) = raBy(D), (2.48)
to equations (2.45) and (2.46), one arrives at

rirgeliklitlg—al — 1 (2.49)
which may be further split into two separate—amplitude and phase—constituents:

rirged= !l = 1, (2.50)

Bt = 1, (2.51)
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Amplitude condition

By rewriting equation (2.50), threshold gain—the point where the internal losses a and

reflection losses are balanced by gain medium—is henceforth defined as:

1
gin=a+ 7 In (L) . (2.52)

T2

The above equation was derived with the assumption that only stimulated emission
contributes to the radiative emission. In practice, however, gy, is lower than that
predicted above due to the existence of spontaneous emission.

Phase condition

By solving equation (2.51), the phase condition for constructive interference is obtained:

kl = mm, (2.53)
where wavenumber k is defined as:
wy  2wem
k=—= 3 (2.54)
c c

where v is the optical frequency, and 7 denotes the refractive index of the active layer.
By isolating the frequency term in equation (2.54), the frequency of m-th mode vy, as
well as, the frequency mode-spacing §v can thus be obtained as a difference between

two consecutive modes (e.g. the vy and vy,):
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Single round-trip condition

The refractive index of the active layer 7, which is dependent on both carrier density
and optical frequency, can be defined as:

0 ad
n=10+ SL(v—vi) + 5 (0~ ). (2.57)

where 79 is the refractive index at the threshold, vy, is the optical frequency at the
threshold, n is the carrier density, and ny, is carrier density at the threshold. By

transforming further equation (2.57) one arrives at the following equality:

0
(v —vp) = —%*a—z(ﬂ — Nh), (2.58)

where 7, is the effective refractive index, which is defined as:

%}
e =1+ Ugg. (2.59)

The original definition of wavenumber k in equation (2.54) as a function of frequency

and refractive index can be further specified as:

o _wm[ o e
k=n—=— —(n— —(w — 2.60
12 =0 [t Pl 20— ). (2.60)

where wy, is angular frequency at the threshold, np is the refractive index below the
laser oscillation.

Equation (2.49) can be generalised to define the single round-trip gain:
G = riroeikit(g—all (2.61)

which, taking into account the expansion in equation (2.60), can be split into two
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components—one frequency-independent, and the other frequency-dependent:

G = G1Go, (2.62)
where
Gy = T‘ITQE(g_a)l—Hd)D, (263)
20wy !
G2 o 61.._‘:LLI_ [nU""fﬁ(w_wlh)] i (2.64)
and
2wl O
- cf” B—Z(n — n). (2.65)

G in equation (2.64) can be shown to be equivalent to:

G2 — e'«':Tin(w_WH!-) i (2.66)

e_iwihrin e_ﬂ'n % .
The electric field after a single round-trip can be defined as:
Ef(t) = GEy(t). (2.67)

Taking advantage of equations (2.62) and (2.66), as well as, substituting into equa-

tion (2.67), will lead to:

Ef(t) = G1G2Ef(t), (2.68)

— Gle_iwthT'ine*Tin %E‘f (t)‘

The electric field Ef(t) will now be split into a frequency-independent amplitude, and
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a frequency-dependent component, such as:
By(t) = Bose (2.69)
which will allow for the following single round-trip simplification [249]:
Eps = G1Eof(t — Tin)- (2.70)

If the round-trip time 74, is small enough, then equation (2.70) can be restated to:

dE(t)

E(t —min) = E(t) — Tm—d.t y

(2.71)
where Ty, stands for round-trip time of light within the internal cavity, which is defined
as:

el
Tin = % (2.72)

By combining equations (2.70) and (2.71) one obtains:

d—"ﬁ—” e % (1 - Gil) B(b), (2.73)

where the 1/G1 term can be approximated as:

L ()~ (g-a)i-igo (2.74)

G
~ l+4+1In

— gl + al —igp.
r1ro

When one combines equations (2.74) and (2.73), as well as, (2.65) and (2.58), the

following equality emerges:

d—%ﬂ = |—i(wp — win) + % (gi = L)] E(t), (2.75)

Tle Tph
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where wp is the angular frequency of the laser oscillation, 7,y is photon lifetime. The

e [a 4 im (L)} , (2.76)
Tph Tle l T1Tra

where ¢/n, = vg = 21/ is the group velocity of light in the laser cavity.

latter is defined as:

Linewidth enhancement factor

Further analysis of semiconductor lasers needs to take into account the effect which the
linewidth enhancement factor has on the dynamics. To this end, the susceptibility of
lasing medium needs to be considered. The complex susceptibility of the medium below
the lasing threshold will be defined as yo = XE) + ixg, whereas the complex susceptibility
of medinm owing to laser oscillation will be equal x; = X:; + ’L'Xér. The total susceptibility

is a function of laser frequency and is also a sum of the aforementioned terms:

x(w) = xolw)+ xi(w) (2.77)

Xo +x1 +i(xo + X1 )-

Following certain derivation [249], the real part of susceptibility at lasing oscillation

can be redefined to be:

an i dg
=2 — ——=], 2.78
X = =ttt (an ko 37?,) 2.28)
where n, is the refractive index below threshold.
The macroscopic complex refractive index 7. is given by:
ne=1m—in, (2.79)

where 1’ is the imaginary part of the refractive index and bears the following relation

44



2.3 Semiconductor laser theory

with gain:

; 1
5 e 2.80
7 T (2.80)

where kg is the wavenumber for propagation in vacuum.

Including equation (2.80) into (2.58) allows for the following derivation:

(w—wp) = ——2—(n—nm) (2.81)

Finally, the linewidth enhancement factor (also known as the a-factor) is defined as

ratio of real and imaginary parts of susceptibility:

_ R _
Sx

w On/On
c dg/on

o —2 (2.82)

While equal to almost zero in other types of lasers, in semiconductor laser diodes it
amounts to a range between 3 and 7. Despite its name, the actual enhancement (i.e.

broadening) of bandwidth is proportional to 1+ o [233].

Gain

Nonlinear gain can be expressed in two forms: either by intrinsic nonlinearities of the
gain medium [277-280], or by an effective nonlinearity ascribed to diffusion effects [281].
However, in this thesis, a standard model of linear gain compounded with gain expansion

around the threshold will be adopted:

0
g=gwm+ i(n — Nith), (2.83)
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where a redefined gy, denotes the gain for the carrier density at transparency ng:

8
= B—i(nm — ng). (2.84)

This definition of gain threshold still implies balancing of all the losses incurred by the
electric field by the gain medium. For a medium to experience lasing oscillation, its gain
must exceed that of gain threshold. Well above that threshold, another effect—gain
saturation—mneeds to be taken into account in order to adequately represent experimental

results. Hereby, a gain saturation coefficient ey is introduced:

Jth

971 + &5 E|?

Electric field

By combining equations (2.75), (2.81), and (2.83), the following form of the electric
field is obtained:
dE(t)

=== %(1 — i) G [n(£) — nn] B(D), (2.86)

where G,, stands for linear gain defined as:
Gn = Vgm— 2.87
n 9 on ( )
The photon lifetime can be shown to have the following relationship with the carriers
and gain in equation (2.87):

% (ngn — no) = 1 (2.88)

Vg7 .
o on Tph

If one splits the complex field in equation (2.86) into separate, amplitude and phase,

components fulfilling the relation E(t) = Eo(t)e ) the following two equations
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emerge:

d%t(t) = %Gn[n(t)—nm]Eo(t), (2-89)
Eiizi—t) = %aGn[n(t)—nm]- (2.90)

dﬁz&ﬂ = e_{i - nT(:) — Ga[n(t) — no] |BI? (2.91)

where J is the driving current density, d thickness of the active layer, e denotes the
elementary charge, and 75 stands for carrier lifetime. The first term represents current
injection, the second—carrier recombination due to spontaneous emission, the third—

carrier recombination due to stimulated emission.

2.4 Optical feedback and injection

Investigations of optical feedback effects started soon after the first physical demon-
stration of an SLD [282, 283]. A breakthrough came with seminal publication [220] by
Lang and Kobayashi in 1980. Ever since, phenomena such as bistability, instability,
self-pulsation, and coherence collapse have been observed and investigated [284-287].

Optical feedback has been used to achieve a variety of means:
« reduction of linewidth [288];

« mode selection;

¢ side-mode suppression;

e linewidth tuning [289].

Precise control, however, is a prerequisite in order to achieve and retain those qualities,
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as the assorted feedback ranges are narrow (vide regimes IIT and V in section 2.4.2) in

comparison to the range corresponding to chaotic oscillations (i.e. regime V).

2.4.1 Optical feedback

Consider an extension of the simple internal resonance cavity (as shown in figure 2.1)
by supplying it with an external-cavity mirror of reflectivity r3. Such a configuration is
presented in figure 2.2. A common simplification that will be introduced here is such
that only one previous reflection is taken into account in the definition of the electric
field propagating in the cavities. This approximation is valid for as long as amplitude
reflectivity condition rorg < 1 is satisfied. Otherwise, the definition of the electric field

would need to include all the previous contributions from the past reflections, such as:
E~(t)e™" = |ry + (1 — r3)rae”oTer 4 (1 — r3)rie 2ot 4+ ] Et(t)e™ot.  (2.92)

Consider the electric field EZ (t) leaving the internal cavity and propagating forward
within the external cavity. It will be defined as:

Ef(t) = \/1-r2E" (t - 12”) , (2.93)

where the square root y/1 — r3 is the amplitude transmission coefficient s, which follows

from 2+ 72 = 1. Next, taking into account equation (2.93), the electric field E, ()

propagating backwards in the external cavity (reflected off the external mirror) is defined

as:

EZ(t) = msE} (t - %) (2.94)
Tir T
= r3y/1—riE" (tgg——gi),

where E_,(t) is simply EZ (t) after reflection.
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Figure 2.2: Longitudinal field propagation through internal and external laser
cavities — The electric field has been split here into four components.

Lastly, taking into account equation (2.94), the electric field Ej () which has
propagated backwards through the rightmost laser facet, and is now propagating inside

the internal laser cavity® can be defined as:

Ej(t) = \/1-12E, (t = %) (2.95)
= — 2yt (y =18 T
= r3(l—73)E (t 5 5 ) ,

where Ej (t) is E,(t) multiplied by amplitude transmission coefficient.

The following transformation:

E~(t) = ro BT (t - %) =  Ef(t)= %E— (t+ Té—”) ,

where Ty = 21 Lin/c and Tep = 2Leg/c, allows for a simplification of equation (2.95):

s (t) = 3l — TS)E“L(I‘, e (2.96)

T9
Finally, complex electric field equation, as stated by Lang and Kobayashi:

2 _ i [Gm - *1;] B(t) + KE(t - rec)e™ 0™, (2.97)

5Qubscript was added to avoid confusion and distinguish it from B~ (t).
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where the feedback rate s is defined as:

o LTsl 1) (2.98)

Tin T2
2.4.2 Feedback regimes

What began as an investigation into stability issues which plagued fibre transmission,
where back reflections from the front fibre facet was inevitable and led to undesired
perturbation of laser’s electrical field, turned into attempts and efforts at stabilising
lasers and narrowing their emission linewidth [265], especially as it was shown in [290]

that laser locks on to the mode with lowest linewidth rather than lowest threshold gain.

10 'I'IIII T T 7T lIlll] T ; USK T ]

10° |- -

ext
<

w - T T T ST '?“:

effective external reflectivity, f‘x

107 |= -
B
~
0% = N I -
~
~
; ~
10" |- - ul
~
_ ~
10" |- N -
| ~
~
10 Illll 1 1 L IIlII] L L1l
10 100

distance to external mirror [cm]

Figure 2.3: Five regimes of operation of a DFB laser subject to external optical
feedback — Arrows indicate how the boundaries shift with an increase in drive current;
after [221].
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The five regimes of operation (presented in figure 2.3) of a semiconductor edge-

emitting laser subjected to external-cavity feedback are described as [221]:

Regime V Very strong feedback (intentional). To reach this level of feedback, a laser
facet (the one facing external feedback mirror) usually needs to be anti-reflection
coated. In this case, the dynamics of compound laser cavity is governed by 7
and rj, with 7o merely perturbing the field. Linewidth becomes very narrow and

displays a high degree of coherence [291-295].

Regime IV Strong feedback. Termed ‘coherence collapse’ [286] due to spectacular and
unique dynamic properties of compound laser cavity. They manifest themselves
through significant reduction of coherence length (centimetres instead of metres),
broadband spectrum (reaching tens of GHz), and seemingly erratic, unpredictable
fluctuations of electric field [284, 296-298] (first explanation in [299]). It is this

regime specifically, with which this thesis is concerned.

Regime III Moderate feedback. Single narrow line. Mode hopping is suppressed.
Due to relatively small size, this regime is more difficult to find experimentally,
henceforth it is also relatively easy to destabilise a laser operating in this regime

through introduction of external perturbation.

Regime II Mode hopping. Multiple steady-state solutions exist, and the compound
laser cavity switches between internal- and external-cavity modes. Linewidth
is again dependent on both, distance to external feedback mirror and feedback

fraction [220, 300-303].

Regime I Only a single external-cavity mode exists. Linewidth is dependent on
feedback phase, which in turn is a function of both, distance to external feedback
mirror and feedback fraction. As a result, linewidth may either broaden or become

narrow [301-303].
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Only regimes I and II depend on the feedback distance. The boundary line in figure 2.3

separating these regimes is defined as C' = 1, where:
C = kTezV'1 + 2. (2.99)

The exact values of external feedback reflectivity corresponding to boundary lines
in figure 2.3 were measured and established for a DFB laser operating at 1.55 pm,
therefore they are bound to differ when considering other lasers. However, qualitative
result should remain the same [304].

For the explanation of the physical phenomenon® behind LEF see [305], whereas for
details on quantifying LEF in semiconductor devices, see [306, 307].

LEF was also shown to be responsible for emergence of ‘coherence collapse’ regime
in [290]. Additionally, in the same publication, it was shown that laser with longer
internal cavities are less susceptible to chaotic oscillation—for longer diodes it takes
higher feedback to enter ‘coherence collapse’. It is also shown there that the transition
from regime III to regime IV is independent of external cavity length. For discussion on
dynamics of short external cavity, see [308-313], whereas for long external cavity, see

314, 315].

2.4.3 The extended Lang—Kobayashi model

This model builds upon the theoretical framework presented in the previous sections;
it was first published by Lang and Kobayashi in 1980. The model takes into account
optical feedback for each of the two lasers, as well as, the portion of ML’s optical field

which is injected into the SL; it can be easily extended to cover three or more lasers. It

5Which amounts to the asymmetric distribution of electrons and holes in semiconductors.
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2.4 Optical feedback and injection

is conceptually equivalent to the schematic in figure 1.1b.

dEm(t) _ 1 . i B L
= = = il fde] _Gm(f) Tph] Enm(t) (2.100)

+ EmEn(t— Tem)e_i“mﬁr’

dE(t) B 3 0 B L
i~ at i) |G Tph] E(t) (2.101)

+ ksEs(t— Tem)e_i“’”'“"

+ ke(t) Bm(t)e™,

de,s(t) _ J . Nm,s(t) _ )
—a d _;j"‘%AMBmmﬁ (2.102)
9 -
Crslt) = 1+ €|Ems(t)[? [Nin,s(t) = No], (2.103)

where Aw = wy, — w; is the frequency detuning between the injected optical field from
master laser, and that of the slave laser.

The first component on the righthand side of equation (2.100) corresponds to ML’s
internal field gain-attenuation condition, whereas the second component denotes ML’s
feedback strength (via ;) of the optical field delayed in time and shifted in phase. The
first two components on the righthand side of equation (2.101) are analogous to those in
equation (2.100). The third component, however, denotes the injected optical field from
the ML characterised by injection strength k. and detuning Aw. The first component
on the righthand side of equation (2.102) corresponds to carriers induced in the laser
via direct electrical stimulation. The second and third component denote carrier loss
due to gpontaneous and stimulated emission, respectively.

The exact approach towards formulation of direct carrier stimulation followed that
from [316], and it involves a redefinition of the leftmost term on the righthand side of

equation (2.102), from J/d to J/e. Furthermore, the carrier injection term is defined as:

J = LIy, (2.104)
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2.5 Numerical simulation

where I, is a simple multiplication factor, whereas Iy, denotes threshold current, which

is defined as:

N
L =B (2.105)

Tn

and Ny, stand for carrier number at threshold, which in turn is defined as:

1
Ny, = No+—. (2.106)
9Tph

Optical field intensity for ML and SL was calculated as [316]:

hwm s

| B s () - (2.107)

Prn,s(t) =

2.5 Numerical simulation

Due to the complexity of that model, the nonlinear ordinary differential equations are
solved numerically. For the purpose of numerically solving the Lang-Kobayashi model,
a program was written in Fortran. In literature pertaining to chaos synchronisation
phenomena, the three ordinary differential equations are usually integrated with the
use of fourth-order Runge-Kutta algorithm as it offers higher accuracy than the Euler
method [317] through process of calculating intermediate slope coefficients. Nonetheless,
the author of this thesis adopted the latter approach, since it still produced results
in qualitative agreement with the former, and was simpler to implement [318]. The
results of such numerical simulations can be relied upon’ to be representative of chaotic
oscillations (certain bounds and limitations apply), which is expressed in the so-called
‘shadowing lemma’, which has been defined by Anosov and Bowen [319, 320]. The
cumulative effect of such errors results in exponential divergence of chaotic trajectories,
nonetheless it is still comparable with the effect of random noise or choosing slightly

different values of initial conditions.

"Regardless of details of compiler implementation, round-off error or floating-point standard.
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2.5 Numerical simulation

Table 2.1: Default numerical simulation parameters — Unless specified otherwise,
the parameter values used throughout this thesis were those in this table.

Parameter Symbol Value
LEF o' 5
Carxrier lifetime Ty 2 ns
Photon lifetime Tph 2 ps
Internal-cavity round-trip time Tin T ps
External-cavity round-trip time s 1 ns
Number of carriers at transparency Ny 1.5 108
Linear gain coefficient g 1.5-1078 ps*
Gain saturation coefficient € 5-1077
Background refractive index n 3.5
Wavelength A 780 nm
Facet reflectivity 71,79 0.548
ML ECM reflectivity T3m 0.05482
SL ECM reflectivity T3¢ 0.01645
Frequency detuning Aw 0
Current multiplier € 1.85

The set of equations constituting the model were numerically solved using the Euler’s
method [317]. The zeroth iteration contained values of initial conditions. In the first
iteration, the A-increments were calculated from the equations and summed with the
values from previous iteration. This process would be repeated for the entire simulation.
All of the values listed in table 2.1 were taken from [316] and used throughout the whole
thesis, unless otherwise stated.

The typical length of a simulation amounted to 220 ns (unless stated otherwise) with
an iteration step of 0.2 ps, giving thereby a total number of data points for one variable
of 1.1 -108. The iteration step was chosen so as to amount to a tenth of the shortest
characteristic time constant in the model, 7, = 2 ps, thereby leaving a non-trivial
margin for error. This approach was also employed in [316, 321].

Even though time-lag between ML and SL is dependent on the time-of-flight and
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2.5 Numerical simulation

not the external-cavity round-trip time [86], the effect of time-of-flight between ML and
SL was neglected to improve visualisation of data. Also, as indicated in table 2.1, all
the numerical simulations were performed with frequency detuning set to zero.

ML and SL external mirror reflectivity values listed in the table come as a result
of an assumption that ML self-feedback amounts to tp, = 10 ns~ !, whereas SL self-
feedback amounts to ks = 3 ns~!. Facet power reflectivity coefficients were assumed
to be equal and amount to By = Ra = 30%, henceforth amplitude reflectiveness
r1 = re = v/0.3 &= 0.548. The value of r3;, was calculated in the following fashion
r3m = KmTinT2/ (1 — 'r%); the value of 73, was calculated analogously.

In the case of averaged figures, randomisation of values of initial conditions was
performed by applying a normally distributed random value of a given parameter up to
+10% of its initial value.

Definition of amplitude within the context of numerically solving the Lang-Kobayashi
model is straightforward, however, the definition of phase need some explanation. Phase
in every context used throughout this thesis will always mean the angle ¢ (t) between

the field vector E(t) and its real component axis, as presented in figure 2.4:

S[E()]

Figure 2.4: Illustration of complex field and optical phase.
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H-:,”'m' (t)
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Figure 2.5: A general form of ramping function - For the definition, see equa-
tion (2.108).

Definition of ramping function

For the purpose of accounting of the influence of optical injection from ML into SL,
the k., parameter is present in equation (2.101). However, in order to avoid abrupt
step-like changes in injection (from zero to a pre-defined value), as well as, to allow for
investigation of SL's dynamics before and after injection, a concept of ramping function
was introduced in a form of a linear function. This way, optical injection was introduced
into SL in a more gradual fashion.

In a general form, the ramping function is defined in terms of injection rate k. as:

Egzz’n, g T1;
mm;::;rmt AL H’::nin _ '&m_;z_:%:rﬂ’fl, T] <t < TQ;
Ke(t) = KT, Ty < t < Ts: (2.108)

Enlzﬂ._njzum

L__E'_t_l_‘.iTnin_MT T < &+ T
Ti=T5 e Ta—T5 44 3 4,

rin t > Ty,

\ ¢ ?

where T} and T stand for time points between which injection transits from the minimum
to maximum value, and T3 and T} stand for time points between which injection transits

from the maximum to minimum, see figure 2.5.

57



2.6 Conclusions

Throughout this thesis it has been assumed that kT" = (), thus the above set of

equations can be simplified to the following form:

Oa t < Tl;

ﬁmam max .

LRty AR Ldy

Ke(t) = 4 Koz, To <t < T (2.109)

_ BT s KSR Tt < Ty
Ta—T5 Ty—T% 4, 3 4,

O, t > T4a

where the value of s™%% is defined on a per-simulation basis.
C

2.6 Conclusions

This chapter constitutes the entire mathematical and physical framework of this thesis.
It began with a brief reminder of the history and development of semiconductor lasers®
in section 2.1. Then, in section 2.2, a summary of the most characteristic traits of
semiconductor lasers against other lasers is provided.

Section 2.3 deals with the derivation of the mathematical apparatus, beginning
from the Maxwell's equations, through Maxwell-Bloch model and Lorenz—Haken model,
concluding with semiconductor rate-equations.

Section 2.4 is focused on phenomena accompanying optical feedback and optical
injection. This is also where the Lang-Kobayashi model is presented along with
phenomenological demarcation of feedback regimes.

Lastly, details and remarks on the approach to numerical simulation applied in this

thesis are found in section 2.5.

8For the sake of brevity, only relevant topics and events directly pertinent to the matter of this thesis
were included in that list.
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Chapter 3

Experimental chaos

synchronisation of ECSLDs

This chapter deals with two separate, yet similar, surveys of experimental synchronisation
of two SLDs in a Master—Slave configuration. In both cases, the employed set-ups
assumed the open-loop unidirectional configuration (see figure 1.1a). The motivation

for these surveys was twofold:

« investigation of the influence of ML’s and SL’s drive currents and their temper-
atures on cross-correlation coefficient (CCC) and the calculation of the spectral

transfer function (STF) (section 3.1);

o the influence of four sinusoidal messages on the correlation coefficient (CC), CCC,
and STF as a function of message rf power ranging from —30 to —5 dBm, as well

as, the efficacy of a naive eavesdropper on the transmission channel (section 3.2].

The main objective for this chapter in general is to present initial results, as well as,
to confirm that the methodology employed is adequate to analyse the data and draw

conclusions.
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Correlation coefficient

Correlation coefficient plots were also calculated in Origin® and obtained as a result
of linear regression fitting with the ML time-domain data plotted against the SL time-
domain data. The Origin® Reference Manual states that its implementation of the
fitting function is defined in the form of y; = A + Bz;, where the A and B parameters

are computed using the least-squares method. The former is calculated at the intercept:
A =75— BT, (3.1)

where T and ¥ represent arithmetic averages of z and y data sets, respectively. Finally,

the latter (which denotes the slope) is caleulated with the following formula:

N
> (@i —T) (3 — )

N

2 o=t

i

B =

(3.2)

Accordingly, the standard deviation SD is calculated with the following equation:

N
; [yi — (A + Bmi)}z

D=
e N -2 '

(3.3)

where z; and y; are the data points, and N stands for the number of data points.

FFT

The spectral transfer function (STF) is defined here as a ratio of SL and ML amplitude
spectra. All the Fast Fourier Transform calculations were performed in Origin®, which

implements the Danielson-Lanczos method [322, 323]. This is a form of Discrete Fourier
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3.1 Synchronisation of two SLDs

Transform of length N, whose n-th point is denoted by F, and defined as [324]:

i

Fn — E—Zwikﬂ/ka (34_)

i

P-1 P-1
—2rikn/P § : —2mikn/P
— e 2mi n/ f2k+Wn e 2mi n/ f2k+1
k=0 k=0
. ~ - N 2
even n odd n
— [ n [#]
= F+W"F?,

where W = e~ 2"/N_ P = N/2, and n=0,...,N.

Cross-correlation

All the cross-correlation (CCC) analyses were performed with use of Origin®, where this
particular function is based on Fast Fourier Transform. The actual algorithm employed
takes the following form:

M-1

ym) = 3 f(n)g(n —m) = iFFT(FG"), (3.5)
n=0

where y(m) is the cross-correlation function, f(n) and g(n) are the input signals, iFFT
denotes the inverse FFT, whereas F and G are the Fourier transforms of f(n) and g(n),
respectively. Normalisation of input functions was not available in the 6.1 version of

Origin®, hence the CCC plots do not conform to [—1: +1] value range.

3.1 Synchronisation of two SLDs

Experimental configuration

The experimental configuration employed in this experiment is depicted in figure 3.1;
it is a practical implementation of the open-loop set-up as seen in figure 1.1a whereby

only the ML was subject to variable optical feedback. The injection arm (i.e. the
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3.1 Synchronisation of two SLDs

BS; )
ML 0 4———4&»\4—»#4-—» §
L y NDF; ECM

|501@

v
|502@

v
BSz\—P
v

NDF, &~

Y

HWP =~

y
sL — > [=]—> |
9 |3/_c,3 1SO3 D]z

]

|
D,

Figure 3.1: Experimental set-up — BS (beam splitter), D (detector), ECM (external-
cavity mirror), HWP (half-wave plate), ISO (optical isolator), L (collimating lens), NDF
(natural density filter).

one between beam splitters BS; and BS3) was composed of two optical isolators, an
optical attenuator, and a half-wave plate. Two isolators were used to achieve cumulative
isolation of ca. —80 dB since a single isolator would be insufficient to block the back-
reflection from SL resulting in deleterious modulation of ML by the SL (see figure 2.3).
The ML’s time-domain optical power trace was recorded with detector D1, whereas SL’s
time-domain optical power trace was recorded with detector Da.

Both SLDs used were single-mode, double-heterostructure, Fabry-Pérot Access
Pacific APL830-40SM laser diodes; they shared the same value of solitary threshold
current of Iy, ~ 27 mA, and the same value of solitary lasing wavelength A ~ 830 nm.
They were driven by ultra-low-noise current sources ILX-Lightwave LDX-3620, and their
temperature was controlled by thermo-electric controllers ILX-Lightwave LDT-5412 to
a precision of 0.01 K. The laser output was collimated by an anti-reflection-coated laser-

diode objective Newport FLA11. All the optical isolators were OFR-IO-5-NIR-HP with
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3.1 Synchronisation of two SLDs

Table 3.1: Default values of the parameters of the experimental chaos synchron-
isation employed in the parameter sweep.

Parameter Value

I [mA] 30.09
Is; [mA] 29.99
Ty ['C 2417
Tsy [C] 23.17

nominal isolation of —41 dB. Lastly, both detectors were linear, multimode (62.5 pm),
ac-coupled Newport AD-70xr with 3 dB voltage bandwidth of 6 GHz, 10-90% rise time
of 70 ps, and spectral response between 700 and 1650 nm. The photodetectors’ output
voltage (linearly proportional to the incident optical power) was monitored on LeCroy
WaveMaster 8600A digital oscilloscope with a bandwidth of 6 GHz.

The entire set-up was constructed so as to ensure that as far as possible all laser
beams would remain either perpendicular to, or parallel with, one another, whilst being
parallel with the plane of the optical table at all times. Both NDFs and the HWP were
aligned obliquely so as to form a non-normal angle between the incident optical beam
and the components’ facets, thereby reducing the etalon effect and back-reflection. No

optical attenuators were used to adjust power levels incident on the detectors.

Basic laser parameters

Drive currents and lasers’ temperatures were adjusted; their default values are listed in
table 3.1. ML self-feedback rate (via the NDF;) and injection rate (via the NDF3) were
adjusted, however, their values were not recorded due to the physical size limit of the
experimental set-up. Additionally, owing to the uncertainty associated with quantifying
the injection rate in an experiment (owing to reflection losses or confinement factor),
it will be assumed that the beam splitters separate the optical beams in 50-50 ratio.

Each ISO was measured to attenuate the incident optical beam by ca. 1.5 dB.

63



3.1 Synchronisation of two SLDs

Basic experimental procedure
The optimisation procedure followed is outlined below:

1. Upon switching both lasers on, their drive currents would be set to be ca. 10-20%
above their threshold currents, and their temperatures would be set at the values
that were established by the author to be stable in a previous experimental study
using these devices. To prevent interaction between the lasers, the injection arm

would remain blocked.

9. The set-up would be left undisturbed for 30 minutes' to reach equilibrium with

the environment.

3. ML would be rendered chaotic through an iterative process of adjusting the values

of the drive current, operating temperature, and self-feedback rate.
4. The injection arm would be unblocked.

5. Two optical isolators—ISO; and ISOz—would be aligned so as to provide the
isolation of ca. —40 dB each. The optical beam, after passing the two isolators,

would be rotated by approximately /2 in relation to the ML output optical beam.

6. The half-wave plate would be aligned so as to achieve the maximum injection rate
by rotating the injected optical beam to be parallel with SL output optical beam.
To this end, SL’s optical power would be monitored in real time on the digital

oscilloscope.

7. SL would be rendered chaotic through an iterative process of adjusting its drive
current, operating temperature and injection rate (via the NDFg). The synchron-
isation quality would be monitored in real time on the digital oscilloscope. Any
further adjustments of SL’s parameters would be introduced so as to bring the

CC as close as possible to unity.

1Local practice.
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3.1 Synchronisation of two SLDs

Four separate surveys were performed—each time one variable was chosen and
adjusted either side of a nominal value whilst keeping the other three constant. The four
variables chosen were: ML drive current Iy, SL drive current Ig,, ML temperature
Ty, and SL temperature Tsr,. Every time, time-domain traces would be recorded for
ML and SL, whereas their FFT spectra would be calculated afterwards (see figure 3.2).

To obtain CCC plots in figures 3.3 and 3.4, cross-correlation of ML and SL time-
domain intensities was performed in Origin®. The resultant 2D plots were aggregated
to form 3D contour plots. In addition, the peak values of the CCC were recorded
separately and are presented in figure 3.5. To obtain the STF in figure 3.7, FFET of
the SL time-domain optical power was divided by the FFT of the ML time-domain
optical power and subsequently smoothed using 50-point adjacent averaging. All the

intermediate STFs were aggregated together to form 3D contour plots.

Typical temporal and spectral traces

Typical time- and frequency-domain traces are presented in figure 3.2. In comparison
to ML presented in figure 3.2a, the SL’s time-domain optical power trace in figure
3.2b displays higher amplitude oscillation induced by the injection. The time-of-flight
between the two lasers was not recorded as it was not the object of the experimental
investigation. However, the optical path length approximately amounted to the length
of ML external cavity (see equation (3.7)).

The multiple peaks seen in the spectra of the ML and SL in figures 3.2¢ and 3.2d
are the consequence of external-cavity modes (XCMs) that satisfied the external-cavity

resonance condition of the form:

e

where m is integer and denotes subsequent cavity modes, fm is the frequency of the
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Figure 3.2: Typical time-domain and frequency-domain traces for ML and SL
_ Time-domain traces were obtained simultaneously, whereas the FFT data were calculated
separately after the experiment. The dashed circles indicate the highest peak in both
spectra. Detector’s typical conversion gain at 850 nm is 300 V/W.
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3.1 Synchronisation of two SLDs

given mode, ¢ is the speed of light in vacuum, n is the refractive index of the propagation
medium, and L is the length of the cavity.

To infer the approximate length of ML’s external cavity L.z, the highest peak in
both the ML and the SL FFT spectra (as indicated with dashed circle in figures 3.2¢
and 3.2d) will be used; it is the fifth-order mode and it corresponds to the frequency
f =1.151123 GHz. Further, by neglecting the influence of ML’s internal cavity? and
essentially assuming that the medium of propagation is air (i.e. n = 1), one arrives at

the following transformation of equation (3.6):

C
Ly = m- 3.7
exr m anm ( )
299, 792,458 2
I
2.1-1.151123 - 109 <

65.109 cm.

&

The uncertainty of the value of the frequency was equal Af = 610 kHz, which translates

into uncertainty of the length of ML’s external cavity of AL, ~ 0.035 cm.

Results

As reported by other researchers [87, 88, 92], spectral profiles of the chaos-synchronised
SL (as seen in figure 3.2d) clearly display attenuation of the low-frequency compon-
ents, and amplification of high-frequency components with respect to spectrum of ML
(figure 3.2c).

The blue and red horizontal lines present in figure 3.4 correspond to the local minima
and maxima in CCC plots (for a cross-section, see figure 3.3). The vertical spacing

between those lines corresponds to external-cavity round-trip time and amounted to

28pecifically, length of its internal cavity and its index of refraction.
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Figure 3.3: Typical CCC plot of a state of high chaos synchronisation between
ML and SL — The trace was normalised so as to reach unity at lag equal to zero.

Ty = 4.3 ns, which equates to ML’s external-cavity length of:

.,T
B = (’—2‘"i (3.8)
299,792,458 2 .4.3-107°
N 2
~ 64.5 cm.

The uncertainty of the value of the round-trip time was equal AT,y = 0.1 ns, which
translates into uncertainty of the length of ML’s external cavity of AL., ~ 1.5 cm.
Ergo, the values obtained in equations (3.7) and (3.8) are in agreement.

Even though the set-up was aligned for a specific ML drive current and temperature,
the CCC increased when the Iy, was increased (see figures 3.4a and 3.5a). Increasing
the current, increases the injected optical power, which thereby affects the SL’s optical
field to a higher degree. As a consequence, the correlation between the two optical fields
increases and SL’s modulation performance also increases turning SL into an optical

amplifier (one which also introduces some noise, especially in the high-frequency region).
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Figure 3.4: Contour plot of CCC for four sweeps — The colour scale denotes the
magnitude of the CCC [a.u.]. The white dashed lines signify the default setting, see table 3.1.
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Figure 3.5: Maximum CCC for four sweeps — The black dashed lines signify the
default setting, see table 3.1.
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The reason for flat CCC trace on the left hand side of figure 3.4a stems from the
fact that the set-up was originally aligned for a current as indicated by the dashed
line, therefore lowering the value of the ML drive current resulted in significant loss of
synchronisation between the lasers. The lasers still oscillated chaotically, however, the
quality of synchronisation was so low that the correlation pattern was of a negligible
scale. Only after increasing the I, beyond the dashed line did the synchronisation
sufficiently develop giving rise to stronger CCC (see figures 3.4a and 3.5a). In contrast,
the CCC in figure 3.4b proved to be somewhat independent of Igy, for the chosen
parameter space. Initially, with increasing Ig;, the synchronisation improved, as the
injected signal experienced more benefit from increased number of photons in the SL’s
cavity. Then a region of maximum synchronisation was achieved (for Ig;, between 27
and 29 mA, see figure 3.5b). Finally, SL's dynamics overcame the injection from the ML
and the SL’s inherent dynamics dominated over the injected field thereby diminishing
the CCC. A global maximum in the CCC as a function of I's;, was observed since the
SL’s dynamics (as expressed in equation (2.101)) are always dependent upon the balance
between inherent and injected optical fields.

The temperature sweep performed on each laser is equivalent to altering the length
of its internal cavity, thus altering its lasing frequency, which finally is equivalent to
traversing the injection-locking diagram (see figure 3.6) horizontally (in contrast to the
aforementioned current sweeps that traverse the diagram diagonally), hence the steep
gradient of the scatter plots in figures 3.5¢ and 3.5d. Further information pertaining
dynamics of frequency-mismatched lasers can be found in [325, 326]. Asymmetrical de-
pendence on frequency detuning predicted theoretically [92] is not evident in figures 3.4c,
3.4d, 3.5¢, and 3.5d which show a symmetrical nature of injection-locking dynamics
between two frequency-mismatched SLDs.

Within the limited bounds of this survey, the inequalities wys, > wsr, and wy, < wsL

were found to be experimentally equivalent. It is speculated that due to relatively low
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Figure 3.6: Typical injection-locking diagram - Contour plot values were calculated
as a function of injection strength and frequency detuning between ML and SL. The colour
scale denotes the maximum value of normalised CCC; after [316].

value of the drive current, the lasers could have been operating around the zero-detuning
apex area at the bottom of injection-locking diagram, which is characterised by the
diagram being less asymmetrical (263, 276, 327, 328].

The undulations found in figure 3.5a correspond to optical power undulation of an
ECSLD as described in [220]. Even though the reference reports on undulations in optical
power as a function of drive current, it is not unreasonable to claim that such undulations
would translate into undulations in CCC of optical power traces. Alternatively, they
could perhaps be attributed to the particular—mnot normalised—definition of CCC
function used in Origin® (see equation (3.5)).

Comparing figures 3.7a to 3.5a, and 3.7b to 3.5b, would suggest that a hallmark of
high-quality synchronisation is amplification in SL of the frequency components above ca.
2.5 GHz. It is also accompanied by minimal attenuation of low-frequency components.
Decreasing the ML temperature (and consequently decreasing the effective length of
the internal cavity) gave rise to significant damping of the frequency components up
until 2 GHz, as presented in figure 3.7c. On the other hand, increasing ML temperature

(and also increasing the effective length of the internal cavity) resulted in 1.5-4 GHz
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Figure 3.7: Contour plot of STF for four sweeps — The colour scale denotes the
magnitude of the STF. The white dashed lines signify the default setting, see table 3.1.
Data were smoothed with 50-sample adjacent smoothing.
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3.2 Synchronisation and transmission of a message

frequency range experiencing significant amplification in the SL. Figure 3.7d displayed
a mirrored pattern.

A certain correspondence exists between CCC plots and spectral features in STF
contour plots. Namely, the highly correlated left hand side of figure 3.5¢ corresponds to
the highly amplified frequency range 1.5-4 GHz in figure 3.7c. The poorly correlated
right hand side of figure 3.5¢ corresponds to highly attenuated frequency range 0-2 GHz
in figure 3.7c effectively preventing any synchronisation. The same pattern (albeit
mirrored) was observed for Ty, sweep and is displayed in figures 3.5d and 3.7d.

Intriguing is the presence of amplified and concentrated high-frequency components
between 4 and 5 GHz in figure 3.7b. What it could suggest is the emergence of a different
chaotic attractor resultant from the SL overcoming the injection from the ML, which
resulted in loss of synchronisation in figures 3.4b and 3.5b. For analysis of dynamics of

a system where two chaotic attractors are present simultaneously, see [329].

3.2 Synchronisation and transmission of a message

Experimental configuration

The configuration employed in this experiment is depicted in figure 3.8. It was different
from the previous set-up in that the ML was driven by both, a dc bias current and an
ac signal component coming from a Marconi Instruments signal generator, model 2022,
with a frequency range of 10 kHz—1 GHz. In effect, the ML employed Chaos Modulation
(CMO) scheme (as described in section 1.4) in which this sinusoidal signal acted as
a simple message. Experimental components employed here were identical with the ones
used in the previous section. The influence of the message was investigated by varying
the message power and frequency. Additionally, a naive attempt at eavesdropping was
performed [141]. For discussion on interception of message in open- and closed-loop

set-ups, see [96].
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Figure 3.8: Experimental set-up — BS (beam splitter), D (detector), ECM (external-
cavity mirror), HWP (half-wave plate), ISO (optical isolator), L (collimating lens), NDF
(natural density filter), SG (signal generator).

In this experiment, owing to the relative proximity of the values of lasers’ drive
currents to their threshold currents, they both operated in low-frequency fluctuation
(LFF) regime which is characterised by occurrence of sudden drop-outs in power followed
by gradual build-ups [299, 330-333]. This region is reported [334] to exist all along the
boundary between regimes IV and V not only for drive current slightly above threshold,
but specifically for higher values, too.

LFF was originally reported in [282]. Later, it was linked with a kink in light—
current [335, 336] plots. LFF is also classified as time-inverted type-II intermittency
[337] and origins of its power drop-outs are investigated in [338]. Statistical analysis
of distribution of power drop-outs is performed in [339]; in general, LFF can occur
without spontaneous emission [340], however, both spontaneous emission noise [341]
and multi-mode effects [340] can affect LFF dynamics. When it comes to fulfilling

external-cavity resonance condition, in the case of LFF it is mostly the maximum-gain
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3.2 Synchronisation and transmission of a message

Table 3.2: Parameters of the experimental chaos synchronisation with trans-
mission of message.

Setting

Parameter Match Mismatch

Iy, [mA]  30.09 31.09
Is;, [mA]  29.99 30.99
Tur [C] 24.26

Ter [C] 23.13

mode which is the most stable [333], whereas, far above threshold at weak feedback it
is mostly the minimum-linewidth mode owing to linewidth enhancement factor (LEF)
[290, 342]. Lastly, question of inducing LFF and stabilising LFF through drive current

modulation is discussed in [343].

Basic experimental procedure

The procedure used was very much similar to the one employed in the previous section,

however, the experiment consisted of two sub-experiments:

o the parameter-matched case, which was equivalent to legitimate chaos synchron-

isation;

« the parameter-mismatched case, when the lasers’ drive currents were both increased
by 1 mA (see table 3.2), which represented a hypothetical eavesdropper imperfectly

synchronised with ML.

The aligning procedure was the same as the one mentioned in the previous section;
the ML was rendered chaotic by adjusting its drive current, temperature and self-
feedback rate. Subsequently, the SL was rendered chaotic by adjusting its drive current,
temperature and injection rate. Up until this stage no message was applied and the

synchronisation quality was approximately 65%.
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3.2 Synchronisation and transmission of a message

The first sub-experiment began by fixing both lasers’ parameters (see table 3.2,
‘match’ column). The message was then applied to ML without any further adjustment
of the ML’s and SL’s parameters. Sinusoidal messages of four frequencies and six
modulation depths were applied in separate measurements. The second sub-experiment
followed the same procedure as the first one, with the only difference being adjustment
of the values of Iy, and Igy, (see table 3.2, ‘mismatch’ column).

In order to estimate the ac currents flowing through ML when modulated by the

signal generator, the Shockley ideal diode equation was employed:

qu_
I=1I (ew - 1) , (3.9)

where I is the diode current, Iy denotes the reverse bias saturation current, U is the
voltage across the diode, g is the elementary charge, kp is the Boltzmann constant, and
T is the absolute temperature of the p-n junction. Typical values of I = 55 mA and
U = 2 V were obtained from the diode manufacturer’s data sheet; those values were
used to calculate Iy = 6.795- 10736 A.

Equation (3.9) was then transformed in order to calculate the values of voltage

across the diode for the two drive currents employed in this experiment:

kgT (I )
U=—In{—+1]. 3.10
q Iy (3.10)

The two values of voltage (1.9846 V for matched and 1.9854 V for mismatched
cases) from equation (3.10) were then used in calculation of dynamic slope resistance as

a derivative of equation (3.9):

dl q au_ 1
a _ g9 &1 3.1
iU weT % TRy (3.11)
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3.2 Synchronisation and transmission of a message

Table 3.3: Message ac current for the matched case as a function of message
power and frequency — Values displayed in milliamperes.

Power Frequency
[dBm] 1MHz 10 MHz 100 MHz 1 GHz

-5 3.466 3.392 3.107 2.168
-10 1.947 1.962 1.804 1.475
—15 1.086 1.082 0.991 0.789
—20 0.598 0.575 0.541 0.420
—25 0.345 0.322 0.301 0.233
-30 0.197 0.187 0.168 0.131

Function generator output voltages were measured in an open circuit set-up for all
the modulation depths and message frequencies, which then were used to calculate ac

currents flowing through the diode:

u

L -

(3.12)
where Ry, stands for generator’s output impedance of 50 Q. The resulting values of
current are presented in table 3.3. The difference between the ac current values for
matched and mismatched case amounted to less than 0.05%, hence only values of the
former are included. As can be appreciated from table 3.3, message power level of
—5 dBm quite possibly could have forced the ML to operate below its threshold current,
whereas —10 dBm brought the ML just above its Iy.

Figures 3.9 and 3.10 were obtained analogously to the ones in previous section. To
obtain correlation plots in figure 3.11, the ML time-domain optical power was plotted
against SL time-domain optical power and linear regression was performed for four
frequencies and six modulation depths, for both parameter settings. The methodology
employed to obtain all the CCC and STF contour plots was the same as that employed

in the previous section.
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3.2 Synchronisation and transmission of a message

Typical temporal and spectral traces

Typical time- and frequency-domain traces are presented in figures 3.9 and 3.10. The
important observation here is the perturbation introduced to, and caused by the
application of message in CMO scheme. Specifically, the time-domain traces upon closer
inspection revealed a conspicuous waveform envelope, thereby immediately suggesting
the presence of a non-chaotic component (highlighted by the red dotted curves in
figures 3.9a and 3.9b, as well as, 3.10a and 3.10b). Application of messages at rf power
levels of —25 dBm and above introduced perturbation to the time-domain traces in the
form of the aforementioned waveform envelope. Those perturbations were the most
pronounced for the rf message frequencies of 1 MHz and 10 MHz.

Another important point is that even at very low rf power (see figures 3.9¢ and 3.9d)
the applied message can be readily extracted by a casual observer by subtracting the
spectra of the intercepted optical beam from the spectra of the eavesdropper’s laser
and then applying low-pass filtering. The task becomes even easier for higher rf powers.
For the message frequency of 1 GHz (as presented in figures 3.10c and 3.10d), the
message suffered from attenuation. That attenuation of low-frequency components of SL
spectrum in figures 3.9d and 3.10d is similar to that presented in the previous section
in figure 3.2d. Nonetheless, even in such an unfavourable setting, message extraction
could still be effected by a casual observer.

It is argued in [83] that the power of the hidden message needs to be kept below 5%
of chaos power in order to remain inconspicuous. However, in this survey, messages as
low as 0.7% could be appreciated by a casual observer. It is speculated that this almost
an order of magnitude difference stems from the fact that in this experiment the lasers
operated very close to their threshold currents.

In this experiment, it was the seventh XCM that was the most pronounced, and it

corresponds to the frequency f = 1.611938 GHz (see figures 3.9c and 3.9d, as well as,
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Figure 3.9: Typical time-domain and frequency-domain traces for ML and
SL with message frequency of 100 MHz at —25 dBm - Parameter-match set-up.
Time-domain traces were obtained simultaneously, whereas the FFT data were calculated
separately after the experiment. The dashed circles indicate the highest peak in both
spectra. Red dotted curves highlight the effect of hidden message. Detector’s typical
conversion gain at 850 nm is 300 V/W.
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Figure 3.10: Typical time-domain and frequency-domain traces for ML and
SL with message frequency of 1 GHz at —10 dBm - Parameter-match set-up.
Time-domain traces were obtained simultaneously, whereas the FFT data were calculated
separately after the experiment. The dashed circles indicate the highest peak in both
spectra. Red dotted curves highlight the effect of hidden message. Detector’s typical
conversion gain at 850 nm is 300 V/W.
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3.2 Synchronisation and transmission of a message

3.10c and 3.10d). Therefore, frequency separation between XCMs amounted to:

.fsep = % (3.13)

1.611938 - 10° £
7

230 MHz,

&

which excludes the possibility that any of the message frequencies could have resonated

as a harmonic of external round-trip time.

Results

For all the modulation depths the chaotic waveforms concealing a 100 MHz sine wave
experienced the highest CC value (see figure 3.11a), especially between rf power levels of
—95 and —20 dBm. Furthermore, in the parameter-mismatched case, the frequency of
100 MHz retained a fairly stable value of correlation, whilst the other three frequencies
experienced a decrease (see figure 3.11b).

In general, increasing the rf power of the masked message resulted in decreased
CCC, as can be appreciated in figures 3.12 and 3.13. In the parameter-matched and
-mismatched set-ups 100 MHz CCC (figures 3.12¢ and 3.13c, respectively) experienced
more peaks resulting from ML ECM, whereas the remaining three frequencies affected
the CCC to a similar degree, both in parameter-matched case (figures 3.12a, 3.12b, and
3.12d), as well as -mismatched case (figures 3.13a, 3.13b, and 3.13d), which supports
observation drawn from figure 3.11.

As seen in figures 3.12 and 3.13, the CCC traces are shifted towards positive time
lag values, nonetheless, the maximum values of CCC still occurred for the time lag equal
to zero. Additionally, in figure 3.12 one can appreciate significant side peaks in CCC
contour plot of the 100 MHz message (figure 3.12c) in comparison to the remaining

three frequencies. The most pronounced central peaks were recorded for rf level between
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Figure 3.11: Correlation coefficient for parameter matched and mismatched
subexperiments — Values of CC were calculated after the experiment.

—30 and —25 dBm and lag between —10 and zero nanoseconds, whereas, the most

pronounced side peaks—for rf level of —20 dBm and for time lags between —40 and
—30 ns and between 20 and 40 ns. Those side peaks in figure 3.12¢ (and to a lesser
extent also those in figure 3.13c) could have been triggered by the applied rf message
frequency of 100 MHz, although at this stage the significance of that particular frequency
cannot be established.

Significant attenuation at high rf power levels is visible in figure 3.13a and can be
linked to loss of synchronisation of 1 MHz message in figure 3.11b. Similar analogy can
be drawn for 10 MHz message in figure 3.13b. This phenomenon alongside with the
disappearance of the side-peaks with increasing rf power level in figures 3.12 and 3.13
can be explained on the grounds of switching the SL off by driving it repeatedly for
relatively long periods (500 and 50 ns, respectively) of time below its threshold current,

as indicated by table 3.3.

When interpreted from an eavesdropper’s perspective, CCC plots suggest that
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Figure 3.12: Contour plot of CCC for the parameter-match set-up — The colour
scale denotes the magnitude of the CCC [a.u.].
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Figure 3.13: Contour plot of CCC for the parameter-mismatch set-up - The

colour scale denotes the magnitude of the CCC [a.u.].

85



3.2 Synchronisation and transmission of a message

a potential attacker could still infer the length of ML's external-cavity through the
analysis of CCC peaks (see equation (3.8)). All the features seen in figure 3.12 are still
present in figure 3.13, albeit to a smaller degree owing to parameter mismatch and
weaker synchronisation. Crucially, the side peaks of 100 MHz plot (figure 3.12¢) can
still be appreciated by an eavesdropper (figure 3.13c).

These figures could also be interpreted from the point of view of dynamic phenomena.
Then figure 3.13 would serve as a testimony to the robustness of chaos synchronisation
scheme; testimony that captured a snapshot of ML-SL dynamics at an intermediate
point between two extremes of high-quality chaos synchronisation on one end and no
synchronisation on the other.

Calculation of STF in figures 3.14 and 3.15 encompassed the division of the SL
spectra with hidden message injected from ML by ML spectra with that message. On
the other hand, calculation of STF in figures 3.16 and 3.17 involved division of SL
spectra with the hidden message injected from ML by ML spectra devoid of that
message. In other words, the former two figures represent dynamics of legitimate chaos
synchronisation, whereas the latter two represent what an eavesdropper would perceive.
This was done in order to investigate whether the hidden messages would become readily
visible in STF plots. In contrast to FFT plots of ML or synchronised SL, the hidden
message did not emerge clearly in the STFs.

It is speculated that multiple attenuation XCM peaks present in figures 3.14, 3.15,
3.16, and 3.17 could have originated in ML being rendered to operate below its threshold
current a result of message’s high rf power levels (especially —10 and —5 dBm) as presen-
ted in table 3.3. Modulation depth between —20 dBm and —10 dBm experienced the
greatest amplification in figure 3.16¢c. The reason for that warrants further investigation.

Similarly to CCC plots discussed above, STF figures 3.14 and 3.15 allow an eaves-
dropper to draw certain conclusions regarding transmission. Firstly, an attacker could

estimate the length of ML’s external cavity through the analysis of spectral peaks (see
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Figure 3.14: Contour plot of STF for the parameter-match set-up — The colour

scale denotes the magnitude of the STF. Data were smoothed with 50-sample adjacent
smoothing.
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Figure 3.15: Contour plot of STF for the parameter-mismatch set-up — The
colour scale denotes the magnitude of the STF. Data were smoothed with 50-sample
adjacent smoothing.

88



3.2 Synchronisation and transmission of a message

o

g 8
> >
& I
i =4
w W
2 g
g’ g’

1 1

0 i

30 25 20 15 10 5 k] 25 20 15 10 5
message rf power level [dBm] message rf power level [dB8m]
(a) 1 MHz. (b) 10 MHz.

5 5

1 a
E s N
) =)
- >
9 [
[= c
@ o
& &
gt g’
= E

1 1

0 0

30 2 20 15 10 5 30 25 20 15 10 5
message rf power level [dBm] message rf power level [dBm]
(c) 100 MHz. (d) 1 GHz.

Figure 3.16: Contour plot of STF for the parameter-match set-up — ML no-
modulation in denominator. The colour scale denotes the magnitude of the STF. Data were
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Figure 3.17: Contour plot of STF for the parameter-mismatch set-up - ML
no-modulation in denominator. The colour scale denotes the magnitude of the STF. Data
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equation (3.7)). Secondly, an estimate of the rf power level of the hidden message could
be performed based on how much the frequencies around 1 GHz are amplified, as well
as, on how much the frequency range 1.5-4 GHz experiences attenuation. Thirdly, one
could also speculate on the frequency of hidden message, as the amplification region
around 1 GHz displays less attenuation at high rf power for higher rf frequencies.

Emergence of attenuation peaks between 1.5 GHz and 4 GHz in figures 3.14a, 3.14b,
3.15a, and 3.15b can be tied back to figure 3.11 and explained as a result of driving SL
below its threshold current.

It is conceivable that horizontal lines corresponding to 1.5 GHz and 4 GHz peaks
present in figures 3.16 and 3.17 are nothing more than artifacts and stem from the fact
that for all eight subfigures the same ML FFT spectrum was used. That single-trial
spectrum did have larger than usual amplitudes of these two frequencies. They are
therefore to be ignored.

Comparing figures 3.14 and 3.15 to figures 3.16 and 3.17 reveals that in the former
case, low-frequency attenuation generally subsides for higher rf powers, whereas in
the latter case, quite the contrary. Since the latter figures were prepared with fixed
ML spectrum in the denominator, it would suggest that for higher rf powers SL
was experiencing greater attenuation of low-frequency components. Finally, since the
former figures experience decreasing attenuation for higher rf power, therefore it can be
concluded that ML was experiencing even greater attenuation for the same frequency

components.

3.3 Conclusions

Two experimental surveys were conducted—one focused on the effect of parameter
deviation on chaos synchronisation quality, while the other on transmission of a message

and its effect on synchronisation properties.
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In section 3.1 the experimental procedure was introduced, as well as, the tools used
to perform the calculations and obtain analytical results. The fluctuation found in CCC
plots (see figures 3.5a and 3.5¢) has been indirectly reported in the literature [220] as
a fluctuation in optical power, although the CCC function used in Origin® may have
made a small contribution to the undulations observed. Both sides of injection-locking
diagram were investigated (see figures 3.5¢ and 3.5d) through temperature sweeps
and were found to be symmetrical for the chosen parameter space. The experimental
investigation and its results support the theoretical predictions found in the literature.
The effect of parameter deviation was also presented in a form of STF (see figure 3.7)
and a correspondence between correlation strength and amplification (or attenuation)
of spectral components has been found. Poor synchronisation was accompanied by
significant attenuation of low-frequency components or localised amplification in the
high-frequency range, again in agreement with published work.

In section 3.2 the main focus was shifted towards transmission of a message and its
impact on the dynamics and chaos synchronisation properties. Four different frequencies
and six modulation depths were investigated. The process of extraction of the message
was not performed due to conspicuousness of the masked messages in SL FFT spectra
at all rf power levels. It was found, that for a message to remain hidden in CMO
scheme, rf power levels below —25 dBm were required (see figure 3.9), which is lower
than previously reported [83]. This difference is attributed to the lower dimensional
chaos used, as the lasers were operating in the LFF regime. Laser synchronisation was
also investigated under the condition of a large-amplitude signal modulation, which
resulted in driving the ML below its threshold current. This regime is characterised
by conspicuous time-domain waveform envelopes. The signal at 100 MHz had a much
higher correlation coefficient than the other three frequencies (see figure 3.11), as well
as, side peaks present in contour CCC plot (see figure 3.12). It is speculated at this

point that an interplay between this frequency and the LFF might have taken place. It

92



3.3 Conclusions

was also discussed how much information an imperfectly-synchronised attacker could
gain from eavesdropping on the communications channel without actually extracting
the hidden message. It was found that the legitimate system’s ML’s external-cavity
round-trip time could be easily deducted (through the CCC side peaks), and, with
further analysis, also the modulation depth of the hidden message could be estimated.
STF plots proved similarly useful in revealing the message.

Lastly, perfect synchronisation is not required if the system is operating in the LFF

regime, as the message will be inherently insecure.
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Chapter 4

Transient chaos synchronisation
process—experimentally

accessible parameters

The main motivation behind this chapter lies in the desire to investigate thoroughly
the complex dynamics of an ECSLD and build upon the initial results obtained and
presented in chapter 3. As a result, for the purpose of this study, a numerical model
was written in Fortran to investigate the effect the parameters of the Lang-Kobayashi
model have on lasers’ dynamics. For a thorough description of the details of numerical
computation employed throughout this thesis, see section 2.5.

Three aspects of dynamics of a ML-SL configuration employing optical injection

and feedback were given consideration:
« various ramping durations of the optical injection (section 4.1);
» various maximum injection strengths (section 4.2);

» SL’s injection-locked spectrum as a function of optical injection strength (sec-

tion 4.3).
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Respective sections contain a more detailed description of what actions were taken along
with the results of said investigation.

Simulations performed throughout this thesis followed a standard approach found in
the literature, whereby carrier diffusion is assumed to have negligible effect on lasers’
dynamics. Nonetheless, numerical simulations of carrier dynamics where lateral carrier
diffusion is taken into account were performed e.g. in [344], where large-scale stability
was investigated, or [345], where a customised Lang-Kobayashi model was used, and it
was found that carrier diffusion affects relaxation oscillation frequency.

Three straightforward concepts are used extensively throughout this and the next

chapters, hence they will be introduced here, and they are as follows:

o power difference Ps(t) — Pp(t) is defined and introduced here as a difference

between SL and ML optical powers;

o phase difference @s(t) — @m(t) is analogously defined as a difference between SL

and ML optical phases;

« carrier transfer function Ny(t)/Np(t) is defined as a ratio of number of SL and

ML carriers.

Except for different values of lasers’ self-feedback (km, = 10 ns™!, and ke =3 118*1),
the simulated lasers differed in no other aspect. Since optical injection increases
the electric field inside an SLD’s internal cavity, it depletes the carriers and yields an
increased refractive index resulting in a decreased cavity resonance frequency [87, 88, 327].
Analogously to the point above, the approach employed in this thesis was a standard

one!, thus this effect was not compensated for.

'This approach recognises the fact that the above mentioned variables are by their nature coupled,
and trying to untangle them would only introduce undue nonlinearities.



4.1 The effect of ramping at high optical injection rate

4.1 The effect of ramping at high optical injection rate

This subchapter investigates the effect the ramping function has on the SL’s dynamics
for a fixed value of kK™%, For the theoretical background see section 2.5. The numerical

simulations were subdivided into the two following parts:

« section 4.1.1 deals with a number of ramping times ranging from 10 ns to 0.4 ps

(T1 =60 ns; T3,Ty — +OO);

e section 4.1.2, on the other hand, revolves around one value of ramping time

(T — Ty = Ty — T3 = 50 ns) simulated multiple times and subsequently averaged.

4.1.1 Sweep of short ramping time

The configuration employed in this section consists of a ML and SL in unidirectional
closed-loop chaos-synchronisation configuration, as seen in figure 1.1b. The object of
this study was the exploration of the influence of the duration of ramping time of a linear
injection profile (as presented in figure 2.5) on the dynamics of SL.

Twenty-three simulations were run with identical values of initial conditions, and
with ramping time duration assigned values between 10 ns and 0.4 ps. The former
boundary was chosen as it was ten times greater than the usually assumed ramping
time of one nanosecond. The latter boundary was chosen as a double of the simulation’s
iteration step of 0.2 picosecond. The maximum value of injection rate, Ko =164 ns?,
would be reached after a respective ramping time. The carrier lifetime was set to
7, = 1 ns. All the other parameters’ values can be found in table 2.1.

Figures 4.1a and 4.1b were obtained by calculating the difference between SL’s and
ML’s optical phases. The contour plot in figure 4.2 was obtained by calculating the

carrier transfer function for six? values of ramping time and aggregating the data.

2For the sake of greater readability.
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(a) 10 ns from the onset of injection. (b) Transient dynamics to the left of the dotted
line in figure 4.1b.

Figure 4.1: Phase difference between SL and ML on the rising slope of the
ramping function — The legend corresponds to ramping times denoted in seconds. Optical
injection from chaotic ML (k,, = 10 ns™') into hitherto unsynchronised chaotic SL (Hog =
3 ns1). Vertical dotted line in figure 4.1a denotes the one nanosecond time window used
in figure 4.1b. Vertical dashed line in figure 4.1b denotes the shortest phase lock-on.

The shorter values of ramping time (between 0.4 ps and 30 ps) employed in the
study experienced phase-lock at ¢s — @m = 113.57 rad, as presented in figure 4.1a. The
longer ones (between 60 ps and 10 ns), on the other hand, locked a full period later at
115.57 rad. However, two somewhat intermediate values (i.e. 1 ns and 4 ns) locked yet
another full period later at 117.57 rad. While it is not surprising to see longer ramping
times experiencing a phase-lock later, the reason for those two aforementioned cases to
lock two full periods later is yet to be determined. Since each ramping time was simulated
only once?, it cannot be conclusively stated whether this artefact is to be ascribed to
an underlying physical phenomenon, or to a rare, if not peculiar, happenstance. It is
hypothesised, however, that this particular feature should be ascribed to the latter.

Longer values of ramping time experienced initial transients upon injection from

3When this survey was conducted the multiple-run averaging had not been implemented, yet.
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time [ns]

ramping time [ns|

Figure 4.2: Carrier transfer function on the rising slope of the ramping function
— Optical injection from chaotic ML (,, = 10 ns~!) into hitherto unsynchronised chaotic SL
(ks = 3 ns~1). White dotted line were provided as a visual cue to allow for easier assessment
of linearity of carrier transfer function. The 0.4 ps ramping time was rounded here to zero.

ML. One can also appreciate periodic perturbations seen in figure 4.1b. The shortest
time between the onset of injection and a peak in optical phase difference amounted to
ca. 27 ps and took place (unsurprisingly) for the shortest ramping time (i.e. 0.4 ps),
as indicated by vertical dashed line in figure 4.1b. Since longer ramping times of 0.6,
0.8, and 1 ps saw an almost identical result it is therefore speculated the maximum
frequency of a message to be hidden in optical phase (for the chosen parameter space)
would be approximately equal to 37 GHz. Further extensive investigation would be
required in order to establish the relationship between maximum frequency and system'’s
parameters (e.g. carrier lifetime and linewidth enhancement factor).

For considerations regarding application of phase in chaos synchronisation schemes,
see [170, 171, 346-356] and in particular [355] where the actual message was encoded
with a frequency of 1 kHz over a carrier frequency of 100 MHz. A different approach
was employed in [352], where a hidden message modulated (through a piezo element)

the distance between ML and ML’s ECM in a unidirectional closed-loop configuration.
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4.1 The effect of ramping at high optical injection rate

The maximum bit rate of 100 Mbit/s was achieved with lasers’ optical frequencies
differing by no more than 1 GHz; this switching speed was shown to be limited by
synchronisation transients.

The carrier transfer function for six values of ramping time is presented in figure 4.2.
The four white dotted lines are included in the figure in order to highlight and provide
a linear fulerum. Judging by these lines, it can be said that carrier transfer function
follows a linear profile closely, with perhaps one exception for ramping time duration
of approximately 2 ns, where a slight nonlinearity can be seen. Since, as it was
aforementioned, this survey only entailed one simulation per duration of ramping time,
at this stage it cannot be conclusively stated what the cause of the nonlinearity is.

What can nonetheless be said is that in the injection-locked state the carrier transfer
function retains a stable level, as signified by the uniformity of the shade of blue.
Conversely, one can also appreciate transient instabilities between ramping times of 10
and 2 ns, as denoted by red and brown horizontal shades. These transients are akin to

those in figure 4.1 that also finally subside.

4.1.2 Longer ramping time

Having briefly investigated the effect of short and extremely-short ramping times on
SL’s dynamics in section 4.1.1, this section will focus on multiple-run dynamics of SL
subjected to a long rise- and fall-time of injection profile. A series of 10,240 simulations
with random initial conditions were conducted with the aim to uncover the underlying
mean profile (which is normally masked by high-amplitude chaotic oscillations).
Ramping time was set to 50 ns—five times longer than the longest duration of
ramping time employed in the previous section. This duration could not have been
chosen to be much longer than that due to memory limitations. Maximum injection

1

rate was set to k['* = 160 ns™*. Transition times were chosen to be T7 = 30, Ty = 80,

T3 = 140, and Ty = 190 ns. The orange trace in figure 4.3a of the SL’s optical power
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4.1 The effect of ramping at high optical injection rate

was calculated as arithmetical average of 10,240 simulation runs with random initial
conditions, whereas the black trace denotes a single simulation. The SL’s carrier transfer
function in figure 4.3b was prepared analogously. Figure 4.3¢ of phase difference was
prepared in a similar manner, however, for the purpose of greater readability only the
mean trace of phase difference is plotted. In all the figures, the red dashed line is
provided as a visual cue and presents the ramping profile used in the simulations.

In the switch-on stage (t € [0, 30] ns) in figure 4.3a, the single-run black trace
displays signs of initial, yet diminishing, oscillation; the average orange trace, on the
other hand, suggests that a form of a limited resonance builds up. The rising slope
(t € 30, 80] ns) brings about tightening of the range of values of the orange trace (hence
suggesting an increased randomness pool) accompanied by conspicuous high-amplitude
transients of the black trace induced by varying the value of optical injection. During
the stable-lock stage (t € [80, 140] ns), average power difference retained a very stable
level confined to narrow range of values. The falling slope (t € [140, 190] ns) mirrors
the pattern seen on the rising slope. In the final stage (t € [190, 220] ns), the mean
trace averages to an almost flat line, however, the envelope of the black trace displays
signs of diminishing oscillation—the sheer presence and, if so, the shape of this feature
are very sensitive to initial conditions and the shape of injection profile.

On the rising- and falling-slopes high-amplitude transients can be seen in SL’s optical
power time-domain trace in figure 4.3a. In figure 4.3b one can easily spot the following

characteristic features:

« the initial dip representing the transition in SL’s dynamics between being subjected

only to its own ECM (xs = 3 ns™!) and being subjected to external injection;

« semi-exponential follow-up leading later to linear-like response for greater values

of injection (K > 40 ns™1).

On the rising slope, the initial gradient decreased and gave way to the second one
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Figure 4.3: ML and SL optical power, carriers, and average phase for 50 ns
ramping function - Orange trace corresponds to 10,240 simulations performed with
random initial conditions and subsequently averaged. The carrier lifetime was fixed at
7. = 3 ns. Red dashed line signifies the trace of ramping function.
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4.2 The effect of injection strength on dynamics

after a period of ca. 10 ns. This behaviour was mirrored on the falling slope.

Approximately two nanoseconds after the injection started (. ~ 3 ns~!) the average
phase difference (figure 4.3c) experienced its local maximum. At that point the average
SL carriers (figure 4.3b) also exhibited a dip. Then, after another 0.8 ns (ke =~ 8.9 ns™1)
the phase difference reached its local minimum. During that short period of time, the SL
appears to have reach an inflexion point, where for an instant a phase-lock was obtained
only to be soon lost owing to increasing k.. The second local maximum was reached
almost 9 ns (k. ~ 29 ns~!) after the injection began (and approximately 57 rad from the
first maximum). Finally, the phase difference levelled after another 3 ns (x. =~ 39 ns—b),
almost 12 ns after the injection began. This pattern was repeated on the falling slope
of ramping function, as well.

Since this trace was so heavily averaged and since chaos is very sensitive to minuscule
differences in parameters’ values, one can assume that any non-recurring artefact would
be blurred beyond recognition. The phase double-dip, however, not only is clearly
defined, but is also symmetrical. This feature was also found for ramping time of 10 ns
at variable injection, in sections 4.2.2 and 4.2.3.

Building upon the results in the previous section, as well as, these presented here,
the carrier double-gradient feature does not appear to be sensitive to the gradient of
injection, but rather to absolute value of .. Hence, it is postulated that slow injection

will not mitigate the phenomenon.

4.2 The effect of injection strength on dynamics

While the previous subchapter was focused on the dynamic effects in SL subjected to
high optical injection with variable ramping time, this subchapter, in contrast, takes the
opposite approach by keeping the ramping time fixed and varying the injection strength.

The scope and extent can be most succinctly summarised as:
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4.2 The effect of injection strength on dynamics

 section 4.2.1 investigates the effect the injection strength has on chaotic SL;

« section 4.2.2 contains a survey of lasers’ dynamics when subjected to relatively

low values of injection after averaging;

» section 4.2.3, similarly to the one above, is also focused on average dynamics,

however, for high values of optical injection.

4.2.1 Sweep of injection strength

Injection values ranged from "%

= 3 to 80 ns~!. The transition times were chosen
to be T1 = 60, Ty = 70, T3 = 140, and Ty = 150 ns thereby making the ramping time
equal to 10 ns. One simulation was run for every injection strength. All 24 simulations
shared the same initial conditions. The only parameter changed throughout this survey
was kg%,

SL’s optical power traces were aggregated in a contour plot and are presented in
figure 4.4. Figures 4.4a and 4.4c were prepared for 7, = 2 ns, whereas figures 4.4b and
4.4d for 7, = 3 ns. The ragged profile seen in figure 4.4 is to be attributed to transient
spikes. No multiple-run averaging was performed, however, adjacent-averaging covering
20,000 samples was employed. Also, in black are overlaid the dashed-dotted contour
lines denoting a given value of injection strength, expressed in ns~!. These are included
and meant as a visual cue. Figure 4.5 was obtained by plotting all the 24 traces of
phase difference over the rising slope.

As expected, power levels in figure 4.4 were affected via the first two components
on the right-hand side of equation (2.102)—carrier recombination (o ;1;), as well as,
through carrier injection’s dependence on carrier lifetime (J o Iy o %) through
threshold current, as defined in equations (2.104) and (2.105). These two factors
resulted in bringing SL’s optical power level from approximately 19.4 mW for 7, = 2 ns

down to 13.1 mW for 7,, = 3 ns outside of the injection window, and from 21.4 mW
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4.2 The effect of injection strength on dynamics

to 14.5 mW inside, respectively. The colour-scale levels mostly lie within the supplied
injection-strength contour lines; those levels are better confined for the case of 7, = 2 ns
rather than 3 ns. In general, figure 4.4 indicates that SL’s power follows the injection
profile approximately linearly.

Four traces of SL’s optical power (x7'** = 10, 36, 50, and 80 ns~!) oscillated at
a lower post-injection value (see black traces in figure 4.4b). Bearing in mind that
each k"™ value was simulated once, this feature is most likely to have resulted from
unique combination of parameters’ values and as such will not be interpreted here as
a reproducible phenomenon. The results indicate that higher values of 7, are more
likely to induce post-injection oscillations in SL’s dynamics.

The most striking characteristic of the average phase-difference in figure 4.5 is the
step-like nature of the 7, = 2 ns traces, compared to conspicuously smooth nature of
the traces corresponding to 7, = 3 ns. Since the value of carrier lifetime was the only
parameter that differed between the two surveys, it is concluded that this unexpected
nature of phase difference is to be ascribed to carrier lifetime.

Three regions of injection have been observed in figure 4.5:

o semi-solitary for k% € [3, 10] ns~!, where SL exhibits perturbations mainly due

to its ECM, rather than injection from ML;

« intermediate region for k% € [ 10, 30] ns™!, where rapid and erratic processes of

locking in and out occur;

+ stable locking for £ € [30, 80] ns~!, with linear dependence of SL’s power on

injection rate.

The boundaries between the above mentioned regions are included in figure 4.4 in the
form of white vertical dashed lines. Due to discretisation of k""" scale, this division
should not be treated literally, but rather as an approximation. Nonetheless, under the

conditions assumed, injection level of ca. 30 ns~! was found to be sufficient to guarantee
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Figure 4.4: SL optical power as a function of injection strength for two values
of carrier lifetime — Colour scale denotes optical power in milliwatts. 20,000 samples
adjacent averaging was performed on each of the 24 traces. White dashed horizontal line
denotes the moment when the injection reached zero (for falling slope, figures 4.4a and
4.4b), or k™ (for rising slope, figures 4.4¢ and 4.4d). White dashed vertical lines separate
three regions of SL’s dynamics. Black dashed-dotted lines have been overlaid and denote
the boundaries of the injection crossing given injection strength denoted in ns~ L
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Figure 4.5: Optical phase difference on the rising slope of ramping function -
20,000 samples adjacent averaging was performed on each of the 24 traces. The legend
corresponds to injection strength denoted in ns~!. Black vertical dashed line denotes the
moment when injection reached £, These lines are equivalent to white horizontal dashed
lines in figures 4.4c and 4.4d.

stable locking. Phase difference was more stable in case of shorter 7, (staircase-like, with
the offset dependent on injection rate), whereas for longer 7, it presented itself in a more
unpredictable way without any obvious pattern (with phase-lock offset assuming random
values). Moreover, on the rising slope, the phase difference assumed predominantly
positive inclination for 7, = 2 ns (figure 4.5a), whereas for 7, = 3 ns (figure 4.5b) it
developed a clearly negative dip from which it recovered after a few nanoseconds. Three
traces are not phase-locked at t = 74 ns in figure 4.5a in contrast to eight in figure 4.5b,
hence the carrier lifetime can be said to have a direct impact on probability of phase
locking, and specifically, the longer the carrier lifetime, the more unstable is the phase

difference.
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4.2 The effect of injection strength on dynamics

4.2.2 Sweep of small injection strength

Having conducted in the previous section a broad-scope, yet unaveraged, survey of SL’s
dynamics subject to various levels of optical injection, this section will focus instead on
just a handful of chosen values of £, with particular interest in traces of averaged
dynamics. Four injection strengths were chosen: 20, 30, 40, and 50 ns~!; each KT
level was simulated 10,240 times with random initial conditions. The carrier lifetime
was set at 3 ns. The same temporal coordinates were used as in the previous section.
Figure 4.6 was prepared by plotting the difference of optical powers (figure 4.6a),

optical phases (figure 4.6b), as well as, the ratio of average carriers (figure 4.6¢). The

injection window is presented along with visual cues representing:

« the rising slope of ramping function—between points 77 and T3 denoted by vertical

dashed and dotted lines, respectively;

o the constant, maximum injection—between points T and T3 denoted by vertical

dotted lines;

« the falling slope of ramping function—between points T3 and 7 denoted by

vertical dotted and dashed lines, respectively.

The pre- and post-injection range of values in figure 4.6a is dramatically different for
all four traces—with the post-injection window being stabilised by the external injection.
Nonetheless, optical powers difference unsurprisingly retains the same mean value of
approximately —0.1 mW on either side of injection window. The range of values within
the injection window is dependent upon the injection level—the higher the x{*%*, the
smaller the range.

In general, the average phase difference in figure 4.6b is characterised by three

different gradients over these three temporal windows:

« the pre-injection window for t € [0, 60] ns;
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Figure 4.6: Optical power and phase difference, and carrier ratio for small
injection strength — 10,240 simulations were performed with random initial conditions
and averaged for each of the four values of injection strength. The legend corresponds to

KM% values expressed in ns™'.
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o the full injection window for ¢ € [70, 140] ns;
o the post-injection window for ¢ € [150, 220] ns.

The trace of k7% = 20 ns~! over the full injection window would suggest that, on average
(and for the chosen parameter-space), this amount of optical injection is insufficient to
facilitate a phase-lock, hence the oblique line in the full injection window. Nonetheless,
the features visible in windows corresponding to rising- (t € [60, 70] ns) and falling-
slopes (t € [140, 150] ns) were found to be present irrespective of the value of rg"*".
The other three traces exhibited a phase-lock over the injection window.

The most significant transition occurred between x.*** values of 20 ns~! and 30 ns?,
similarly to section 4.2.1, where x7'** = 30 ns~! was found to be an approximate
boundary between semi-stable and stable regimes.

The carrier ratio in figure 4.6¢ displays the pattern already seen in figure 4.6a,
where increasing x7'% decreased the range of values, which is not surprising, since
increasing the optical injection increases the number of photons in laser’s cavity, which
then translates into greater suppression of carriers.

In the case of £™%® = 20 ns~! SL’s average carriers displayed signs of a nonlinear
response to the linear ramping function—more like an exponential, followed by a plateau,
followed by exponential. However, in case of x'** = 40 ns~! and especially 50 ns™,
the feature was stretched thereby linearising what previously resembled an exponential
trace. Similarly to optical power differences seen in figure 4.6a, here, the pre-injection
range of values is greater than post-injection level. SL’s dynamics are stabilised by the
brief moment of external injection. Also, note the nonlinear vertical spacing between

the traces over the injection window.
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4.2.3 Sweep of high injection strength

In a similar vein to the investigation performed in the previous section, this one will
focus on the same principles, but for a different range of £7*** values. Here, the injection
strength will be higher than that considered in previous simulations. Specifically, five
injection strengths were chosen: 80, 100, 120, 140, and 160 ns~!; each k™% level was
simulated 10,240 times with random initial conditions. Carrier lifetime was set at 3 ns
and the same temporal coordinates were used as in the previous two sections. Figure 4.7
was prepared analogously to figure 4.6.

The average optical power difference in figure 4.7a either side of injection window
(i.e. between 50 and 60 ns, as well as, between 150 and 160 ns) retained approximately
the same average value and range of values, in contrast to figure 4.6a. Two-gradient
slopes can also be appreciated in that figure (whereas in figure 4.6a this feature is
arguably non-existent, or at least inconspicuous). The slope itself is super-linear and
the temporal occurrence of the ‘kink’ appears to be dependent on the injection strength,
i.e. the stronger the injection, the sooner the ‘kink’ appears. Not only is the temporal
dependence evident, but also the actual value of power difference is affected in a similar
manner, i.e. the stronger the injection, the greater the value of power difference at which
the ‘kink’ appears. This feature is also not exactly symmetric—on the rising slope, the
value of power difference for a ‘kink’ is higher than on the falling slope.

All the traces in figure 4.7b exhibited a stable phase-lock with the same double-dip
features as seen in figure 4.6b. These traces would suggest that in spite of very strong
injection, the average phase difference displays a certain jitter, which is to be ascribed
to the effect of random initial conditions which do affect the exact time when the two
lasers synchronise, hence a non-zero offset between the traces.

The two-gradient feature can also be found in figure 4.7c, albeit in this case, the
traces are much smoother than those in figure 4.6c. What is significant, however, is that

another feature of optical injection was exposed specifically owing to that smoothness.
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Figure 4.7: Optical power and phase difference, and carrier ratio for high
injection strength — 10,240 simulations were performed with random initial conditions
and averaged for each of the four values of injection strength. The legend corresponds to

KT yvalues expressed in ns™'.
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4.3 Spectrum of locked SL as a function of injection

On the rising slope of ramping function a little negative dip is clearly visible. Later,
it is followed by the aforementioned two-gradient slope. On the falling slope the same
feature is visible, as well, although it bears a non-symmetric feature of a negative dip
followed immediately by a positive one. The temporal position of the negative dips is
dependent upon the value of injection strength as is its depth, however, to a smaller
degree. Conversely, the positive dip appears to be independent. It is speculated that the
positive dip is a result of a lower number of photons in the cavity, which is compensated
by the delayed field circulating in the laser’s external cavity.

Lastly, the vertical spacing betweén the traces is much more uniform in figure 4.7c,
than it was in figure 4.6c. Further deliberations on such nonlinearities, e.g. when SL is

subjected to various levels of modulation depth, can be found in [321].

4.3 Spectrum of locked SL as a function of injection

Finally, building upon SL’s dynamics investigated in detail in previous sections, this
section’s focus will lie on the spectral properties of SL subjected to various levels of
optical injection. Four values of injection strength (x7'“ = 40, 80, 120, and 160 ns~1)
were chosen to be representative of the investigations performed in sections 4.2.2 and
4.2.3. Furthermore, figure 4.8 was prepared by aggregating respective spectral traces
collected while performing surveys in those two sections. Each value of x7*“* was
averaged over 10,240 simulations which were run with random initial conditions. Carrier
lifetime, as in previous sections, was equal to 3 ns.

The SL’s spectrum in figure 4.8a displays strong signs of a second resonance peak’s
sensitivity to optical injection—not only does the second peak shift towards higher
frequencies with increasing x"®, but also the relative height of the peak decreases, i.e.

increasing the injection strength suppresses the SL’s plateau. This phenomenon could

be explained on the grounds of SL’s complex field equation becoming dominated by the
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Figure 4.8: SL spectrum and STF for four values of injection strength — The

legend corresponds to £™%% values expressed in ns™'.

external injection component rather than SL inherent gain component.

Spectrum transfer function in figure 4.8b lends even more evidence with respect to
the resonance peak shift as a function of x'**. The 40 ns~ ! trace clearly displays two
distinct peaks, the second of which is no longer present for higher values of injection
strength. The first peak is shifted towards higher frequencies, and its maximum value
was found to be equal to 89.8 for k7% = 120 ns~! at the frequency of 29.3 GHz.

What this signifies is the fact that even above the injection strength of 30 ns
(see the red trace in figure 4.8b), which has been identified as a lower boundary of
stable locking, the SL exhibits a secondary resonance peak in its spectrum. This peak

diminishes with increasing injection; it is gone at the levels of injection above 60 ns .

4.4 Conclusions

In section 4.1.1 twenty-three single-run simulations were performed to investigate SL’s

dynamics when subjected to various ramping time durations. Ramping times of 60 ps
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and longer induced transient fluctuations in the phase locking. These phase transients
at times reached amplitude of almost 27 rad, however, they also settled after half
the duration of the given ramping time (at which point half the value of k7', i.e.
82 ns~!, was reached). The shortest phase-lock was achieved 27 ps after the injection
had begun, thereby translating into 37 GHz of message bandwidth should one choose
to use the phase as the carrier; the value obtained is much higher than that of 1 GHz
found in published material. The carrier transfer function revealed a mostly linear
carrier dependence on injection profile. Nonetheless, initial perturbations seen for longer
ramping times, as well as, nonlinear dependence for ramping times of the order of carrier
lifetime prompted a more thorough investigation in the next section, 4.1.2, where an
underlying mean profile was discovered through averaging of multiple simulations run
with random initial conditions. A double-gradient profile was seen here in the mean
trace of SL carriers. Moreover, a double-dip was found in the plot of average phase
difference. The minima and gradients observed in the carrier transfer function, as well
as, in the average phase difference traces are features of underlying physical dynamics
normally obscured by high-amplitude oscillations. Further ohservations of this feature
in the carrier transfer function are presented in chapter 5.

In section 4.2.1 the effect of injection strength was investigated for two values of
carrier lifetime. The SL optical power figures showed a more ragged profile when the
carrier lifetime was set to 7, = 2 ns rather than 3 ns. Also, as expected, the absolute
power levels were lower for the larger values of 7,. Carrier lifetime was found to have
a significant effect on lasers’ dynamics—the lower value of carrier lifetime proved much
more stable in terms of obtaining phase-lock. Longer 7, resulted in SL taking more time
to lock on to the ML while, conversely, phase-lock was retained for a shorter period
of time. Also, three regions of injection stability were observed. Sections 4.2.2 and
4.2.3 employed averaging to reveal the underlying dynamics unobscured by noise. An

asymmetric double-gradient feature of the power difference was observed in rising- and
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falling-slope windows. Negative and positive dips, as well as, linearised double-gradient
traces were seen in the carrier ratio figures; the temporal occurrence and the actual
magnitude of these features was determined to be dependent upon injection strength, as
was the magnitude of carrier suppression, with the exception of post-injection positive
‘kink’ which has been assumed to be a result of a lower number of photons in the cavity
due to delayed circulating field in the external cavity. The range of values of the power
difference and carrier ratio traces was found to be inversely proportional to the injection

strength. The features present in the rising- and falling-slopes of phase difference were

mar

found to be independent of the value of k]

Investigation of spectrum transfer function was performed for various levels of
injection strength in section 4.3. STF for x*** = 40 ns~! displayed two peaks, the
second of which subsides with increasing injection. The position and magnitude of
the first peak in STF was found to be dependent upon the value of injection strength;
moreover, this peak also becomes more symmetric with increasing x;'*". The presence
of the secondary resonance peak in STF at 7" = 40 ns~! suggests a possibility of
a yet another dynamical regime, in addition to the three originally identified in this
chapter. The third, stable, regime would be divided into two subregimes—one covering
SL dynamics whereby the secondary peak is present (at around 30-40 ns~ 1), and the
other without (for 7% > 60 ns™'). The exact boundary between these subregimes
would require further investigation in order to be accurately defined. Lastly, a local

maximum in STF was found for 7" = 120 ns~ L.
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Chapter 5

Transient chaos synchronisation
process—intrinsic device

properties

An initial sensitivity analysis of the robustness of the chaos synchronisation locking
process was undertaken via variations in the intrinsic laser device parameters. The
aim is to establish what the effect would be if one of the laser diodes was replaced by
a similar, but not identical, device.

Two parameters were varied:
« carrier lifetime (section 5.1);
« linewidth enhancement factor (section 5.2).

The simulations in this chapter followed the same methodology as that outlined in

the previous chapter.
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5.1 Comparison of three values of carrier lifetime

5.1 Comparison of three values of carrier lifetime

The main focus of this survey was to investigate the effect the carrier lifetime has on the
dynamics of ML-SL synchronisation. To this end, three values of carrier lifetime, 7,, were
chosen: 2, 3, and 4 ns; each was simulated 10,240 times with random initial conditions.
For each of the three simulation series, the value of 7, was applied simultaneously to
both the ML and the SL.

The same configuration was assumed as in chapter 4 with unidirectional optical
injection (see figure 1.1b), ML’s feedback at fm = 10 ns™?, and SL’s at x5 = 3 ns™'. The
optical injection strength was set at x{*** = 160 ns~ 1. The meaning of vertical dashed
and dotted lines in all the figures within this chapter was retained from section 4.2.2, as
were the exact values of the characteristic temporal points 11, Ts, T3, and Tj.

Figure 5.1a was obtained by means of averaging 10,240 traces for each 7, separately.
The resultant three average traces were then used to calculate and plot the first temporal
derivative traces, which are presented in figure 5.1b. Figure 5.2a shows a two nanosecond
window of the full dataset shown in figure 5.1a; periodic fluctuations are clearly visible.
The frequency domain analysis of the pre-injection data is shown in figure 5.2b. The
same averaging method was applied to the average phase difference in figures 5.3a and
5.3b, as well as, the average carrier difference in figures 5.4a and 5.4b. Certain selected
parts of figure 5.4a were used in figures 5.4¢ and 5.4e to highlight features found in the
rising- and falling-slope temporal windows. Similarly, parts of figure 5.4b were shown
in figures 5.4d and 5.4f. Lastly, the average STF calculated within the full-injection
window for the three values of 7, is presented in figure 5.5.

Similarly to simulations performed in section 4.2.1, also here the power levels
were affected by carrier lifetime. As stated on page 103, carrier injection and carrier
number are proportional to 1/7,. Furthermore, reduced carriers lower the gain (see

equation (2.103)), which in turn lowers the lasers’ oscillation amplitudes.
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Figure 5.1: Average SL power and its first derivative — 10,240 simulations were
performed with random initial conditions and averaged for each of the three values of 7.
The legend corresponds to carrier lifetime expressed in nanoseconds.

As a result of the aforementioned effect, the SL’s average power outside of the
injection window in figure 5.1a for the 7, = 2 ns trace equalled 19.8 mW, whereas for
the 7, = 4 ns the power stabilised at ca. 10 mW. The same effect also applied within the
injection window and resulted in an offset inversely proportional to the carrier lifetime.
Not only did the power levels themselves change, but also, the gradients of the rising
and falling edges of the optical injection profile changed accordingly. This feature is
reflected in the greater range of values for smaller 7, in figure 5.1b.

Intriguing is the range of values in the rising- and falling-slope injection windows in
figure 5.1b. In the rising-slope window (between the vertical dashed and dotted lines of
60 and 70 ns, respectively), a conspicuously large fluctuation can be seen. The maximum
amplitude of that range occurs at ¢ & 62.3 ns, which in turn corresponds to the ‘kink’
in the rising-slopes in figure 5.1a. Similarly, in the falling-slope window in figure 5.1b
(between the vertical dotted and dashed lines of 140 and 150 ns, respectively), the

magnitude of the fluctuations is greater than in the injection window; it is, nonetheless,
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5.1 Comparison of three values of carrier lifetime

still smaller than in the rising-slope window. The maximum amplitude occurs for times
between 145 and 148 ns, which, again, corresponds to the (much less conspicuous) ‘kink’
in the falling-slope in figure 5.1a.

The occurrence of an expanding envelope for the 7, = 4 ns up until ¢ = 60 ns in
both, figure 5.1a and 5.1b, will be ascribed to a particular value of carrier lifetime
that resulted in damping chaotic dynamics and bringing the SL down from ‘coherence
collapse’ to a quasi-periodic regime. Nevertheless, regardless of the initial conditions,
external optical injection was found to introduce stabilisation into SL’s dynamics, as
evidenced by low range of values in figure 5.1b in the post-injection window. As can
be appreciated in figure 5.1a, both lasers in the injection window (i.e. between dotted
lines) were synchronised. This fact is further substantiated in figure 5.3a.

In order to further analyse the power envelope in the pre-injection window for
7, = 4 ns, a subset of the data is presented in figure 5.2a. The time-domain trace
corresponding to the carrier lifetime of four nanoseconds is seen to have exhibited
a sustained oscillation of a significantly higher amplitude than that of the other two
traces. Frequency components of the average traces are presented in figure 5.2b. The
oscillation of the 7, = 4 ns trace in figure 5.2a is attributed to external-cavity modes
(XCMs), as evidenced by the train of peaks in figure 5.2b. Black dashed circles in
figure 5.2b denote frequency component of f ~ 3.7 GHz and its higher harmonics, which
are clearly of higher amplitude than the surrounding XCM peaks. If this peak and its
harmonics were to coincide with the relaxation oscillation frequency, then they would
experience preferential amplification. To investigate this hypothesis, calculation of the

relaxation oscillation frequency, fr, was performed [249]:

1 (G

frR=52

= —e_ (J — Ji)- (5.1)
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Figure 5.2: Average SL power over 2 ns window and frequency spectrum of
the pre-injection window — Dashed circles indicate a peak of ca. 3.7 GHz and its higher
harmonics. 10,240 simulations were performed with random initial conditions and averaged
for each of the three values of 7,,. The legend corresponds to carrier lifetime expressed in
nanoseconds.

Left side of the square root components will be defined according to equation (2.87) as:

dg

Gy, = Ugﬁa

(5.2)

where the term on the right side of equation can be isolated from equation (2.88) as:

dg 1

_—= . 5.3
Ug 8N Tph (Nth. = NO) ( )

Drive current is defined as a product of current multiplier and threshold current as

in equation (2.104):
J = I‘-"Jih-: (54)
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5.1 Comparison of three values of carrier lifetime

where, following equation (2.105), threshold current is defined as:

Jth == 3 (55)

and threshold carriers, from equation (2.106), are defined as:

1
Ny = No+ —. (56)
ngh

Finally, by combining equations (5.1) through (5.6), the value of relaxation oscillation

frequency is calculated as:

fr = =(J = Jun) (5.7)

1 ——

27 e

1

= —1)J
\/Tph Nth, ND)E( ) th

1

= —\/QI o N0+L>
2 9Tph
8

85 GHz.

Q

Since the above calculated value of relaxation oscillation frequency differs from the
prominent peak of f ~ 3.7 GHz by only 4%, it then provides evidence to support the
case that resonant enhancement of the XCM did in fact occur. When calculated for 7,
of 2 and 3 ns, the respective frequencies obtained were 5.44 and 4.44 GHz, which also
correspond to peaks in the spectra of these values of 7, in figure 5.2b.

Another feature of figure 5.2b is that for greater values of carrier lifetime, the
frequency components are of higher amplitude. This feature could perhaps be explained
on the grounds of decreasing damping coefficient.

The pre-injection gradient of the average phase difference in figure 5.3a was found to
rise with an increase in 7,,. The post-injection gradients remained positive, however, the

relationship with carrier lifetime was not that clear. The high-amplitude oscillation of
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Figure 5.3: Average phase difference and its first derivative — 10,240 simulations
were performed with random initial conditions and averaged for each of the three values of
Tn. The legend corresponds to carrier lifetime expressed in nanoseconds.

the first temporal derivative of the phase difference near the dashed lines in figure 5.3b
is reminiscent of figure 5.1b. All three traces display a diminishing envelope between
dashed and dotted lines in the rising-slope window and an expanding one between
dotted and dashed lines in the falling-slope window. This feature can be ascribed to
converging and diverging trajectories of ML and SL in the respective windows.
Similarly, the average carrier difference in figure 5.4a serves as strong evidence
that the lasers were synchronised, which is manifested by stable suppression of carriers
in the full-injection window. Even though the rising slope of SL’s average power in
figure 5.1a developed a double gradient with a conspicuous ‘kink’, SL’s falling slope
appeared with a much less pronounced ‘kink’. Nevertheless, the SL’s average carriers
revealed both kinks, a negative one in the rising- (see figure 5.4c), and a positive one
in the falling-slope window (see figure 5.4e); both are very close to the dashed lines.

Comparably to figure 5.1b, where larger values of 7,, rendered a smaller range of values
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Figure 5.4: Average carrier difference and its first derivative — 10,240 simulations
were performed with random initial conditions and averaged for each of the three values of
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Figure 5.5: STF for three values of carrier lifetime — 10,240 simulations were
performed with random initial conditions and averaged for each of the three values of 7.
The legend corresponds to carrier lifetime expressed in nanoseconds.

in the injection window, also in figure 5.4b can the same feature be observed.

The diminishing and expanding envelopes of oscillation mentioned earlier in the
context of average optical power and carriers, are probably best presented in figure 5.4b,
where an almost step-change in the number of carriers can be seen along the dotted lines.
This feature is investigated further in figures 5.4d and 5.4f, where a gradual carrier
response can be appreciated near the dotted lines. The carrier dynamics in rising-slope
window in figure 5.4f displayed, with a good approximation, a negative symmetrical
relationship to that in falling-slope window in figure 5.4d.

STF traces presented in figure 5.5 experienced more pronounced XCM peaks and
valleys for shorter 7,. Changing the carrier lifetime from two to four nanoseconds resulted
in STF’s maxima exhibiting a negative shift by ca. 7 GHz. This result is consistent
with an argument that lower values of 7, would accommodate dynamics phenomena of
higher characteristic frequencies.

To conclude, it has been found in this study that increasing the value of carrier

lifetime by 100% (i.e. from two to four nanoseconds) does not trigger any deleterious
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5.2 Sweep of Linewidth Enhancement Factor

effects. Aside from obvious lower level of optical power and a shifted spectral content,
the process of locking and unlocking remains the same. A previously unreported
feature of pre-injection oscillations that would not average out to a linear limit has
been observed and attributed to preferential amplification of relaxation oscillation
frequency. Nonetheless, introducing optical injection from ML pushed SL into a different

phase-space solution which did not exhibit any oscillations.

5.2 Sweep of Linewidth Enhancement Factor

There has been some discussion [357, 358] of the effects of linewidth enhancement factor
(LEF) on locking dynamics. It is this discussion that has served as motivation for this
study. Similarly to the previous section, where various values of carrier lifetime were
considered, an investigation of the influence of the LEF on the synchronisation dynamics
was conducted. The values range from 4.0 to 6.5 (the default being 5.0, see table 2.1)
with a step of 0.5. Each value was simulated 256 times with random initial conditions.
For each of the six simulation series, the value of LEF was applied simultaneously
to both ML and SL. The carrier lifetime, 7,, was fixed at 3 ns, whereas the optical
injection strength was set at xp'** = 80 ns~ L. The laser set-up used is identical with
that employed in all the previous numerical investigations (see figure 1.1b).

Figure 5.6 was prepared by taking the average SL optical power and average SL
carriers and plotting one against the other (i.e. phase plot). The data points were split
into five distinct temporal windows and plotted as such: a) pre-injection; b) rising-
slope injection; ¢) full-injection; d) falling-slope injection; and e) post-injection. The
average optical power difference in figure 5.7a was obtained by running 256 simulations,
subsequently averaging the ML and SL power traces, and subtracting one from the
other. The optical phase difference in figure 5.7b was obtained the same way. The

correlation coefficient between ML and SL optical powers in figure 5.8 was calculated in
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5.2 Sweep of Linewidth Enhancement Factor

5 ps, non-overlapping, time slots of single-run data and plotted for the six values of LEF.
The average carrier difference in figure 5.9 followed the procedure used with regard to
figure 5.7b. Lastly, the SL spectrum in figure 5.10a was calculated in the middle of the
full-injection window for each value of the linewidth enhancement factor; when divided
by ML’s spectrum, it was used to obtain the spectral transfer function in figure 5.10b.

The following three regions were identified:

o for @ € [4.0, 5.0] the traces displayed characteristic signs of chaotic oscillation
and averaged to a pattern which had been observed in numerical simulations in

the previous chapter;

« for a € [5.5, 6.0] lasers still displayed signs of chaotic oscillation, although the
distinctive feature here constituted the fact that SL experienced additional self-

induced oscillation patterns in the pre-injection window;

« for a = 6.5 SL displayed signs of being chaotic in the figures of the optical power
and phase difference, however, not in the SL’s carrier number in the injection
window, which is why it is postulated that at this value of LEF SL failed to lock-on

to injection from ML.

Figure 5.6a represents SL’s average trajectory in the pre-injection window. The
trajectories adopted by the traces in all subfigures of figure 5.6 were mostly clockwise.
The SL would begin oscillating at some initial point (as imposed by random initial
conditions), and then migrate towards the nearest attractor. The traces of @ = 5.5 and
6.0 developed a bigger ellipse in comparison to those of smaller «, whereas the trace of
a = 6.5 developed initial transients first, which then gave way to clamped carriers and
deep modulation of photons (hence the elongated horizontal bar). Figure 5.6b represents
the rising-slope injection window. SL is seen here to traverse the phase-space (clockwise
and downwards) towards greater optical powers and depleted carriers as a result of the

injection. The initially elliptic traces of o = 5.5 and 6.0 became more localised. The
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(e) Post-injection window, (t € [150, 220] ns).

Figure 5.6: Average SL carriers versus average SL power — The average trajectories
in all temporal windows and for all values of LEF followed a roughly clockwise trajectory.
Where appropriate, black arrows denote the traverse direction of the trajectories. 256
simulations were performed with random initial conditions and averaged for each of the
values of LEF. The legend corresponds to the values of LEF.
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Figure 5.7: Average difference of optical power and phase — 256 simulations were
performed with random initial conditions and averaged for each of the values of LEF. The
legend corresponds to the values of LEF.

trace of o = 6.5, whose trajectory initially resembled a horizontal bar, also became
localised. Figure 5.6¢ represents the full-injection window, whereby all the six traces
form comparably shaped and localised ellipses. Traces corresponding to LEF between
4.0 and 6.0 can be seen to be synchronised and separated by an offset in the number
of carriers, and (to a lesser degree) in optical power. In contrast, the trace of a = 6.5
remained where it was in figure 5.6b. It can, nonetheless, be argued that the optical
injection exerted a stabilising effect. Figure 5.6d represents the falling-slope injection
window, which can be treated as the reversal traverse (clockwise and upwards) of that
in figure 5.6b. Figure 5.6e represents the post-injection window, where all the traces are
confined to, and occupy almost the same point in the phase-space.

The following values of linewidth enhancement factor: 5.5, 6.0, 6.5, exhibited large
amplitude fluctuations in the pre-injection window in figure 5.7a. Increasing the value

of LEF did not affect the ML average power traces.! It did, however, have an impact

1Which is why they are not included here.
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Figure 5.8: Correlation coefficient between ML and SL optical powers — Correl-
ation was calculated for consecutive 5 pm slices. Single-simulation traces were used with
identical initial conditions. The legend corresponds to the values of LEF.

on SL average power traces in the full-injection window. Namely, with the increase in
value of the a-factor, the SL average power decreased. In the post-injection window,
the only difference (and a small one at that) was the range of values of average power
difference, which decreased with increasing value of LEF.

Increasing the value of LEF in figure 5.7b resulted (with the exception of a = 6.5)
in a proportional decrease in the time delay between the beginning of simulation and
the moment when average phase difference traces adopted a stable gradient in the
pre-injection window. That pre-injection gradient was found to be proportional to
LEF (again, with the exception of & = 6.5). This feature can be explained as a direct
consequence of lasers adopting more negative phase gradients with increase in LEF.

Perhaps the most striking feature of figure 5.7b is that the characteristic time required
for the lasers to lock-on (on the rising slope of ramping function, ¢ € [61, 63] ns), as well
as, to unlock (on the falling slope of ramping function, ¢ € [147.5, 149.5] ns) was found
to be independent of the LEF, at least for the range of values chosen in this survey. The

phase difference was stable over the entire duration of injection window for all values of
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Figure 5.9: Average SL carriers — 256 simulations were performed with random initial
conditions and averaged for each of the values of LEF. The legend corresponds to the values
of LEF.

«. Moreover, as a result of external injection, the post-injection gradients were greater
than the pre-injection ones. Since ML’s phase gradients remained virtually constant
(for each value of LEF), ergo it is the SL’s phase gradients that became less negative in
the post-injection window in comparison to the pre-injection window. Also, a nonlinear
dependence of the average phase difference on LEF was observed in the full-injection
window. The amount of phase offset was the most significant for @ € [4.5, 5.5]. The
offset between any other adjacent pair was significantly smaller.

As shown in figure 5.8, no significant difference in synchronisation quality between ML
and SL in the full-injection window was observed. Traces in the pre- and post-injection
windows display a markedly weaker correlation of no more than +30%.

What figure 5.9 signifies is the fact that with an increase in LEF, carrier suppression
over the full-injection window in SL decreases. Only for a = 6.5 did the SL carriers
retain the same level in the full-injection window as outside of it. Similarly to what
has been said before, in the case of average SL carriers in figure 5.9, it can be shown

that for certain values of LEF (specifically, the range between 5.5 and 6.5) the dynamic
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Figure 5.10: SL spectrum and STF as a function of LEF — 256 simulations were
performed with random initial conditions and averaged for each of the values of LEF. The
legend corresponds to the values of LEF.

developed a recurring pattern of pre-injection perturbations irrespective of the initial
conditions. On the other hand, the post-injection region in figure 5.9 is devoid of any
perturbations, which is reminiscent of optical power difference seen in figure 5.7a.

The SL power and carriers traces in the post-injection window, however, did average
out to a roughly straight line thus implying that post-injection fluctuations were not, in
general, present. This feature could be explained on account of introduction of sufficient
amount of optical injection, which resulted in shifting phase-space of SL sufficiently
away from its pre-injection phase-space.

One can immediately appreciate the effect LEF has on average SL spectrum in
figure 5.10a; with the increase in value of the a-factor, the spectrum develops increasingly
pronounced secondary peak at the approximate frequency of 21-22 GHz. This peak is
then followed by a long tail of larger amplitude for larger values of LEF. The spectral
peaks around the resonance frequency are also dependent on the value of linewidth

enhancement factor; increasing a-factor results in smaller peaks and shallower valleys.
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5.3 Conclusions

In general, the greater the a-factor, the higher the amplitude and the frequency of the
secondary peak in SL’s spectrum.

Spectral transfer function in figure 5.10b corroborates the above observation. In-
creasing the value of LEF resulted in increasing the amplitude of the peak in the STF,
but also in a reduction of the peak’s corresponding frequency. Traces can be seen to
cross at the frequency of around 19-20 GHz. Below that value, increasing LEF lowers
the amplitude of STF. Above that value, increasing LEF increases the value of STF.
Throughout the entire frequency range, larger values of linewidth enhancement factor

were seen to render XCM peaks less pronounced.

5.3 Conclusions

No substantive effect of device substitution has been observed. Other parameters being
equal, varying values of carrier lifetime and linewidth enhancement factor did not
affect the synchronisation process to a significant degree. Nonetheless, varying these
parameters did affect the details of chaos dynamics—uwide SL spectra or STF.

In section 5.1 an investigation of the effect of the carrier lifetime has on SL’s dynamics
was performed. As expected, optical power levels were greatly affected. Additionally,
‘kinks’ in the SL’s optical power figures were observed and tied with SL’s optical power
first derivative. The pronounced XCM peaks in the spectra of the average SL optical
power (in figure 5.2b) were found to correspond with laser’s relaxation oscillation
frequency, which manifested itself in their preferential amplification (in particular, for
7n = 4 ns). The transitions of SL’s carriers were found to prompt fewer oscillations
when SL was subjected to changing, but already high, values of optical injection (see
proximity of dotted lines in figure 5.4b). Conversely, SL’s carriers displayed high-
amplitude oscillations when the SL was in transition from no injection to low injection

and vice versa (see proximity of dashed lines). The SL carriers were observed to be
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5.3 Conclusions

capable of swift transitions between regimes of stable and changing injection. The
carrier lifetime affected the SL’s spectrum and STF to the extent of moving the STF
peak towards lower frequencies with increasing value of 7,. Shorter carrier lifetimes
were found to be more accommodating of high-frequency phenomena; they also gave
rise to smaller transients in the phase difference derivative.

Comparison of the effect various values of linewidth enhancement factor have on
SL dynamics was performed in section 5.2. Three ranges of dynamical properties were
observed with varying degrees of chaos-synchronisation properties. By sweeping the
LEF from 4.0 up to 6.0 no significant process occurred, which would exert a deleterious
effect on the synchronisation dynamics. Only did the @ = 6.5 case exhibit lack of
carrier synchronisation, although it still developed optical power and phase difference
plots comparable to other values of LEF. This point alone can be interpreted as
evidence supporting published observations that the synchronisation indeed becomes
more difficult for greater values of «. The actual moment when phase lock occurs and
disappears was found to be independent of the value of a. Nevertheless, phase offset
was found to be nonlinearly dependent on LEF, in particular for the values between 4.5
and 5.5. External optical injection was found to exert a lasting stabilising effect on SL
for those values of LEF which had triggered pre-injection perturbations. SL’s spectrum
displayed a tendency to develop a secondary peak with increasing value of linewidth
enhancement factor. That tendency was later reflected in the STF, whose peak was

proportional to LEF.
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Chapter 6

Experimental investigation of the

transient locking process

This chapter describes two different experimental configurations which aim to:

« investigate the SL’s transient response to optically chopped cw injection from ML

(section 6.1);

. investigate the dynamics of TE and TM modes of an ECSLD (section 6.2).

6.1 Synchronisation transients

The main motivation of this survey was to investigate the transient dynamics of
chaos-synchronised ML-SL set-up whose injection arm would be subjected to periodic
perturbation by an optical chopper (see figure 6.1). The rationale behind this survey
was that owing to the finite non-zero cross-section of the injection beam and the
slowly-changing (relative to lasers’ carrier dynamics time-scale) transmission profile of
the optical chopper’s wheel, the effective transmission profile would be very smooth
in contrast to the step-like electrical output of chopper’s controller that was used as

sampling trigger for the digital oscilloscope. As a direct consequence, it would also be
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6.1 Synchronisation transients

possible to investigate the SL’s dynamics in a circumstance where the laser is exposed
to this slowly changing optical injection rate [359)].

The dynamics of the transients occurring in SL switching regions of optical chaos
injection and optical feedback proved to be complex, however, an unexpected and
previously unreported phenomenon has been observed experimentally and found to
oceur in unidirectionally coupled ECSLDs (see figure 1.1a). The hallmark of this new
phenomenon manifests itself in the form of an hourglass-shaped plot of SL-vs-ML
time-domain optical power, with two centres of high power density. Both lasers need to
be rendered chaotic in a closed-loop configuration (see figure 1.1b) and subsequently
synchronised. Removing the ECM stabilises the ML and ensures cw operation is
obtained; the SL’s ECM, on the other hand, would remain in place. It is at this stage
that the switching transients would emerge. The switching would not emerge, however,
if the lasers were not synchronised a priori. This phenomenon is neither self-sustaining
nor self-perpetuating—it only occurs when switching between different regimes takes

place, ergo, for as long as the optical chopper is operating.

Experimental configuration

The configuration, which is depicted in figure 6.1, was very similar to, and builds upon,
the ones employed in sections 3.1 and 3.2. Assumptions and limitations carry over from
those previous experiments. The particular lasers in this experiment shared the same
value of solitary threshold current of Iy, = 27.1 mA, and the same value of solitary lasing
wavelength A = 824.4 nm. Details pertaining to the other components can be found on
page 62. The injection arm in this case consisted of two optical isolators, an optical
attenuator, optical chopper (Stanford Research Systems SR540 chopper controller), and
a half-wave plate. The detection side of the ML was also expanded to allow for recording
of the TE and the TM polarisations independently. Optical spectra were recorded with

Agilent 86141B optical spectrum analyser.
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6.1 Synchronisation transients

In this experimental survey the exact values of parameters (here Iy, T, sy, and
Ts;,) were not the focus of the study, but rather it is the state of ‘coherence collapse’ that
was deemed crucial. Nonetheless, the exact values employed in the experiment are listed
in table 6.1. The phenomenon was observed under different operating conditions, rather
than only for a unique set of parameters; it was also observed to be independent of
chopper’s frequency, however, due to hardware limitations, the experimental investigation
was performed over a limited frequency range between 100 Hz and 3.4 kHz. A typical

time-domain amplitude trace of the optical chopper can be appreciated in figure 6.2.

Basic laser parameters

Both drive currents and lasers’ temperatures were recorded and are presented in table 6.1.
The NDF was used to adjust the optical power so that it would not exceed the maximum
permissible incident power on the detector. The HWP; was used to rotate the incoming
optical beam to align it with the PBS thereby assuring that the subsequent split into
two polarisations was optimised. Optical isolators ISO; and ISO; were used to minimise
back-reflection from the detectors. Detectors Dy and Do were used to record the ML’s
TE and TM (respectively) polarisation time-domain optical output. The NDFs was
used to control the ML’s optical feedback rate. Optical isolators ISO3 and ISO4 were
used to achieve isolation of ca. —80 dB and prevent the SL from driving the ML. The
optical chopper (CHP) was used to introduce regular and controlled perturbation to
the injected optical beam. The NDF3 was used to control the strength of the optical
injection. The HWP, was used to rotate the injected optical beam to align it with the
SL. The NDF4 was used to control the SL’s optical feedback rate. The SL’s time-domain
optical power trace was recorded with detector Ds.

All the NDFs and the HWPs, as well as, the optical chopper were aligned obliquely
so as to form a non-normal angle between the incident optical beam and the components’

facets, thereby reducing the etalon effect and back-reflection.
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Figure 6.1: Experimental set-up — The element confined in the dotted box would be
introduced into, whereas the two elements confined in the dashed box would be removed
from the set-up as outlined in the procedure on the next page. BS (beam splitter), CHP
(optical chopper), D (detector), ECM (external-cavity mirror), HWP (half-wave plate),
ISO (optical isolator), L (collimating lens), NDF (natural density filter), PBS (polarising
beam-splitter).
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Figure 6.2: Typical electrical output of the optical chopper’s controller used as
a trigger — Chopper’s operating frequency in this figure was set to 200 Hz.

Experimental procedure

The optimisation procedure followed was very similar to that employed in sections 3.1

and 3.2. Full details of are outlined below:

1. Both lasers were rendered chaotic separately. To prevent interaction between the

lasers, the injection arm would remain blocked;

2. The set-up was left undisturbed for 30 minutes' to reach equilibrium with the

environment;

3. The unidirectional optical injection was introduced and SL synchronised to the
ML by adjusting the injection rate (via NDF3), as well as, the SL’s drive current,
temperature and optical feedback rate (via NDFy) so as to maximise the correlation

coefficient. Exact values of Ig;, and T, can be found in table 6.1;

4. An optical chopper was introduced into the injection arm (see dotted rectangle in

figure 6.1) and the first results were recorded (see column ‘A’ in table 6.1);

5. ML ECM was removed thereby rendering ML solitary (see dashed rectangle in
figure 6.1). The second set of results was recorded (see column ‘B’ in table 6.1).

Note change of scale in ML dynamics in figures 6.3 and 6.4;

'Local practice.
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6.1 Synchronisation transients

Table 6.1: Experimental parameters employed in the transients investigation —
ML’s parameters were kept fixed, whereas SL’s were adjusted in four consecutive measure-
ments.

Setting

Parameter A B C D

IML [HIA] 40.28
Ty [°C1 22.16

Is;, [mA] 34.97 3497 36.49 31.08
Tsr [C] 2159 21.59 21.44 21.77

6. Ig; and Ty, were adjusted twice and thus the third and fourth batch of results

were recorded (see columns ‘C’ and ‘D’ in table 6.1).

To capture the long-term dynamics, time-domain traces of the ML’s and the SL’s
optical power (figure 6.3) were recorded with a digital oscilloscope over 500 ps time
window. The very same datasets were used in plotting of 10 ps traces (figure 6.4) which
are centred on the middle of the injection window. The purpose of this was to portray
lasers’ dynamics with high temporal resolution. Visual cue is provided in the form of
vertical dashed grey lines in figure 6.3. Simultaneously, lasers’ optical power spectra
and spectral transfer function (STF) were recorded (figure 6.5) with the same digital
oscilloscope. Smoothed traces for all three frequency-domain plots were calculated in
Origin®. Density contour plots (figure 6.6) were prepared in Origin® a posteriori the
experiment from the above mentioned five-microsecond time-domain traces. CC in
figure 6.7 was calculated in 10 ps, non-overlapping, time slots from data in figure 6.3
and plotted accordingly for all four subexperiments. Finally, in figure 6.8 presented are

10 ns time-domain traces of data in figure 6.3.
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Figure 6.3: MLy and SL optical power time-domain traces — The orange colour
denotes the average of 100 traces. Subcaptions correspond to a particular column in
table 6.1. Detector’s typical conversion gain at 850 nm is 300 V/W.
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6.1 Synchronisation transients

Typical temporal and spectral traces—Chopped injection locking

Having followed the procedure and reached point 4 (see also column ‘A’ in table 6.1), the
ML was still chaotic and the SL displayed two temporal patterns of oscillation—injection
locking and its own inherent chaotic dynamics—alternating at the optical chopper’s
frequency fomp = 3.4 kHz.

In figure 6.3a one can readily appreciate marked difference in the range of amplitude
variation in SL’s time-domain trace; injection window is clearly defined. Also, traces of
higher temporal resolution are presented in figure 6.4a; the temporal scale of that figure
corresponds to the vertical dashed lines in the former figure.

In accordance with the injection-locking theory, if two lasers are synchronised,
their spectral components share a high degree of similarity with the exception of the
attenuation of the low-frequency components in the SL, which is presented in figure 6.5a.
The synchronicity of the two lasers can also be seen in figure 6.6a, where the lasers’
amplitude variation forms a diagonal line.

In the injection window, corresponding to higher-amplitude fluctuations seen in
figure 6.3a, the correlation coefficient (CC) between ML and SL amounted to ca.
82% (see figures 6.4a and 6.6a). In the injection-blocked window, corresponding to

lower-amplitude fluctuations in figure 6.3a, CC was approximately equal zero.

ML ECM removed—cw injection

As mentioned before, three further measurements were conducted in addition to the

first measurement of typical dynamics:

« The second experiment (see point 5 in the procedure and column ‘B in table 6.1)
in which ML’s ECM was removed from the set-up thereby turning ML into
a solitary laser. From this moment onwards, the chaotic SL would be injected

with chopped optical cw beam.
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Figure 6.4: Expanded view of MLy and SL optical power time-domain traces
~ Data ranges correspond to the grey dashed lines in figure 6.3. The orange colour denotes
the average of 100 traces. Subcaptions correspond to a particular column in table 6.1.
Detector’s typical conversion gain at 850 nm is 300 V/W.
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6.1 Synchronisation transients

e The third experiment (see point 6 and column ‘C’) which represents the situation
where Ig;, and Tz, were adjusted so as to obtain the hourglass-shape of the highest
amplitude possible. Had ML’s ECM been re-introduced at this point, the ML-SL

set-up would have displayed chaos synchronisation.

o The fourth and final experiment (see point 6 and column ‘D’) which represents
the situation where Is;, and Tg;, were further adjusted so as to break that pseudo-
synchronisation state altogether. The chopped optical cw injection from ML
served the role of stabilising the SL’s dynamics and suppressing the SL’s chaotic

oscillation.

The orange traces present in figure 6.3 denote an average of 100 traces acquired and
processed in the digital oscilloscope. These average traces clearly illustrate the different
dynamics that can be induced. The average value and standard deviation of the orange
lines show significant disparity between figures 6.3a through 6.3d. That range remained
approximately constant between measurements ‘A’ (figure 6.3a) and ‘B’ (figure 6.3b) in
spite of ML injecting much lower amount of power into SL in the latter case (owing to
removal of its ECM). However, it increased significantly in ‘C’ (figure 6.3c) as a result of
adjusting SL’s parameters. It was then reduced to a minuscule scale with the transition
to measurement ‘D’ (figure 6.3d); in fact, in this case, injection from ML gave rise to
a smaller range of values in comparison to that outside of the injection window. That
observation would suggest that the range of values of average optical power in SL is
much more sensitive to SL’s parameters rather than injection from ML. The above
discussion applies to figure 6.4 analogously.

Figure 6.5a presents typical traces of ML and SL optical spectrum—one with clearly
discernible peaks stemming from ML’s ECM, as well as, amplification of spectral
components around 1.5-3.0 GHz range by SL. Removal of ML’s ECM rendered the laser

solitary, hence its flat spectrum in figure 6.5b. The SL, on the other hand, developed
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Figure 6.5: Optical power spectra and STF of the instantaneous time-domain
traces — Traces in figure 6.4 were used in calculation of spectrum. The data was smoothed
with 50-sample adjacent smoothing and the resultant trace is denoted in green. Subcaptions
correspond to a particular column in table 6.1. Detector’s typical conversion gain at 850 nm

is 300 V/W.
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6.1 Synchronisation transients

a flat spectrum, too, but with a conspicuous peak at the frequency fp = 3.29 GHz in
the injection window. That observation would suggest two conclusions—firstly, that
the ML stabilised the SL, and secondly, that SL exhibited a selective amplification
of a single frequency. Further adjustment of SL’s parameters resulted in a shift of
that peak in SL’s spectral towards higher frequencies (see figure 6.5¢), where the main
peak corresponds to the frequency fo = 3.52 GHz. Furthermore, a train of higher-
and lower-order cavity modes also developed. This experiment also shows that the
aforementioned mechanism of selective amplification in SL is sensitive to SL’s drive
current and temperature. Finally, measurement ‘D’ in figure 6.5d saw the disappearance
of SL’s spectral components and effectively turned the SL into a solitary laser in the
injection window. Throughout the entire experiment the optical chopper’s frequency
was set to fogp = 3.4 kHz which is six orders of magnitude smaller than the frequency
of the two main peaks found in spectra.

Transition between stages ‘A’ (figure 6.6a) and ‘B’ (figure 6.6b) was accompanied
by a shift from high-quality synchronisation density plot in the shape of a diagonal
line to an hourglass-like figure. SL’s amplitude range in the density plot experienced
a decrease from [—40,+30] mV to 25 mV, which is a consequence of removing ML's
ECM—by removing the external mirror, the number of photons in the ML’s internal
cavity decreased resulting in lower optical power. This, in turn, translated into lower
injection rate and consequently fewer photons in SL’s internal cavity. ML’s amplitude
range in the density plot is confined to £3 mV near the two density centres and it
constitutes uncorrelated stimulated emission from ML; taking into consideration ML
was, at that time, lasing at cw, then this amplitude range represents the magnitude
of noise in ML’s output. CC in the injection window suffered severe penalty dropping
from 82% to mere 3% (see figure 6.7). Outside of injection window, the CC was close to
zero. Lastly, SL’s spectrum underwent transformation with emergence of amplification

peak at the aforementioned frequency fa.
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Figure 6.6: Density plots of MLy versus SL -~ Traces in figure 6.4 were used in
plotting these density plots. The colour bar denotes the number of samples within given area.
Subcaptions correspond to a particular column in table 6.1. Detector’s typical conversion
gain at 850 nm is 300 V/W.,
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6.1 Synchronisation transients

Transition between stages ‘B’ (figure 6.6b) and ‘C’ (figure 6.6c) was accompanied by
a significant increase in SL’s amplitude range in density plot up to [—100, +80] mV
paired with unchanged range in ML’s amplitude. The overall shape of the hourglass
was also retained. This outcome was obtained after optimising SL’s drive current and
temperature so as to achieve the greatest amplitude range in SL—mo other changes
were introduced into the set-up, hence the same dynamics of ML was observed. The
value of CC fell to approximately 2% in the injection window. Lastly, SL’s spectrum
experienced a peak transition between frequencies fp and fc, which be explained on
the grounds of shifting laser’s emission to shorter wavelengths with increase in drive
current.

Transition between stages ‘C’ (figure 6.6¢) and ‘D’ (figure 6.6d) was accompanied
by reduction of SL's amplitude range to [ —7, —1] mV; ML’s range, again, was the same
as in stages ‘B’ and ‘C” since no changes were introduced to the set-up, except for SL’s
drive current and temperature. Optical cw injection from ML served the purpose of
stabilising otherwise chaotic SL [360-362].

Deunsity plots in figure 6.6 display a certain locality of intensity spots. Due to the

limitations of the survey of the system, the most probable causes of these spots are:
« quantisation performed by the detector itself;
e limited resolution of the digital oscilloscope;

« quantisation performed in Origin® as an inevitable step in preparation of a contour

plot.

The hourglass shape could perhaps be explained on the basis of nonuniform distribution
of quantised samples of sinusoidal time-domain traces—the closer to peaks and troughs,
the higher the density of samples, hence the higher density of data points in figures 6.6b
and 6.6c. For this very reason the area between two centres of density in those two

figures is so sparsely filled. The only significant difference between these two figures is
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Figure 6.7: Correlation coefficient between ML and SL time-domain traces —
Correlation was calculated for consecutive 10 pm slices.

the much greater SL amplitude in the latter case, however, the general distribution of
density points is approximately the same. This observation could be substantiated by
the fact, that between both measurements the peak in SL spectra did not significantly
change its frequency.

Correlation traces are presented in figure 6.7. Trace ‘A’ gives testimony to high
correlation between the lasers over the course of optical injection that reached 82%.
The process of synchronisation and desynchronisation is seen to be gradual. Traces ‘B’
and ‘C’ display negligible synchronisation in the injection window. Most interesting,
however, are the spurts of positive and negative correlation in the order of £8% during
the transition stage between injection and no injection. The fact that trace ‘D’ reached
approximately 12-13% can be used to explain why density plot in figure 6.6d displays
a slight ellipticity. All four traces show no synchronisation between the lasers took place
when the injection arm was blocked.

Figure 6.8 provides detailed traces of ML and SL optical power. Both lasers oscillate

chaotically in figure 6.8a, where they also are synchronised. In figures 6.8b and 6.8¢c
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6.1 Synchronisation transients

ML is no longer chaotic, however, SL exhibits a very regular pattern of oscillation at
frequencies fp and fc, respectively, that correspond to conspicuous peaks in figures 6.5b
and 6.5¢. Lastly, SL in figure 6.8d is lasing at cw, just like ML, and they are both
unsynchronised.

In figure 6.5¢, the main frequency peak f, = 3.52417 GHz, the nearest left side
peak f,_1 = 3.27789 GHz, the nearest right side peak fy,+1 = 3.76770 GHz. Therefore,

the measured mode spacing amounts to:

f— fmo1 = 246.28 MHz,

fnil — fm = 243.53 MHz,

which when averaged equals Tsep = 244.90 MHz. To obtain the factual mode number of

the highest peak:

m Tf_m (6.1)
sep
_3.52417-10° ¢
24490106 1
=~ 14.

Knowing values of maximum mode frequency and which mode number it corresponds

to allows one to recalculate the value of mode spacing:

fsep = ﬂ—n (6-2)

m
3.52417-10° 1
14

= 251.73 MHz.

Finally, knowing the value of mode separation allows one to calculate the length of

the optical cavity where this frequency is equivalent to the fundamental mode (again

149



6.1 Synchronisation transients

$ W T T T T T T R e e BN B e o
£ - = = § |
2 %k, = z R &
E] EJlan /3 ER i
5 O F/ I 5 F | B
& BV 3 I °H ‘ 7
g s0FE | = B 2 *-‘-.‘W W\l 1
b g E RS A 3
g a0 = ] L !
a - 4 ﬂ.-h LS = -
Efm-.|=|‘|.|.1.|.|.|.!.— g' glhacdg t g b iy oo e 1 ) @3
= S R T e R (R AR ) L WL L ey LN LN LAY BN LA L
£ 50 - E 50 = |
E L " \ El F1 ) 1
< E/ N L £ bl 1
N YRR AVRATRTRARY, I s H i
8 b | AR i § B '3
g o | ! - 2 s b Eat
4 £ E b & ]
g E ] g r 3
£ a0 | - £ 100 = 3
= o g Pt v o v o 1 e g foa 1 o7 o Coi b oep v fls b gl teog b |1 ]

5 4 3 2 1 (v} 1 2 3 4 5 5 4 3 2 1 o 1 2 3 4 5

time [ns] time [ns]

(a) Magnified traces in figure 6.4a. (b) Magnified traces in figure 6.4b.
T B T T T = T ——r T
3 E=T 1 "1~ 1 2 T TR T
o E .
g 2 ]
3 2k ) 3 g 1
L | 8 L
2 - Al ! 5 AT I '
5 2 [ A | L I} ! -
g i B II ! - “,E ]
2 F g g i
a 6 |= — a -
g‘“ PN SO U YN NN MNP NN MO (NI BT Bri -31_ PR R Y A R O T i
= S S I e B PRI L B R s S MR S I RS
i 50 = 1 _E_
R 4 3 i f
5 L 14 5 Ve I
g F E & e
g o b = & |
3 I ’ hs] 1
2 F ] g
o . - o
5 100 |- g g
3 Eod s Lo i g0 efy Fod oy o 3 L

s = 3 2 1 o 1 3 4 5 5 4 3 2 1 0 1 2 3 4 5

time [ns] time [ns]
(c) Magnified traces in figure 6.4c. (d) Magnified traces in figure 6.4d.

Figure 6.8: Detailed temporal traces of ML and SL optical power - Vertical scale
in each figure corresponds to that of the referenced figure. Detector’s typical conversion
gain at 850 nm is 300 V/W.
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6.1 Synchronisation transients

assuming that medium of propagation is essentially air (i.e. n = 1):

(54
fsep onL (6.3)
c
2 =
Qn.fsep

299,792,458 =
2-1-251.73-106 £
~ 59.55 cm.

This sort of distance from SL would require a reflector to be placed between optical
isolators 1SO3 and ISOy4. It is not entirely unreasonable to conclude that back-reflection

might have occurred off ISOg3’s facet, however, taking into consideration that:
« optical isolators’ facets are anti-reflection coated;

« an optical beam confined in this hypothetical cavity would need to traverse from
SL through half-wave plate HWPy and orthogonally-polarised facet of optical

isolator ISO4 and face more than 40 dB of attenuation,

it casts doubt on this particular explanation. It is further compounded by the fact that
figure 6.5d is devoid of such peak. Throughout measurements ‘B’, ‘C’, and ‘D’ the exact
same experimental configuration was employed with the only difference being laser’s
drive current and temperature.

Similarly, it is not inconceivable for the SL to have influenced the ML in spite of
attenuation of its field in the injection arm. ML spectra in figures 6.5b and 6.5¢ do
contain a small peak roughly corresponding to the main peak in respective SL’s spectra.
However, if this really were the case, then those small peaks in ML’s spectra would
also have appeared in average traces (in green), just like the peaks in SL’s spectra.
Additionally, SL’s field having experienced at least 80 dB of attenuation (two ISOs and
possible misalignment) would in such circumstance carry —90 (‘C’) to —100 dB (‘B’)

of power, at most. It is doubtful that optical injection of this magnitude would exert
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6.2 Dynamics of TE and TM modes of an ECSLD

meaningful effect on the then solitary ML.

It would thus suggest that the origin of the frequency peak is SL’s spectra needs to
be looked for in the SL itself.

6.2 Dynamics of TE and TM modes of an ECSLD

The original motivation behind this particular measurement was to investigate whether
splitting a laser’s TE and TM polarisations (while at the same time subjected to
external-cavity optical feedback) would allow use to infer the carrier dynamics from the
TM spontaneous emission and thereby construct the chaotic attractor from experimental
data. In due course of the experiment the original objective proved to be unrealisable
with the employed set-up (for unforeseen reasons) and therefore the focus shifted to an
investigation of TM dynamics, which resulted in the observation that the TM mode
can, in fact, lase in such a configuration.

It is generally assumed that the TE mode of an SLD is the dominant one, whereas
the TM is highly suppressed, firstly due to slightly higher threshold gain, and secondly
due to higher reflection penalties of the laser facets. While this assumption is valid for
solitary lasers, it will be shown that the TM mode can lase in an ECM configuration
[363]. There is no prospect for direct comparison between the results presented in this
thesis and those found in published materials [364-372] primarily because no deliberate

polarisation rotation was here employed.

Experimental configuration

The experimental set-up is presented in figure 6.9. A single semiconductor laser was
used in an external-cavity set-up. A portion of its optical field was diverted via the
BS, through the PBS to the detectors. The NDF; was used to adjust and control the

laser’s optical feedback rate, the NDFy was used to adjust the optical power so that it
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Figure 6.9: Experimental set-up — BS (beam splitter), D (detector), ECM (external-
cavity mirror), HWP (half-wave plate), ISO (optical isolator), L (collimating lens), NDF
(natural density filter), PBS (polarising beam-splitter).

would not exceed the limit imposed by the detectors. The HWP was used to rotate the
incoming optical beam to align it with the PBS thereby assuring that the subsequent
split into two polarisations was optimised. Optical isolators were used to minimise
back-reflection from the detectors. Detector D was used to record the TE polarisation,
whereas Dy was used to record the TM polarisation. For the technical details regarding

the employed components, refer to section 3.1.

Basic experimental procedure

The laser was rendered chaotic (with parameters I = 40.00 mA and 7' = 20.62 °C) and
left undisturbed for 30 minutes. Then, a single measurement of laser’s TE mode as
a function of drive current was performed (see figure 6.10). Later, three analogous
measurements of laser’s TM mode were performed with different values of optical
feedback rate (see figure 6.11). Three different strengths of optical feedback rate—low,
medium, and high—were effected via the rotation angle at which NDF; was fixed: 60,

100, and 133 degrees, respectively.
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6.2 Dynamics of TE and TM modes of an ECSLD

The optical spectrum was recorded along with the optical power via the use of
a fibre splitter connected to the detector Dy (for TE modes), or Dy (for TM modes).
Every measurement was followed by an idle stage lasting 30 minutes when the laser’s
parameters were reset to the above mentioned values.

The optical spectra obtained from the optical spectrum analyser were aggregated to
form contour plots as a function of laser’s drive current (as presented in figures 6.10a,
6.11a, 6.11b, and 6.11c). Each optical intensity—drive current (L-I) plot (as presented in
figures 6.10b, 6.11d, 6.11e, and 6.11f) was recorded simultaneously with its corresponding

optical spectrum.

TE modes of an ECSLD

Typical characteristics of a TE mode of a semiconductor laser subject to external optical

feedback are presented in figure 6.10.
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Figure 6.10: Contour plot of optical power spectrum and L-I curve for TE
polarisation at high optical feedback rate — The vertical dashed lines in both figures
signify the boundary between regimes of spontaneous and stimulated emission. The
horizontal dashed lines in the contour plot are provided as a visual cue and highlight where
the majority of power in the spectrum is.
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6.2 Dynamics of TE and TM modes of an ECSLD

As can be appreciated in figure 6.10a, the laser’s spectral components experienced
a shift towards longer wavelengths with increasing current—the first major mode emerged
at ca. 822 nm and the most significant mode at 827 nm. Another feature present in the
figure is that between 41 and 45 mA there is a region where more modes were supported;
this fact was accompanied by a reduction in power and a slight ‘kink’ in L-T curve, as

indicated by the dashed circle in figure 6.10b.

TM modes of an ECSLD

The result of the first measurement (at a low value of optical feedback), as presented in

figure 6.11a, revealed the presence of two readily discernible regimes of operation:
« spontaneous emission with a broad, but flat, spectrum (below 25.5 mA);
« multi-peak configuration, i.e. chaos (above 25.5 mA).

The modal structure in the figure also reflects this change, with the number of supported
modes progressing from one to four.

By moving to the second measurement (at a medium value of optical feedback), as
presented in figure 6.11b, a third, intermediate, regime emerged. This new regime is
characterised by its pattern of emission that supports one mode at a time, however,
that mode is not stable and can experience hopping whose frequency is dependent upon
optical feedback level [373].

The final, third, measurement (at a high value of optical feedback), as presented in
figure 6.11c, represents the case where all three regimes are clearly defined.

Similarly to ‘kink’ seen in figure 6.10b, a significantly more pronounced change
in gradient (or actually, quantum efficiency [275]) can be appreciated in L-I curve in
figure 6.11d; the cause of this phenomenon is competition between external-cavity modes.

A characteristic point of transition (i.e. threshold) between the regime of spontaneous
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6.2 Dynamics of TE and TM modes of an ECSLD

emission (R;) and regime of stimulated emission (Ry) is present in the figure thereby
illustrating that TM mode did, in fact, lase in the presence of external-cavity mirror.

Figure 6.11e gives an indication of modal instability present in the intermediate
(R3) region. The value of threshold current is seen to decrease as a result of increased
optical feedback; it decreases even further in figure 6.11f for a higher value of optical
feedback. The nonlinear destabilisation seen in Ry in figure 6.11f is possibly due to
mode competition.

The Rs — Rj3 region transition in figure 6.11b is more abrupt than the Ry — Ry
transition in figure 6.11a. Furthermore, the Ry — Rg transition in figure 6.11c is the
most abrupt of the three.

In spite of varying the amount of optical feedback (and also affecting the external-
cavity resonance condition), the most significant mode throughout the three measure-
ments was the one at 826 nm. According to the Lang—Kobayashi model, with increasing
feedback, the laser would try to stabilise itself on one of the longitudinal modes, and
in fact, it has been shown [290] that laser will lock on to the mode with the lowest
linewidth.

To summarise, the evidence for TM lasing is:
« presence of visually discernible threshold current;
e visually discernible modal structure.

The reason for the shift of the threshold current towards lower values of drive
current with an increase in optical feedback rate (the leftmost vertical dashed line in
figures 6.11e and 6.11f moving towards the left) could be explained on the basis of
accompanying increase in number of photons fed back in to, and circulating in the laser
cavity thereby contributing to population inversion, and finally recombining owing to

stimulated emission.
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6.3 Conclusions

The reason for the shift of onset of ‘coherence collapse’ towards higher values of
drive current with increase in optical feedback rate (the rightmost vertical dashed line
in figures 6.11e and 6.11f moving towards the right) could be explained on the basis of
suppression of that regime with the increase of the drive current, as presented in [300]
and in figure 2.3.

One can also notice a shift of ECSLD’s spectrum towards longer wavelengths with
increasing optical feedback (compare figures 6.11a, 6.11b, and 6.11c). This phenomenon
is consistent with previous results [87, 88] where an increase of photon density in laser
cavity decreased the number of carriers. This then contributed to an increase in value of
refractive index thereby increasing the effective length of laser cavity, hence the longer

wavelengths satisfying constructive resonance condition inside that cavity.

6.3 Conclusions

Two experimental surveys were conducted—one revolved around the concept of chaos-
synchronisation through optically chopped injection, while the other focused on aspects
of chaos-synchronised TM polarisation of an ECSLD and its dynamic properties.
Section 6.1 is dedicated to the presentation of a certain switching dynamics whereby
chaotic SL is subjected to optically chopped injection from a solitary ML. Four sets
of SL’s parameters were investigated and their effect on SL’s dynamics was analysed.
In particular, for certain parameter values, a previously unreported feature has been
observed—in due course of the experiment, SL’s time-domain optical power plotted
against ML’s formed a shape akin to an hourglass. Such a shape can most probably be
attributed to the dominating frequency peaks in the SL’s spectrum (and clearly visible
sinusoidal oscillation in figures 6.8b and 6.8¢) conjoined with lack of synchronisation
between the two lasers, hence the generally vertical shape as opposed to diagonal in

synchronisation diagram. During the analysis, the possibility of unintended reflections

158
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was eliminated. Conversely, electrical character has not been ruled out. As an unfortu-
nate consequence, however, the origin of said resonance peaks and selective frequency
amplification remains elusive. Further experimental surveys into the boundaries of the
parameter space would be necessary to allow for conclusive statements to be made
pertaining to the extent of the reported phenomenon.

Section 6.2 raises an issue of lasing of a TM mode in a laser subject to direct (as
opposed to rotated) optical feedback. Notwithstanding the fact that TM mode had been
shown by other research groups to be able to sustain lasing, it is in this thesis where it
is presented for the first time® that TM mode can also lase in the regime of ‘coherence
collapse’. Focus is then moved onto the dynamics of said mode. Optical power spectrum
along with an L-I curve is recorded for TE polarisation. In a separate measurement,
TM polarisation was investigated for three different values of optical feedback. Limited
comparison can be drawn between polarisations as only one experiment involving the
TE mode was performed. The TE mode was stable, developed a pattern of oscillation
and mostly retained it throughout the whole experiment. As for the TM mode, it was
not found to be very stable since it developed a single stable solution first, then hopped,
and finally developed a multi-peak pattern, as well. Physical origin of that hopping
remains elusive and would require further experimental investigation in order to be
unravelled. The reason for the instabilities seen in figure 6.11 could be explained as
manifestation of regime II or III of the injection strength vs external cavity length
diagram (see figure 2.3), where the laser is experiencing mode-hopping, whose frequency
is dependent upon these two parameters. On the other hand, the data gathered here
are not inconsistent with the phenomenon of spatial hole burning, whereby spectral
power density can lead to a significantly lower gain of the dominant mode thereby
favouring neighbouring modes now experiencing higher gain. Thirdly, the unstable

features present in figures 6.11e and 6.11f could as well be interpreted as a manifestation

2 At least to the best extent of the author’s knowledge.
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6.3 Conclusions

of hysteresis [374, 375]. Finally, the characteristic traits were identified in TM mode’s

dynamics that proved that it indeed experienced lasing.
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Chapter 7

Conclusions

7.1 Review of the Thesis

Chapter 1 contains a broad ranging introduction into chaos communications as a scholarly
field of research and the principal points of interest of this thesis. The historical
overview in this chapter was split into three sections—the history of the development of
chaos communications itself, as well as, that of cryptography and steganography—two
disciplines from which chaos communications draws inspiration and on which it is based.
The typical configurations employed in experimental and numerical investigations of
chaos communications were also presented.

A brief account of the history of lasers, with particular attention paid to the
development of semiconductor lasers, was provided in chapter 2 along with a presentation
of semiconductor laser diodes’ (SLDs’) characteristic parameters in comparison to other
laser types. The core of this chapter, however, was devoted to the theoretical foundation
and the mathematical framework used in addressing the physical phenomena pertaining
to the emission of radiation by a semiconductor laser. To this end, the derivation of the
commonly used rate equations was performed starting from Maxwell’s equations and

stating assumptions and limitations along the way. Additional mathematical apparatus
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was introduced to allow for the appropriate treatment of dynamical effects present in
SLDs subject to external optical perturbation. Thus, the concept of chaos was introduced
and expanded into the Lorenz—Haken model. In the final part of the derivation, the
extended Lang Kobayashi model was presented—this model was used to describe the
dynamical phenomena that emerge in a configuration where an SLD is subjected to
external-cavity feedback or to optical injection from another laser. The regimes of
feedback-induced dynamics were presented and defined. The chapter concludes with
a discussion of the implications of numerically solving the Lang-Kobayashi model and
presents the default parameter values used throughout this thesis.

The first experimental results are contained in chapter 3. The first part of this
chapter is concerned with the initial presentation of the experimental methodology
and an investigation of the robustness of the chaos synchronisation to parameter
mismatch in an open-loop configuration. This mismatch was introduced into the a priori
synchronised system in the form of drive current and device temperature. Aggregated
cross-correlation plots were used to present the evolution of the correlation between
the lasers as a function of parameter mismatch. A correspondence between the output
power fluctuations observed experimentally and those reported in published materials
has been observed. For the chosen parameter range, the ML and SL temperature plots
were found to be almost symmetrical. A relation between the parameter mismatch and
the amplification or attenuation of spectral components has also been observed. In
short, the results obtained are in line with the theoretical predictions of earlier published
work. This chapter also dealt with the question of the message transmission using the
Chaos Modulation scheme in an open-loop configuration. Additionally, an attempt
at naive interception of that message was performed. The message was introduced at
four frequencies and six power levels in order to ascertain whether it would give rise
to conspicuous frequency components in the power spectrum. It was found that for

the message to remain hidden its rf power should remain below —25 dBm, a value
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lower that previously reported, which may be explained by lower dimensionality of
chaos, as the lasers operated in the LFF regime. Degradation of synchronisation quality
was observed for increasing levels of message power because the modulation amplitude
drove the ML current below threshold. Lastly, it was found that certain details of ML’s
configuration (such as external-cavity round-trip time) could be easily deducted by
an attacker. Having collected enough temporal data, an attacker could also estimate
the modulation depth of the hidden message. These factors led to the conclusion that
transmission of sensitive information in LFF regime is inherently insecure.

Attention then shifted from experimental investigations to the numerical simulation.
The aim of chapter 4 was to introduce and present the numerical technique used to
solve the Lang—Kobayashi model. The effect of the ramping time duration on SL’s
dynamics was investigated with the aim of examining the locking mechanism. In order
to uncover the underlying trends in the dynamics, which are masked by high-amplitude
chaotic oscillation, averaging of multiple simulations (run with random initial conditions)
were introduced. As a result of the analysis, ‘kinks’ in the average trace of the phase
difference and SL’s carriers were observed and determined to be independent of initial
conditions. Furthermore, the single-run analysis revealed a possibility of using optical
phase as a carrier of a hidden message; it was found that such a message could be
potentially transmitted at a frequency of up to 37 GHz, which is significantly higher than
that of 1 GHz reported in the literature. Then, the difference between the dynamics
triggered by two values of carrier lifetime was investigated. The lower value of 7,
proved to give rise to more stable dynamics and ease of obtaining phase-lock. The
higher value of 7, not only made synchronisation take longer to stabilise, but also
made it easier to lose the existing synchronisation. This analysis was also conducted at
various levels of optical injection. As a result, three regimes of disparate synchronisation
quality were observed. The positive and negative ‘kinks’ were again observed in the

average traces of the phase difference, however in this survey their temporal position
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and magnitude were found to be dependent upon the injection strength. The effect of
injection strength was investigated from the perspective of the SL’s average spectra and
spectral transfer function (STF). The development of peaks in the STF was observed
along with development of a second prominent peak in SL’s spectrum.

Numerical parameter-space exploration was also employed in chapter 5, where the
investigation was motivated by the desire to examine how variations in the intrinsic
parameters of an SLD affected the synchronisation process. In the first part, three
values of carrier lifetime were chosen. It was found that, in general, varying the value of
7, did not affect the synchronisation process in a significant manner (in spite of having
varied 7, by 100% from 2 ns to 4 ns); it did, nonetheless, affect the SL’s spectrum
by shifting the peak STF and altering the overall spectral profile. Also, as indicated
by the Lang-Kobayashi model equations, power levels were decreased by increasing
carrier lifetime. Similarly to the results obtained in chapter 4, the lower value of 7,
was found to render the lasers more stable. Conspicuous peaks in the average spectra
of SL optical power were found to correspond to relaxation oscillation frequency and
its higher harmonics, which explains their preferential amplification. Variation in the
linewidth enhancement factor had little effect on the synchronisation, at least for the
values considered in this thesis. The value of a did, nevertheless, affect the number of
suppressed SL carriers, and (to a lesser extent) the SL optical power in the full-injection
window. For the values considered, three ranges of dynamical properties were observed
and defined. The instant in time when the phase lock takes place was found to be
independent of the value of a. External optical injection was found to exert a stabilising
effect for all values of o, but in particular in the cases characterised by pre-injection
oscillations. From the phase-plots it was concluded that laser synchronisation is indeed
more feasible for the lower values of o, which fits well with the theoretical prediction
that reducing o reduces the complexity of the chaos. Lastly, increasing « resulted

in SL’s spectrum developing a pronounced secondary peak around 21-22 GHz, which
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translated into a frequency shift and amplification of the peak in the STF plot.

The purpose of chapter 6 was to further experimentally investigate the dynamical
properties based on the approach presented in chapter 3. The initial focus was on
the dynamics of SL exposed to optical injection subjected to periodic perturbation
introduced by an optical chopper. Initially, both lasers were set-up to achieve chaos
synchronisation. Later, as the ML’s external-cavity mirror was removed, switching
transients between regimes of injection locking and self-feedback were observed in the
time-domain traces of SL’s optical power. This also led to the discovery of a previously
unreported phenomenon that manifested itself in the form of an hourglass shaped
ML-SL phase portrait, as well as, a spectrum dominated by a peak, accompanied
by its higher and lower harmonics. The possibility of an optical origin of this peak,
emerging through a hypothetical optical resonance cavity, was investigated and rejected.
Since only temperature and drive current were varied, it is therefore postulated that
this phenomenon stems from the laser’s inherent dynamics. The second part of this
chapter reports on experimental investigation of interplay between TE and TM modes
of an external-cavity semiconductor laser diode. Measurements of the TE mode optical
spectrum and optical power were performed, along with further measurements of the
TM mode. It was found that the TM mode in such a basic, optical self-feedback,
configuration did in fact lase. Furthermore, an analysis of development of frequency
components with drive current was performed for three levels of optical feedback as
a consequence of an observation of an abrupt transition of the TM optical power. The
observed TE mode was stable, whereas the TM mode was seen to experience hopping
and discontinuities in the LI plots. As the TM mode was investigated for three levels
of optical feedback, three possible explanations are postulated. Firstly, this instability
could be a result of the laser moving from 1II to III regime of injection strength. Secondly,
it is not incongruent to suggest that the observed mode-hopping came as a result of

spatial hole burning. Thirdly, the LI traces could also be interpreted as evidence of
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hysteresis.

7.2 Future work

During the course of this thesis work certain research topics were identified as having
the potential for further study and development. They are listed and organised with

respect to relevant chapters.

Chapter 3

An automated data acquisition procedure could be incorporated in order to further
investigate the effect of temperature detuning on STFs seen in section 3.1. This approach

could possibly lead to explanation of amplification of certain spectral components.

Chapter 4

The positive and negative ‘kinks’ seen in carrier ratio figures in sections 4.2.2 and 4.2.3
need further investigation. At this stage, there is not enough data to ascertain what the
physical phenomenon behind these ‘kinks’ is. Aside from the ‘kinks’ lies the question of
double gradients, also seen in the figures of carrier ratio. In order to characterise this
feature, one would need to conduct additional investigations of carrier dynamics, e.g.

by keeping the gradient of the ramping function constant and vary:
« the 5™ and, consequently, vary also either the T1 & Ty, or the T5 & T pair;

e the T} & Ty and the T5 & T3 pairs while keeping the ['** constant.

Chapter 5

The multiple averaging approach adopted in this chapter could be applied to investigate

the effect of material gain, g, variation. However, for this approach to yield sensible
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results, it is postulated that the simplistic linear gain model in the Lang-Kobayashi
model would need to be enhanced to account for effects such as spatial hole burning.

A thorough investigation of the effect of photon lifetime could prove beneficial, as it
was reported [111] that photon lifetime plays the most critical role in synchronisation
quality in case of parameter mismatch. It is, nonetheless, noted that such investigation
would be inherently mired in difficulties—altering value of 7, would imply changing
the values of cavity reflectivity coefficients, r, which would in turn affect other aspects
of device performance.

In general, automated sweeps could be adopted to extract material data from various
semiconductor structures. This could then be used to adjust the Lang-Kobayashi model

in order to minimise discrepancies between numerical and experimental results.

Chapter 6

The switching dynamics and the hourglass shape reported in section 6.1 would most
certainly qualify for further experimental investigation. The physical origin of the peaks
in ML’s spectrum remains elusive. The origin of certain features in dynamics could not
be attributed to any optical resonance cavity.

Lastly, the most intriguing feature presented in chapter 6 is the lasing of TM
polarisation of an external-cavity SLD subject to optical feedback, as presented in
section 6.2. The most immediate extension of that experimental investigation would
entail simultaneous recording of both, TE and TM polarisations, along with optical

power and optical spectrum for various values of feedback rate.
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