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When selecting suitable sites for tidal stream energy arrays a wide range of factors must be considered,
from the magnitude of the tidal stream resource, to realistic oceanographic conditions. Previous compu-
tational and laboratory-scale investigations into the impact of waves upon tidal turbines (such as turbine
blade loadings) and turbine arrays (such as array configuration) typically assume that waves propagate
“inline” to the tidal current (waves following or waves opposing the tidal current with a 20° tolerance
limit). We investigated the wave climate at typical tidal stream energy sites across the British Isles.
The wave climate was simulated at 18 sites using a 7-year (2005-2011) SWAN wave model simulation
of the northwest European shelf seas. The principal semi-diurnal lunar constituent (M2) was also esti-
mated at these sites using the three-dimensional ROMS tidal model. A significant proportion of the wave
climate (between 49% and 93% of the time), including extreme wave events (>10 m wave heights), was
found to be propagating in a direction which was “oblique” to the major axis of tidal flow (i.e. waves
which propagate at an angle to the tidal current with a 20° tolerance limit) at all 18 selected sites. Fur-
thermore, the average “inline” wave climate was 2.25 m less in height and 2 s less in wave period in com-
parison to the oblique wave climate. To understand the direct effect of waves upon the tidal stream
resource, the dynamically wave-tide coupled COAWST modelling system was applied to an idealized
headland case study, which represented the typical tide and wave conditions expected at first generation
tidal stream energy sites. Waves were found to alter the simulated tidal velocity profile, which, because
tidal stream power is proportional to velocity cubed, reduced the theoretical resource by 10% for every
metre increase in wave height (R? 94% with 22 degrees of freedom) — depending upon wave period and
direction. Our research indicates that wave angle should be considered when quantifying the impact
of waves upon tidal turbines, such as computational fluid dynamic (CFD) studies, or laboratory-scale
experiments of wake characteristics and turbine fatigue loading. Further, dynamically coupled tide-wave
models may be necessary for a thorough resource assessment, since the complex wave-tide interaction
affected the tidal resource; however, in situ observations of tidal velocity profiles during a range of wave
events will be essential in validating such modelling approaches in the future.
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CCBY license (http://
creativecommons.org/licenses/by/3.0/).

* Corresponding author.

1. Introduction

Accurate assessment of the power available for electricity gen-
eration at tidal stream energy sites is essential for successful device
deployment. For example, the local wave climate may render some
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energy sites are now being developed around the world, and so
understanding realistic oceanographic conditions at proposed tidal
stream energy sites is a priority for the industry; such that opera-
bility, survivability and reliability can be optimised.

The tidal stream resource in the UK is substantial, with an esti-
mated 30% of all UK electricity demand that could theoretically be
produced by tidal power alone [1]. Further, there is a considerable
wave energy resource in UK waters (e.g., [2]), however this ener-
getic wave climate may affect the tidal energy resource [3-5].
The impact of tides on the practical wave energy resource has
recently become the focus of research (e.g. [6,7]), whilst, we find,
the majority of academic studies on tidal stream energy does not
adequately account for realistic waves; therefore, the impact of
waves on the tidal stream energy resource is the focus of this
current work.

Variability within the tidal current (for example, turbulence and
the velocity profile) results in variability to the loadings upon the
support structure, the tidal turbine and the gearbox - hence
increasing potential failure and reducing potential performance
[8-10]. Over-engineering is likely to affect the viability of commer-
cial tidal stream energy projects (e.g., [11]) whilst, conversely,
maintenance is likely to be costly and difficult (e.g. [12]). Indeed,
O’Rourke et al. [13] highlighted that current restrictions to tidal
stream energy development were installation, maintenance, and
loading conditions. The addition of wave forces and momentum
will increase fatigue and loadings that could increase the potential
damage to the tidal turbine and its support structure (e.g., [14-
16]); therefore, the implications of wave loading upon tidal stream
devices, in terms of fatigue and turbine spacing (within an array),
has rightly become the focus of recent research [17,18]. Addition-
ally, the amount of time when the tidal turbine cannot produce
power (which we call downtime) could have a significant effect
upon the viability of a site. Further, the period of extreme storm
waves and sea-states that may interrupt maintenance programs
should be considered when selecting potential tidal stream energy
sites.

A major assumption within research of surface wave loading
upon tidal stream turbines is that wave propagation is aligned with
the rectilinear tidal flow; with either “waves following” (propagat-
ing with the tidal current), or “waves opposing” (propagating
against the tidal current). As waves propagate into coastal waters,
shallow water processes transform their height (H), period (T) and
direction (0) [19], such as shoaling and refraction due to bathymet-
ric features. During extreme storm events, waves above 18 m in
height have been observed in UK waters [20], which may have
been the result of a crossing sea state of two crossing (by at least
90°) wave groups [21]; hence, it appears that waves can propagate
at angle to the tidal current direction, and in doing so can become
highly nonlinear, which may be an important consideration within
tidal stream energy design.

Tidal current misalignment to the turbine has been shown to
increase the loading and failure potential of a turbine (e.g. [22]);
hence wave - tidal current misalignment is likely to further
increase the fatigue and extreme loadings of a tidal turbine. Fur-
thermore, as turbulence and wave processes affect the thrust, tor-
que, and tip-loss/stall characteristics of turbine blades [8,23], the
effect of oblique wave events is likely to affect turbine performance,
wake properties (hence array configuration), and fatigue loading
estimates. Events when waves cross sea currents are well docu-
mented [24,25] - yet the occurrence of oblique wave events at
potential tidal stream energy sites has yet to be quantified. Indeed,
within the tidal stream energy literature, we could find no studies
of wave impacts upon tidal turbines which included wave angle;
either via laboratory studies (e.g. [18]) or computational fluid
dynamic (CFD) modelling (e.g., [15,26]). We hypothesise that there
will be many instances when waves will not propagate inline to the

tidal flow (waves following or waves opposing the tidal flow);
hence a significant oblique wave climate may be present at a pro-
posed tidal stream energy site (i.e. times when waves are travelling
at an angle that is oblique to the rectilinear tidal flow).

Surface waves add additional momentum and mass to the mean
flow in the form of Stokes velocities, and the generation of radia-
tion stresses [27]. Further, surface waves significantly affect the
apparent bed roughness felt by the tidal flow near the bed, due
to turbulent momentum transfer of these higher frequency oscilla-
tory wave velocities [28-30]. Hence, surface waves can have a con-
siderable influence on mean velocity profiles in coastal waters (e.g.,
[31]). Excluding inter-device interactions, device characteristics
(e.g. cut-in and power-rated velocities), and tidal flow by-pass
[32], the tidal stream power density is approximately proportional
to the cube of the tidal velocity (e.g. [33]); thus any small change in
tidal flow could result in a significant change in the available tidal
resource. Furthermore, when we consider instances when electric-
ity is not generated due to storm waves, or periods of calm sea-
state suitable for maintenance work, the local wave climate could
have a significant impact on the annual net power available at a
proposed tidal stream energy site.

Non-linear interactions between waves and currents, in a
coastal setting, have been the focus of much research over the
last decade [30], including the effects of tides on modifying the
wave energy resource [6]|. However, little research has been per-
formed on the effect of waves on the tidal stream resource.
Observations from flume experiments (e.g., [34,35]) and CFD
models (e.g., [29]), show an increase in upper water-column
velocities occurs when waves propagate in the opposite direction
to the tidal flow - whilst the converse is true when waves prop-
agate in the same direction as the tidal currents. The specific
effect of surface waves on the velocity profile is dependent on
bed roughness and wave angle; for example, an increase in near
bed tidal velocities was found when waves are propagating in a
direction that is perpendicular to the tidal current for a smooth
bed, with the opposite occurring (reduction in near bed velocity)
when the bed is rough [34-37]. Nevertheless, the apparent bed
roughness (the seabed friction experienced by the tidal flow
due to the physical bed roughness combined with the relative
roughness which is a function of the wave orbital velocity) is
the dominant factor in wave-current interaction processes (e.g.
[28-30,37,38]). However, the net effect over a tidal cycle is that
the presence of waves can increase the apparent bed roughness
(experienced by the tide), which reduces depth averaged tidal
velocities (albeit slightly), and alters the velocity profile (e.g.
[37-39]).

In shallow-water coastal regions, and at times of major storm
wave events, the effect of wave-current interaction can be signifi-
cant [38]. Observations by Prandle and Wolf [39] in 12.5 m water
depth found that the depth averaged speed of the principal semi-
diurnal lunar constituent (M2) decreased by 5% with each 1 m
increase in wave height (wave direction unknown) - which we call
the Prandle and Wolf relationship in this paper. Although modifica-
tion of bottom friction reportedly had little effect on depth aver-
aged tidal currents in water depths greater than 50 m [40], most
turbines will likely be deployed in water depths less than 50 m
[41]; hence, the direct effect of surface waves on the tidal resource
may be significant.

As an example, we can estimate the change in the tidal stream
power available if the presence of waves reduces the depth aver-
aged peak tidal velocity (i) by 0.1 m/s - from 2 m/s to 1.9 m/s
(which equates to a 2 m wave height based on the Prandle and
Wolf relationship [39]). The net power density (P) can be estimated
over a tidal cycle assuming fg“z hp, = %p(ﬂtfdt (where
p =1025 kg/m>) and the sinusoidal tidal velocity (ii;) has a period
of 12.42 h. In our example, we estimate the total net power density
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available over a tidal cycle reduces from 21.6 kW/m? to 18.5
kW/m? if the depth averaged tidal velocity decreases by 0.1 m/s;
a 14% reduction in the resource.

The aim of this paper is to examine the wave climate at a num-
ber of proposed tidal stream energy sites around the British Isles,
including wave direction, and to discuss the likely impacts on the
tidal energy resource; thus determining if a computationally
expensive coupled wave-tide modelling approach is necessary to
fully characterize the tidal energy resource. Firstly we establish
the oblique wave climate at selected tidal stream energy sites (Sec-
tion 2). We then use a dynamically coupled wave-tide model to
understand the impact of waves upon the power available at a typ-
ical 1st generation tidal stream energy site (Section 3).

We have chosen to use a 3-dimensional hydrodynamic model
system with hydrostatic approximations (see Section 2.1) because
we need to accurately determine the major axis of tidal current
propagation at tidal stream energy sites where secondary flows
may be important (for comparison to wave climate direction -
see Section 2), and simulate at spatial scales (and regions) where
vertical accelerations are negligible in comparison to gravitational
accelerations. Moreover, we use a 3-dimensional dynamically cou-
pled (wave-tides) modelling system because we are interested in
the effect of waves on the velocity profile of tidal flow (Section
3); however, it should be noted that other modelling approaches
exist (e.g. [41,42]), each with benefits and penalties.

2. Wave and tide directionality

To understand the wave climate at a typical potential tidal
stream site, we employed a 7-year spectral wave model, and a
28-day 3D tidal model to resolve the main spring-neap tidal ellipse
constituents (the combination of the principal semi-diurnal solar
constituent, S2, and the M2 constituent, defined already, describes
the UK’s spring-neap cycle). The tide and wave models were run
independently in this section, and the directional wave climate
was compared to the angle of the major axis of the tidal ellipse.
Therefore, the directional wave climate relative to the tidal flow
at a number of potential tidal stream energy sites around the Brit-
ish Isles was calculated.

2.1. Tidal model

To simulate the tidal flow around the British Isles, the 3D Regio-
nal Ocean Modelling System (ROMS) model [43-45] was used - a
modelling system that has been successfully applied to tidal
stream energy studies in the UK (e.g., [46]). ROMS is a free-surface
ocean circulation model, based on finite-difference approximations
of the Reynolds-Averaged Navier-Stokes (RANS) equations using
hydrostatic and Boussinesq assumptions, with terrain-following
(sigma) coordinates in the vertical, and orthogonal curvilinear
coordinates in the horizontal [47]. Further details about the model
code can be found here: https://www.myroms.org.

The GEBCO bathymetric data product (http://www.gebco.net/),
at 30 arc-second resolution, was used to construct a regular 1/24°
horizontal resolution model domain extending from 42°N to 62°N,
and from 15°W to 10°E (see Fig. 1), with ten depth layers using the
sigma coordinate system (evenly distributed throughout the water
column). The open boundary was forced with TPXO7 data (http://
volkov.oce.orst.edu/tides/TPX07.2.html) for ten tidal constituents
(M2, S2,N2, K2, K1, 01, P1, Q1, Mf, and Mm). A computational time
step of 60 s (barotropic) was used for a 30 day simulation (includ-
ing 2 days of spin-up) with a minimum water depth of 10 m. Wet-
ting and drying was not included in this simulation, as the
geographic scale of inter-tidal regions was negligible in relation
to the model resolution at shelf scale. The Generic Length Scale

159
Woow s

Fig. 1. The computational domain and bathymetry (colour scale in metres) of the
3D ROMS tidal model, with 18 potential tidal stream energy sites (shown as red
crosses) where the amplitude of the principal semi-diurnal lunar (M2) velocities
exceed 1.5 m/s. An expanded view (black box) of the Pentland Firth (sites 1 to 3),
with the location of the wave buoy shown as a black circle. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)

(GLS) model for simulating turbulence was set to the k- turbu-
lence model for our simulations (p =3, m=1.5and n = —1 - for fur-
ther details see [48]). Furthermore, it should be noted that similar
results were found when a number of ROMS turbulence schemes
and a number of case studies were investigated [48]. Quadratic
friction was employed with a drag coefficient (Cd) of 0.003, which
is consistent with previous ROMS studies that simulate the flow
through energetic tidal channels (e.g., [46]).

Validation of our ROMS tidal model was performed for M2 and
S2 elevation components (amplitude and phase), at 45 tide
gauges around the British Isles — from the National Tidal and
Sea Level Facility (www.ntslf.org). A Root-Mean-Squared-Error
(RMSE) of 0.30 m (normalized RMSE of 7%), and a phase RMSE
of 13° was calculated for the validation of the M2 constituent.
A RMSE of 0.08 m (6% normalized RMSE) and 21° was calculated
for the validation of the amplitude and phase of the S2 constitu-
ent. The skill of our tidal model was validated using a linear
regression score (R?) and a Pearson’s correlation score of the
dependence, between observed and simulated M2 and S2 eleva-
tions at the 45 tide gauges. An R? value of 94% and Pearson’s cor-
relation coefficient of 0.97 for the M2 constituent was calculated
(at 5% level of significance). For the S2 constituent, an R? value of
96%, and Pearson correlation coefficient of 0.98 was calculated.
Therefore, we found our 1/24° ROMS tidal model showed accu-
racy and skill at simulating the sea-level associated with the
spring-neap cycle.

M2 tidal ellipse information from our model was compared to
the Finite Element Solution and data assimilated global tide prod-
uct; FES2012 [49,50]. As a data assimilated product, FES2012 vali-
dates extremely well [49,50]; however, many important tidal
energy sites (e.g. the Pentland Firth; sites 1 to 3) are not resolved
within this tidal data product due to the spatial resolution (which
is 1/16°). To gain confidence in the tidal velocities simulated in our
ROMS tidal model, we compared FES2012 M2 ellipse information
at 11 of the sites in Table 1 (as the 7 other sites were not resolved
sufficiently by the FES2012 product). Comparison to the FES2012
M2 tidal ellipse information gave a RMSE of 7° for the M2 ellipse
inclination (angle of the major tidal current axis), and an M2 phase
RMSE of 9°. Therefore, we assume the direction of our tidal veloc-
ities in the ROMS tidal model to be accurate.
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Table 1

The location and estimated depth-averaged M2 tidal ellipse information for 18 potential tidal stream energy sites distributed around the British Isles, calculated using a ROMs
tidal model. Tidal ellipse inclination is displayed as the angle (clockwise from North) to the major axis component, with the maximum (Cmax) and minimum (Cmin) velocity axis

also shown.

Site Site description Latitude (°N) Longitude (°East) Cmax (m/s) Cmin (m/s) Inclination (°N)
1 Pentland Firth - west 58.73 -3.34 2.25 0.05 274
2 Pentland Firth - central 58.73 -3.11 3.59 -0.18 286
3 Pentland Firth - east 58.68 -2.95 2.32 -0.36 303
4 Shetland south 59.80 -1.40 1.34 -0.15 301
5 Fair Isle 59.49 -1.76 1.52 -0.29 328
6 Orkney - north 59.41 —-2.24 1.85 -0.10 323
7 Islay 55.28 -5.99 3.00 -0.14 319
8 Isle of Man 54.44 -4.58 1.94 —-0.08 60
9 Anglesey 53.51 -4.73 1.84 -0.17 52

10 Pembroke 51.93 -5.45 1.61 —0.02 32

11 Bristol channel 51.29 -3.53 1.52 -0.03 287

12 Isle of Wight 50.53 -1.12 1.56 —0.04 87

13 East Anglia 52.75 1.84 1.55 —-0.05 326

14 Cherbourg east 49.73 -1.20 1.82 0.04 306

15 Alderney north 49.56 -2.37 2.14 0.28 323

16 Alderney south 49.34 -2.75 1.74 0.30 314

17 Northern Brittany 48.97 -2.98 2.39 —-0.03 308

18 Southern Brittany 48.57 -5.16 1.83 -0.28 56

2.2. Wave model

Surface waves were modelled independently of the tide using
the SWAN (Simulating WAves Nearshore) third-generation
spectral wave model [51]. We used a SWAN wave model of the
northwest European shelf sea that has already been extensively
validated [2,52]. The wave model was applied initially to a region
which covered the entire North Atlantic at a grid resolution of 1/
6°, extending from 60°W to 15° E and from 40°N to 70°N. A one-
way nested higher resolution (1/24°) grid of the same domain as
the UK ROMS tidal model (see Fig. 1) allowed the wave climate
of potential tidal stream energy sites to be resolved sufficiently.
The wave climate of the northwest European shelf sea was simu-
lated for a 7 year period (2005-2011), using Met Eireann (the Irish
Meteorological Service) gridded wind data from their operational
HIRLAM (High Resolution Limited Area Model) version 7.2 forecast
model (www.hirlam.org). The grid resolution of this HIRLAM
model is 0.1°, with 60 vertical levels, and the resolution of the
interpolated output wind data is 0.5°, extending from 60°W to
15°E, and from 40°N to 70°N at 3-hourly intervals.

2.3. Current and wave angle comparison methodology

The major (Cmax) and minor (Cmin) axes of peak M2 tidal
velocity in a tidal ellipse describes the size and shape, with phase
describing the timing of peak currents. Hence, the angle of the rec-
tilinear (or near-rectilinear) M2 tidal flow at potential tidal stream
energy sites is the angle (INC) of the major tidal current axis
(Cmax). The descriptive parameters (Cmax, Cmin, INC and phase)
of the major semi-diurnal lunar constituent (M2) depth-averaged
tidal ellipse were calculated using t_tide analysis [53] from the
28 day ROMS simulated depth-averaged tidal velocities (2 days
allowed for model spin up). A 28-day simulation was chosen to
accurately infer the M2 (principal semi-diurnal lunar constituent)
and S2 (principal semi-diurnal solar constituent) tidal constituents.
A number (but not an exhaustive list) of proposed tidal stream
energy sites around the British Isles was identified (Table 1 and
Fig. 1) based on regions where the amplitude of our ROMS simu-
lated depth-averaged M2 Cmax was greater than 1.5 m/s, and the
peak spring-neap (M2 +S2) tidal current exceeded 2m/s - a
threshold that is desirable for tidal stream energy extraction.

The 7-year (2005-2011) time-series of the 3-hourly simulated
wave climate was extracted at these 18 potential tidal stream

energy sites (see Fig. 1 and Table 1). The angle of wave direction
(travelling from, °N) was compared to the simulated inclination
of the M2 major current axis (also calculated relative to °N). If
wave propagation was within £20° to INC (flood tide flow), or
the reverse of this angle (ebb flow), then the wave event was con-
sidered to be “inline” - waves propagating with or against the tidal
current. A directional uncertainty of +20° was included to account
for resolution errors within the models (we estimated 20° to be the
maximum sub grid-scale refraction possible at the 18 selected sites
in our simulations), as well as processes not resolved within the
tide or wave model; such as wave refraction due to tidal currents
(e.g. [24,25]). Generally, shorter period waves are mainly affected
by tidal current refraction [7], whilst longer period swell waves
(with wave orbital motion that penetrate further into the water-
column) are more affected by bathymetry refraction. Therefore
inline (+20°) wave events could be identified within the
7-year SWAN simulation, and the oblique wave climate can also
be calculated (assuming a device always faces the direction of tidal
flow).

2.4. Current and wave angle comparison results

The 7-year (2005-2011) wave climate at the 18 selected sites
(Fig. 1) is shown in Table 2, simulated with the well validated
[2,52] SWAN model of the northwestern European shelf seas. The
simulated wave period we present (displayed in Table 2) is the

mean  absolute  wave period (TMO02); defined as
) o
T™MO02 =271 (%) within the SWAN derived energy den-

sity spectrum E(w, 0) of the relative radian frequency (w) distrib-
uted over direction () - which gives the most comparable
measure of wave period with wave buoy observations [54]. To
describe the simulated wave height, the well-known significant
wave height parameter (Hs) was used, based on the variance of
the sea surface elevation (mo) as Hs = 4./mo.

The wave climate across the 18 selected sites was found to have
similar mean wave heights (of order 1-2 m, and wave periods
between 3 and 4 s); see Table 2. However, there is spatial variabil-
ity, and west coast bias, in the magnitude of the wave climate
around the British Isles (Table 2). For example, the simulated max-
imum reduces by approximately 3 m between the west (site 1) and
the east (site 3) of the Pentland Firth (see Fig. 1), with a small
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Table 2

The maximum and mean wave climate, including standard deviation (s.d.), of wave height (Hs) and period (T) simulated between 2005 and 2011 at 18 potential tidal stream
energy sites. Frequency of “maintenance widows” was calculated as the number (%) of calm days when wave height was less than 2 m.

Site Mean wave climate s.d. of wave climate Maximum Maintenance window (% of record <2 Hs)
Hs (m) T (s) Hs (m) T (s) Hs (m) T (s)
1 1.38 2.7 1.04 1.0 9.59 8.7 79
2 1.13 2.4 0.78 0.8 7.08 7.4 87
3 1.15 2.5 0.75 0.7 6.53 6.4 88
4 2.06 3.2 1.41 1.0 11.91 8.1 59
5 2.05 32 1.41 1.0 11.70 8.0 60
6 1.97 3.1 1.30 0.9 9.79 7.5 61
7 1.20 2.4 0.88 0.8 7.34 6.2 85
8 0.92 2.1 0.68 0.7 4.89 4.9 92
9 1.22 2.4 0.96 0.9 7.66 6.2 82
10 1.50 2.7 1.17 1.0 10.40 7.5 75
11 0.81 2.0 0.65 0.8 5.78 6.3 94
12 1.16 2.3 0.95 0.9 9.15 7.6 85
13 0.98 2.2 0.64 0.7 5.12 5.4 93
14 0.83 2.0 0.57 0.6 435 4.5 95
15 1.10 2.3 0.78 0.7 8.02 6.6 88
16 1.32 2.5 1.01 0.9 11.09 7.9 81
17 1.25 2.5 0.88 0.8 9.70 7.5 84
18 1.73 3.0 1.28 1.1 12.49 8.4 69

change in the mean wave height (and associated standard
deviation).

The majority (i.e. nine sites: 1, 4, 5, 6, 10, 12, 16, 17 and 18) of
the 18 selected sites experienced extreme wave events in the 7-
year simulation that exceeded 9 m in height and 7.5 s in period.
Moreover, the significant wave height (Hs) and mean absolute
wave period (which we shall call T from here) are statistical prop-
erties, therefore sites will experience individual waves greater than
the values in Table 2. Relatively quiescent wave conditions, when
compared to other selected locations such as sites 4 and 5 (see
Table 2), were found at sites 8 (Isle of Man), 13 (East Anglia) and
14 (Cherbourg east); which all had a maximum wave event less
than 5.5 m at 5.5 s, and a mean Hs below 1 m.

The amount of time access for maintenance can be achieved
may be an important consideration when selecting a tidal stream
energy location. A maintenance window was calculated as the per-
centage of time (within the 7 year simulation), when Hs was <2 m.
A wave height of 2 m was chosen as the threshold of a “calm” day
based on offshore wind farm guidance for maintenance boat access

100 -
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Fig. 2. Significant wave height (Hs in metres) exceedance probability (%) of four
contrasting potential tidal stream energy sites (sites 1, 4, 10, and 14 see Table 1) -
estimated using a 7-year SWAN wave model of the northwest European shelf sea.
The 2 m wave height “maintenance window” threshold is shown as a black dashed
line.

[55] - however, the significant wave height exceedance probabili-
ties for a number of sites (1, 4, 10, and 14) is shown in Fig. 2 to
demonstrate the variability of “maintenance windows” (irrespec-
tive of a wave height threshold) between sites. Sites 1 and 10
(see Fig. 2) were found to have a significant wave height climate
close to the average (see Table 2), whilst site 4 had the largest wave
climate and 14 had a quiescent wave climate (see Fig. 2). Further,
sites 4, 5 and 6 (i.e. the Northern Isles of Scotland) were found to
have a low number of “maintenance window” periods during the
7-year simulation (~60%), especially when compared to some
other tidal sites where waves were below 2 m for over 90% of
the time (e.g. sites 8, 11, 13 and 14: see Table 2).

The inclination (i.e. angle) of the major axis of the depth averaged
M2 tidal current ellipse was compared to the simulated 7-year wave
climate (2005-2011) at each of the 18 selected sites. As an example,
the directional wave climate (wave height an period), compared to
the tidal current output and M2 tidal ellipse for three selected sites
is shown in Fig. 3, which demonstrates that wave events were not
always inline to the M2 major tidal current axis. The inline wave cli-
mate was calculated when simulated wave directions were follow-
ing or opposing the ROMS simulated M2 tidal peak current
direction (M2 inclination +20°). Hence, as described in Fig. 3 for a
three sites, the wave climate inline to the major tidal current axis
can be determined. The inline wave climate (waves following or
waves opposing the M2 tidal current +20°) for all 18 selected sites
is shown in Table 3, whilst the oblique wave climate (waves that
are not propagating inline with the rectilinear tidal flow) is shown
in Table 4. As an example, in the first entry of Table 3 (site 1); waves
were inline with the tidal flow for 33% of the 7-year period, with a
mean inline Hs of 1.58 m and T of 3.8 s. In contrast, waves were obli-
que to the tidal current 67% of the 7-year period at site 1 (see Table 4),
with a mean oblique Hs of 1.29 m and T of 3.3 s.

The inline wave climate varied significantly between the
selected tidal stream energy sites (Table 3). Moreover, the wave cli-
mate oblique to the tidal flow was found to be greater than the
inline wave climate at all 18 selected sites with the exception of
site 11 (the Bristol Channel); see Table 4. This is not surprising,
since tidal currents tend to be aligned parallel to the coastline,
whereas waves will refract towards the coastline according to their
wave period, such that a typical wave orthogonal will be perpen-
dicular to the coastline. For example, sites in [slay (site 7) and Pem-
broke (site 10) had an oblique wave climate over 90% of the time
between 2005 and 2011 (see Table 4). Indeed, the oblique wave cli-
mate on average (between all 18 sites) accounted for 59% of the 7-
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Fig. 3. Examples of the tide and wave climate at three potential tidal stream energy sites (A to C). Depth-averaged principal semi-diurnal lunar (M2) tidal velocity (black dots)
simulated over 28 days, with the M2 tidal ellipse shown in red, and compared to the simulated 7 year (2005-2011) significant wave height (Hs), and SWAN wave model
period output (T), averaged into 9 x 40° bins at three potential tidal stream energy sites: (A) Pentland Firth west (site 1: 58.73°N & 3.34°W), (B) Orkney (site 6: 59.41°N &
2.24°W), and (C) Pembroke (site 10: 51.93°N & 5.45°W). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this

article.)

year wave climate, with maximum wave events typically being
2.25m and 2 s greater in height and period (the average Hs being
also 0.13 m higher). This examination of the wave and tidal condi-
tions around the British Isles - a world leading marine energy
resource — therefore brings into doubt the approach adopted by
the majority of laboratory and CFD experiments, in which waves
and tidal currents are assumed to be exclusively inline (waves fol-
lowing or opposing the flow).

2.5. Observations from the Pentland Firth
To further validate our simulations of the oblique wave-tidal cur-

rent climate at tidal stream energy sites (Table 4), data from a Data-
well Waverider buoy located in the Pentland Firth were analysed.

The Waverider buoy was deployed at 58.675°N and 3.279°W
(located approximately between sites 1 and 2; see Fig. 1), between
16th January and 17th July 2012 (thus no complete autumn/winter
observations were available) at ¥2 hourly intervals. The significant
wave height (Hs), zero up-crossing wave period (Tz) and wave direc-
tion (°N) time-series of the Pentland Firth wave buoy is shown in
Fig. 4. The M2 tidal ellipse was calculated at the corresponding loca-
tion using our 3D ROMS UK tidal model. The angle of the M2 major
current velocity axis was calculated to be 87° (relative to °N). As
before (Section 2.4), the inline and oblique wave climate was calcu-
lated with a +20° directional uncertainty tolerance, hence the inline
and out-of-line wave climate (wave angle relative to tidal current
flood-ebb axis >20°) was calculated and is presented in Table 5
and Fig. 4.
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Table 3

The 7-year (2005 and 2011) inline wave climate to the major axis of the M2 tidal flow
at 18 tidal stream energy sites (either waves following; INC +20°, or waves opposing
flow; inverse of INC +20°). The occurrence of these inline wave events (%), the mean
and standard deviation (s.d.) of height (Hs) and period (T), including the maximum
inline wave event with the relative angle A¢°, as the smallest (irrespective of
direction) angle between the axis of major tidal current and the wave direction.

Site  Occurrence (%) Hs (m) T(s) Maximum event  A¢°
Mean s.d. Mean s.d. Hs(m) T (s)
1 33 1.58 1.09 38 1.0 959 7.5 18
2 24 1.14 0.70 3.1 0.7 530 5.2 19
3 16 1.03 059 3.0 06 432 44 18
4 19 2.16 146 43 1.1 1113 7.9 17
5 12 1.78 1.18 38 09 9.78 7.0 13
6 11 1.55 096 3.6 0.7 790 6.1 15
7 7 0.88 0.56 2.6 0.6 3.83 4.1 8
8 22 0.77 055 24 0.6 3.63 4.1 18
9 12 0.96 065 27 0.7 4.02 4.5 16
10 10 0.97 0.68 2.8 0.7 4.49 4.8 8
11 51 1.02 074 3.0 0.8 5.78 6.3 10
12 25 0.84 053 26 0.6 3.84 43 18
13 23 0.98 063 29 0.7 5.12 5.4 2
14 25 0.89 0.60 2.7 0.7 3.54 4.5 9
15 16 1.02 064 28 0.7 4.49 4.5 19
16 20 1.31 090 3.2 0.8 6.82 5.9 17
17 17 1.04 059 29 0.6 3.96 43 16
18 22 1.66 1.19 39 1.0 11.52 7.9 19

Table 4

The 7-year (2005 and 2011) oblique wave climate to the major axis of the M2 tidal
flow at 18 tidal stream energy sites (i.e. not inline with the tidal flow #20°). The
occurrence of these inline wave events (%), the mean and standard deviation (s.d.) of
height (Hs) and period (T), including the maximum oblique wave event with the
relative angle A0°, as the smallest (irrespective of direction) angle between the axis of
major tidal current and the wave direction.

Site  Occurrence (%) Hs (m) T (s) Maximum event
Mean s.d. Mean sd. Hs(m) T(s) A6°
1 67 1.29 1.00 33 1.0 948 74 28
2 76 1.13 080 3.0 08 7.08 6.1 26
3 84 1.17 078 33 08 6.53 6.3 68
4 81 2.03 139 41 1.0 1191 8.1 24
5 88 2.09 144 441 1.0 11.70 8.0 61
6 89 2.02 132 441 1.0 9.79 7.5 44
7 93 1.23 089 3.1 08 734 6.1 77
8 78 0.96 071 2.7 0.7 4.89 49 59
9 88 1.26 099 3.1 09 7.66 6.2 86
10 90 1.56 120 35 1.0 10.40 7.5 81
11 49 0.59 046 2.2 06 3.26 43 20
12 75 1.27 1.03 3.1 1.0 9.15 7.2 42
13 77 0.98 064 2.8 0.7 463 52 27
14 75 0.81 0.56 2.6 0.6 435 45 59
15 84 1.11 081 29 08 8.02 6.6 57
16 80 1.33 1.04 33 09 11.09 7.9 42
17 83 1.29 092 33 09 9.70 7.5 56
18 78 1.76 130 3.8 1.1 1249 8.4 26

Waves were observed to be at an angle (oblique) to the simu-
lated tidal flow for the majority (90%) of the 6 month record; with
a mean oblique significant wave height (Hs) of 1.11 m and zero up-
crossing wave period (T,) of 6s, compared to a mean inline Hs of
0.62 m and T, of 5s. Further, the maximum oblique wave event
(Hs=5.45m) was much greater than the inline counter part
(Hs = 1.84 m); see Table 5. The 7-year modelled wave climate at
Pentland Firth (i.e. between sites 1 and 3) cannot be directly com-
pared to the 6 month observation period because of a difference in
simulation dates and time-series length (i.e. modelled period
between 2005 and 2011, whilst the observation period was
between January 2012 and July 2012). However, as the wave model
is already well validated [2,52], we can quantitatively compare
observations to model results - as shown in the appendix. For

example, we estimate an 88% maintenance window based on the
observed time-series (see Fig. 4) — which is very close to our main-
tenance window estimations for sites 1 to 3 in the Pentland Firth
(79-88% - see Table 2). Moreover, the modelled and observed
wave climates were similar; both in the frequency of oblique wave
events (84% simulated at site 3 compared to 90% observed), and
mean wave height (simulated Hs of 1.13 m to 1.29 m in the Pent-
land Firth compared to an observed mean Hs of 1.11 m); see Tables
3 and 5. Therefore, based on wave observations in the Pentland
Firth (Fig. 4), and the simulated wave climate at 18 potential tidal
stream energy sites around the British Isles (see Table 4 and Fig. 2),
we conclude that a significant oblique wave climate can be present
at tidal stream energy sites.

3. Effect of waves on tidal currents

The effect of waves upon the tidal velocity profile, and thus the
tidal stream power available, was investigated for an idealized
symmetrical headland, based on a modified classical headland test
case [56]. A dynamically coupled tide-wave model was applied to
this idealised headland domain, with characteristics similar to that
of typical first generation tidal stream energy sites (in tidal veloc-
ities, wave climate, and water depths). A curvilinear grid (mini-
mum grid size of 110 m by 92 m at the headland tip, maximum
grid size of 1990 m by 1690 m offshore) was used to discretize a
domain 50 km (east-west) by 25 km (north-south), with a para-
bolic headland running along the southern boundary, and depth
increasing linearly from a minimum of 4 m (at the headland) to a
constant depth of 40 m, 3 km offshore - see Fig. 5.

The direct effect on the tidal stream energy resource was calcu-
lated as a change in the net power available over a tidal cycle due
to wave-induced modification of the tidal velocity. An M2 tidal
flow (from 0.43 m/s to 0.5 m/s at the northern edge) and elevation
(0.6-0.71 m), at the west and eastern boundary are imposed as a
clamped free surface open radiation condition (see https://
www.myroms.org/wiki/index.php/TEST_HEAD_CASE). The phase
difference between the western and eastern boundary is such that
the system acts like a standing wave (180° out-of-phase), with a
node (almost zero free-surface amplitude) at the headland, where
depth-averaged peak velocities of ~2 m/s are generated.

The wave conditions applied as boundary conditions to the ide-
alized headland domain of Fig. 5 were derived from the 7-year
(2005-2011) SWAN northwest European shelf sea wave climate
(see Fig. 6). We use the wave climate of site 1 (western Pentland
Firth) as a typical tidal stream energy site because the mean wave
height was close (0.06 m) to the average Hs of all sites (see Table 2).
Therefore, based on the relationship between simulated wave
height (Hs) and period (T) at site 1, the upper limit of swell waves
(longer period) and storm wave events (shorter period) were
derived (as shown in Fig. 6 and Table 6), and used to force the
dynamically coupled wave-tide idealized headland model (see
Fig. 6 and Section 3.1). Two boundary wave direction scenarios
were imposed to account for wave direction: “north” (open north-
ern boundary, waves propagating south) to simulate an oblique
wave event, and “east” (open eastern boundary, waves propagating
west) to simulate an inline wave event.

3.1. The dynamically coupled wave-tide modelling system

Dynamically coupled wave-tide models simulate the additional
conservative and non-conservative forces; for example momentum
and mass fluxes induced by waves (through stokes drift, radiation
stress and wave roller terms in addition to the tidal flow), as well
as the current induced Doppler shift in frequency and phase speed
of the surface waves (e.g., [27,47]). Therefore, a dynamically cou-
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Table 5

The significant wave height (Hs) and zero-upcrossing wave period (Tz to the nearest
integer) wave climate (including standard deviation; s.d) observed in the Pentland
Firth (3.2792°W, 58.675°N) between 13th January 2012 and 18th July 2012. The wave
climate has been split into wave events propagating in-line (either propagating with
or against the tidal flow) and oblique (traveling at an angle of >20° or more from the
direction of tidal flow).

Oblique Inline (£20°)
Occurrence 90% 10%
Mean (Hs) 1.11m 0.62 m
s.d. (Hs) 0.80 m 0.33m
Mean (Tz) 6s 5s
s.d. (Tz) 2s 1s
max (Hs) 545m 1.84m
Corresponding Tz of max 9s 7s
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Fig. 5. Idealized tidal stream energy headland model domain and bathymetry (m)
used in the 3D dynamically coupled COAWST model. The position of the offshore
point where tidal velocity profiles were analysed is shown as a blue cross.

pled model approach allows the simulation of non-linear interac-
tions between the effect of tide on waves (e.g., [3,7]), and the effect
of waves on currents [57].
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Fig. 6. The frequency (%) of wave conditions simulated over a 7 year period (2005-
2011) at the Pentland Firth west site (58.73°N & 3.34°W). Wave conditions were
averaged into 0.1 m significant wave height (Hs) and 0.25 s wave period (T) bins to
calculate the frequency. Upper limit of the observed “swell” (longer period) and
“storm” (shorter period) wave events is indicated with black lines.

One successful example of a dynamically coupled model is the
Coupled Ocean Atmosphere Wave Sediment Transport (COAWST)
model. The COAWST modelling system dynamically couples ROMS
(tide), WRF (Weather Research and Forecasting atmospheric
model), and SWAN (waves) models together using the Model Cou-
pling Toolkit [57,58]. A number of dynamically coupled models
have been developed that can simulate the interaction between
waves and tides (e.g., [59]). We chose COAWST because it is highly
flexible with many dynamical parameterization options (cpp
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Table 6

Wave scenarios propagated into the dynamically coupled (wave-tide) COAWST model
(at north and east boundaries), used to simulate the effect of waves upon the tidal
velocity profile at an idealised headland tidal stream energy site for a “swell” or
“storm” wave cases.

Wave height (m) Storm wave period (s) Swell wave period (s)

0.0 0.0 0.0
0.3 1.1 2.1
0.5 1.9 3.6
1.0 2.6 5.2
2.0 3.7 7.5
3.0 4.6 9.3
4.0 5.5 10.8

options), has an active user community, and has been successfully
applied to study wave energy resource in European waters (e.g.,
[6]).

The interaction between velocity, turbulence, and the bottom
boundary layer is parameterised in COAWST through bed shear
stress calculations [47,58]. The GLS turbulence model used by COA-
WST includes wave breaking and wave effects on current (WEC)
vortex-force parameterisation [18]. We use the WEC_MELLOR
[60] parameterisation of radiation stress terms for waves on cur-
rents. The interaction between waves and bed shear stress is
parameterised by a number of “BBL” (Bottom Boundary Layer)
options [27]. The most recent BBL option, SSW_BBL [47], calculates
the artificial bed roughness (Z,) from wave-current interaction
based on median sediment grain size (Dso). Coarse sand with a
Dsg of ~3 mm or more has been observed in high flow regions typ-
ical of tidal stream energy sites (e.g., [61,62]) and is consistent with
that predicted based on the threshold of motion; therefore, we use
the SSW_BBL option assuming a grain size of 3 mm in our COAWST
simulations.

The idealised headland test case was simulated with the COA-
WST using 2.9 GHz processors in the HPC Wales Sandy Bridge sys-
tem (www.hpcwales.co.uk). Velocities and wave climate
information was extracted at 15 min intervals, for one complete
tidal cycle after a 36 h model spin up. Therefore, the potential
effect of waves on tidal velocities was simulated for a realistic tidal
stream energy site for a number of wave scenarios (Table 6) and
directions. Net tidal stream power density available over a tidal
cycle was calculated by integrating the power density (P;) time-
series calculated from the COAWST simulated depth averaged
velocity (ii;) multiplied by density (p, we assume 1025 kg/m?):

32.42h P; :%(ﬂ[)3dt; hence, the theoretical effect of waves upon
the tidal resource could be calculated without assuming a turbine
area (i.e. kW/m?).

3.2. Wave-tide coupled model results

The time-evolution of the surface elevation and depth averaged
tidal velocity field simulated with COAWST (no waves) is shown in
Fig. 7 for one complete tidal cycle. The simulated tidal conditions
resulted in a standing wave with a node offshore of the headland;
where changes in surface elevation are small, but the horizontal
tidal velocities are large and increased further as the flow acceler-
ates past the headland constriction (see Fig. 7). The deceleration of
the tidal flow past the headland results in an eddy forming in the
lee of the headland, which is advected past the headland and dis-
sipates as the tidal flow reverses and accelerates; see Fig. 7.

Velocity profiles were extracted at a point offshore of the head-
land (25.16 km Easting and 11 km Northing), which we assume to
be suitable for a tidal energy array; where the depth averaged tidal
velocity was close to 2 m/s in 40 m water depth, and in close
enough proximity to shore for feasible grid connection. The COA-
WST simulated difference in tidal velocity profiles when an “east”

(i.e. westward propagating) swell wave case of 4 m wave height
(Hs) and 11 s wave period (T), were forced at the eastern boundary
is shown in Fig. 8. An average wave height of 3.79 m (Hs) and per-
iod (T) of 9s was recorded at the headland tidal energy site, because
of COAWST simulated wave attenuation. Wave direction at the
analysis site (see Fig. 7) varied between 78°N and 92°N (mean
direction of 83°N) due to wave-tide interaction and bathymetry
refraction (e.g. [7]). Therefore, we assume “east” wave conditions
to be inline to the tidal flow.

The presence of ~4 m swell waves modified the wave-averaged
tidal velocity at an idealized tidal stream energy site in both the U
(eastwards) and V (northwards) components; see Fig. 8. Waves
were forced from the eastern boundary, propagating westwards;
hence we assume “wave opposing flow conditions” when the U
component of tidal velocity is positive and call this wave direction
scenario “east”. The depth-averaged peak flood tide velocity at the
headland (4-6 h of Fig. 8) was reduced in the presence of waves,
and the phase of the depth-averaged ebb tide velocity (8-12 h)
was also shifted; see Fig. 8. In accelerating tidal flows (either waves
opposing or waves following current), we found the presence of
large swell waves modified the tidal velocity profile, with the big-
gest increase in the upper water-column. In both the peak-velocity
stage of the flood and ebb tidal cycle (profiles 2 and 5 of Fig. 8
respectively), the presence of swell waves decreased tidal veloci-
ties throughout the water-column.

If we assume the magnitude of tidal velocity is most important
for characterizing the tidal stream energy resource (as designs will
allow tidal turbines to face the direction of flow), we can investi-
gate the simulated change to the wave averaged tidal velocity pro-
file under the effect of various wave scenarios and directions. The
wave conditions of Table 6 (forced at the eastern and northern
boundaries) indicated a phase shift in the ebb tidal current, and a
decrease in peak flood tide velocity; with larger wave heights
(Hs) increasing (1) the ebb tidal current phase lag, and (2) the sup-
pression of peak flood tide velocities at the analysis site (25.16 km
Easting and 11 km Northing; see Fig. 5).

The tidal stream power density (P) available at height z in the
water column was calculated using the equation P;) = § p? for each
COAWST simulated tidal current speed profile (u,) output time
step (every 15 min): note, the square of the tidal current speed at
depth z (u,) is calculated as the sum of the square of the tidal cur-
rent components (northwards and eastwards). The vertical tidal
stream power density over a tidal cycle is shown in Fig. 9, along-
side the depth averaged tidal velocity, which demonstrates that a
small change in tidal velocity results in a large change in the avail-
able power, since tidal stream power is a function of the velocity
cubed. Therefore, although 4 m inline swell waves reduced the
depth-averaged tidal velocity by approximately 0.2 m/s during
the peak flood tide, the power available near the surface at the
same time was reduced by up to 59% (at 5 h in Fig. 9). The simu-
lated wave-induced phase shift of the ebb tide velocity (Fig. 9)
resulted in a negligible change to the net tidal stream power avail-
able over the course of a tidal cycle - as the increase of power with
waves under accelerating ebb tide flow effectively cancels out the
simulated decrease of power with the presences of waves in the
decelerating ebb tide flow. However, the simulated wave-induced
reduction in peak flood tidal velocity dominates the change in
the tidal stream power available over the course of a tidal cycle;
see Fig. 9(a).

The simulated wave induced differences of tidal velocity and
power shown in Figs. 8 and 9 are for one location (25.16 km East-
ing and 11 km Northing); therefore, we investigated the change to
the tidal stream energy resource throughout the domain. The net
power density (kW/m? available over a tidal cycle) without waves,
and with the inline 4 m swell wave case, is shown in Fig. 10. The
difference of net power available over a tidal cycle due to the pres-
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ence of such waves (Hs=4 m Ts = 11 s) was calculated as a percent-
age (negative values denote waves reduce the tidal stream
resource), and is also shown in Fig. 10.

Spatial variability to the influence of waves on the tidal stream
energy resource was found (Fig. 10c). It appears that waves alter
the strength and position of the headland eddy systems; most
likely because SWAN simulated waves changed the parameterised
COAWST turbulence scheme. The presence of waves also increased
the net tidal stream power on the eastern headland shore (Fig. 10c)
due to near-shore processes, which is of little consequence to the
tidal stream energy resource region (i.e. the red area of Fig. 10a).
Of more interest to the tidal stream energy industry is the reduc-
tion in the area and magnitude of the tidal energy resource in
our COAWST simulation; see Fig. 10.

If we assume that tidal stream energy developers are primarily
interested in regions where peak depth-averaged tidal velocities
exceed 1.5 m/s, the percentage difference in the net power avail-
able over a tidal cycle can be calculated for this region of interest
(ROI). The wave scenarios of Table 6 were forced at the eastern
(propagating westward scenarios) and northern (propagating
southward scenarios) COAWST boundaries. The impact of waves
on the theoretical tidal stream resource is shown in Fig. 11 for both
inline (east) and oblique (north) wave direction scenarios. Wave-
tide interaction altered the wave direction and size in our COAWST
simulations - therefore, the modal average wave height for the ROI
and averaged over a tidal cycle was used in Fig. 11, and subsequent
analysis.

Considering the 7-year average wave height (H) simulated at
the 18 selected sites (see grey shaded area of Fig. 11), all wave
direction and period scenarios resulted in a decrease of the tidal
resource (approximately between —1% and —21%). Wave condi-
tions that were propagating inline to the tidal flow (“east” waves)
were found to increase the net power available for small (<0.6 m)

wave conditions (both swell and storm). North wave events
reduced the net power available compared to the inline (“east”)
scenarios; however simulated wave heights (H) were not as atten-
uated as east scenarios (due to domain dimensions and wave-tide
interaction), which would have effected the magnitude of tidal cur-
rent modification. Linear regression of the percentage change to
the theoretical net tidal stream power available over a tidal cycle
(AP) for each of the wave scenarios showed a strong correlation;

AP = —7.5H + 2.4 (for “east” swell waves) R* of 96%
AP = —10.0H + 1.9 (for “east” storm waves) R* of 99%
AP = —3.0H + 1.4 (for “east” storm waves) R* of 84%
AP = —9.4H + 2.3 (for “north” storm waves) R* of 98%

The spread of COAWST results in Fig. 11 highlights the complex
non-linear and two-way interaction between tidal currents, wave
height, wave period, and direction. However, if we group all wave
scenarios together (increasing the degrees of freedom to 22), we
still obtain a strong linear relationship:
AP = —10.0H + 3.8 (R* of 94%). Further, if we assume electricity
can only be produced when tidal velocities exceed a typical cut-
in speed of 1.0 m/s (i.e. only sum the net power if the velocity
exceeds 1.0 m/s), we find the practical resource is also reduced
(and reduced to a greater extent than the theoretical resource)
by the presence of waves: APpqcrica = —10.8H + 4.3 (R* of 94%).

The Prandle and Wolf [39] tidal current - wave height relation-
ship was applied to the COAWST simulated no wave condition,
assuming a uniform spatial change to tidal velocity. We find this
Prandle and Wolf relationship is broadly consistent with our sim-
ulated results (see dotted line on Fig. 11). Although wave direction
does influence the tidal stream resource, we find the presence of
waves reduces both the theoretical and practical tidal stream
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Fig. 10. The net power density available over a tidal cycle (kW/m?) calculated using
the COAWST simulated depth averaged velocity time-series without waves (A) and
under the presence of westerly propagating 4 m “swell” waves (B). The difference
(%) in the net power available over a tidal cycle due to waves is also shown (C). The
location of the velocity profile analysis (Fig. 7) and the power density time-series
(Fig. 8) is shown as a cross (+).
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Fig. 11. The difference in the net power available over a tidal cycle in the region of
interest (ROI) of the COAWST domain (where peak velocities exceed 1.5 m/s, shown
as a black line in the box) - when the simulated of tidal velocities are modified by
waves. The theoretical change to tidal stream power available due to wave-induced
reduction in M2 tidal velocity observed by Prandle and Wolf (1999) is also provided
for comparison.

resource in proportion to wave height. Therefore, computationally
expensive dynamically coupled wave-tide models may not be
required to determine site specific resource estimates if the wave

climate is known - however much more research is required to
confirm this conclusion.

4. Discussion

Spatial variability within the wave climate was found between
our selected tidal stream energy sites using a 7-year (2005-2011)
SWAN simulation. The number of hours when we assume mainte-
nance of tidal energy arrays could take place was calculated (dura-
tion when Hs<2m), based on current offshore wind farm
guidelines for maintenance boat access [55]. We found the amount
of time when maintenance could occur varied between 60% and
90% of the 7-year simulation across the 18 selected sites (see
Table 2 and Fig. 2 for exceedance plot of wave height for a number
of potential sites). Moreover, large wave events above 10 m and
10s were found to occur at many sites, which will require tidal tur-
bines to enter a “survival mode” and cease electricity production;
thus potentially effecting operability and reliability of tidal tur-
bines. Therefore, correctly selecting the location of a tidal stream
energy site, with a consideration of the wave climate, could be
important for successful array deployment.

Studies of turbine wake effects, as well as fatigue and extreme
loading to the tidal turbine, assume that waves propagate inline
to the tidal flow (e.g., [15,16,18]). Significant wave events propa-
gating at an angle oblique to the tidal flow (waves not travelling
with or against the tidal current) were found at all of our 18
selected sites. For example, the 7-year simulated maximum wave
height was not inline for the majority of sites (see Tables 3 and
4). Wave orthogonals tend to propagate normal to the coastline,
whereas tidal currents tend to be aligned parallel to the coastline.
Furthermore, shorter period waves are mainly affected by current
refraction, whilst longer period waves are more affected by bathy-
metric refraction [7,63]. Indeed, only site 11 (“Bristol Channel”)
had an inline wave climate that was greater than the oblique wave
climate. Therefore, any future studies of the interaction between a
tidal turbine and realistic oceanographic conditions, or investiga-
tions into the performance of some offshore wave energy convertor
types (see [64]), should consider for wave-tidal current misalign-
ment. Moreover, future work should investigate the spatial depen-
dence of relative wave angle around all tidal stream energy sites,
including the relationship between relative wave angle and tidal
current speed as well as relative wave angle and water depth.

A tolerance of +20° in our inline wave climate estimation was
used to account for sub-grid scale wave refraction, which, it
appears from sensitivity test with our dynamically coupled
wave-tide model, is an acceptable level of tolerance. Indeed, obser-
vations from the Pentland Firth (Fig. 4) confirms our hypothesis
that waves often propagate at an angle oblique to the rectilinear
tidal flow, and that extreme wave events are more likely to prop-
agate at an angle oblique to the tidal flow. However, we believe that
direct observations of both wave and current angles at tidal stream
energy sites is obvious scope for future work to fully test this
hypothesis, especially as we assume the ebb and flood tidal current
to be 180° to each other, which may not be the case in regions of
complex bathymetry.

Our dynamically coupled wave-tide simulation of an idealized
headland tidal stream energy site demonstrates that waves reduce
tidal velocities by a small amount in 40 m water depth, confirming
previous observations [40], which is mainly attributed to waves
increasing the apparent bed roughness (e.g., [28-31,40]). However,
since tidal stream power is a function of velocity cubed, a small
change in the tidal velocity resulted in a significant effect (i.e.
above a 10% change) to the tidal stream power available over a
tidal cycle, even for 1-2 m waves (the mean wave height over
the 18 sites; see Tables 2 and 3); see Fig. 11. A strong linear rela-
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tionship was found (R? 94%) between the wave height and the net
power available over a tidal cycle (both theoretical and practical
tidal stream energy resource). Therefore, the wave climate, includ-
ing wave direction (relative to the current), should be considered
when selecting sites suitable for tidal stream energy arrays.

The relationship between waves and their effect on the tidal
stream energy resource is complex, due to accelerating tidal flows
and the interaction between tides and waves [3,34-40,63]. There-
fore, a dynamically coupled modelling approach may be required -
as suggested by Barbariol et al. for the wave energy resource [7].
However, a strong linear relationship between the simulated tidal
resource and wave height was found in our study, which suggests a
simpler approach could be sufficient if the wave climate is known -
although further work is required to validate the simulated effect
presented in this paper. Further, it should be noted that COAWST
simulated velocity profiles are sensitive to bottom roughness
parameterisation (e.g. choice of bottom drag formulation - see
Warner et al., [47]), although sensitivity tests (not shown here)
revealed the relationship between the tidal current profile modifi-
cation due to bottom roughness (parameterised as a drag coeffi-
cient) and sediment type (parameterised as sediment grain size)
was similar when including wave effects (i.e. the presence of waves
decreased the velocities at all depths, but most noticeably near the
surface - and this relationship increased with increasing bottom
roughness). Hence, more research is required in the field of waves
influencing the tidal stream power resource, including the stochas-
tic nature of wave events to determine the likely annual impact to
the resource (e.g. [6]), and the impact of tidal stream energy to the
environment when including the wave climate (e.g. [52,65]). More-
over, observations at tidal stream energy sites of wave-tide condi-
tions, including modification of tidal velocities, should be a priority
for tidal stream energy research.

5. Conclusions

Previous research concludes waves indirectly affect the tidal
stream energy resource, through the impact of storm waves affect-
ing stresses on the turbine blades, support structure, and array
configuration. Wave events that propagate at an angle oblique to
the tidal flow were found at 18 tidal energy sites distributed across
the British Isles (approximately 80% of the time), and the 7-year
maximum wave event was found to be an oblique wave event at
almost all of our selected sites. Therefore, wave angle should be
considered in future studies which examine the interaction
between tidal turbines and their environment. Furthermore, our
results demonstrate that surface waves will have a significant
impact upon the power available for tidal stream energy produc-
tion, through altering tidal velocities (thus directly affecting the
available resource), affecting maintenance schedules, and the
number of days when electricity production cannot occur due to
storms. Hence, a dynamically coupled wave-tide hydrodynamic
model may be useful for accurate tidal stream resource assess-
ment, although the simple linear method we present here may
provide a good first order approximation. Finally, to develop the
tidal stream energy industry further, we find that much research
is needed to understand realistic oceanographic conditions at mar-
ine renewable energy sites, including publicly available current
profile observations.
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