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Summary of Thesis 

We investigate the algebra and category theory arising from the Geometry of Interaction series 

of papers, with the aim of abstracting the essential ideas behind these models of fragments of 

linear logic. The main tools used in this investigation are inverse semigroups (in particular the 

polycyclic monoids, and an inverse monoid of partial bijections on a term language that we call 

the clause semigrou p) and the theory of symmetric monoidal categories, (in particular traced and 

com pact closed categories). 

Applications of the above program are given to the following 

(i) Ring theory - the conditions for a ( corner of a) ring R to be isomorphic to all matrix rings 

over R. 

(ii) The construction of a composition and tensor preserving map from a category to a monoid, 

giving almost monoidal structures on monoids satisfying certain algebraic or categorical condi­

tions, and a partial dual to this construction given by a restriction of the Karoubi envelope. 

(iii) The Geometry of Interaction I system - the identification of the Resolution formula as a 

categorical trace and the cut-elimination procedure as compact closure. 

(iv) Two-way automata - the identification of the composition of global transition relations 

as the composition in an endomorphism monoid of a compact closed category, and an explicit 

description of global transition relations of singleton words in terms of Girard 's Resolution formula. 

The thesis is not intended to be a study of the logical models used in the Geometry of Interaction, 

rather, it aims to identify the underlying algebra and category theory, and give applications. 



Acknowledgments 

This thesis was conducted whilst supported by a University of Wales studentship. It was typeset 

using the ~TEX system, and all diagrams were produced using the XY - Pie package. 

Thanks are due to all members - staff, students, and visitors - of the University of Wales, 

Bangor mathematics department. Special thanks are due to my supervisor, Dr. M. V. Lawson 

and my MSc. Supervisor, Prof. R. Brown, who agreed to a change of subject on my part, and 

indeed to all members of staff, for tolerating my frequent changes of direction. 



Logical Dependencies of Chapters 

1. Introductory ideas 

2. Representations of polycyclic monoids 

3. Applications of polycyclic monoids to rings 

4. Categorical self-similarity and internalising monoidal structures 

5. The natural numbers as a self-similar object 

6. The categorical trace, and compact closed categories 

7. Linear logic and the Geometry of Interaction I 

8. Analysis of the Geometry of Interaction I 

9. The clause semigroup and its applications 

10. Applications of the trace to automata 



Contents 

0 Introduction 

0.1 Background ...... . . . 

0.2 The structure of the thesis . 

1 Introductory ideas 

1.1 Introduction ... 

1.2 Category theory 

1.2.1 Basic definitions 

1.2.2 Symmetric monoidal categories 

1.3 Semigroup theory ... . 

1.3.1 Basic definitions 

1.3.2 Rings and semigroup rings . 

1.3.3 Inverse semigroups 

1.4 The disjointness relation 

1.5 Polycyclic monoids . . . 

2 Representations of polycyclic monoids 

2.1 Introduction .. . ........... . 

2.2 The product and coproduct on the natural numbers 

2.3 Topological spaces and inverse monoids . . . . . 

2.3.1 Topologies generated by inverse monoids . 

2.3.2 The topology generated by P2 ••• • •• 

2.3.3 Properties of topologies generated by A 

2.4 Embedding I(N) into B(l2) •• ••• •••... 

11 

Vll 

vii 

Vlll 

1 

1 

1 

1 

2 

3 

3 

4 

5 

6 

10 

13 

13 

13 

19 

20 

21 

21 

23 



3 Applications of polycyclic monoids to rings 

3.1 Introduction . . . . . .... . 

3.2 Categories arising from rings 

3.2.1 MatR as a symmetric strict monoidal category 

3.3 Maps between categories of matrices . . . . . . . . . . 

3.3 .1 Preliminaries on embeddings of monoids in rings 

3.3.2 Contracting matrices . 

3.3.3 Expanding matrices 

3.4 Self-embeddings of rings, and monoidal structures . 

3.4.1 The symmetric monoidal structure of a ring 

3.5 Constructing the Ko group of a ring using P2 ... 

3.5.1 

3.5.2 

The classical construction of the Ko group of a ring 

Simplifying the Ko construction using P2 • .•. • • 

4 Categorical self-similarity and internalising monoidal structures 

4.1 Introduction .......... .... .. ... .. . 

4.1.1 One-object symmetric monoidal categories . 

4.2 Self-similarity in monoidal categories 

4.2.1 Self-similar objects .... 

Free monoidal categories . 4.2.2 

4.2.3 

4.2.4 

Tensor categories of self-similar objects 

The internal tensor product . 

4.3 Definitions and theory of M-monoids 

4.3.1 Constructing embeddings of polycyclic monoids . 

4.3 .2 Fixed points of internal tensors 

4.4 Expanding M-monoids into categories 

4.4.1 The Karoubi envelope of an M-monoid . 

4.4.2 The tensor envelope of an M-monoid .. 

4.5 Self-similar objects in Cartesian closed categories 

5 The natural numbers as a self-similar object 

5.1 Introduction .. ..... . 

5.2 The category of relations . 

5.2.1 The monoidal structure of the category of relations . 

lll 

28 

28 

28 

29 

30 

30 

32 

36 

38 

39 

42 

42 

43 

45 

45 

45 

46 

46 

47 

48 

50 

54 

55 

57 

57 

58 

59 

62 

64 

64 

64 

66 



5.2.2 The matrix form of relations . 70 

5.3 The category of partial bijective maps 73 

5.3.1 The monoidal structure of the category of partial bijective maps 73 

5.3.2 The matrix form of partial bijective maps 74 

5.4 The natural numbers as a self-similar object . . . 75 

5.5 Internalising the coproduct on the natural numbers . 75 

5.6 Internalising the Cartesian product on the natural numbers 77 

5.7 Properties of the internalisation of the Cartesian product . 82 

5. 7 .1 Constructing fixed points for the co product using the Cartesian product 83 

6 The categorical trace, and compact closed categories 

6.1 Introduction .... . . 

6.2 The categorical trace . 

6.2.1 Diagrammatic reasoning and the categorical trace 

6.2.2 The trace on the category of relations ...... . 

6.2.3 The trace on the category of partial bijective maps 

6.3 The trace and self-similarity . . . . . . . . . . . . . . 

6.3.1 Internalising the trace at self-similar objects . 

6.3.2 Traced M-monoids ...... . . . ..... . 

6.4 Compact closed categories and the categorical trace 

6.4.1 Introduction 

85 

85 

86 

87 

90 

91 

92 

92 

95 

98 

98 

6.4 .2 Compact closed categories . 98 

6.4.3 The canonical trace on a compact closed category 99 

6.4.4 Constructing compact closed categories from symmetric traced monoidal 

categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100 

6.4.5 The compact closed category derived from the category of relations . 104 

6.4.6 The compact closed subcategory derived from the partial bijective maps 106 

6.4 .7 An alternative composition on IntRel and Intlnj 107 

6.5 Self-similarity in compact closed categories 

6.5.1 

6.5.2 

6.5.3 

6.5.4 

Introduction 

An alternative characterisation of compact closed categories . 

Self-similarity and one-object compact closed categories 

Compact closed M-monoids . . . . . .. . .. . .... . 

6.6 Constructing very self-similar objects of compact closed categories 

lV 

109 

109 

109 

112 

116 

117 



6. 7 An explicit description of a one-object compact closed inverse category . 

7 Linear logic and the Geometry of Interaction I 

7.1 Introduction .. . 

7.2 Sequent calculus 

7.2.1 Cut-elimination in sequent calculus . 

7 .3 Introduction to linear logic 

7.3.1 Linear systems ... 

7 .3.2 Reconsidering sequent calculus operations in terms of linearity 

7.3.3 The one-sided sequent convention, and logical rules . 

7.3.4 Summary of LL operators . 

7.3.5 The exponential operators . 

7.4 Multiplicative linear logic ... 

7.4.1 Cut-elimination in MLL 

7.5 The 'Geometry of Interaction' programme 

7.5.1 Introduction 

7.5.2 MLL in The Geometry of Interaction, and its restrictions 

7.6 The B(l2 ) representation of MLL 

7.7 Cut-elimination in GOil ..... 

8 Analysis of the Geometry of Interaction I 

8.1 Introduction .......... . 

8.2 Inverse semigroup preliminaries 

8.2.1 Prerequisites on polycyclic monoids 

8.2.2 Summary of algebra used ..... . 

8.2.3 An infinite matrix semigroup isomorphic to I(N) 

8.3 Representing the basic operations of GOil .... 

8.3.1 The 'permute rows/ columns' operation 

8.3.2 The 'shuffle' operation ....... . 

8.3.3 The 'contraction by P1, p2 ' operation 

8.3.4 The 'conjugate row /column by p1 ' operation 

8.3.5 The 'apply ! to each element' operation ... 

8.3.6 The 'conjugate all rows/columns but one with T' operation 

8.3.7 The 'add inner zeros' operation ............... . 

V 

.... . . 119 

122 

122 

123 

124 

125 

125 

125 

126 

128 

128 

129 

129 

131 

131 

131 

132 

136 

139 

139 

139 

140 

140 

141 

142 

143 

143 

144 

145 

146 

147 

148 



8.3.8 The 'contract rows / columns using ?(p1), ?(p2)' operation 

8.4 Representing GOil in DCN(P2) . . ...... .... . 

8.5 Cut-elimination as the internal trace of an M-monoid . 

8.5.1 

8.5.2 

8.5.3 

The internal trace at :N 

Connecting the resolution formula and the internalised trace 

Cut-elimination as the double internal trace .. 

8.6 The cut / cut-elimination process as composition in lF 

8.7 Full linear logic, and the GOI3 system . .... . .. . 

9 The clause semigroup and its applications 

9.1 Introduction . ..... .... . ...... . 

9.2 Term languages, substitution, and unification 

9.2.1 Partial orders and preorders on term languages 

9.2.2 Relations on a term language, and the clause semigroup 

9.3 The clause semigroup in the Geometry of Interaction ..... . 

148 

149 

149 

150 

151 

152 

153 

155 

157 

157 

157 

159 

160 

162 

9.3.1 The action of the clause semigroup on the term language 162 

9.3.2 Self-similarity and the clause semigroup . . . . . . . . . . 164 

9.3.3 Girard's execution and resolution formul~ and the clause semigroup 165 

10 Applications of the trace to automata 

10.1 Introduction ... ...... . 

10.2 The basic theory of automata 

10.2.1 Dual automata 

10.3 2-way automata .. .. 

10.3.1 Algebraic models of 2-way automata 

10.3.2 The composition of global transition relations 

10.4 An alternative model of 2-way automata ...... . 

10.5 The one-way automata associated with a 2-way automaton 

10.6 Global transition relations, and Girard's resolution formula 

A Critique, and ideas for future work 

A.1 Introduction .... . 

A.2 Review of Chapters . 

Vl 

168 

168 

168 

170 

170 

171 

172 

173 

175 

175 

178 

178 

178 



Chapter 0 

Introduction 

0.1 Background 

The background to the following thesis is far from straightforward. The main concepts arose from 

two independent sources - firstly was the study of various forms of self-similarity, motivated by 

the idea that the proper symmetry structures for objects displaying self-similarity (the canonical 

example being fractals, and in particular, the Cantor set) were inverse semigrou ps, rather than 

groups. Secondly, an attempt was being made to understand the algebra behind the Geometry 

of Interaction series of papers ([20, 21, 22]) - dynamical models of (various fragments of) linear 

logic, by J .Y. Girard. These use various algebraic structures, including (matrices over) partial 

isometries in C*- algebras, (partial) homeomorphisms on the Cantor set, partial bijections on 

the natural numbers, and contracted semigroup rings of inverse monoids of actions on a term 

language. 

It was a major surprise to discover that the same algebraic structures were arising from both 

lines of work. In particular, the natural symmetry structures of the Cantor set appear to be the 

polycyclic monoids ( as demonstrated in Chapter 2), and the first two papers in the Geometry of 

Interaction series use matrices over an embedding of the polycyclic monoids into a C*-algebra, 

the partial bijections on the natural nmbers, and the Cantor set. 

The next step in the development of the thesis came from the visits of Prof. Ross Street to 

Bangor, and subsequent discussions with him - in particular, the theory of categorical traces , 

and their connections with compact closed categories. This led to the identification of the cate­

gorical structures behind the dynamics of Girard 's cut-elimination processes, as presented in the 

Geometry of Interaction program. An unexpected spin-off was the identification of the dynamics 

of two-way automata in the same terms. 
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After that, an appropriate categorical formulation of self-similarity in terms of monoidal cate­

gory theory, and its close connections with the various algebraic structures used in the remainder 

of the thesis (see, for example, Chapters 3, 4 and 5) led to a categorical formulation of the models 

used, and the construction of a one-object compact closed category that is proved in Chapter 8 

to be a model of the dynamics of Geometry of Interaction 1, as used in [20]. 

A start was made on analysing the third Geometry of Interaction paper (Chapter 9), but this 

paper is very different from the other two, and we have not yet put it in the same categorical 

terms. 

The thesis cannot be considered to be a complete analysis of the Geometry of Interaction 

program - a great deal of work remains to be done. However it does demonstrate that self­

similarity is absolutely fundamental to these logical models, and the correct algebraic models are 

inverse semigroups (in particular, the polycyclic monoids). It also demonstrates that the categor­

ical trace can be considered to be a dynamical model of computation, and the correct categorical 

closure required is the compact closure arising from the categorical trace on a symmetric monoidal 

category. 

0.2 The structure of the thesis 

The thesis is split up into 10 Chapters (together with this introduction, and a conclusion). These 

are as follows: 

Chapter 1 

This chapter is mainly concerned with setting up the algebraic framework for the following alge­

braic structures. However, it does introduce the disjoint closure, which is a method of constructing 

inverse semigroups from other inverse semigroups in a way that can be considered to be an inverse­

semigroup theoretic version of the power set construction. The definitions of polycyclic monoids 

are also presented, and a method of embedding Pa into P2, for all countable a is given. 

Chapter 2 

Chapter 2 considers the different representations of polycyclic monoids we are interested in. It 

analyses the self-similarity of the natural numbers, and shows how this is equivalent to embeddings 

of polycyclic monoids into the symmetric inverse monoid on the natural numbers. It also demon­

strates how an embedding of an inverse monoid (with a zero) into the symmetric inverse monoid 
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of partial bijections on a set determines a natural topology on the underlying set in which all 

the members of the (embedding of the) inverse monoid are partial homeomorphisms. In the case 

considered, the polycyclic monoids arise naturally from topological considerations on the Cantor 

set. It then constructs an embedding of the symmetric inverse monoid on N ( and hence the various 

embeddings of Pa previously constructed) into the C*-algebra of bounded linear operators on the 

Hilbert space 12
. 

Chapter 3 

This Chapter is concerned with consequences of polycyclic monoids being embedded into the 

multiplicative monoid of a ring, in terms of the symmetric monoidal structure of the set of all 

(finite) matrices over a ring. This leads to some very strong ring-theoretic results; in particular, 

the conditions for the matrix rings Mn(R) over a ring R to be embedded in, or isomorphic to R 

itself, for all n E N, and the construction of a non-trivial one-object symmetric monoidal structure 

( apart from the units) on a ring. These results are then used to simplify the construction of the 

Ko groups of rings, assuming an embedding of a polycyclic monoid. 

Chapter 4 

This is an attempt to put the general idea of self-similarity into a categorical setting, using 

(symmetric) monoidal categories. Starting with the assumption of maps d : N ➔ N 0 N and 

c : N 0 N ➔ N that satisfy de = lN®N, it demonstr.ates how the monoidal structure of the 

category is modelled in the endomorphism monoid of the object N, and constructs a map that 

can reasonably be considered to be a (partial) dual to the Karoubi envelope. The self-similarity 

considerations motivate the definition of M-monoids, which are fundamental to the remainder of 

the thesis, and can be considered to be weakenings, or generalisations of one-object symmetric 

monoidal categories. 

It is also demonstrated how the construction of C- monoids ( one-object cartesian closed cate­

gories, used to model the untyped lambda calculus) fits into this self-similarity framework. 

Chapter 5 

Chapter 5 presents the monoidal category theory of the category of relations, and its subcategory 

of partial bijective maps. A matrix representation of relations and partial bijective maps is 

presented, and given a graphical interpretation. The conditions for a matrix to represent a partial 

bijective map are also found. 
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It then puts the self-embedding results of the natural numbers from Chapter 2 into the cat­

egorical framework developed in Chapter 4. In particular, two distinct M-monoid structures 

are identified on I (N) that we call the internalised tensor, and internalised direct sum ( using 

terminology derived from their implicit construction in [20]). The canonical associativity and 

commutativity elements for these are specified explicitly, in terms of embeddings of polycyclic 

monoids, and a construction of a 'fixed point' for the direct sum, arising naturally from the 

tensor, is given . 

Chapter 6 

Chapter 6 considers the categorical trace, and proves that both the category of relations, and the 

category of partial bijective maps are traced. Self-similarity properties are then used to motivate 

the definition of traced M-monoids, and one-object traced monoidal categories, and a routine 

method of constructing traced M-monoids from self-similar objects of traced symmetric monoidal 

categories is given. 

Compact closed categories are then defined, and demonstrated to be traced. The construc­

tion of compact closed categories from traced symmetric monoidal categories is presented, with 

particular reference to the category of relations, to give concrete examples to work with. 

An alternative set of axioms for compact closed categories is given, and the equivalence with 

the usual definition is proved. This alternative set of axioms allows us to define compact closed 

M-monoids, and hence one-object compact closed categories. The self-similarity of objects in 

the compact closed category arising from the trace on the category of partial bijective maps is 

analysed, and this is used to construct self-similar objects of a compact closed category using 

the results of Chapter 5 on the natural numbers. Finally, these results are combined to give an 

explicit description of a one-object compact closed category, which is also proved to be inverse. 

Chapter 7 

This Chapter is entirely expository. It presents (in a non-rigorous way) Gentzen's sequent calculus, 

and following the approach of [23], constructs linear logic in terms of linearity considerations 

on Gentzen 's sequent calculus, and gives the cut-elimination algorithm for the multiplicative 

fragment . The main part of this chapter then follows , which is an exposition of the 'Geometry 

of Interaction' model of multiplicative linear logic taken from [20], and a statement of the cut­

elimination theorem. No new results are presented, but the description of the Geometry of 

Interaction 1 system is (hopefully) clarified. 
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Chapter 8 

Chapter 8 is the description of the Geometry of Interaction 1 system in terms of the structures 

developed in Chapters 1 to 6. It demonstrates how this system can be represented in terms 

of partial bijective maps on the natural numbers, and in particular, the disjoint closure of an 

embedding of the polycyclic monoid on two generators. 

It also shows that all the logical and structural operations can be given in terms of (variations 

of) the canonical elements of the M-monoid structures on I(N) developed in Chapter 5, and how 

every element of I(N) representing a proof is a partial symmetry. 

Finally, the cut-elimination procedure is demonstrated to be given by the internalisation of 

the categorical trace at the natural numbers, and, when combined with the cut procedure, is 

given by the composition of the elements (together with the dual on elements) in the one-object 

compact closed inverse monoid, presented in Chapter 6. This allows the simplification of results 

from [20]; in particular, the 'essential case' of the cut-elimination procedure ( a cut between two 

axiom links) follows directly from the monoid identity 1 o 1 = 1. 

Chapter 9 

This Chapter is the first stage of an analysis of the 3rd part of the Geometry of interaction 

program. It proves that the algebraic structures used are in fact a (family of) inverse semigroups 

that we call the clause semigroups. These are defined in terms of a semilattice-theoretic approach 

to substitution and unification on term languages, and the concept of a 'linear pair' of terms in a 

term language, which is a pair that have exactly the same free variables. 

The action of a term language on ground terms ( as defined in [22]) is proved to be well­

defined, and is extended to the semilattice structure of the term language given by substitution. 

The conditions on a term language required for the representation of linear logic ( as given in 

[20]) are also considered, and demonstrated to imply an embedding of the polycyclic monoids into 

the clause semigroup of the term language. Finally, the Resolution formula (which is claimed to 

model cut-elimination in [22]) is proved to be given by the categorical trace in the category of 

partial bijective maps. 

Chapter 10 

This chapter demonstrates how composition in compact closed categories and Girard's resolution 

formula are both vital to the analysis of 2-way automata. In particular, the composition of 

global transition relations of a 2-way automaton, as defined in [3], is given by the composition in 
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the endomorphism monoid of (two copies of) the set of states of an automaton in the compact 

closed categories derived from the category of relations . This allows short proofs of the facts that 

composition of global transition relations is associative, and (finite-state) 2-way automata can be 

simulated by (finite-state) classical automata. 

It is then proved that the global transition relations of singleton words can be calculated 

directly, using Girard's resolution formula. Finally, a method of 'sticking together' two one-way 

automata to construct a 2-way automaton is given, and the construction of the global transition 

monoid of this 2-way automaton in terms of the transition monoids of the one-way automata is 

given. 

Note that we use a slightly different model of 2-way automata to [3]; however, the equivalence 

of the two models is immediate. 

XU 



Chapter 1 

Introductory ideas 

1.1 Introduction 

In this chapter, we present the basic theory of categories, semigroups, and inverse semigroups. We 

introduce a restriction of the compatibility relation, which we call the disjointness relation, and 

use this to construct new inverse semigroups. We then present the theory of polycyclic monoids, 

and construct embeddings of the polycyclic monoid on a generators into the polycyclic monoid 

on 2 generators, for all countable a. 

1.2 Category theory 

1.2.1 Basic definitions 

Definilions 1.1 

A category C is defined to be a set1 of objects, Ob(C), and for every pair of objects X, Y, a set 

of arrows, or morphisms, denoted C(X, Y). For f E C(X, Y), the object Xis called the domain 

of f, and Y is called the codomain of f. These are denoted dom(f) and cod(!) respectively. 

We sometimes denote f E C(A, B) by f : A ➔ B. However, this should not be taken to imply 

that f is a function in the set-theoretic sense. The set of all arrows of C, written Arr(C), has 

an associative partial binary operation (generally denoted by concatenation) defined on it, that 

satisfies, for all a, b E Arr(C), 

1. ba is defined iff dom(b) = cod(a), in which case, dom(ba) = dom(a), and cod(ba) = cod(b). 

1 Category theorists will note that technically, this is only the definition of a small category. The general theory, 

in terms of classes, can be found in [41]. 
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2. For all X E Ob(C), there exists lx E C(X, X), satisfying, for all f E C(X, Y), flx = f, 

and ly f = f. 

A category is called regular if each arrow a E C(X, Y) has a generalised inverse a' E C(Y, X) 

satisfying aa' a = a and a' aa' = a'. If the generalised inverse is unique, the category is called 

inverse, and the generalised inverse of an element a is denoted by a - 1 . If the generalised inverses 

satisfy aa- 1 = ly and a-1a = lx for all a E C(X, Y), then the category C is called a groupoid. 

A functor r : C-+ D between categories is a map from Ob(C) to Ob(D), and from Arr(C) 

to Arr(D), that satisfies, for all a, b E Arr(C),and XE Ob(C) 

• r(lx) = lqx) , 

• ba is defined in C implies f(b)f(a) is defined in D, in which case f(b)f(a) = f(ba). 

A functor from a category to itself is called an endofunctor. A natural transformation between 

two functors r : C -+ D and ~ : C -+ D, is a function r from Ob(C) to Arr(D) that satisfies 

r(c) E D(f(c), ~(c)) and f(f)r(c) = r(c')~(J) for each arrow f E C(c, c'). The members of the 

set (or class) { r(c) : c E Ob(C)} are called the components of T. 

A set of morphisms indexed by objects of a category, { Tx1,x2, . .. xn : c-+ c', c, c' E Ob(C)}, is said 

to be natural in { Xi : i = 1 ... n} if its members are the components of a nat~ral tran.sformation 

between functors from en to C. 

1.2.2 Symmetric monoidal categories 

Definitions 1.2 

A category M is said to be symmetric monoidal if there exists a functor ® : M x M -+ M, 

together with a unit object IE Ob(C), and families of isomorphisms 

• tA,B,c E M(A ® (B ® C), (A ® B) @C), 

• SA ,B E M(A ® B, B ® A), 

• AA E M(I @ A , A), 

• PAE M(A ® I, A), 

that are natural in A, B, C, and satisfy, for all arrows a, b, c, 

l. t(a ® (b @ c))=((a ® b) ® c)t, 
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2. s(b@a) = (a@b)s, 

3. AJ = PI, 

(we will sometimes omit the object subscripts for clarity, when the meaning is clear) together 

with the following coherence equations for all objects A, B, C, D 

l. The MacLane Pentagon: 

2. The Units Triangle: 

3. The Commutativity Hexagon: 

A monoidal category M is called strictly monoidal if the morphisms tA,B,C, >..A, PA are identity 

morphisms for all A, B, C E Ob(M). Unless stated explicitly, we shall assume that a category 

that is stated to be monoidal is not strict. 

1.3 Semigroup theory 

1.3.1 Basic definitions 

We refer to [30] for the basic definitions of semigroups, monoids, subsemigroups, congruences, 

homomorphisms, and other basic concepts. 

Definitions 1.3 

For any set S, its power set, written P(S), is the set of all subsets of S . When Sis a semigroup, 

the power set of S, together with with the induced binary operation on subsets 

AB= {ab : a EA, b EB} 

is also a semigroup. Also, 0 E P(S) for any semigroup S, and satisfies 0A = 0 = A0. Therefore 

P(S) is a semigroup with a zero, for all semigroups S. Finally, if Sis a monoid , then the subset 

{1} E P(S) satisfies {l}A =A= A{l}. Therefore, if Sis a monoid , so is P(S). Note that , for any 

operation on an algebraic structure S, we define induced operations on its power set point wise, 
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so given a function D : S ➔ T, we define D : P(S) ----+ P(T) by D(A) = {D(a) : a E A} for 

all A E P(A). (We abuse notation, and use the same symbol for an operation and the induced 

operation on the power set, unless the distinction is important) . Note that P(S) is also closed 

under arbitrary unions, by definition. This leads to the following result : 

Lemma 1 For all XE P(S), {Ai: i EI}~ P(S), 

X LJAi = LJXAi. 
iEl iEl 

Proof by definition of the induced composition, 

X LJ Ai = { xa : x E X, a E LJ Ai} , 
i El iEl 

and 

LJ X Ai = LJ { xa : x E X, a E Ai}, 
iEl iEl 

and it is immediate that these are the same. □ 

1.3.2 Rings and semigroup rings 

We refer to [5] for the basic definitions of rings, homomorphisms, left and right ideals, quotient 

rings, and similar concepts. 

Definitions 1.4 

For any semigroup S and commutative ring with identity R, the semigroup ring RS is defined in 

[39] as follows: The elements of RS are functions a: S----+ R, where a(s) = 0 for all but a finite 

number of elements of S. Addition in RS is the usual addition of maps into an abelian group. 

The product on RS is then defined by 

(a,6)(s) = L a(u),6(v). 
uv= s 

It is proved in [39] that RS is a ring, and there is a canonical embedding of S into RS, given by 

x H cf>(x), where 

8 i- X . 

Also, if Sis a monoid, with identity e, then there is a canonical embedding of R into RS, given 

by r H 'l/J(r), where 

s=e 

s i- e 
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Finally, it is proved in [39] that if we denote by ax the unique function whose value at x is a and 

is zero elsewhere, then every element has a unique representation as Li=l aiXi, Therefore, we can 

think of RS as the set of all finite formal sums of elements of S indexed by a member of R, with 

the composition 

If S has a zero, Os, it is immediate that the set of all formal sums of Os, together with their 

additive inverses, is an ideal of RS. In this case, the contracted semigroup ring is the semigroup 

ring RS quotiented by this ideal. By convention, the elements of RS are identified with their 

equivalence classes under this quotient, unless the distinction is important. An important con­

tracted semigroup ring for our work will be the ring 'lLS, for various semigroups S. See [39] for a 

more detailed discussion of semigroup rings, and [12] for contracted semigroup rings. 

1.3.3 Inverse semigroups 

Definitions 1.5 

A regular semigroup is defined analogously to a regular category; every element s E S is required 

to have a generalised inverse, s' E S that satisfies ss' s = s and s' ss' = s'. Similarly, a regular 

semigroup is called inverse if each element has exactly one generalised inverse. This condition is 

equivalent to the condition that all the idempotents of an inverse semigroup commute [44]. By 

convention, the unique inverse of an element s E S is denoted by s-1
. The same reference ([44]) 

also proves that all idempotents of an inverse semigroup are of the form 1-1 f, for some f E S. 

An inverse semigroup S has a partial order defined on it, called the natural partial order, given 

by s :'.S t iff there exists an idempotent e satisfying s = et. It can also be shown that s :'.S t <=> 

s = tf, for some idempotent f. 

It is easy to show that a homomorphism of inverse semigroups f : S --t T satisfies f(s)- 1 = 
f(s- 1 ) and x :'.Sy ⇒ f(x) :'.S f(y) . If Sand T both have a zero, then a 0-homomorphism is 

defined to be a homomorphism that satisfies f (O) = 0. 

The canonical example of an inverse semigroup is that of the symmetric inverse monoid on 

a set X. This is the set of all partial bijective maps on the set X, written I(X). Its theory is 

well known; see [44]. Its elements are partial bijective functions from X to itself, which can be 

thought of as relations {(f(x) , x): x E dom(f)} with composition 

gf = {(a, c): ::lb EX; (a, b) E g, (b, c) E f} . 
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The inverse of an element is given by J- 1 = {(y, x) : (x, y) E f} and the partial identity on the 

domain (resp . image) of an element f is given by J- 1 f (resp. JJ- 1 ) . Also, I(X) contains 1, the 

global identity, and 0, the empty map, for any set X. Hence, it is an inverse monoid with a zero. 

See [44] for proofs of these results, and more details of the theory of symmetric inverse monoids. 

1.4 The disjointness relation 

We introduce a new relation on inverse semigroups that was motivated by a construction of J .-Y. 

Girard for partial isometries in C*- algebras. 

Definitions 1.6 

Given a, b E S, where Sis an inverse semigroup, a and b are said to be compatible if both a- 1 b 

and ab- 1 are idempotent. The compatibility relation is a reflexive, symmetric relation; see [44] 

for more details of its theory. We define the following refinement of the compatibility relation: 

Let S be an inverse semigroup with a zero. Then a, b E S are said to be disjoint2 , if they satisfy 

ab- 1 = 0 = b-1a. We denote this by a 1- b. Clearly, disjointness implies compatibility. 

Proposition 2 Given a, b E I(X), for some set X, then a and b are disjoint iff they have disjoint 

domains and images. 

Proof(⇒) Let a 1- b E I(X). Then ab-1 = 0 = b-1a. Therefore, a- 1ab-1b = 0 = bb- 1aa-1 . 

However, by the properties of symmetric inverse monoids, the partial identity on the domain of a 

is a- 1 a, and the partial identity of the image of a is aa- 1 ; similarly for b. Therefore, the partial 

identity on the intersection of their domains is a-1ab- 1b; however, this is zero . Similarly the 

partial identity on the intersection of their images is 0. Therefore, disjoint elements of I(X) have 

disjoint domains / images. D 

(-~) Let a, b E I(X) satisfy dom(a) ndom(b) = 0 = im(a) nim(b). Then a-1ab- 1b = 0. Therefore, 

aa- 1ab- 1bb- 1 = 0, and so ab- 1 = 0. 

Similarly, aa- 1bb- 1 = 0, and so a-1aa- 1bb-1b = 0, and so a-1b = 0, and hence b- 1a = 0. 

Therefore, a and b are disjoint. D 

2 Note that we use the term disjoint in place of the mathematically more accurate orthogonal. This is because 

in Girard's Geometry of Interaction system (20], which this thesis is based on, the term orthogonal is used for an 

entirely different concept . 
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Definitions 1. 7 

We say that a subset of an inverse semigroup A C S is disjoint if any two distinct elements 

x, y E A are disjoint. 

Examples 

(i) A set of elements A <:;;; I(X) is a disjoint subset of I(X) when the elements of A have pairwise­

disjoint domains / images. Note that this implies that the set-theoretic union of the elements of 

A is also a partial bijective function. 

(ii) Let (R, ., +) be a ring, and let S <:;;; R be a subsemigroup of (R, ·) that is inverse. Then the 

set of all sums of disjoint subsets of S in R is also an inverse semigroup. 

In what follows, we consider the properties of disjoint subsets. 

Lemma 3 Let A, B <:;;; S be subsets of an inverse semzgroup, and let f S --+ T be a 0-

homomorphism. Then 

(i) If A is a disjoint subset, then f(A) is a disjoint subset of T. 

(ii) If A and B are disjoint (in the sense of Definition 1. 7), then AB is a disjoint subset of S. 

(iii)If A is a disjoint subset of S, then A- 1 is a disjoint subset of S, (A-1)-1 = A, and 

AA- 1 A = A u { 0}. 

(The composition of subsets of S is defined in the natural way, as for the power set construction) . 

Proof 

(i) As f is a homomorphism, f(a)f(b) = f(ab) for all a, b EA. Also, as f is a 0-homomorphism, 

f(0) = 0. Therefore, f(a)- 1 f(b) = f(a- 1 b) = f(0) = 0, for all a, b E A. A similar proof gives 

that f(a)f(b)- 1 = 0, and so f(A) is a disjoint set. 

(ii) Let A = {ai: i EI}, B = {bk: k EK}, then consider distinct elements aibk and ajbl of AB. 

Then for any i i- j E I, 

since a;: 1 aj = 0 for all i i- j. When ai = aj, then bk i- b1 (by the assumption that the two 

elements of AB are distinct). Therefore (aibk)- 1 (aib1)- 1 = b,; 1a;:1aibz. However, a;: 1 aibz = 
b1e, where e = bz1a;: 1aib1, by the commutativity of idempotents in an inverse semigroup, so 

(aibk) - 1 (aib1)- 1 = b,; 1bze = 0, by the condition that B is a disjoint subset . 
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Similarly, 

when bk -=I- bz, since bkb11 = 0 for all j -=I- k. When bk = bz, t hen a; -=I- aj (by the assumption that 

the two elements of AB are distinct) . Then (a;b1)(ajb1) - 1 = a;b1b1
1a-; 1 = a;a-;1 f, where f = 

ajb1b1
1a-;1, by the commutativity of idempotents in an inverse semigroup, and so (a;b1)(ajb1) - 1 = 

a;a-;1 f = 0, by the condition that A is a disjoint subset . Therefore, AB is a disjoint subset of S. 

(iii) For all a -=I- b EA, a 1- b; that is, a- 1b = 0 = ab- 1 • Therefore, (a- 1 ) - 1 (b- 1) = ab- 1 = 0, and 

a- 1 (b- 1 ) - 1 = a- 1b = 0, so A- 1 is also a disjoint subset of S. Also, 

Finally, for all a, b, c E A, 

{ 

a a=b = c 
ab- 1c = 

0 otherwise 

Therefore, AA-1 A= {aa- 1a: a E A}U{0} = AU{0} since aa1
-

1 = 0 = a-1a' for all a -=I- a' EA. □ 

Definitions 1.8 

We define the disjoint completion of S, an inverse semigroup with a zero, to be the set of all disjoint 

subsets of an inverse semigroup S containing 0, together with the composition and inverse induced 

by the power set construction. 

Theorem 4 Let S be an arbitrary inverse semigroup with a zero. Then 

(i) DC(S) is an inverse semigroup, 

(ii) S is embedded in DC(S). 

Proof (i) By Lemma 3, DC(S) is closed under composition and taking inverses , and the inverse 

map satisfies (A- 1 ) - 1 = A and AA- 1 A = A, for all A E DC(S) . Therefore, DC(S) is a regular 

semigroup. Now let E be an idempotent of DC(S). Then for all non-zero c E E, there exists 

a, b E E which satisfy ab = c, as E 2 = E . Therefore, a- 1c is non-zero. Therefore, by the 

disjointness assumption, a = c, and from this, it follows trivially that a = b. Hence a2 = a, 

and so all members of E are idempotent. Conversely, let F = {e; : e; = e;} U {0}. Then 

F 2 = {e;e;} U {O}, since e; = e;- 1 for all idempotents e;, and e;ej = e;- 1ej = 0 for all i -=I- j. 

Therefore F 2 = F, and so we have characterised the idempotents of DC(S). To see that DC(S) 
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is inverse, any idempotent E 2 = E must satisfy E = { ei : i E J}, where e; = ei. Therefore, given 

two idempotents E = { ei : i E J} and F = {!j : j E J}, 

EF = {ei/j: i E I,j E J} = {fiei : i E I,j E J} = FE. 

Hence, the idempotents of DC(S) commute, and so DC(S) is inverse . 

(ii) This follows immediately from the definition of the embedding i( s) = { s, O} for all s E S; this 

map is clearly an injective homomorphism . □ 

There is an analogous definition of closure for inverse subsemigroups of symmetric inverse 

monoids, as follows: 

Definitions 1.9 

Let S be an inverse semigroup with a zero, and let i : S-+ I(X) be an injective 0-homomorphism . 

We define the disjoint closure of S in I(X), denoted by DCx(S), to be the image of the map 

¢ : DC(S) -+ I(X) defined by 

• ¢({s,O}) = i(s), 

• ¢(A U B) = ¢(A) U <I>(B), when A and B are disjoint . 

We denote the set-theoretic union of disjoint partial bijections by V, and refer to this as the 

disjoint join of partial bijections . This operation then satisfies the following: 

Proposition 5 Let S be an inverse subsemigroup of I (X). Then for all disjoint sets { ai : i E 

J} i;;;: s, 

V sai = s V ai. 
iEI iEI 

Proof 

(i) We have seen that elements x, y E I(X) are disjoint iff they have disjoint domains and images. 

Therefore, any disjoint set A = {ai: i E J} i;;;: I(X) consists of a set of partial bijective functions 

whose domains and images do not intersect. Hence, Uai is also a partial bijective function . Then 

by definition 

However, 

V sai = LJ{(x, z): (x, y) Es, (y, z) E ai} . 
iEI 

V ai = LJ{(y,z): (y,z) E ai}, 
iEI 
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so 

s V ai = LJ{(x, z): (x, y) ES, (y, z) E ai} = V sai. 
iEI 

Therefore, our result follows. D 

We also have the following related definition: Given an inverse subsemigroup S of I(X), and 

an idempotent e2 = e of S, then e satisfies e = lA for some A~ X. Then we define its complement 

el. E I(X) by el.= lx\A· Note that, for all e2 = e ES, e V el. = l. 

This idea was also motivated by J.-Y . Girard's (implicit) embedding of I(N) into B(l2) in [20]. 

It is also used in [9], where it was defined (for I(N)) in terms of an operation, denoted by TT, on 

arbitrary elements. This definition is equivalent to f = (J- 1 f) 1. . 

The final notion of disjoint closure we introduce is the finite disjoint closure of S, which we 

define to be the collection of all finite disjoint subsets of S containing zero, together with the 

induced composition and inverses. It is trivial that this is an inverse semigroup, from the results 

given for DC(S); we only need to check that the composition and inverse operations preserve 

finiteness, and this is immediate. We denote this inverse semigroup by DC<00 (S). 

Proposition 6 nc<00 (S) is embedded in the multiplicative monoid of the contracted semigroup 

ring Z S. 

Proof We define a map from DC<00 (S) to Z S by { si}i=l .---+ ~i=l Si and it is trivial from 

the distributivity of multiplication over addition in a ring that this is an injection that preserves 

composition and (multiplicative) inverses. □. 

1.5 Polycyclic monoids 

Definitions 1.10 

Polycyclic monoids are inverse semigroups that are useful for modelling self-similarity properties 

in terms of partial bijections (e.g. see [27]). They were first introduced in [43], where Px, 

the polycyclic monoid on the set X, was defined to be the inverse monoid (with a zero, for 

n 2:: 2) generated by a set of countable cardinality, X, say {p0 , •• •Pn-d, subject to the relations 

PiP-;1 = 8ij • It will be convenient to denote the generators of P2 by p, q. 
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In [43], it is proved that words in the polycyclic monoid Px have canonical form x- 1 y, where 

x, y E X*, the free monoid on X, and composition of canonical forms is given by 

if w = hx for some h 

if x = kw for some k 

otherwise. 

See [43] for a proof of the above statements. The same paper also proves that the polycyclic 

monoids Px are congruence-free, for \XI ~ 2. The monogenic polycyclic monoid is referred 

to as the bicyclic monoid, and differs from the other polycyclic monoids by having non-trivial 

congruences, and not having a zero. 

The polycyclic monoid on n generators can also be constructed as the inverse hull of the free 

monoid on n generators. The inverse hull construction is defined on arbitrary left-cancellative 

monoids, as follows: 

Given S, a left-cancellative monoid, consider the set of maps from S to itself defined by Aa(s) = as 

for all a E S. Since S is left-cancellative, Pa : a E S} is a subset of the monoid of all partial 

bijective maps from S to itself, I(S). The inverse hull of S, denoted E(S), is defined to be the 

smallest inverse submonoid of I(S) that contains {.A.a: a ES}. See [42] for a fuller introduction 

to the theory of inverse hulls. If we take S to be the free monoid on n generators, say S = 
{po,P1, ... p~~ 1}*, and use the embedding A: S-+ I(S), then it is proved in [43] that E(S) ~ Pn. 

Proposition 7 Let S = {qi, q2}, and let Fn = { w1, W2, ... wn} be a set of words in S* that gen­

erate a free submonoid of S*. Then the construction of the inverse hull of F~ gives an embedding 

of Pn into P2. 

Proof By definition, S* and F~ are free monoids on 2 and n generators respectively. However, 

E(S*) <;;; I(S*), and E(F~) <;;; I(F~). We can embed E(F~) into I(S*) by extending the action of 

Aa : F~ -+ F~ in the natural way, so that Aa ( s) = as for all a E F~ and s E S*. 

Therefore, P1 : f E Fn} <;;; Ps : s E S}. and this embedding is a monoid homomorphism. 

Hence {A :r1 : f E Fn} <;;; { \;- 1 : s E S} and so, by definition of the inverse hull construction, 

E(F~) <;;; E(S*). Therefore, since E(S*) ~ P2, and E(F~) ~ Pn, we have constructed an embed­

ding of Pn into P2. □ 

We present an explicit example of the above construction, and derive an embedding of Pn into P2 

for all n ~ 2. 
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Theorem 8 Let P2 be the polycyclic monoid on two generators, p, q. The following set of maps 

are embeddings of Pn into P2 for all n E N. 

i = n - 1, 

Proof The submonoid of {p, q}* generated by {0n(Pi) : 0 :S i :S n - 1} is free in (q1, qz), since 

{Pi : 0 :S i :S n - 1} is the set of leaves of a subtree of the prefix tree of {p, q}*. Therefore, 

(by [2] p.85-88, where this example is considered) they form a prefix code, and so the semigroup 

generated by {0n(Pi)} is free in {p,q}*. Hence, by the construction of Pn as the inverse hull of 

the free semigroup of n generators, the semigroup generated by the {0(pi)} is free in {p, q}* so 

the above construction gives an embedding of Pn into P2 for all n E N. □ 

There is a natural extension of this to the infinite case, as follows: 

Theorem 9 Let P2 be the polycyclic monoid on two generators, p, q. Then the map 000 (pi) = pqi 

generates an embedding of P00 into P2 (where we assume that q0 = 1). 

Proof The submonoid of {p, q}* generated by {000 (Pi) : i EN} is a free submonoid, as before. 

Hence, by the construction of P 00 as the inverse hull of the free monoid on a countably infinite 

set of generators, the inverse hull of {0(Pi)} is isomorphic to P00 , and is a submonoid of Pz . □ 

Definitions 1.11 

We refer to the above embedding as the right-associative embedding of P00 into P2 • 
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Chapter 2 

Representations of polycyclic 

monoids 

2.1 Introduction 

In this chapter, we consider the representation theory of polycyclic monoids as partial bijective 

maps on the natural numbers, and relate this to self-embedding properties of fir. We then demon­

strate how an embedding of an inverse monoid with a zero into the symmetric inverse monoid on 

a set X gives a natural topology on X , which in the case of the Cantor set and the polycyclic 

monoid , gives the standard topology on the Cantor set. Finally, we give an embedding of I(N) 

into the C*- algebra of bounded linear operators on the Hilbert space 12 , and use this to construct 

an embedding of P2 into B(l2
). 

2.2 The product and coproduct on the natural numbers 

We establish various procedures for constructions involving, and determined by, embeddings of 

P2 and P= in I(N) . In the following section, we identify generators of polycyclic monoids with 

their images. 

Definitions 2.1 

An embedding 0 of an inverse semigroup S into a symmetric inverse monoid I(X) is called an 

effective representation when, for all x EX, there exists s ES satisfying x E dom(0(s)) . See (30] 

for more details of the theory of effective representations. We will define a special case of this for 

polycyclic monoids; however we first require the following: 
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Lemma 1 Consider the polycyclic m onoid PCI. on a countable set of generators, which we denote 

{Pi : i E I}. Then for all i -=I- j E I , the elements Pi 1 Pi and p j 1 Pi are disjoint idempotents. 

Proof ldempotency follows immediately, since both elements are of the form a- 1 a for some 

P Al -1 ( - 1 ) - 1 - 1 - 1 Q • - 1 Q C . _j_ • a E CJ. • so, Pi Pi Pi Pi = Pi PiPi Pi = , smce PiPi = . 1or i I J. Similarly, 

( - 1 ) - 1 - 1 -1 - 1 Q b c Th c - 1 ..l -1 □ Pi Pi Pi Pi = Pi PiPi Pi = , as e1ore. ere1ore, Pi Pi Pi Pi· 

We define a special case of effective representations, and say that an embedding of a polycyclic 

monoid PCI. into a symmetric inverse monoid I(X) is strong when it satisfies 

V Pi
1
Pi = l. 

iE CJ. 

In what follows, we will relate strong embeddings of P2 and P00 into I(N) to bijections between 

the natural numbers and their coproduct and Cartesian product, where the coproduct X LJ Y of 

two sets is defined by X LJ Y = X x {O} UY x { 1 } . 

Lemma 2 There exists a strong embedding of P2 into I (N). 

Proof Define the partial bijective maps p-1 , q- 1 : N -+ N by p- 1 ( n) = 2n and q- 1 ( n) = 2n + l. 
Then these maps, together with their generalised inverses, satisfy pp- 1 = 1 = qq-1 and qp-1 = 
pq- 1 = 0. Therefore, as P2 is congruence-free, this is an embedding of P2 into I(N) . To see that 

this embedding is strong, note that dom(p) U dom(q) = N, and so p- 1pV q- 1q = l. Hence we have 

constructed a strong embedding of P2 into I(N) . D 

Definitions 2.2 

We refer to the above embedding as the interleaving embedding of P 2 into I(N). 

Lemma 3 A bijection </> : N LJ N -+ N, determines, and is determined by a strong embedding of 

P2 in I(N) . 

Proof 

Determining an embedding from a bijection 

Let</>: N LJ N-+ N be a bijection. We define maps p- 1 ,q- 1 E I(N) by p- 1 (n) = <f>(n, 0) and 

q- 1 (n) = </>(n, 1). Using this definition, p- 1 ,q- 1 both have domain N, and they also have disjoint 

images (by the injectivity of </>). Hence, if we denote their (generalised) inverses by p and q 

respectively, then pp- 1 = 1 = qq- 1 and qp- 1 = 0 = pq-1 . Therefore, as p-1 , q-1 are partial 

bijective maps that satisfy the axioms for the generators of P 2 and are contained in I(N), we 
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can deduce, by the congruence-freeness of P2, that they generate an embedding of P2 into I(N). 

Finally, to show that this embedding is strong, dom(p) = <,&(N x {O}) and dom(q) = <,&(N x {l}) . 

Therefore, dom(p) U dom(q) = N, and so p- 1p V q- 1q = 1. Hence, a bijection ¢ : N LJ N ----+ N 

determines a strong em bedding of P2 into I (N). 

Determining a bijection from an embedding 

Given a strong embedding of P2 into I(N), we have, by definition, a pair of partial bijective maps 

p-1 , q- 1 satisfying pp- 1 = 1 = qq- 1 , qp- 1 = 0 = pq- 1 , and p- 1p V q- 1q = 1. We define a map 

<,& : N LJ N ----+ N by 

i = 0 

i = 1 

This is injective, since p-1
, q-1 are injective maps, and as qp- 1 = 0 = pq-1 , we can deduce that 

p- 1 , q- 1 have disjoint images. Also, since p-1pV q- 1q = 1, we know that im(p- 1) U im(q- 1) = N. 

Therefore im(<,&) = N, and so ¢ is surjective. We can then deduce that a strong embedding of 

P2 into I(N) determines a bijection from N LJ N to N. Therefore, a strong embedding uniquely 

determines a bijection, and vice versa. D 

Lemma 4 A bijection 'I/; : N x N ----+ N, determines and is determined by a strong embedding of 

P00 in I(N). 

Proof 

Determining an embedding from a bijection 

Given a bijection 'I/; : N X N ----+ N, then we can define an infinite countable family of partial bijective 

maps p-; 1 
: N ----+ N (i E N) by Pi(n) = 'l/;(i, n) Vi, n E N. These maps are injective, since 'I/; is a 

bijection, and so we can define their partial inverses, {Pi : i EN}. By definition, dom(p-; 1
) = N 

for all i E N, and so PiPi 1 = 1. As 'I/; is injective, im(p-;1
) n im(p-;1) = 0 for i =f. j, and so 

Pii;1 = 0. Therefore, PiP-;1 = Oij, the required condition for a generating set of P00 • Also , as P00 

is congruence-free, the inverse subsemigroup of I(N) generated by {p-;1 
: i E N} is isomorphic to 

P= . To prove that this embedding is strong, we require LJ~0 p-;1 (N) = N; this follows trivially 

from the fact that 'I/; is a bijection, and from the definition of {p-;1 
: i E N} in terms of 'I/;. Hence, 

any bijection from N x N to N determines a strong embedding of P00 into I(N). 

Determining a bijection from an embedding 

A strong embedding of P00 into I(N) specifies a countably infinite set of partial bijective maps, 

{p-;1 
: i E N}, satisfying PiPj1 = Oij and V~o p-; 1Pi = 1. We define a map 'I/; : N x N ----+ N by 

'I/; ( i, n) = p-;1 
( n). This map is injective, since p-;1

, p-;1 have disjoint images for i =f. j, and the {p-;1
} 

are all injective maps. Also, Im('l/;) = U~0p-;1 (N); however, we know that U~0 Im(p-;1
) = N, 
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since Vi=.oPi 1Pi = 1. Therefore we can deduce that lm('lj;) = U~0p-;1 (N) = N and so 'lj; is also 

surjective. Therefore, a strong embedding of F00 into l(N) determines a bijection from N x N to 

N, and so a strong embedding uniquely determines a bijection, and vice versa. D 

Lemma 5 A strong embedding of F 00 into I (N) determines a strong embedding of F2 into I (N). 

Proof (We will identify the generators of F 00 with their images under this embedding). The 

construction is then as follows: 

First note that, for any i =/= j, 

and 

-1 ( -1 ) - 1 -1 -1 -1.r Q 
P2i Pi P2j Pj = P2i PiPj P2j = P2i UijP2j = , 

( 
-1 )-1 -1 -1 -1 -1, 0 

P2j Pj P2i Pi = Pj P2jP2i Pi = Pj u2i,2jPi = · 

Therefore, p2/Pi and p2]Pj are disjoint; similarly, p;~1Pi and iiJ+1Pj are disjoint. Therefore, we 

can define 
00 00 

P-
1 

= V P2/Pi ' q-l = V P2i~1Pi, 
i=O i=O 

and let p, q be their partial inverses. We show that these satisfy the relations for a strong embed-

ding of F2 into I (N). First, 

00 00 00 

= V V p-;
1

82i,2jPj = V Pi
1
Pi = 1, 

i=0j=0 i=O 

since the embedding of F 00 is strong. Similarly, 

00 00 00 

= V V p-;
1

82i+1,2j+1Pj = V Pi
1
Pi = 1, 

i=0j=0 i=O 

again, since the embedding of F00 is strong. Hence p- 1p = 1 = q- 1q. Also, 

00 00 00 00 

= V V Pi
1
P2iP2l+1Pj = V V p-;

1
82i,2j+1Pj = 0, 

i=0j=0 i=0j=0 
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since 2i is even, and 2j + 1 is odd, fo r all i, j E N, and 

00 00 00 00 

= V V Pi
1
P2i+iii]Pj = V V p-;1

<52i+1 ,2jPj = 0, 
i= Oj= O i=Oj=O 

since 2i + 1 is odd, and 2j is even. Therefore, pq- 1 = 0 = qp- 1 and so p, q satisfy the axioms for 

the generators of the polycyclic monoid P 2 . Hence we have constructed an embedding of P 2 into 

I(N) derived from a strong embedding of P00 into I(N). To see that this embedding is strong, 

00 

= V P-;
1
Pr = 1. 

r=O 

Hence this embedding of P 2 into I(N) is strong, and our result follows. D 

Lemma 6 A bijection bijection 'l/; : N x N ➔ N, provided the bijection </>1 : N ➔ N, defined by 

¢1 ( n) = </>( n, 1) satisfies the 'no fixed point' condition 

00 n <f>i(N) = 0. 
i = O 

Also, the interleaving map from N LJ N to N, constructed by applying Lemma 3 to the interleaving 

embedding of P2 into I (N), satisfies this condition. 

Proof Given a bijective map </> : N x { 0, 1} ➔ N, we construct an injective map 'I/; : N x N ➔ N, as 

follows: We first define injective maps </>o, </>1 : N ➔ N by </>o(n) = </>(n, 0), </>1 (n) = </>(n, 1). These 

maps are clearly injective and have disjoint images, since </> is bijective (they are the p-1 , q- 1 

generators of the polycyclic monoid derived from a bijection from N LJ N to N, given previously). 

We then define a map 'I/;: N x N ➔ N by 'l/;(x, y) = </>i (</>0 (x)), where</>~ is the identity map. 

We first show that 'I/; is injective; assume that 'I/; ( x, y) = 'I/; ( a, b) for some a, b E N. That is, 

</>i(</>0 (x)) = <l>t(<l>o(a)). Then assume (without loss of generality) that y = b+ k for some k EN, 
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so that 4>~+k ( 1>o ( x)) = 1>t ( 1>o (a). However, as 1>1 is injective, this implies that 1>f ( 1>o ( x)) = 1>o (a), 

which implies that k = 0 since 1>o and 1>1 have disjoint images. We can then deduce that 1>o(x) = 

1>o (a), and so x = a, by the injectivity of 1>o- Therefore 'I/; is injective. 

Also, from the definition 'l/;(x, y) = 1>Y(1>0 (x)), we can see that, since 1> is bijective, 

n 

LJ 1>i q>o (N) = N \ 4>f+1 (N). 
i=l 

Therefore, im('l/;) = N if and only if 
00 n 1>i(N) = 0. 

i=O 

This result clearly holds for the 'interleaving' bijection 1>(x, i) = 2x + i, since 1>{ ( n) < 1>{ +l ( n) for 

all n, j E N. Therefore, we have proved that a bijection 'I/; derived from a bijection 1> that satisfies 

the condition given is bijective, and the standard interleaving embedding satisfies this condition. □ 

We give an example of a bijection from N lJ N to N that does not satisfy this condition, and 

hence does not determine a bijection from N x N to N by the above construction. 

Example Consider the interleaving bijection 1> given in Lemma 6, and construct a function 1>' by 

1>'(n, 0) = 1>(n, 0) and 

¢'(n, I)= J : 
11>(n, 1) 

n=O 

n=l 

otherwise. 

It is trivial to check that 1>' is a bijection from N x { 0, 1} to N, since 1> is, but n~o 1>i (N) = { 1} -::/= 0. 

Lemma 7 A strong embedding of P2 into I (N) determines a strong embedding of P 00 into I (N), 

provided the embedding of P2 satisfies 

00 n q-i(N) = 0. 
i=O 

Proof The result follows from Lemma 6, and the correspondence between strong embeddings of 

P 00 and bijections from N x N to N (Lemma 4), and the correspondence between strong embeddings 

of P 2 and bijections from N lJ N to N (Lemma 3). The embedding of P 00 is given by p--; 1 = q-ip- 1 , 

the right-associative embedding of Definitions 1.11 of Chapter 1. Hence we have constructed an 

embedding of P00 into I(N). □ 
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2.3 Topological spaces and inverse monoids 

In this section, we demonstrate how a representation of an inverse semigroup as partial bijective 

maps on a set X determines a topology on X, and show how this construction gives the standard 

topology on the Cantor set from an embedding of the polycyclic monoid on two generators. 

Definitions 2.3 

Given an arbitrary set X, a topology on it is defined to be a set of subsets of X, T ~ P(X), that 

satisfies the following conditions: 

1. 0,XET. 

2. A,B Er implies that AnB Er. 

3. ukE11: k Er for any subset of the topology, ""~ T. 

So, a topology on Xis a collection of subsets of X containing X and the empty set, that is closed 

under unions and finite intersections. The study of topologies on sets is an extremely wide-ranging 

subject; we refer to [7] for an introduction to the basic theory of continuity and homeomorphisms. 

The elements of a topology T are called open sets, and a subset of the form X \ T, with TE r, is 

called a closed set. Note that a subset of X may be both open and closed . In particular, X and 

0 are both open and closed. 

A basis B for a topology T on a set X is a set of subsets of X that satisfies 

• b EB implies b Er. 

• TE r implies T = UiEibi for some subset of B, {bi : i E I}~ B. 

If B is a basis for r, then r is said to be generated by B. Also, given a set of subsets B whose 

union contains X, which is closed under finite intersections, the set T consisting of all unions of 

members of B (including the empty one) is the topology generated by the basis B. Note that, 

for a topology generated by a basis B, a function between topological spaces is continuous if the 

inverse image of every basic open set is an open set. 

We give an example of a topological space, determined by a basis, that will be important in 

the theory of polycyclic monoids. 

Definitions 2.4 

The Cantor space n is defined to be the set of all countably infinite sequences of {O, 1}, written 

n = {O, l}N, and the Cantor topology, or standard topology on the Cantor set, is defined to be the 

topology generated by the basic open sets C ={Cs: s E {O, 1}*}, where Cs = {sw: w En}. 
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Proposition 8 The Cantor set, with the standard topology, is Hausdorff. 

Proof Consider two distinct points w, w' E n. Then there exists n EN such that the two sequences 

represented by w, w' differ after the nth place. Hence, if u, u' are the two members of {O, l}* given 

by the first n + 1 places of w and w' respectively, then clearly the open set Cu contains w but not 

w', and Cu' contains w' but not w. Hence the Cantor set, with this topology, is Hausdorff. D 

2.3.1 Topologies generated by inverse monoids 

We demonstrate how embeddings of inverse monoids into symmetric inverse monoids can be used 

to construct topologies on sets. 

Theorem 9 Let X denote a set, and let S be an inverse submonoid of I(X) that satisfies OE 5. 

Then the partial identities on X given by the idempotents of S form a basis for a topology on X. 

Proof Recall from Definitions 1.5 that for all e2 = e, f 2 = f E J(X) , e = lA and f = lB for 

some A, B ~ X. Also, ef = fe = lAnB• Hence, if we denote the set of all domains of elements 

of S by B(S), then B(S) is closed under finite intersections. Finally, XE B(S), as 1 = lx, and 

0 E B(S), since O = 10. Therefore, B(S) is a collection of subsets of X that contains X, 0, and is 

closed under finite intersections, and so is a basis for a topology on X. □ 

Definitions 2.5 

Let S be an inverse submonoid of I(X), as above. We denote the topology generated by the basis 

B(S) by Top(S) ~ P(X) . 

Proposition 10 Every element of S is a partial homeomorphism of the topological space 

(X, Top(S)). 

Proof Consider arbitrary f E S, and A E B(S) . Then lA = e, for some e E 5 . Therefore, 

1- 1 (A) = dom(f- 1el), and u-1e1) 2 =1-1e11- 1 e1 =1-1e11- 1 1 = 1-1 e1, as idempotents 

commute in an inverse semigroup. Therefore, 1-1el is an idempotent of S, and so 1-1 (A) E B(S). 

Hence 1 is continuous in (X, Top(S)), and as every element 1 of an inverse semigroup is of the 

form 1 = g-1 for some g E S, then 1-1 is also continuous. Also, as f is a partial bijective map 

(by definition of J(X)), 1 is a partial homeomorphism. D 

Corollary 11 Every element of the disjoint closure of S in I(X) is a partial homeomorphism. 

Proof By Proposition 5 of Chapter 1, a disjoint set of elements of J(X) is a set of partial bijective 

maps that have disjoint domains / images, and the disjoint join of a set of disjoint elements in 
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I(X) is their set-theoretic union . Hence, any element of DCx(S) is the union of a set of disjoint 

partial homeomorphisms, and so is also a partial homeomorphism . □ 

2.3 .2 The topology generated by A 

We demonstrate how the topology generated by P2 gives rise to the standard topology on the 

Cantor set . 

Lemma 12 There exists a strong embedding of P2 into I (r!). 

Proof We define the following partial bijective maps on n: 

p(Ow) = w , q(lw) = w, 

for all w E n. Note that p-1 and q- 1 have domain n, and p and q have domains on and 1n 
respectively. From these definitions, pp- 1 = 1 = qq- 1 and pq- 1 = 0 = qp-1 , where O is the empty 

map. Hence, these elements of I(r!) satisfy the axioms for the generators of an embedding of P2 

into I(r!). Therefore, as they are clearly non-trivial, and as we have seen in Definitions 1.10 that 

polycyclic monoids are congruence-free, we have defined an embedding of P2 into I(r!) . Also, 

p- 1 (r!) U q- 1 (r!) = Sl; therefore, p- 1p V q-1q = 1, and so this embedding is strong. D 

We refer to this embedding of P2 into J(Sl) as the standard embedding into the Cantor set. 

Theorem 13 The topology on the Cantor set generated by the standard embedding of P2 is the 

standard topology on the Cantor set. 

Proof From the definition of the standard embedding, the members of B(P2) are given by wn, for 

all w E {O, 1}*, since all the domains of embeddings of elements of P2 are of this form. Therefore, 

the basis of Top(P2 ) is the same as the basis for the standard topology on n. Our result then 

follows from the definition of the topology generated by a basis. D 

2.3.3 Properties of topologies generated by A 

Let X be a set , with the polycyclic monoid on two generators strongly embedded into I(X), and 

consider the topology on X generated by the embedding of P2 (we identify the elements of A 
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with their images under the embedding, for clarity) . We give a characterisation of the members 

of B(A). 

Definitions 2.6 

For each w E {p- 1 ,q- 1}*, we define a subset of X by Ow= {w(x): x EX}. 

Proof Recall that all idempotents of an inverse semigroup are of the form f 1- 1 for some element 

f. Therefore, all members of B(P2) are of the form im(f), for some f E P2 . 

Next consider an arbitrary element of A, written in canonical form (as given in Definitions 

1.10) as v- 1w. Then the partial identity on its image is given by v- 1w(v-1w)-1 = v-1ww- 1v = 

v- 1v, by the composition of elements in canonical form. However, v E {p, q}*, and so v-1v is 

the partial identity on v- 1 (X), and so all elements of an embedding of P2 in I(X) have image in 

{p-1 ,q-1}*(X). Therefore, our result follows. D 

Proposition 15 Given Or,Os E B(P2), then 

s is a postfix of r 

r is a postfix of s 

otherwise. 

Proof By definition, Orn Os = {r(x) : x E X} n {s(x) : x E X}. Let us assume without loss 

of generality that the length of r is greater than or equal to the length of s. If r = s, then 

Orn Os = Or = Os, and so the result follows trivially. Now assume that r # s. Ifs is not a 

postfix of r, then the set Or n Os is empty, since p- 1 , q-1 have disjoint images. On the other 

hand, if is sis a postfix of r, then Or~ Os, and so Orn Os= Or. □ 

Proposition 16 Any open set of Top(A) can be represented as a disjoint union of sets from the 

basis B(P2). 

Proof Let UjEJOw1 be an open set of T(B) (where Wj E {p-1 ,q-1}* for all j E J). Assume that 

this cannot be written as a disjoint union. We must then be able to find 2 distinct open sets 
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that satisfy OuUOv =J. Ow for any w E {p-1 , q- 1 }*, and OunOv =J. 0. However, by Proposition 15, 

Oun Ov =J. 0 implies that Oun Ov = Ou or Oun Ov = Ov, and so Ou U Ov = Ov or Ou u Ov = Ou, 

contradicting our assumption. Therefore, any open set of Top(P2 ) can be represented as a disjoint 

union of members of the basis B(P2 ). □ 

Proposition 17 For any pair of basic open sets Or and Os, there exists a unique element of P2 

that gives a continuous bijective map that takes Or to Os, and is undefined elsewhere. 

Proof Given a pair of open sets Or,Os, then by definition, r-1 (Or) = X, and s(X) = Os. 

Therefore, if we compose the two maps, sr- 1 (Or) = Os, Also, dom(r- 1) = Or, and im(s) = Os, 

from Definitions 2.7, so this map is undefined elsewhere. 

To show that this element is unique, note that, for all r' =J. r E {p-1 , q- 1 }* satisfying 

Or <;;;; dom(r'- 1), we have, by Proposition 15, Or is a strictly contained in Or'· Conversely, 

for all s' =J. s E {p-1, q- 1 } * satisfying Os' <;;;; s(X), we have that, by Proposition 15, s(X) is 

strictly contained in s' (X). Therefore, uniqueness follows by the requirement that the map is 

undefined elsewhere. D 

2.4 Embedding I(N) into B(l2) 

We show how the symmetric inverse monoid on the natural numbers, I(N), can be embedded into 

the C*- algebra of bounded linear operators on the Hilbert space of square-summmable sequences 

of complex numbers, B(l2). This gives a method of 'converting partial bijective maps into globally 

defined maps', by letting the members of I(N) act on a basis set of a countably infinite dimensional 

Hilbert space. There is no space to present the full definition of Hilbert spaces and C*-algebras 

here; see [47] for a readable introduction. However, we do present a special case. 

Definitions 2. 7 

The Hilbert space l2 is defined to be the countably infinite dimensional vector space of sequences 

of complex numbers (zo, z1 , z2, ... ) that satisfy 

together with the inner product 

00 

LZi Zi < oo, 
i=O 

00 

((ao , a1,a2, .. ,)J(bo,b1,b2, .. ,)) = La;b;. 
i= O 
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See [47] for the proof that this is a Hilbert space. A function <I> : l2 -+ l2 is called linear if it 

satisfies <I> ( aa + ,6b) = a<I> (a) + ,6<I> (b). It is called bounded if, for all a E l2
, there exists a fixed 

constant K E ~ such that (<I>(a)l<I>(a) ) ~ K(ala). The set of all bounded linear operators of l 2 

forms a C*-algebra (see [47] for an introduction to the theory of C*-algebras), denoted by B(l2 ). 

An orthogonal basis set for l2 is a countable spanning set of linearly independent members 

of l 2
, which we denote {bi}~0 , satisfying (bilbj) = 0 for all i #- j. If the additional condition 

(bi lbi) = 1 is satisfied, for all i E N, the basis set is called orthonormal. Note that, given an 

orthogonal basis set {bi}~0 for l2
, any bounded linear function '11 E B(l2

) can be written as a 

countably infinite matrix Mw, over C, whose entries are given by 

This is enough to uniquely specify the operator '11, and composition of operators in this form is 

given by the usual matrix multiplication. There is also an additional operation ( )* : B(l2) -+ 

B(l2
), given by: 

'11* is the operator represented by the matrix M', where m~j = mji· This is called the conjugate 

transpose of the matrix M. 

We consider how J(N) can be embedded into the multiplicative structure of B(l2
). Let {bi}~0 

be an orthogonal basis set for the Hilbert space l 2 • We define a map l : J (N) -+ B (l2) by 

where bf(x) = 0, the null vector, when .f(x) is undefined. 

Theorem 18 

(i) l is an injective monoid homomorphism, 

(ii) l(J-1 ) = l(f) *, for all f E J(N), 

(iii) fl_ g E J(N) ⇒ l(J V g) = l(f) + l(g). 

Proof 

(i) From the definition, 
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Therefore, l is a homomorphism. Also, 

and so J(j) = g(j) for all j EN. Therefore, f = g E I(N), and sol is an injective homomorphism. 

Finally, note that 

and so l(l) = I, the identity of the C*-algebra, B(l2 ). Therefore, l is an injective monoid 

homomorphism. 

(ii) Recall the definition of ( )* in B(l2) as the 'conjugate transpose'. The ( )* operator in B(l 2 ) 

then satisfies A* = AT, where Aij is the complex conjugate of aij, and so ATj = a;i. Then, from 

Definitions 2.8, the matrix form M of l (J) satisfies 

{ 

1 if J(i) = j 
Mii = 

0 otherwise. 

Now, I= 1, and so M* = MT, and MT satisfies 

1 if J(j) = i 
otherwise, 

or rather, 

otherwise, 

and so t(J- 1 ) = l(J)*. 

(iii) Consider arbitrary f 1- g E I(N); then 

! 
J(x) x E dom(J) 

(J V g )( X) = g ( X) X E dam (g) 

undefined otherwise 

and so 

l(f V g) (f:aibi) = (i=aib(Jvg)(j)) = I:aibf(j) + I:aibg(j), 
t=O J=O J=O J=O 

since J (j) defined implies g(j) undefined, and vice versa. Therefore, 

Hence our result follows. □ 
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Example The above theorem gives the following strong embedding of P2 into B(l 2 ), as the image 

of the interleaving embedding of P2 into I(N): 

and 
00 

= Laib2i, 
i=O 

00 

= L C\'.i b2i+1 · 
i = O 

Consider the map T from the set of analytic square-integrable functions on the complex plane, 

that are defineable by their Taylor series expansions, to l 2
. ( the map is, of course, given by taking 

the coefficients of i in the Taylor series). It is a classical result of functional analysis (see, for 

example [24]) that this map is well-defined and injective. Then consider the orthogonal basis set 

given by 

ho = (1, 0, 0, 0, ... ) 
h2 = (o,½,O,O, ... ) 
b3= (o,O,f!,0, ... ) 
h4 = (o,o,o,¾f, ... ) 

and use this to construct a strong embedding of P2 into B(l 2 ), as m the example above (we 

identify P2 with its embedding, for clarity). An example of a bounded linear operator on this 

basis is given by 

We abuse notation, and denote this by lz. 

Proposition 19 With the above notation, 

2 .!i..p- l = q-l 
· dz ' 

5. eiz = cos(z) + isin(z). 
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Proof We denote the sum L ~oaibi by (a0 ,a1 ,a2 , ... ) when this sum is defined. Then by the 

basic construction of Taylor series, 

T(sin(z)) 

T( cos(z)) 

T(ez) 

T( eiz) 

fz (ao, a1, a2, a3, ... ) 

p-1 ( ao, a1, a2, a3, . . . ) 

q- 1(ao,a1,a2,a3, ... ) 

p(ao,a1,a2,a3, . . J 
q(ao,a1,a2,a3, .. J 

(0, 1, 0, - 1, 0, 1, 0, - 1, ... ) 

(1, 0, - 1, 0, 1, 0, - 1, 0, ... ) 

(1, 1, 1, 1, 1, 1, 1, 1, 1, . . . ) 

(1, i, - 1, - i, 1, i, - 1, - i, .. . ) 

(a1,a2,a3,a4, .. J 
(ao, 0, a1, 0, a2, ... ) 

(0, ao, 0, a1, 0, ... ) 

(ao, a2, a4, ... ) 

(a1, a3, a5, .. . ) 

Therefore, 1, 2, 3 and 4 follow immediately. 5 follows from 3 and 4, and from the fact that the 

embedding of Pz is strong, so p-1p + q-1q = 1, and from the injectivity of the map T. □ 
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Chapter 3 

Applications of polycyclic monoids to 

• rings 

3.1 Introduction 

We demonstrate how matrices of different orders over a unitary ring form a symmetric monoidal 

category, and give applications of polycyclic monoids to ring theory. We show ( as a generalisation 

of a construction of J-Y Girard for the C*-algebra B(l2
), as found in [20]) how an embedding of P2 

into a ring R allows us to define a composition and addition preserving map from the category of 

matrices over R into R, which gives isomorphisms between the matrix rings over R, and corners of 

the ring R, determined by some idempotent e. We use this to construct an isomorphism between 

a ring R and its matrix rings, when e = 1. We then demonstrate how these self-embedding 

results allow us to define a ring homomorphism from R X R to R which gives R the structure of 

a one-object symmetric monoidal category, apart from the unit elements. Finally, these results 

are applied to the construction of the Ko group of a ring R. We prove that an embedding of P2 

into a ring R allows us to construct the Ko group of R solely from the idempotents of R; this 

greatly simplifies the construction of Ko(R). This construction is a ring-theoretic version of the 

'Splitting Idempotents' technique used in C*-algebra theory, which can be found in [48]. 

3.2 Categories arising from rings 

Definitions 3.1 

The category Ring is given by R E Ob(Ring) iff R is a ring, and f E Ring(R, S) iff f is a ring 

homomorphism from R to S. We define !Ring to be the subcategory of Ring consisting of all 
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rings with an identity, together with all identity-preserving homomorphisms. 

Given R E Ob(IRing), we define the matrix category of R, which we denote MatR, to have 

objects given by Ob(MatR) = N and morphisms given by A E MatR(a, b) iff A is ab x a matrix 

over R, together with the usual composition of matrices. (We denote the (0 x 0) matrix by (). The 

category of proper matrices over R is defined to be the subcategory of MatR where all matrices 

over R are of order i x j with i, j 2'. 2. We denote this category by Matii2 . 

We define the functor category, FunMat, to have matrix categories of rings as objects, and 

functors between matrix categories as morphisms, so MatR E Ob(FunMat) iff R E !Ring. 

Proposition 1 There exists a functor from !Ring to FunMat 

Proof Define M : !Ring -+ Fun Mat by: 

On objects, M(R) = MatR, 

On morphisms, the functor M (!) is given by 

• M(J)(n) = n E Ob(Mats), for all n EN, 

• (M(J)(A))ij = f(Ai,j), for all O :Si< b, 0 :S j < a where A E MatR(a, b). 

As f is an identity-preserving ring homomorphism, this is clearly a functor from !Ring to FunMat• 

D 

3.2.1 MatR as a symmetric strict monoidal category 

Definitions 3.2 

We define a map lJ : MatR x MatR -+ MatR as follows: 

• On objects, x lJ y = x + y E Ob(MatR), 

• On morphisms, given A E MatR ( a, b), B E MatR ( c, d), then A lJ B = ( Ao Bo)· 

Theorem 2 lJ is an addition-preserving functor from MatR X MatR to MatR that gives MatR 

the structure of a symmetric strict monoidal category. 

Proof Let X, Y, U, V be matrices over R of orders ax b, r x s, bx c, and s x t respectively. Then 

it is immediate from the definition of matrix multiplication that 

( 
X O ) ( U O ) ( XU O ) 
0 Y O V O YV 
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and so (X LJ Y)(U LJ V) = (XU LJ YV). Hence LJ is a functor from MatR X MatR to MatR. Also 

it is immediate from the definition that LJ preserves addition. 

Next, the operation LJ is associative on objects of MatR, since + is associative on the natural 

numbers. For morphisms, it also follows directly from the definition, so 

For every pair of objects x, y E OB(MatR), we define a morphism by 

where In = LJ~1 (1). Then from the definition of composition, for all M E MatR(a, x) and 

NE MatR(b, y), this family of morphisms satisfies Sx,y(M LJ N)Sb,a = (N LJ M). 

Finally, the Ox O empty matrix () satisfies A LJ () = A = () LJ A, by definition of LJ. Therefore, 

for every ring R with identity, (MatR, LJ ) is a symmetric strict monoidal category. □ 

3.3 Maps between categories of matrices 

In what follows, we will consider the category theory of matrices over rings in which polycyclic 

monoids are embedded. These embeddings lead to functors between different categories of ma­

trices, and functors from a category of matrices to itself, under certain conditions. A corollary 

of these results is the construction of isomorphisms between ( corners of) matrix rings of different 

orders, as a generalisation to arbitrary rings of a construction of J-Y Girard, on the C* -algebra 

B ([2), found in [20]. We then show that under certain conditions, these isomorphisms lead to 

isomorphisms between Mn(R) and R, for all n EN. 

3.3.1 Preliminaries on embeddings of monoids in rings 

Definitions 3.3 

Let e2 = e be an idempotent of a semigroup S. The local submonoid of S determined by e, 

denoted eSe , is the subsemigroup of S specified by eSe = {ewe : w E S}, together with the 

inherited composition. Note that e is an identity for eSe, and so eSe is a monoid. There is a 

similar definition for rings, where the corner of the ring R determined by the idempotent e is 
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specified by eRe = { ere : r E R}, together with the inherited composition and addition . Note 

that e is then a multiplicative identity for the ring eRe, and so eRe is a ring with an identity. We 

make a similar definition for categories. Let Ebe a set of idempotents of C indexed by the objects 

of the category C, so E = {E; = Ex E C(x, x) : x E Ob(C)}. Then the corner of C determined 

by Eis specified by ECE = {EyFEx: FE C(x,y)} , together with the usual composition and 

objects. Note that the identities at the objects of ECE are given by Ex, rather than by lx . Also, 

the endomorphism monoid of the object X in the category ECE is clearly the local submonoid 

ExC(X,X)Ex. 

Let R be a ring with identity. By analogy with Definitions 1.6, Chapter 1, we say that 

idempotents e, e' ER are disjoint if they satisfy ee' = 0 = e'e . We denote this bye ..Le'. We say 

that Pn is embedded in R if there is a monoid homomorphism (preserving zeros) from Pn to the 

multiplicative monoid of R. By analogy with Definition 2.1, Chapter 2, we say that Pn is strongly 

embedded if it satisfies the further condition 

n-1 
L Pi

1
Pi = 1. 

i=O 

(We will present a unifying categorical structure for the different definitions of weak and strong 

embeddings of P2 in Chapter 4). In what follows we shall identify embeddings of Pn with their 

images to simplify notation, unless the distinction is important. 

Lemma 3 Let R be a unital ring. If Pn is embedded in R, then 

(') "'n-1 -1 . 'd t t 1 en = ui=O Pi Pi is an i empo en . 

(ii) If P2 is strongly embedded in R, then so is Pn for all n 2". 2. 

Proof 

(i) The element en is clearly an idempotent, since it is the sum of pairwise disjoint idempotents. 

(ii) We use the embedding of 0n of Pn into P2 given in Theorem 8 of Chapter 1. The result holds 

trivially for n = 2. If we denote 0n (Pi) by Pn,i, for clarity, then 

n (n-1 ) - 1 -1 -1 - 1 
LPn+1,jPn+l,j = P P + q L Pn,iPn,i q. 
J=O i=O 

It follows that if Pn is strongly embedded in R, then Pn+l is as well. Hence the result follows by 

induction. D 
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3.3.2 Contracting matrices 

Let R be a unital ring in which P2 is embedded . We construct morphisms of MatR that lead to 

functors between matrix categories, and then to isomorphisms between matrix rings of different 

orders. To define these functors, we first require the following: 

Definitions 3.4 

We define the following matrices for all n ~ 2: 

and, using the embedding 0n : Pn ➔ P2 of Theorem 12, Chapter 1, 

and 

Lemma 4 For all n ~ 2, Hn = ITi=2 G; and v~ = IT7=n Uf. 

Proof We prove this by induction. Note that, for i ~ 2, 

However, by definition of 0n, from Theorem 12, Chapter 1, 

! 
0n(P;- 1) 0 ~ i ~ n-2 

Bn+i(P;-1
) = 0n(P~~ 1)p-1 i = n - 1 

0n(P~~1)q-1 
i = n 

Therefore, 

A similar calculation gives that 

Finally, as G2 = H2, and U2 = Vi, our result follows by induction. □ 

Lemma 5 Let e2 be as defined in Lemma 3, and define En = In-1 LJ (e2) for all n ~ 1. Then 

U~Gn = In and GnU~ = En-1· 
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Proof It is immediate that 

0 0 

pp- 1 pq- 1 

qp- 1 qq-1 

by definition of the composition in A. Similarly, 

Therefore our result follows. □ 

Lemma 6 Let en be as defined in Lemma 3. Then Hn vi = en and viHn = In, 

Proof By definition of composition in Pn, [ViHn]i,j = PiPj 1 = bij • Therefore, viHn = In . Simi­

larly, Hn vi = I::r:::l Pi 1Pi = en, by definition of en, Therefore, our result follows. □ 

Using these results, we are able to construct maps between matrix categories, and corners of 

matrix categories that reduce the orders of matrices. 

Definitions 3.5 

Let P2 be embedded in a unital ring R. We define a map C : MatR 22 -+ EMatRE (where E is 

the family of idempotents defined in Lemma 5) by C(A) = GjAUf for all A E MatR22 (i,j), and 

C(x) = x - 1 for all x ~ 2. 

Theorem 7 C is an injective functor that preserves addition. 

Proof Consider A, A' E MatR 22 (i, j) and BE MatR 22 (j, k). Then by definition of C, 

by Lemma 5. Also, 

by the distributivity of composition over addition in a ring. Therefore C preserves composition 

and addition . Also, C(In) = GninU:i = En-1, which is the identity at n - 1 in EMatRE, and so 

C is a functor . 

Now consider A,A' E MatR2 2 (i,j) satisfying C(A) = C(A'). Then by definition of C, this 

implies that 
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We can multiply the both sides of the above equation by UJ on the left, and Gi on the right, so 

that 

However, UJGx = Ix for all x 2". 2, by Lemma 5, and so IjAii = IjA1 h Therefore, C is injective. □ 

Corollary 8 The restriction of C to Mn (R) gives an injective ring homomorphism from Mn (R) 

to En- 1Mn- 1(R)En-l · 

Proof Immediate from Theorem 7 above. □ 

We consider the theory given by iterating the above contraction maps, to give maps between the 

category of proper matrices over R and corners of the ring R. 

Theorem 9 For all n 2". 2, there exists an injective homomorphism from Mn(R) to a corner of 

R. 

Proof The map CIM2 (R) o C IM 3 (R) o ... o C IMn(R) gives an injective ring homomorphism, by 

iterating Corollary 8. □ 

Proposition 10 Consider A E MatR(n, n), where n 2". 2. Then cn-l (A)= HnAV~ ER. 

Proof For A E MatR(n, n), 

However, by Lemma 4, 
n 2 

Hn = II Gi ' v~ = II Uf. 
i= 2 i=n 

This motivates the following definition : 

Definitions 3.6 

We define a map <I> from the category MatR (excluding the empty matrix) to R, as follows: 

On objects 

<I>(n) = 1 Vn E Ob(MatR), 
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On morphisms 

<P(X) = 
xv.t 

i VX E MatR(i, 1) , i 2: 2, 

HjX VX E MatR(l,j), j 2: 2, 

X VXER 

Theorem 11 <P is a map from MatR to R that preserves the addition and multiplication opera­

tions, and is functorial when the embedding of P2 into R is strong. 

Proof Consider A, A' E MatR(i,j) and B E MatR(J, k), Then, assuming i,j 2: 2 (otherwise 

this result is trivial), <P(B)<P(A) = HkBV/HjAV/. However, by Lemma 5, V/Hj = Ij, and so 

<P(B)<P(A) = HkAijBV/ = HkABV/ = <P(BA). Therefore <P preserves composition. Also, by the 

distributivity of composition over addition in a ring, 

Therefore <P preserves addition. Now assume that the embedding of P2 into R is strong. In this 

case, <P(In) = Hn Vn = en = 1 for all n 2: 1, and so <P is functorial. □ 

Note that, unlike the functor, C: Mati2 -+ MatR, <Pis never injective. 

Counterexample 

by definition of the map <P. However we do have the following weaker result: 

Lemma 12 For fixed i,j E f:J, the restriction of<P to MatR(i,j) is injective. 

Proof We assume that i, j 2: 2, otherwise the result is trivial. Then consider A, A' E MatR ( i, j) 

satisfying <P(A) = <P(A'). By definition of <P, this implies that HjAV/ = HjA'V/, so we can multi­

ply both sides of this by V/ on the left, and Hi on the right, so that V} Hj AV/ Hi = V] Hj A'V/ Hi. 

However, V;Hx = Ix for all x 2: 2, so IjAii = IjA' h Therefore, the restriction of <P to the 

individual Hom sets is injective. D 

Definitions 3. 7 

We denote the map given by restricting <P to MatR ~2 (n, n), and corestricting <P to enRen by 

<Pn : Mn(R) -+ enRen. 
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Theorem 13 <I>n is an injective unitary ring homomorphism for all n 2': 2. When the embedding 

of P2 is strong, <I>n is an injective unitary ring homomorphism from Mn(R) to R. 

Proof It is immediate by Theorem 11 that <I>n preserves addition and multiplication, and by 

Lemma 12 that <I>n is injective. Finally, <I>n(In) = Hn V;. = en, by Lemma 6, which is the identity 

of enRen. The final part follows by noting that in the strong case, en = 1, for all n E N, by 

Lemma 3. □ 

3.3.3 Expanding matrices 

Definitions 3.8 

Let P2 be embedded in a unital ring R . We define a map D : EMatRE----+ MatR by D(X) = 
UJ+1XGi+l for all XE EMatRE(i,j) (where Uy and Gx are as defined in Definitions 3.4), and 

for all n EN, D(n) = n+ l. 

Theorem 14 D is an injective functor that preserves addition. 

Proof Consider X, X' E EMatRE( i, j) and Y E EMatRE(j, k). Then 

and so D preserves composition. Also, D(Ei) = Uf+iGi+1Uf+1Gi+1 = Ii+1Ii+1 = Ii+1, the identity 

of i + 1 in MatR. Therefore, D is a functor. 

Next, D(X) = D(X') implies that D(X) = UJ+1XGi+i = UJ+iX'Gi+l · We can multiply 

both sides of this by Gj+l on the left and Uf+ 1 on the right to deduce EjXEi = EjX'Ei, and so 

X = X', since X,X' E EMatRE(i,j). Therefore, Dis injective. D 

Iterating the D functor gives the following theory: 

Definitions 3.9 

Theorem 15 Wn is an injective unitary ring homomorphism from enRen to Mn(R), and an 

injective unitary ring homomorphism from R to Mn(R) when the embedding of A into R is 

strong. 
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Proof For arbitrary r, s E R, 

Therefore, '1i preserves composition. Also, 

Therefore Wn also preserves addition. Therefore, \]/ is a ring homomorphism . 

Now consider r, r' E enRen satisfying Wn(r) = Wn(r'). Then V~rHn = V~r'Hn , We can 

multiply by Hn on the left, and by V~ on the right, to deduce enren = enr'en. However, r, r' E 

enRen, and so this implies that r = r', and so Wn is injective. 

The final part follows from Lemma 3, which shows that, when the embedding of P2 is strong, 

en = 1 for all n. □ 

Theorem 16 C and D are mutually inverse category isomorphisms that preserve addition. 

Proof For all n E Ob(Mati2 ) and m E Ob(EMatRE), it is immediate from the definitions of the 

actions of C and Don objects that CD(m) = m and DC(n) = n. Also, for all XE MatR~2 (i,j) 

and Y E MatR(r, s), 

and 

DC(X) = D(UJ+1XGi+1) = Gj+iUJ+1 UGi+1Ul+1 = EjX Ei = X, 

by Lemma 5. Finally, we have already seen (Theorems 7 and 13) that C and D are functors that 

preserve addition. Therefore our result follows. D 

We then have the following as a Corollary: 

Theorem 17 For all n ~ 2, <I>n and Wn are mutually inverse ring isomorphisms. 

Proof Immediate from theorem 15 above, and the definition of <I> and \fl in terms of the iterations 

of the C and D functors respectively. D 

In the strong case, the above results give the following Corollary: 

Theorem 18 When the embedding of P2 into R is strong, <I>n and Wn are mutually inverse 

isomorphisms between Mn(R) and R for all n E 1':l . 
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Proof Immediate from Theorem 17 above, and Lemma 3. D 

3.4 Self-embeddings of rings, and monoidal structures 

Let P2 be embedded in a unital ring R. We consider what happens to the monoidal structure of 

MatR when we map MatR into R using the <I> map (which we have proved is a functor when the 

embedding of A into R is strong). We will demonstrate that this gives the ring R the structure of 

a one-object symmetric monoidal category (apart from the units elements) when the embedding 

is strong, and a similar, but weaker, structure when the embedding of P2 is not strong. 

Definitions 3.10 

We define a map * from MatR x MatR (without the empty matrix) to R, as follows: 

• On objects, a* b = 1, for all a, b EN, 

• On morphisms, U * V = <I>(U LJ V) . 

Proposition 19 

(i) * preserves addition and composition, 

(ii) For all a, b EN, there exists Sab satisfying Sjz(U * V)ski = V * U for all U E MatR(i,j) and 

VE MatR(k, l). 

(iii) For all i,j, k EN, there exists tijk, t~jk ER satisfying 

tx,y,z(U * (V * W))t~,j,k = ((U * V) * W), 

for all U E MatR(i,x) , VE MatR(j,y), and WE MatR(k,z). 

Proof 

(i) We have proved that LJ is an addition-preserving functor in Theorem 2, and have proved that 

<I> preserves addition and composition in Theorem 11. Therefore, it is immediate by the definition 

of * that it preserves addition and composition. 

(ii) For all a, b 2". 1, define Sab = <I>(Sab), where Sab is as defined in Theorem 2. Then, as <I> preserves 

composition, and Sj1(U LJ V)Ski = V LJ U, we can deduce that <I>(Sj1(U LJ V)Ski) = <I>(V LJ U), and 

so Sjz(U * V)sik = V * U. 

(iii) For all a, b, CE N, define t~,b,c = (V;+b * Ic)Ua * Hb+c) and ta,b,c = (Ha+b * Ic)Ua * v:+c). Then 
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note that (IxuV;+J(Uu(V*W))(IiUHj+k) = ULJVLJW. Also, (Hx+yUiz)(ULJVLJW)(V/t-jLJh) = 

(U * V) LJ W. Therefore, 

Finally, recall that , by definition, A* B = <I>(A LJ B), and <I> preserves composition and addition , 

so we can apply <I> to the above equation, and deduce that 

And this is t x,y,z (U * (V * W))t~,j,k = (U * V) * W. □ 

3.4.1 The symmetric monoidal structure of a ring 

We will demonstrate how a restriction of the * map gives the ring Ra similar but weaker structure 

to a one-object symmetric monoidal category (without unit elements) , and the structure of a one­

object symmetric monoidal category (again, without the unit elements) when the embedding of P2 

into R is strong. Note that, although the category of matrices over a ring R is strictly monoidal, 

the structure induced by the restriction of* is not strict ; it is 'monoidal up to isomorphism' . 

Definitions 3.11 

Let P2 be embedded in a ring R. We define 87 to be the restriction of the map * : MatR x MatR ➔ 

R to members of R, considered as (1 x 1) matrices. So, for all a, b E R, 

Proposition 20 

(i) 87 is a ring homomorphism. 

(ii) There exists elements s, t, t' of R satisfying, for all f, g, h E R , 

1. t' (f 87 (g 87 h)) = ( (f 87 g) 87 h) t' , 

2. t2 = (t 87 l)t(l EB t) , 

3. s(J EB g) = (g EB J)s, 

4. tst = (s EB l)t(l EB s). 
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Proof 

(i) This is immediate from the fact that <I> preserves composition and addition (Theorem 11), and 

the fact that LJ is an addition-preserving functor (Theorem 2). 

(ii) We make the definitions s = s1,1, t = t1,1,1, and t' = t~,l,l, as defined in Proposition 9. These 

are given explicitly, as follows: 

By definition, 

Similarly, 

Also 

Then our results are as follows: 

l. This follows immediately, by the definition of t and t' , and from Proposition 19 above. 

2. We can expand t2 as 

and, using the definition (a EB b) = p-1ap + q-1bq, we can expand (t EB l)t(l EB t) as 

Therefore, t 2 = (t EB l)t(l EB t). Hence our result follows. 

3. By definition of EB, 
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4. We can expand tst and (s EB l)t(l EB s) in terms of p, q, so that 

and 

Therefore, tst = (s EB l)t(l EB s). 

Hence our results follow. D 

This allows us to deduce the following: 

Theorem 21 When the embedding of Pz into R is strong, (R, EB) has the structure of a (one­

object) symmetric monoidal category, apart from the unit elements. 

Proof First note that 1 EB 1 = p- 1p + q- 1q = e2 = 1 when the embedding of P2 is strong, by the 

definition of a strong embedding. Therefore, EB is a functor from (R, ·) x (R, ·) to (R, ·) (considered 

as a one-object category). 

Next, by definition, 

by Theorem 18. Also, 

by Theorem 18. Therefore, we can write t' = r- 1 and s = s- 1 . Then, by Proposition 20 above, 

(R, EB) has the structure of a one-object symmetric monoidal category, apart from the unit ele­

ments. □ 

We will study the theory of one-object symmetric monoidal categories that do not have units 

elements in more detail in Chapter 4. However, we first give an application of the above results 

to the Ko theory of rings. 
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3.5 Constructing the 1(0 group of a ring using P2 

Let R be a unital ring in which P2 is embedded ( t his embedding need not be strong); we will 

construct a semigroup from t he idempotents of R . We will then show that this semigroup is 

isomorphic to the semigroup of (equivalence classes of) idempotents of all matrix rings over R, 

used in the construction of the Ko group of R . This allows us to construct the Ko group of R 

solely from the idempotents of R, rather than from the idempotents of MatR , 

3.5.1 The classical construction of the I<0 group of a ring 

We recall standard definitions from the Ko theory of unital rings, taken from [24], p.135-145. 

Definitions 3.12 

The set of idempotents of all rings of matrices over R is denoted E(R), and is defined by 

00 

E(R) = LJ {A E Mi(R) : A2 = A}. 
i=l 

Note that, by the definition of an idempotent, any A E E(R) must be a square matrix. An 

equivalence relation ~ is then defined on E(R) by 

E ~ F <=} ::IX, Y : XY = E , Y X = F , EX F = X , FYE = Y. 

There is an associative composition LJ defined on E(R) as follows: Given an m x m idempotent 

matrix e, and an nxn idempotent matrix f, over R, then e LJ f is defined to be the (m + n) x (m+ n) 

matrix 

eLJ f=(: ;), 
and the relation ~ is clearly a congruence with respect to this binary operation. (This operation 

is the restriction to idempotents of the strict monoidal functor for MatR, the category of matrices 

over R) . A binary operation is defined on the ~ equivalence classes of E ( R) by [ e] + [f] = [ e LJ f ]. 

Then (E(R)/ ~, + ) is clearly an abelian semigroup. We will refer to this as the Ko semigroup 

of R, although this is not standard terminology. Finally, the group Ko(R) is defined to be the 

abelian group given by constructing the Grothendieck group, or universal group of the commutative 

semigroup (E(R)/ ~, + ), as described in [24], p.295-297. This group has the universal property 

that any homomorphism from the abelian semigroup (E(R)/ ~, + ) into an arbitrary group G 

factors through Ko ( R). 

We consider how this construction can be simplified under the assumption that P2 is embedded 

in R. 
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3.5.2 Simplifying the Ko construction using A 

Let P2 be embedded in a ring R (we identify P2 with its image under this embedding) . We 

consider the ~ relation on the idempotents of MatR, along with the EB operation of Definitions 

3.11. For our results, we first require the following: 

.Lemma 22 Let E 2 = EE MatR(n, n) be an arbitrary idempotent. Then <I>n(E) ~ E. 

Proof Denote <I>n(E) by e. Then e = HnEV~ by definition of <I>n, If we define X = HnE and 

Y = EV~ , then XY = HnE 2V~ = HnEV~, by definition. Also , Y X = EV~HnE = EinE = E 2 = 

E. Finally, 

and 

Therefore <I>n(E) ~ E, by definition of the relation ~ . □ 

Definitions 3.13 

We define e(R) to be the set of idempotents of R, and consider the restriction of the above ~ 

relation to e(R). 

Proposition 23 (e(R)/ ~, EB) is an abelian semigroup isomorphic to the Ko semigroup of R. 

Proof For all A E E(R), define a = <I>(E). Then, by Lemma 22, a~ A, and so [a]~ = [AJ~ ­

Therefore, every idempotent of E(R)/ ~ has a representative in R. Next note that for all E ~ 

FE E(R), by definition there exists X , Y E MatR satisfying XY = E, YX = F, EXF = X, 

FYE = E. Therefore, if we define x = <I>(X), and y = <I>(Y), then <I>(E) ~ <I>(F), as <I> preserves 

composition and addition. 

Hence the map [A] f-t [<I>(A)] from E(R)/ ~ to e(R)/ ~ is well-defined , and is a bijection. 

Finally, we show that it preserves composition. Consider E 2 = E, F 2 = F E E(R). Then 

(<I>(E) EB <I>(F)) = <I>(<I>(E) LJ <I>(F)), and so (<I>(E) EB <I>(F)) ~ <I>(E) u <I>(F). Also, <I>(E) ~ E and 

<I>(F) ~ F . Therefore, (<I>(E) LJ <I>(F)) ~ (E LJ F) as ~ is a congruence on the abelian semigroup 

(E(R), LJ). Next , by Lemma 22 , (E LJ F) ~ <I>(E LJ F) . Hence, as~ is an equivalence relation , 

(<I>(E) EB <I>(F)) ~ <I>(E LJ F) in MatR, and so <I>(E LJ F) ~ <I>(E) EB <I>(F) in R. 

Therefore, the map from E(R)/ ~ to e(R)/ ~ given by [A] f-t [<I>(A)] is a well-defined bijec­

tion, and maps + to EE) . Hence it is a semigroup isomorphism, and so our result follows. D 

We can deduce the following as a corollary: 
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Theorem 24 The Ko group of R can be constructed by applying Grothendieck's construction to 

the abelian semigroup of Proposition 23 above. 

Proof Immediate from the isomorphism between ( { e2 = e E R} / ~, EB) and the K 0 semigroup of 

R. □ 

Hence we have shown that constructing the Grothendieck group of (e(R)/ ~, EB), as described in 

[48] p.295-297, will give us the Ko group of the ring R, and so an embedding of P2 in a unital 

ring R allows us to greatly simplify the calculation of the Ko group of R. 
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Chapter 4 

Categorical self-similarity and 

internalising monoidal structures 

4.1 Introduction 

We generalise the results of Chapters 2 and 3 to give a categorical interpretation of self-similarity, 

in terms of self-similar objects of symmetric monoidal categories. This can be thought of as the 

non-associative case of the ring theory results of Chapter 3 - in particular, the construction of a 

one-object symmetric monoidal category (without unit elements). This motivates the definition 

of M-monoids, which have a similar, but weaker, structure to one-object symmetric monoidal 

categories (without unit elements). We then show how this implies (under certain conditions) the 

existence of embeddings of the polycyclic monoid on two generators into endomorphism monoids 

of self-similar objects of symmetric monoidal categories. 

We also introduce several concepts which will be useful in later chapters, where we apply 

our categorical structures to the study of algebraic models of logic. In particular, we introduce 

the internal tensor product, and the concept of a fixed point for an internal tensor product -

examples of these will be constructed in Chapter 5. 

Finally, as an application of the above theory, we demonstrate how to construct 1-object 

analogues of the 'internal horn.' of a Cartesian closed category at the endomorphism monoid of 

a self-similar object. 

4.1.1 One-object symmetric monoidal categories 

Recall the definitions of symmetric monoidal categories from Definition 1.2, of Chapter 1. For 

much of the remainder of this thesis, we will consider various symmetric monoidal categories 
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without unit objects. This is because of the following: 

Proposition 1 Let (M, 0, t, s, I,>.., p) be a symmetric monoidal category with one object. Then 

M is a set with two {strictly) commutative associative operations. However, the same does not 

apply to a symmetric monoidal category without units elements. 

Proof Let (M, 0 , t, s, I,>.., p) be a symmetric monoidal category. Then, for all f : A -+ A, 

g : B -+ B by naturality of the units maps, Xi/g = (lJ 0 g)>..·i/ and p_:/ f = (f 0 l1)p- 1 . 

Therefore, PA 1 f PA= (f 0 11) and Xi/g>..B = (lJ 0 g). However, as we are considering the one­

object case, A = B = I, and from Definitions 1.2, Chapter 1, AJ = PI· Therefore (f 0 11) 

p11 f PI= >..11 J>..1 = (11 0 f), and so 0 is commutative. 

Similarly, the units triangle coherence condition gives (PI 0 l1)tJ,I,I = (11 0 >..1). However, 

AJ = PI and we have proved that 0 is strictly symmetric, so (11 0 >..1)tJ,I,I = (11 0 >..1) and it is 

immediate from this that tis the identity. Finally, from [41], p.161, a strict symmetric monoidal 

category with one object is an abelian monoid with respect to two commutative operations that 

satisfy the interchange law. 

The second part of our proof follows by example, from Theorem 21 of Chapter 3. D 

Convention In view of the above result , we make the convention that when we refer to a one­

object symmetric monoidal category, we assume that it need not have unit elements. 

4.2 Self-similarity in monoidal categories 

We axiomatise our concepts of self-similarity, using the theory of symmetric monoidal categories1 

We do this by defining what we mean by a self-similar object of a symmetric monoidal category, 

and showing that this gives the endomorphism monoid of the self-similar object a similar structure 

to a one-object symmetric monoidal category. 

4.2.1 Self-similar objects 

Definitions 4.1 

Let (M, 0 ) be a symmetric monoidal category. We say that N E Ob(M) is a self-similar object 

if there exist morphisms c E M(N 0 N, N) and d E M(N, N 0 N) that satisfy de = lN&JN • We 

1 In fact, the constructions of this chapter appear to work in the non-symmetric case. However, all the examples 

we construct will be symmetric , so we restrict our definitions accordingly. 

46 



call these morphisms the contraction and division morphisms of N. We say that N is strongly 

self-similar, or is a strong self-similar object if it satisfies the further condition cd = l N, so that 

N ~ N 0 N. If N is not strongly self-similar, we say that it is weakly self-similar, or just weak, 

when the context is clear. If all the objects of M are self-similar, we say that Mis a self-similar 

category. It is immediate that if N is a (strongly) self-similar object of a subcategory S of a 

category C, then N is a (strongly) self-similar object of C. 

4. 2. 2 Free monoidal categories 

In order to study the properties of self-similar objects of categories, we consider the 'simplest 

possible' symmetric monoidal category, and self-similarity. We also consider the properties when 

this self-similarity is strong. 

Definitions 4.2 

In [41], p.161 , the freely generated symmetric monoidal category on one object, (W, 0) is defined. 

This has objects given by binary bracketings of the symbol - (including the empty bracketing, 

(); this is the unit object), and unique natural canonical morphisms, as given in Definitions 1.2, 

Chapter 1. The same reference also defines, for any object B of a symmetric monoidal category 

(M, 0), a unique functor of monoidal categories, ( )B W -+ M. On objects, this is given by 

• ( -)B = B, 

• (u 0 v)B = (u)B 0 (v)B-

and we refer to [41] for its definition on morphisms. 

We define the self-similar category (S, 0 ) to be the category W , together with the assumption 

that the unique object (which we denote N for clarity) is self-similar. So, the morphisms of Sare 

specified by 

• c E S(N 0 N, N), d E S(N, N 0 N), so that de= l N<giN• 

• For all f, g E Arr(S), f 0 g E Arr(S). 

We call S the strongly self-similar category when N is a strongly self-similar object. 

Proposition 2 (S, 0 ) is a regular category. 

Proof Note that all the canonical isomorphisms have global inverses. Also , cdc = clN@N = c and 

dcd = lN@Nd = d, so c and d are mutual generalised inverses. Next, let a, b be elements of S that 
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have generalised inverses a- 1 and b-1 . Then (a ® b)(a- 1 ®b- 1 )(a ® b) = (aa- 1a ® bb- 1b) = (a ® b) 

and similarly, (a- 1 0 b-1 )(a ® b)(a- 1 ® b- 1 ) = (a- 1aa- 1 0 b- 1bb-1) = (a- 1 0 b- 1). Therefore, 

when a and b have generalised inverses, so does (a ® b). Finally, if ba is defined , then so is a- 1b- 1
, 

and it is immediate from the definitions of the morphisms of S that a - 1b- 1 is the generalised 

inverse of ba. Therefore, S is a regular category. D 

Corollary 3 When S is the strong self-similar category, S is a groupoid. 

Proof When N is strongly self-similar, then c and d satisfy cd = lN and de= lN®N , and so , by 

induction, all the elements of S have global inverses. Hence our result follows . □ 

4.2.3 Tensor categories of self-similar objects 

Definitions 4.3 

Let N be a self-similar object of the monoidal category (M, 0 ). We define the tensor category of 

N, which we denote (®N), to be the full subcategory of M, whose objects are given inductively 

by 

• NE Ob(®N), 

• X ® YE Ob(®N) for all X, YE Ob(®N). 

Note that if N is a strongly self-similar object, then all endomorphism monoids of objects of (®N) 

are isomorphic. 

An important special case will be when the map ( )N : W ➔ Mis injective on objects. In this 

case, each object corresponds to a unique bracketing of copies of N - or equivalently, to a unique 

binary tree with leaves labelled by N and nodes labelled by 0 - as in the definition of W. When 

( ®N) satisfies this condition, we say that it has freely generated objects. In this case, many of 

our results on self-similarity will be greatly simplified . For example, let N be a self-similar object 

of a symmetric monoidal category (M, ®), and let (®N) be freely generated objects in M. For 

all XE Ob(®N), we (recursively) define two families of morphisms, the divis ion and contraction 

morphisms, {dx E M(N,X)}, and {ex E M(X,N)}, as follows: 

• du0 v =(du ® dv)d, 

• cu0 v = c(cu ® cv). 
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The fact that these morphisms are well-defined follows directly from the fact that ®N has freely 

generated objects. We can then use these morphisms to define the contraction map ¢ from 

Arr(®N) to M(N, N) by¢(!) = cy fdx for all f E (0 N)(X, Y). 

Lemma 4 Let N be a self-similar object of a symmetric monoidal category, (M, 0 ), and let ( 0N) 

have freely generated objects. Then, for all X E Ob( 0N), dxcx = lx. Also, when N is a strongly 

self-similar object, cxdx = lN. 

Proof First note that this result holds for X = N, by definition of d and c. Next, let U and V 

be objects of (0N) satisfying ducu = lu and dvcv = lv. Then 

= (ducu 0 dvcv) = (lu 0 lv) = lu®V• 

Therefore, our result follows by induction. The second part of our proof follows by the definition 

of a strongly self-similar object, and a similar induction argument. D 

Theorem 5 Let N be a self-similar object of a symmetric monoidal category, (M, 0 ), and let 

(0 N) have freely generated objects in M. Then ¢(g)¢(f) = ¢(gf) for all f E (0 N)(X, Y), and 

g E (0 N)(Y, Z). 

Proof By definition, ¢(g)¢(f) = czgdycy fdx . However, by Lemma 4 above, dycy = ly, and so 

¢(g)</>(f) = czgfdx = ¢(gf). □ 

Corollary 6 When N is a strong self-similar object, </> defines a functor from ( 0 N) to the one­

object category M(N, N). 

Proof Define ¢ on Ob(®N) by ¢(X) = N for all X. Our result is then immediate, since by 

the definition of a strongly self-similar object , and Theorem 5, ¢(1x) = lN for all X, and 

¢(g)</>(f) = </>(gf) whenever gf is defined. □ 

In the case where (0N) does not have freely generated objects, the definitions of ex and dx do 

not neccesarily uniquely specify elements of (0 N), so we cannot define ¢ as above. For example, 

when (M, 0 ) is a strict monoidal category, then N 0 ( N 0 N) = ( N 0 N) 0 N, and so the elements 

c(lN 0 c), and c(c 0 1N) both satisfy the definition of CN®N ®N· 

We can however, unambiguously define a restriction of¢, as follows: 
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Definitions 4.4 

Let N be a self-similar object of a symmetric monoidal category M. We define (c?hN ) to be the 

full subcategory of M with two objects, N and N®N . We can then define a map ¢2 : (®2N) ➔ N 

explicitly, by 

¢2(!) = 

f 
cf 

fd 

f E M(N,N) 

f E M(N,N®N) 

fEM(N ®N,N) 

cfd fEM(N ®N,N®N) 

It is immediate that, when ( ®N) has freely generated objects, the map ¢2 is a restriction of ¢ 

to ( ®2N). Also, as de = lmi!,N, an identical argument to Theorem 5 gives that ¢2 preserves the 

composition of (®2 N ), and is a functor when N is strongly self-similar. 

4.2.4 The internal tensor product 

We demonstrate how endomorphism monoids of self-similar objects have a similar structure to 

one-object symmetric monoidal categories, and are one-object symmetric monoidal categories 

without units elements when the self-similarity is strong. However, we first require the following: 

Lemma 7 Let N be a self-similar object of a symmetric monoidal category (M, ®, s, t). Then for 

all X, Y, Z E (®2N ) 

(i) tx,Y,Z = ((dx ® dy) ® dz)tN,N,N(cx ® (cy ® cz)), 

(ii) sx,Y = (dy ® dx)sN,N(cxc?Jcy), 

(iii) The above two results hold for all X, Y, Z E (®N) when (®N) has freely generated objects. 

Proof By definition , lA = dAcA for all A E Ob(®2N). Then 

(i) By definition, tx,Y,Z = tx,Y,z(lx ® (ly 0 lz)). Therefore 

tx,Y,z = tx,Y,z(dxcx ® (dycy ® dzcz)), 

and so tx,Y,Z = ((dx c!) dy) ® dz)tN,N,N(cx ® (cy ® cz)) by the naturality of tx,Y,z in X, Y, Z. 

(ii) By definition, sx,Y = sx,Y(lx c!) ly), and so sx,Y = sx,y(dxcx ® dycy) . Therefore, by the 

naturality of sx,Y in X and Y, sx,Y = (dy ® cx)sN,N(cx ® dy). 

(iii) This follows from the fact that lA = dAcA, for all A E Ob(®N) when (®N) has freely 

generated objects. Then the above proofs suffice. D 
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Definitions 4 .5 

Let (M, 0) be a symmetric monoidal category, and let N be a self-similar object of M. We define 

the internal tensor product at N to be a map EB : M(N, N) x M(N, N) -+ M(N, N) given by 

x EB y = c(x 0 y)d. 

Proposition 8 Let N be a self-similar object of a symmetric monoidal category (M, 0 ), and let 

the internal tensor product, EB, be as defined above. Then 

(i) EB is a semigroup homomorphism, and is a monoid homomorphism when N is strongly self­

similar. 

(ii) ¢ 2 maps 0 to the internal tensor EB; that is, ¢2(! 0 g) = ¢2(!) EB¢2(g) for all f, g E M(N, N). 

(iii) When ( 0 N) has freely generated objects, </> maps 0 to the internal tensor EB; that is, ¢(!0g) = 
¢(!) EB <f>(g) for all f E (0 N)(U,X), g E (0 N)(V, Y). 

Proof 

(i) Consider arbitrary a, b, x, y E M(N, N). Then 

(a EB b)(x EB y) = c(a 0 b)dc(x 0 y)d = c(a 0 b)lN®N(x 0 y)d = c(ax 0 by)d = ax EB by . 

Therefore EB is a semigroup homomorphism . Also, when N is strongly self-similar, 1 EB 1 

c(l 0 l)d = cd = lN and so EB is a monoid homomorphism. 

(ii) By definition, ¢2(!0g) = c(J 0 g)d and ¢2(!) = f, ¢2(g) = g for all f,g E M(N,N). 

Therefore our result follows. 

(iii) Assume (0 N) has freely generated objects. Then by definition, 

However 

¢(! 0 g) = cx0YU 0 g)du0v = c(cx 0 cy)(J 0 g)(du 0 dv)d. 

¢(!) EB ¢(g) = ¢(¢(!) 0 ¢(g)) = <f>(cxfdu 0 cygdv) = c(cxfdu 0 cygdv)d 

= c(cx 0 cy)(J 0 g)(du 0 dv)d, 

by definition of EB . Therefore, ¢(! 0 g) = ¢(!) EB <f>(g). □ 

Theorem 9 Let N be a self-similar object of a symmetric monoidal category (M, 0, sx,Y, tx ,v ,z ). 

Then there exists s, t E M(N, N) satisfying 

(i) s(uEBv) = (vEBu)s, 

(ii) t(u EB (v EB w)) = ((u EB v) EB w)t, 
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(iii) t2 = (t EB l)t(l EB t), 

(iv) tst = (s EB l)t(l EB s), 

(v) s and t have generalised inverses s - 1 , t - 1 that satisfy 

s = s- 1 
, s2 = (1 EB 1) , tc1 = (1 EB 1) EB 1 , C 1t = 1 EB (1 EB 1) , 

(vi) when N is strongly self-similar, (M(N, N), EB) is a one-object symmetric monoidal category 

without units elements. 

Proof Defines = </>2(sN,N), where sx,Y is the family of commutativity morphisms for (M, ®). 

Similarly, define t = c(c ® l)tN,N,N(l ® d)d . (Note that, in the freely generated objects case, 

t = C(N@N)®NtN,N,NdN@(N@N) = </>(tN,N,N)). Then 

(i) This follows immediately, as <P2 is a semigroup homomorphism. 

(ii) Note that by definition of EB , (u EB (v EB w)) = c(u ® c(v ® w)d)d and ((u EB v) EB w) 

c(c(u ® v)d ® w)d. Therefore, 

Similarly, 

t(u EB (v EB w)) = c(c ® l)tN,N,N(l ® d)dc(u ® c(v ® w)d)d 

= c( c ® l)tN,N,N( u ® de( v ® w )d)d = c( c ® l)tN,N,N( u ® ( v ® w )d)d 

= c(c ® l)((u ® v) ® w)tN,N,N(l ® d)d. 

( ( u EB v) EB w)t = c( c( u ® v)d ® w)dc(c ® l)tN,N,N(l ® d)d 

= c( c( u ® v )d ® w )( c ® l)tN,N,N(l ® d)d 

= c(c(u ® v) ® w)(d ® l)(c ® l)tN,N,N(l ® d)d 

= c(c(u ® v) ® w)tN,N,N(l ® d)d 

= c(c 0 l)((u 0 v) ® w)tN,N,N(l ® d)d . 

Therefore t(u EB (v EB w)) = ((u EB v) EB w)t. 

(iii) By definition oft, 

(t EB l)t(l EB t) = 

c(c(c ® lN)tN,N,N(lN ® d)d ® lN)d 

c(c ® lN)tN,N,N(lN ® d)d) 

c(lN 0 c( c 0 l N )tN,N,N(lN ® d)d)d 

= c( c( c 0 lN )tN,N,N ® lN )( (lN 0 d) ® lN) 
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tN,N,N 

On the other hand, 

t 2 = c(c ® lN)tN,N,N(lN Q9 d)dc(c ® lN)tN,N,N(l ® d)d 

= c(c ® lN)tN,N,N(c ® (lN ® lN)) 

((lN ® lN) ® d)tN,N,N(lN ® d)d 

Which, by Lemma 7, gives 

However, by the MacLane Pentagon condition for a symmetric monoidal category, this is 

Again, by Lemma 7, this is 

((lN ® d) Q9 lN)tN,N,N(lN Q9 (c Q9 lN)) 

(lN ® tN,N,N)(lN Q9 (lN Q9 d)d)d 

= c(c(c ® lN)tN,N,N Q9 lN)((lN ® d) ® lN) 

However, this is the expanded form of (t EB l)t(l EB t), and so our result follows. 

(iv) By definition of s and t above, 

Similarly, tst = c(c ® lN)tN,N,N(lN ® d)dcsN,Ndc(c ® lN)tN,N,N(lN ® d)d and so, by Lemma 7, 

Therefore, by the hexagon condition for a symmetric monoidal category 
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and this is the expanded version of (s ® l)t(l EB s) . Hence our result follows. 

(v) We define s- 1 = ¢2(s"i/N), and C 1 = c(lN 0 c)ri/N N(d ® lN)d. (Note t hat, in the freely 
' ' ' 

generated objects case, C 1 = q;(t"i/N N)) . It is then immediate that s - 1 

' ' 
- 1 = s, as sN,N = SN,N, 

and it is immediate by (i) that s2 = (l EB 1). 

Also, tt- 1 = c(c ® lN)tN,N,N(lN ® d)dc(lN ® c)t"i/N,N(d ® lN )d and so 

by definition of El, . The identity C 1t = (1 EB (1 EB 1)) follows similarly. 

(vi) We have seen that strong self-similarity implies that 1 EB 1 = 1, in which case EB defines a 

functor, and the axioms for a one-object symmetric monoidal category then follow immediately 

from (i) to (v) above . □ 

4.3 Definitions and theory of M-monoids 

We axiomatise the above properties of endomorphism monoids of self-similar objects. 

Definitions 4.6 

We define an M-monoid to be a monoid , M, together with a semigroup homomorphism EB : M x 

M ➔ M that we call the internal tensor, and special elements s, t that we call the commutativity 

and associativity elements, that satisfy 

l. t(u EB (v EB w)) = ((u EB v) EB w)t. 

2. s(uEBv) = (v EBu)s. 

3. t 2 = ( t EB 1) t ( 1 EB t) . 

4. tst = (s EB l)t(l EB s). 

5. sand t have generalised inverses satisfying s- 1 = s, s2 = (1 EB 1), tt- 1 = (1 EB 1) EB 1 and 

c 1t = 1 EB (1 EB 1). 

We call an M-monoid strong if it satisfies the further condition that EB is a monoid homomorphism. 

This implies, and is implied by the condition that the generalised inverses of s, t are global inverses 

(i.e. s- 1 s = 1 and C 1t = 1 = tt- 1). Of course, strong M-monoids are one-object symmetric 

monoidal categories, apart from the units conditions. The following results are then immediate 

from Theorem 9: 
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Proposition 10 Every endomorphism monoid of a self-similar object in a symmetric monoidal 

category is an M-monoid. □ 

Coro llary 11 Let N be a strongly self-similar object of a symmetric monoidal category. Then 

the endomorphism monoid of N is a strong M-monoid. □ 

We can also deduce the following from Chapter 3: 

Theorem 12 Let P2 be embedded in a unital ring R. Then the monoid of R is an M-monoid, 

and is strong when the embedding of P2 is strong. 

Proof We identify the generators of A under the embedding claimed . Then the internal tensor 

is defined by (r EB s) = p- 1rp EB q- 1sq for all r, s E R. The M-monoid structure of the monoid 

of R then follows by Proposition 20 of Chapter 3, and the strongness result is a restatement of 

Theorem 21 of Chapter 3. D 

Note that this proof does not use the additive inverses of the ring R, and hence also holds for 

semirings. 

4.3.1 Constructing embeddings of polycyclic monoids 

We relate the categorical approach to self-similarity given above to the inverse semigroup theoretic 

approach given in Chapters 1 to 3. Specifically, we give sufficient conditions for the existence of 

an embedding of the polycyclic monoid on two generators into the endomorphism monoid of a 

self-similar object. 

Definitions 4. 7 

Let N be a self-similar object of a symmetric monoidal category (M, 0 ), and let M(N, N) have 

a zero, which we denote 0. We say that maps n 1 , n2 E M(N 0 N, N) are left and right projection 

maps and i1 , i2 E M(N, N 0 N) are their inclusion maps, if they satisfy 

Theorem 13 Let N be a self-similar object of a symmetric monoidal category (M, 0 ). If N has 

projection and inclusion maps, then there exists an embedding of P2 into M(N, N). 
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Proof As ¢2 preserves composition, ¢2(rr1)¢2(i1) = lN = ¢2(rr2)¢2(i2) and ¢2(i1)¢2(rr1) = 1 EB 0, 

and ¢2(i2)¢2(rr2) = OE!:) l. Hence, as EB is asemigroup homomorphism, ¢2(i1)¢2(rr1)¢2(i2) ¢2(rr2) = 

0 = ¢2(i2)¢2(rr2)¢2(i1)¢2(rr1) - Therefore, ¢2(rr1)¢2(i2) = 0 = ¢2(rr2) ¢2(i1) , and so ¢2(rr1) , ¢2(rr2) 

satisfy the axioms for the generators of P2, and ¢2(i1), ¢2(i2) satisfy the conditions for their gen­

eralised inverses. Hence, by the definition of ¢2 , the embedding of P2 into M(N, N) is generated 

by 

and their generalised inverses 

Therefore, we have constructed an embedding of P2 into M(N, N). □ 

Definitions 4 .8 

We refer to ¢2(rr1) and ¢2(rr2) as the left and right internal projections of EE). Similarly, we refer 

to ¢2 ( i1) and ¢2 ( i2) as the left and right internal inclusions of EE). We identify the generators of 

P 2 and their generalised inverses with their images under this embedding , for clarity. 

Proposition 14 p- 1 (f EB g)p = f and q- 1 (f EB g)q = g for all f, g E M(N, N). 

Proof By definition, p-1u EB g)p = ¢2(rr1(f 0 g)i1) = ¢2(!) = f. Similarly, q-1u EB g)q = 
¢2 ( rr2 (f 0 g) i2) = ¢2 (g) = g. Hence our result follows . D 

Definitions 4.9 

Let (M, EB) be an M-monoid with a zero. We say that it has internal projections if there exists an 

embedding of P2 into M satisfying p(f EB g)p- 1 = f and q(f EB g)q- 1 = g for all f,g EM. Simi­

larly, we say t hat it has internal inclusions if there exists an embedding of P2 into M satisfying 

p- 1 fp = f EB O and q- 1gq = 0 EB g for all f , g EM. 

From the above, we are in a position to prove the converse to Theorem 13, Chapter 3. 

Theorem 15 Let R be a unital ring, and assume there exists c E MatR(2, 1) , d E MatR(l , 2) 

such that the map ¢: M2 (R) -+ R, defined by ¢ (X) = cX d, is an injective ring homomorphism. 

Then P2 is embedded in R. 
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Proof First note that the condition on R is equivalent to stating that 1 is a self-similar object of 

the category MatR, We demonstrate that MatR has inclusions and projections. Define 

and 

Then it is immediate from the definition of composition in MatR that 7!'1 i1 = lR = 7r2i2, and 

Therefore, i 1 7r1 = 1 LJ O and i 27l'2 = 0 LJ 1, and so MatR has projections and inclusions. Therefore, 

by Theorem 13 above, there exists an embedding of P2 into R. □ 

4.3.2 Fixed points of internal tensors 

We formalise the definition of a 'fixed point' for an internal tensor. This concept will be very 

useful in the construction of algebraic models of logical systems, presented in Chapters 7 and 8, 

and we will give a concrete example in Chapter 5. This definition was motivated by the properties 

J .-Y. Girard requires for a model of the exponential operator of linear logic [17, 20, 21]. 

Definitions 4.10 

Let (M, EB) be an M-monoid. We define a right fixed point of an element f E M to be an element 

F of M that satisfies f EB F = F. Similarly, a left fixed point of J is an element F' that satisfies 

F' EB f = F'. Note that these two definitions imply, for an M-monoid with internal projections, 

p-1 Fp = f and q-1 Fq = F when F is a right fixed point off. Similarly, for a left fixed point, 

p-1 F'p = F' and q- 1 F'q = f. If every element of an M-monoid M has a right (resp. left) 

fixed point, we call M a right (resp. left) recursive M-monoid. Also, if there exists a semigroup 

homomorphism Y : M --+ M where Y (J) is a right (resp. left) fixed point for J, for all f E M, 

we call Y a right (resp. left) fixed point or recursion homomorphism. 

4.4 Expanding M-monoids into categories 

Consider a self-similar object N of a symmetric monoidal category (M, ®). From the description 

of the contraction of ( ®N) into the endomorphism monoid of N, we can see that identities of 
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objects of ( ®N) are mapped to partial identities (i.e. idempotents) of the endomorphism monoid 

of N - in the case when N is a weak self-similar object, and (®N) has freely generated objects, 

this is an injective correspondence. We consider how reversible this contraction process is , by 

constructing categories from the idempotents of M-monoids. The standard technique for doing 

this is the Karoubi envelope, and we define various restrictions of this, to give an inverse process 

to the contraction map ¢. This allows us to consider </> to be a (partial) dual to the Karoubi 

envelope. 

4.4.1 The Karoubi envelope of an M-monoid 

Definitions 4.11 

Let M be a monoid. The Karoubi envelope of M is defined to be the category, which we denote 

KM, specified by, for all a, e, f EM, 

• e E Ob(KM) iff e2 = e, 

• a E KM(e, J) iff fa= a= ae. 

Note that the Karoubi envelope is in fact defined for arbitrary categories (see [38] for details of 

the general construction) . However, we are only interested in the one-object, or monoid case. 

Proposition 16 Let (M, EB) be an M-monoid. Then KM is a symmetric monoidal category 

without the unit object. 

Proof Define the monoidal functor 0 on Km, as follows: 

• e® f=e EB J,foralle,fEOb(KM). 

• a 0 b = a EB b for all a E KM(e, J) , b E KM(e', f'). 

As EB is a semigroup homomorphism, (J 0 J')(a 0 b)(e 0 e') = (a 0 b) for all a E KM(e, !) , 

b E KM ( e', f'), by definition of KM. Also, as EB is a semigroup homomorphism , ( a 0 b )( c 0 d) = 

(ac 0 bd) when ac and bd are defined in KM. Therefore, 0 is a functor from KM x KM to KM. 

We can then define, for all e, f, g E Ob(KM) , 

• Se,f = (f EB e) s (e EB J) , 

• te ,1,9 = ((e EB J) EB g)t(e EB (J EB g)) , 

• t;,},9 = (e EB (J EB g))r1 ((e EB J) EB g) , 
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where these composites are taken in M. From these definitions, 

Se,J E KM(e EB f,fEBe), te,1,9 E KM(e EB (JEBg),(e EB f) EBg), 

and the axioms for a symmetric monoidal category (apart from the units conditions) follow im­

mediately from the axioms for an M-monoid (Definitions 4.6) . Therefore, KM has the structure 

of a symmetric monoidal category apart from the units conditions. D 

Proposition 17 The identity, 1, of an M-monoid (M, EB) is a self-similar object of the symmetric 

monoidal category (KM, 0 ). 

Proof We require elements c E KM(l 0 1, 1) and d E KM(l, 1 0 1) that satisfy de= 1101. Note 

that 1(1 EB 1) = (1 EB 1) = (1 EB 1)1 in M, so we can define c = (1 EB 1) E KM(l 0 1, 1) and 

d = (l EB 1) E KM(l , 1 0 1). Then it is immediate that de= l EB 1 = 1101. Therefore, 1 is a 

self-similar object of KM, D 

The above result is trivial when (M, EB ) is a strong M-monoid , in which case 1 0 1 is the same 

object of KM as 1. 

Lemma 18 Let N be a self-similar object of a symmetric monoidal category (M, 0 ), and assume 

( 0 N) has freely generated objects . Then we can defin e ¢ as in Definitions 4, 3, and for all a E 

(0 N)(X, Y), 

¢ (a) E KM(N,N)(¢(1x),¢(ly)). 

Proof As a E (0 N)(X,Y), lyalx = a,and so, by Theorem 5, ¢ (ly) ¢ (a)¢(1x) = ¢(a). There­

fore , our result follows, by definition of KM(N,N)· □ 

4.4.2 The tensor envelope of an M-monoid 

In what follows we will use a restriction of the Karoubi envelope, to demonst rate the connection 

between (weak) self-similarity and the idempotents of an M-monoid. This is defined as follows: 

Definitions 4.12 

Let (M, EB ) be an M-monoid. We define its Karoubi tensor envelope, or just tensor envelope, which 

we denote K~ , to be the subcategory of KM specified by 

• 1 E Ob(K~). 
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• For all e, f E Ob(K~), (e EB f) E Ob(K~) . 

• a E K~(e, f) iff fa= a= ae, as before. 

The following is then immediate from this definition: 

Proposition 19 Let M, EB be a strong M-monoid. Then K~ is a one-object category isomorphic 

to M . 

Proof Immediate from the definition of a strong M-monoid, where 1 EB 1 

definition of K~ . D 

Definitions 4.13 

1, and from the 

Let N be a weakly self-similar object of a symmetric monoidal category (M, ®), where (®N) 

has freely generated objects, and denote the internalisation of ® at N by EB . We define a map 

<I> : ( ®N) -+ K~(N ,N) as follows: 

Let X and Y be arbitrary objects of (®N), and let a E (®N)(X, Y) be an arbitrary morphism. 

Then 

• <I>(X) = ¢(1x) = cxdx, 

• <I>(a) = ¢(a)= cyadx E KM(N,N)(¢(ly),cp(lx)) . 

We also define a map W : K~(N ,N) -+ ( ®N), as follows : 

On objects, 

• '11(1) = N, 

• 'l!(X ® Y) = 'l'(X) ® 'l'(Y), for all X, YE Ob(K~(N,N)) . 

Note that for all e E Ob(K~) this implies that 'l'(e) = cxdx , for some unique X E Ob(®N), by 

the freely generated objects condition. We can then define W on morphisms by 

• 'l!(a) = dyacx for all a E (®N)(<I>(X), <I>(Y)) . 

Theorem 20 <I> and W are mutually inverse ®-preserving category isomorphisms. 

Proof For all X E Ob(®N), <I>(lx) = dxcx, the identity of <I>(X) . Also, for all b, a composable 

in (®N) , <I>(b)<I>(a) = ¢(b)¢(a) = cp(ba) = <I>(ba). Therefore, <I> is a functor. 

Similarly, 'l'(le) = lx for all e E Ob(K~(N,N)) , where <I>(X) = e. Also, for all 
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W(b)W(a) = dzbeydyaex = dzdblyaex = dzbaex = W(ba) by definition of W. Therefore, W is 

also a functor. 

Next, for arbitrary X, YE Ob(0N), 

<I>(X 0 Y) = ¢(1x0 y) = ¢(1x EB ly) = ¢(1x) EB ¢(ly) = <I>(X) 0 <I>(Y), 

by definition of 0 in K~(N,N)' Similarly, for arbitrary a, b EH om(0N), 

<I>(a) 0 <I>(b) = ¢(a) EB ¢(b) = ¢(a 0 b) = <I>(a 0 b). 

Therefore, <I> preserves 0. 

The definition of W gives W(e 0 f) = W(e) 0 W(f) for arbitrary e, f E Ob(K~(N,N)). Also, for 

arbitrary a E K~(N,N/e, f), b E K~(N,N)(e', f'), 

where 

Y = '11(!) , Y' = W(f'), 

X = W(e) , X' = W(e'). 

However, dy0y, = (dy 0 dy,)d, and ex0x , = e(ex 0 ex,), by Definition 4.3, so 

W(a 0 b) = (dy 0 dy,)d(a EB b)e(ex 0 e'x) = (dy 0 dy,)de(a 0 b)de(ex 0 e'x) 

= (dy 0 dy,)(a 0 b)(ex 0 ex,)= (dyaex 0 dy,bex,) = W(a) 0 W(b). 

Therefore W also preserves 0 . 

Hence W and <I> are both 0 preserving functors. 

Next, let X be an arbitrary object of (0 N). Then W(<I>(X)) = W(lx) = X. Conversely, let e be 

an arbitrary object of K~(N,N)' Then W(e) = X, for some X E Ob(0 N) satisfying <I>(X) = e. 

Therefore, <I>(W(e)) = e. 

Finally, consider arbitrary a E (0 N)(X, Y). By definition , 

W(<I>(a)) = W(eyadx) = dyeyadxex = lyalx = a E (0 N)(X, Y) . 
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Conversely, consider arbitrary b E K~(N,N)(e, !), where <l>(X) = e and <l>(Y) = f. Then 

<l>(w(b)) = w(dybcx) = cydybcxdx = fbe = e. 

Therefore, <l> and \[I are mutually inverse ®-preserving functors, and so I<~(N,N) c,, ( 0N) . D 

Hence, we are justified in considering the map</> from (0N) to the M-monoid (M(N, N), EB) 

to be a partial dual to the Karoubi envelope when ( 0 N) has freely generated objects . 

4.5 Self-similar objects in Cartesian closed categories 

It is well known ([1, 23, 38]) that Cartesian closed categories are models of typed lambda calculi. 

In a similar way, one-object Cartesian closed categories without the terminal object are models 

of untyped lambda calculus. One-object Cartesian closed categories, or monoids, of this form 

are called C-monoids, and it is a classical result that the Karoubi envelope of a C-monoid is a 

Cartesian closed category. See [38] for details of the theory of C-monoids. 

We consider the theory of endomorphism monoids of strongly self-similar objects of Cartesian 

closed categories. This allows us to construct 1-object analogues of the 'internal ham.', which is 

the essential part of the categorical closure. 

Definitions 4.14 

A Cartesian closed category is a category C, where the Cartesian product C x C -t C is a functor 

that satisfies, for all A,B,C E Ob(C) and f E C(C x A,B), 

l. There exists a terminal object I; that is, for all A E Ob(C) there exists a unique arrow 

tA: A-+[. 

2. For all A, B E Ob(C) there exist projections rr1 : Ax B-+ A and rr2 : Ax B-+ B. 

3. For all objects A, B, C and morphisms f E C(C x A, B) there exists: 

• An object, which we denote [A -t B], 

• A morphism EE C([A-t B] x A,B) (the evaluation morphism), 

• A unique morphism >..J E C(C, [A -t Bl) (the abstraction morphism) 

that satisfy E(>.. J x lA) = f. 
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(We are following the conventions and notation of [1]; this is based on the description given in 

[38], apart from the assumption that there is a 'natural numbers object'). 

We demonstrate how the existence of a strongly self-similar object (satisfying certain extra 

conditions) in a Cartesian closed category allows us to construct a one-object analogue of axiom 

3 above. Let us denote (&>N) by (xN) when &> is the cartesian product x. Then the following 

theorem holds: 

Theorem 21 Let N be a strongly self-similar object of a Cartesian closed category, C, where 

Ob( x N) is closed under the [ -+ ] operation. Then the endomorphism monoid of N in C has 

elements a and T/ that satisfy the one-object analogues of the axioms for the evaluation and ab­

straction maps. 

Proof We denote the internalisation of the Cartesian product by EB . First note that, as the 

Cartesian product has projections, A x B = A' x B' implies that 1r1 ( A x B) = 1r1 ( A' x B'), and 

so A = A' . Similarly, B = B', and so (xN) has freely generated objects. Therefore, we can 

uniquely define ex and dx, for all X E Ob( x N) as shown in Definitions 4.3, and construct a map 

¢ from (xN) to N that preserves composition, and maps x to EB , as shown in Theorem 5 and 

Proposition 8. Then for all f E C(N, N), we define ry = cp(E) and a(J) = ¢(>-.(Jc)), and this gives, 

by definition, ry(a(J) EB 1) = ¢(E)(¢(>-.(Jc) EB 1)) = ¢(E)¢(>-.(Jc) &> 1) = cp(E(A(jc) &> 1)) which is 

¢(! c), by definition of a Cartesian closed category. Finally, ¢(! c) = f cd = f, by definition of ¢, 

and the strong self-similarity of N. Therefore, ry(a(J) EB 1) = J, for all f E C(N, N), which is the 

one-object analogue of axiom 3 for a Cartesian closed category. D 
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Chapter 5 

The natural numbers as a self-similar 

object 

5.1 Introduction 

We present the theory of the category of relations, with particular emphasis on the subcategory 

of partial bijective maps. We show how the disjoint union of sets (a coproduct) is a symmetric 

monoidal functor, and give a matrix representation of morphisms, along with the conditions for 

a matrix to represent a partial bijective map. 

We then show that the set of natural numbers is a self-similar object with respect to both 

the disjoint union monoidal functor and the usual Cartesian product of sets . These two distinct 

self-similar structures give rise to two distinct internal tensors on the inverse semigroup of par­

tial bijective maps on the natural numbers, with the internalisation of the disjoint union having 

internal projections / inclusions, and the internalisation of the Cartesian product having internal 

projections. We relate these properties to the embeddings of polycyclic monoids used to charac­

terise bijections from 1':! to 1':! x 1':! and 1':! LJ 1':! in Chapter 2. Finally we demonstrate how under 

certain conditions relating the Cartesian product to the coproduct, the internalised Cartesian 

product can be used to construct an injective right fixed point homomorphism for the internalised 

disjoint union. 

5.2 The category of relations 

Definitions 5.1 

The category of relations, Rel, is the category with all sets as objects, and relations between 
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sets as morphisms. So R E Rel(X, Y) is a relation R ~ Y x X. Given R E Rel(X, Y) and 

S E Rel(Y, Z), their composite, SR E Rel(X, Z) is defined by (z, x) E SR iff there exist 

y E Y satisfying (y, x) E R and (z, y) E S. The identities at objects are the diagonal rela­

tions fj.x = {(x, x): x EX}. 

Lemma 1 Composition in Rel distributes over union of sets. That is, given R E Rel(X, Y), 

S, TE Rel(Y, Z), and U E Rel(Z, T), then (Su T)R = SR u TR and U(S UT)= US u UT. 

Proof By definition of composition, 

(z,x) E (SUT)R ⇒ 3y E Y: (y,x) ER, (z,y) E (SUT). 

However, this is equivalent to 

(z,x) E (SUT)R ⇒ (y,x) ER, (z,y) ES or (z,y) ET for some y E Y. 

Therefore, ( S U T) R = SR U TR. A similar proof gives that U ( S U T) = US U UT, and so 

composition distributes over union . D 

Definitions 5.2 

The endomorphism monoid of a set X E Ob(Rel) is the monoid of relations from X to itself, 

denoted B(X). Given arbitrary RE B(X), we define Rn, for n E :r:!, by R 0 = fj,_x and Ri+l = RRi. 

Given R E B(X), its transitive closure, R00
, is defined in [30] to be R 00 = Ui=i Rn, where it is 

proved to be the smallest transitive relation containing R. Of more interest to us is the Kleene 

star operation, denoted ( ) *, defined (in [30]) on B ( X) by R* = Ui=o Ri. 

Proposition 2 R* is the smallest reflexive transitive relation containing R. 

Proof Clearly, R* contains R. Also, fj.x ~ R, so R is reflexive. A relation p E B(X) is transitive 

iff it satisfies (z, y) , (y,x) E p ⇒ (z, x) E p or equivalently, p2 ~ p. However, R00 is transitive, 

and R* = I U R 00
, and so R* is clearly transitive. 

Conversely, given any reflexive transitive relation S containing R, then fj. x E S, since S is 

reflexive, and by transitivity of S, Ri ~ S for all i E :r:l', and so R* ~ S. Therefore, R* is the 

smallest reflexive transitive relation on X containing R. □ 
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5.2.1 The monoidal structure of the category of relations 

Definitions 5.3 

We define the cop rod uct on Rel to be the map LJ : Rel x Rel -+ Rel given by X LJ Y = X x { 0} U 

Y x {1} on objects, and R LJ S = {((y, 0), (x, 0))} U {((v, 1) , (u, 1))} for all (y, x) E R, (v, u) ES 

on morphisms. 

Lemma 3 LJ is a functor from Rel X Rel to Rel. 

Proof Consider arbitrary RE Rel(X,Y) , SE Rel(Y,Z), TE Rel(A,B), U E Rel(B,C) . We 

will demonstrate that SR LJ UT = ( S LJ U) ( R LJ T). 

First note that 

SR= {(z, x): :ly E Y satisfying (y, x) ER, (z, y) ES} 

and 

UT = {(c, a): :lb EB satisfying (b, a) ET, (c, b) EU}. 

Then by definition of LJ, 

(SR LJ UT) = {((z, 0), (x, 0)): (z, x) E SR} U {((c, 1), (a, 1)) : (c, a) E TU}. 

Conversely, 

and 

so 

R LJ T = {((y, 0), (x, 0)): (y, x) ER} U {((b, 1), (a, 1)): (b, a) ET} 

S LJ U = {((z, 0), (y , 0)): (z, y) ES} U {((c, 1), (b, 1)): (c, b) EU}, 

(S LJ U)(R LJ T) = {((z, 0), (x, 0)): :3y E Y satisfying (y, x) ER, (z, y) ES} u 

{ ((c, 1), (a, 1)): :lb E B satisfying (b, a) ET, (c, b) E U} . 

Therefore, SR LJ UT = (S LJ U) (R LJ T). Also, it is immediate that l:lx LJ .6.y = l':lxuY and so LJ is 

a functor. D 

Definitions 5.4 

For all sets X, Y, Z, we define relations that play the role of commutativity, associativity, and 

units morphisms respectively. We also choose the empty set {}, to play the role of the identity 

object. The special morphisms are denoted 
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• Sx,Y E Rel(X LJ Y, Y LJ X) 

• Tx,Y,Z E Rel(X LJ (Y LJ Z), (X LJ Y) LJ Z) 

• px E Rel(X LJ {}, X) 

• AX E Rel({} LJ X, X). 

and these are defined as follows: 

• Sx,Y = {((x, 1), (x, 0)): x EX} U {((y, 0), (y, 1)): y E Y} 

• Tx,Y,Z = { (((x, 0), 0), (x, 0)) : x EX} U {(((y, 1), 0), ((y, 0), 1)): y E Y} U 

{ ( ( z, l), ( ( z, l), 1)) : z E Z} 

• PX= {(x, (x, 0)): x EX} 

• AX= {(x, (x, 1)): x EX}. 

These morphisms are all isomorphisms; their inverses are as follows: 

• Sx~Y = {((x, 0), (x, 1)): x EX} U {(y, 1), (y, 0): y E Y} = Sy,x 

• Tx,\z={((x,0),((x,0),0)):xEX} U {(((y,0),1),((y,1),0)):yEY} 

U { ( ( ( z, l), 1), ( z, l)) : z E Z} 

• 6/ = {((x,0),x): x EX} 

• Xi= {((x, 1),x): x EX} 

Theorem 4 (Rel, LJ, S, T, p, A,{}) is a symmetric monoidal category. 

Proof We have already proved that LJ is a functor. Recall the axioms for a symmetric monoidal 

category from Definitions 1.2, Chapter 1; then, for all sets X, Y, Z, by definition of composition 

of relations, and the definitions of S, T, A, p above, 

l. Sx,YSx~Y = {((x, 0), (x, 0)) : x E X)} U {((y, 1), (y, 1)) : y E Y)} = ~XuY• Similarly, 

Sx~ySx,Y = {((x, 1), (x, 1)): x EX)} U {((y,0), (y,0)) : y E Y)} = ~YuX• 

2. 

Tx- 1yzTx y z = 
' ' ' ' 

{((x, 0), (x, 0)): x EX} U 
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3. 

4. 

{(((y, 0), 1), ((y, 0), 1)): y E Y} U 

{ ( ( ( z, 1) , 1), ( ( z, 1), 1)) : z E Z} = 

.6.xu(YuZ), 

Tx Y zTx- 1y z = 
' ' ' ' 

{(((x,0),0),((x,0),0)): x E X} U 

{(((y, 1) , 0), ((y, 1), 0)): y E Y} U 

{((z, 1) , (z, 1)) : z E Z} = 

>-:x1 >-x = {((x, 1) , (x, 1)): x EX}= .6.{}uX, 

>-x>-:x1 = {(x ,x) : x EX}= .6.x. 

P:x1Px = {((x,0), (x,0)): x EX}= .6.xu{}, 

PxP:x1 = {(x,x): x EX} = .6.x. 

Hence the defining conditions for a symmetric monoidal category are satisfied. Next note that, 

for arbitrary sets U, V, W, X, 

1. 

where 

and 

T T -(UuV),W,X U,V,(WuX) -

{(a,,6): u E U,v E V,w E W,x EX}= 

(Tu,v,w LJ .6.x)Tu,(vuw),x(.6.u LJ Tv,w,x), 

f3 = (((u, 0) , ((v, 0), ((w, 0), (x, 1)), 1), 1) 

a= (((u, 0), (v, 1)), 0), ((w, 1), 0), (x, 1))). 

Therefore, the MacLane Pentagon condition holds. 

2. (pv LJ .6.u)Tv,{},U = {(E, 8) : u E U, v E V} = (.6.v LJ >-u), where 8 = ((v, 0), ((u, 1), 1) and 

E = ((v,0), (u, 1)) . Therefore the units triangle condition holds . 
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3. Tw,u,vS(uuv),wTu,v,w = {(,,/3): u E U,v E V,w E W} = (Su,w LJ .6.v)Tu,w,v(.6.uLJSv,w), 

where (3 = ((u, 0), ((v, 0), (w, 1)), 1) and, = ((((w, 0) , (u, 1)) , 0), (v, 1)), so the commutativ­

ity hexagon condition holds. 

Therefore, the coherence conditions are also satisfied. 

Finally, to prove that the canonical morphisms are natural, consider arbitrary relations f E 

Rel(X,A), g E Rel(Y,B) and g E Rel(Z,C). Then 

f LJ g = { ( ( a, 0), ( x, 0)) : ( a, x) E f} U { ( (b, 1), (y, 1)) : ( b, y) E g}. 

Similarly, 

g LJ f = {((a, 1), (x, 1)): (a, x) E J} U {((b, 0), (y, 0)): (b, y) E g}. 

Therefore, 

(g LJ f)Sx,Y = {((a, 1), (x, 0)): (a, x) E J} U {((b, 0), (y, 1)): (b, y) E g}. 

Conversely, 

SA,BU LJ g) = {((a, 1), (x, 0)): (a, x) E J} U {((b, 0), (y, 1)): (b, y) E g}, 

and so (g LJ f)Sx,Y = SA,B(f LJ g), and hence Xxy is natural in X and Y. 

Also, 

Similarly, 

Therefore, 

f LJ (g LJ h) = { ( (a, 0) , ( x, 0)) : (a, x) E J} U 

{(((b, 0), 1), ((y, 0), 1)): (b, y) E g}U 

{(((c, 1), 1), ((z, 1), 1)): (c, y) Eh}. 

(f LJ g) LJ h = { ( ( ( a, 0), ) , ( ( x, 0), 0)) : ( a, x) E J}u 

{(((b, 1), 0), ((y, 1), 0)): (b, y) E g}U 

{((c, 1), (z, 1)): (c, y) Eh}. 

( (f LJ g) LJ h) TX, Y, z = { ( ( (a, 0) , 0) , ( x , 0)) : (a, x) E f} U 

{(((b, 1), 0), ((y, 0), 1): (b, y) E g}U 

{((c, 1), ((z, 1), 1)): (c, z) Eh}. 
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Conversely, 

TA,B,c(f LJ (g LJ h)) = {(((a, 0), 0), (x, 0)): (a, x) E f}U 

{(((b, 1),0), ((y,0), 1): (b, y) E g}U 

{((c, 1), ((z, 1), 1)): (c, z) Eh}. 

Therefore, TA,B,c(f LJ (g LJ h)) = ((! LJ g) LJ h)Tx,Y,Z and so Tx,Y,Z in natural in X and Y and Z . 

Finally, f LJ {} = {((a, 0), (x, 0)): (a, x) E J} and so 

PAU LJ ln) = {(a, (x, 0)): (a , x) E J} . 

Conversely, 

f px = {(a , (x, 0)): (a, x) E J} . 

Therefore, PA (f LJ 1{}) = f p x and so p x is natural in X. A similar proof suffices to show that 

>.x is natural in X. 

Therefore (Rel, LJ, T, S, >., p, {}) is a symmetric monoidal category. □ 

5.2.2 The matrix form of relations 

We study the properties of relations of the form R E Rel(U LJ V, W LJ X), and demonstrate a close 

connection with the algebra of matrices over a ring. 

Proposition 5 Any relation in Rel(U LJ V, W LJ X) determines four relations, in Rel(U, W), 

Rel(U, X), Rel(V, W), Rel(V, X) respectively; conversely, any four relations of this form deter­

mine a relation in Rel(U LJ V, W LJ X). 

Proof Given an arbitrary relation RE Rel(U LJ V, W LJ X), then 

R <;; (W X { 0} U X X { 1}) X ( U X { 0} U V X { 1}), 

or, equivalently, by using the distributivity of x over U, 

R <;; (W x {0}) x (U x {0}) U (W x {0}) X (V X {1}) 

U(X X {1}) X (U X {0}) U (X X {1}) X (V X {1}). 

So the relation R can be split up into the (disjoint) union of four relations, R = roo U r 1o U ro1 U r 11 , 

where 

r00 E Rel(U x {O}, W x {O}), r 10 E Rel(V x {1}, W x {O}), 

ro1 E Rel(U x {O}, Xx {1}) , ru E Rel(V x {1}, Xx {1} ). 
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However, there exists an isomorphism {300 from Rel(U x {O}, W x {O}) to Rel(U, W), given by 

( ( w, 0), ( u, 0)) E R iff ( w, u) E /300 ( R). Similarly, we can construct isomorphisms 

/310 : Rel(V x {1}, W x {O})---+ Rel(V, W), 

/301: Rel(U x {O},X x {1})---+ Rel(U,X), 

/311: Rel(V x {1},X x {1})---+ Rel(V,X). 

Hence, the relation R uniquely determines four relations /3oo(roo), /310(r10), /301(ro1), and /311 (r11) 

in Rel(U, W), Rel(V, W), Rel(U, X), and Rel(V, X) respectively. So, we can refer to the function 

{3 from RE Rel(U LJ V, WU X) to the 4-tuple of relations (/3oo(roo),/31o(r10),/301(ro1),/311(r11)). 

Conversely, given four relations a E Rel(U, W), b E Rel(V, W), c E Rel(U,X) and d E Rel(V,X), 

we can define roo = /30} (a), r10 = /31} ( b), ro1 = /30/ ( c) and ru = 13-1} ( d), and these satisfy 

roo E Rel(U x {O}, W x {O}), r10 E Rel(V x {1}, W x {O}), 

ro1 E Rel(U x {O},X x {1}), ru E Rel(V x {1},X x {1}) . 

Therefore, we can define R = roo U r10 U ro1 U ru, and say that R = 13-1 ( a, b, c, d). 

Hence, any relation in Rel(U LJ V, W LJ X) uniquely determines four relations in Rel(U, W), 

Rel ( U, X), Rel(V, W), Rel(V, X), and any four relations of this form uniquely determine a rela­

tion in Rel(U LJ V, W LJ X) . Finally, note that 13- 1{3(R) = R, and /3/3-1 (a, b, c, d) = (a, b, c, d). □ 

We write the 4-tuples of relations in matrix form, so that R = ( : : ) is shorthand for 

R = 13-1 (a, b, c, d) E Rel(U LJ V, W LJ X), as defined above, and consider how composition is 

defined on 4-tuples of relations constructed in this way. 

Theorem 6 Given RE Rel(U LJ V, W LJ X), SE Rel(W LJ X, Y LJ Z), defined by 

then their composite, SR E Rel(U LJ V, Y LJ Z) is given by 

( 

ea U f c eb U f d ) 
SR = , 

ga u he gb U hd 

that is, the usual definition of matrix multiplication, with addition interpreted by union, and 

multiplication interpreted by the composition of relations. 
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Proof We have proved that, in Rel, composition distributes over union. So, given 

R = roo U r10 U ro1 U ru , S = soo U s01 U s10 U s11, 

where R = f3 - 1 (a, b, c, d), S = {3 - 1 (e, J, g, h), then SR= 

sooroo U soor10 U sooro1 U soor11 U 

However, the members of roo and r10 are of the form ((w, 0), q), whereas the members of s01 and 

s11 are of the form (q, (m, 1)). Therefore, s01roo = suroo = 0 = s01r10 = s11r10, Conversely, 

members of ro1 and ru are of the form ((v, 1), q), whereas member of soo and s10 are of the form 

(q, (m, 0)). Therefore, sooro1 = sooru = 0 = soor11 = s1or11, Hence the product is given by 

SR= sooroo U s01ro1 U soor10 U s01r11 U s1oroo U s11ro1 U s1or10 U s11r11 and splitting this up into 

(
eaUjc ebUjd) 

matrix form gives SR = , the required result. D 
ga u he gb u hd 

The relations between U, V, W, X, Y, Z, and their composition can be represented diagramatically, 

as follows: 

Z ----X ---- V 
h d 

becomes yvg~h, 
~bufd 

z---v hdugb 

So, intuitively, composition can be thought of as taking the union of all paths from U to Y, U to 

Z, V to Y, and V to Z. 
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5.3 The category of partial bijective maps 

Definitions 5.5 

We define the category lnj to have sets as objects, and partial bijective maps between sets as 

morphisms. Composition is the usual composition of partial bijective maps, and for any sets 

X, Y there is a zero map Oxy satisfying JOxy = Ox A, and Oxyg = OBY for all f E Inj(Y, A), 

g E Inj(B, X). The map Oxy is the map from X to Y with empty domain and image. 

Proposition 7 Inj is an inverse category, and the monoid lnj(X, X) is the symmetric inverse 

monoid on X. 

Proof Given f E Inj(X, Y), define J- 1 E Inj(Y, X) by 

_ 1 { the unique x satisfying J(x) = y 
f (y) = 

undefined 

when defined, 

otherwise. 

Then clearly f 1-1 f = J, 1-1 f 1-1 = 1-1
, and 1-1 is the only morphism that will satisfy these 

two identities. Therefore Inj is an inverse category. Also, lnj(X, X) = I(X) follows trivially from 

the definition of the category of partial bijective maps and the definition of the symmetric inverse 

monoid on a set (Definitions 1.5, Chapter 1). □ 

Proposition 8 Inj is isomorphic to a subcategory of Rel that has the same objects as Rel. 

Proof Define a functor r from lnj to Rel as follows : r is the identity map on objects, and given 

f E lnj(X, Y), then f(J) = {(J(x), x) : x E X, f(x) is defined}. Clearly f(f) ~ Y x X, and 

r(g)f(J) = f(gf). Therefore r is an embedding of Inj into Rel. □ 

Convention We will refer to lnj as a subcategory of Rel, rather than referring to the existence 

of an embedding of Inj into Rel. 

5.3.1 The monoidal structure of the category of partial bijective maps 

Theorem 9 lnj is a symmetric monoidal category. 

Proof Given f E Inj(A, B) and g E lnj(X, Y), then fl.Jg E Rel(A lJ X, A l.J Y) is also a partial 

bijective relation. It can be written as a function, as follows: 

(J lJ g)(u) = { (J(a) , 0) 
(g(x), 1) 
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Hence lnj is closed under LJ. Also, for all sets X, Y, Z, the special elements Tx,Y,Z, Sx,Y, .\x, PX 

are isomorphisms, and hence are contained in the subcategory of partial bijective maps. There­

fore, the proof that Rel is a monoidal category (Theorem 4) also suffices to show that lnj is a 

symmetric monoidal category. D 

5.3.2 The matrix form of partial bijective maps 

As lnj is a subcategory of Rel, any morphism of the form F E lnj(U LJ V, W LJ X) can be 

written in matrix form as F = ( : : ) for some a E Inj(U, W), b E Inj(V, W), c E Inj(U, X), 

d E lnj(V, X) . Note that composition of partial bijective maps written in this form interprets as 

matrix multiplication, as before; however, all unions considered must be disjoint, as all morphisms 

are partial bijections. 

Theorem 10 Given partial bijective maps a E lnj(U, W), b E lnj(V, W), c E lnj(U, X) and 

d E Inj (V, X), then a necessary and sufficient condition J or the matrix R = ( : : ) to represent 

a partial bijective map is that partial bijective maps in the same row of the matrix have disjoint 

images, and partial bijective maps in the same column of the matrix have disjoint domains. 

Proof 

Explicitly, this condition can be written as 

l. dom(a) n dom(c) = 0 

2. dom(b) n dom(d) = 0 

3. im(a) n im(b) = 0 

4. im(c) n im(d) = 0 

Our proofs are then as follows: 

(⇒) Assume R = ( : : ) Elnj(U u V, W u X) . Then 

l. If we can find u E dom(a) n dom(c), then a(u) E Wand c(u) E Y, so R is not well-defined 

as a function . Therefore, we must have dom(a) n dom(c) = 0 

2. If we can find v E dom(b) n dom(d), then b(v) E W, and d(v) EX , so R is not well-defined 

as a function . Therefore, we must have dom(b) n dom(d) = 0. 
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3. If we can find w E im(a)nim(b), then there must be some u EU and v EV satisfying a(v) = 
w = b(x), so R is not a partial bijective function. Therefore, we must have im(a)nim(b) = 0 

4. If we can find x E im(c) n im(d), then there must be some u E U and v E V satisfying 

c(u) = x = d(v), and so R is not a partial bijective function. 

Therefore the above conditions are necessary for the map R to be a member of lnj (U lJ V, W lJ X) . 

(<¢=) It is clear that U x {O}nV x {1} = 0 and W x {O}nX x {1} = 0. Therefore conditions 1-

4 are enough to ensure that ,s-1
(a) , ,3- 1 (b), ,s-(1 (:c), d:n)d ,3-

1
(d), as defined in Proposition 5, all 

have disjoint domains and images. Hence R = E Inj(U lJ V, W lJ X), and so the above 

conditions are also sufficient. D 

A characterisation of conditions 1 - 4 above solely in terms of the partial bijective maps of Inj is 

given by ac- 1 = Oxw = bd-1 and a- 1b = Ovu = c- 1d. 

5.4 The natural numbers as a self-similar object 

Consider the category lnj. We demonstrate that the set of natural numbers (or indeed, any 

countable set; however, we use the natural numbers for clarity) is a self-similar object, with respect 

to both the coproduct LJ, which we have just proved in Theorem 4 is a monoidal fuctor, and the 

Cartesian product of sets. We then consider the M-monoid structures of J(N), the endomorphism 

monoid of N in lnj, generated by internalising the coproduct and the Cartesian product, and 

show how these relate to embeddings of P2 and P00 respectively. 

5.5 Internalising the coproduct on the natural numbers 

Lemma 11 N is a strongly self-similar object of (Inj, LJ) 

Proof Recall the definition of a strongly self-similar object, from Chapter 4, Definition 4.1. Hence 

we require a bijective map from N lJ N to N. We have seen in Chapter 2, Lemma 2, that the exis­

tence of a bijective function from N lJ N to N ( and hence its inverse) is equivalent to the existence of 

a strong embedding of P2 into I (N). Therefore, the embedding of Lemma 2, Chapter 2 (generated 

by the 'interleaving map', 1>( n, i) = 2n + i, for n E N, i E { 0, 1}) is enough to demonstrate that N 

is a strongly self-similar object of Inj. D 
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We can deduce from the above that the endomorphism monoid of N has an M-monoid structure, 

with internal inclusions / projections. We will give an explicit description, in terms of the embed­

ding of P2 , of the internalised coproduct, and commutativity and symmetry elements. In what 

follows, we will identify the generators of P2 with their images under this embedding, unless the 

distinction is important. 

We will denote the internalisation of the coproduct by EB, and its internal symmetry and associa­

tivity morphisms by s and t respectively. 

Theorem 12 

(i) The internalisation of LJ in I(N) is given by a EB b = p-1ap V q- 1bq. 

(ii) The commutativity morphism is given bys= p- 1q V q- 1p, and the associativity morphism is 

given by t = p-2p V p- 1q- 1pq v q-1q2 

(iii) ( I (N), EB) has internal projections / inclusions. 

Proof 

(i) Recall the definition of the internalisation of a monoidal functor from Definitions 4.5, Chapter 

4, as a EB b = c(a 0 b)d, where c is the contraction morphism in M(N 0 N, N), and dis the 

division morphism in M(N, N 0 N). In this case, the contraction morphism is the bijection ¢, 

and the division morphism is its inverse ¢-1 . Hence, the internalised monoidal functor is given 

by (a EB b) = ¢(a LJ b)¢-1 . However, by the construction of a strong embedding of P 2 into I(N) 

from a bijection ¢: N LJ N-+ N, (Lemma 3, Chapter 2), p- 1 (n) = ¢(n, 0), q- 1 (n) = ¢(n, 1), and 

similarly, ¢-1 ( n) = p( n) LJ q( n). (Note that this map is bijective, asp and q have disjoint domains). 

Therefore, we can conclude that ¢(a LJ b)¢- 1 = p-1ap V q- 1bq. Hence, the internalisation of LJ in 

I(N) is given by EB, as defined above. 

(ii) By definition, s2 = p- 1p V q-1q = 1, sos is a self-inverse element of I(N), and 

Next, by definition oft and EB , 

t(a EB (b EB c)) = t(p- 1ap V q- 1 (p- 1bp V q-1cq)q) 

= p- 2ap V p- 1q- 1bpq V q-1cq2 = ((a EB b) EB c)t. 

Also, tt- 1 = p-1pvq- 1q = r 1t, and since the embedding of P 2 into I(N) is strong, r 1t = 1 = tr 1 . 

Finally, tst = p- 1q2 V p- 1q-1p V q-1pq and (s EB l)t(l EB s) = (p- 1sp V q- 1q)t(p- 1p V q-1sq) = 
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p- 1q2 V p- 1q- 1p V q- 1pq . Therefore tst = ( s EB l)t(l EB s). Hence t and s satisfy the conditions for 

the associativity and commutativity elements of the strong M-monoid, (J(N), EB) . 

(iii) This is immediate from the definition of EB in terms of the embedding of P2 • □ 

Corollary 13 The disjoint closure of P2 in I(N) is a strong M-monoid with internal projections 

and inclusions. 

Proof Note that the internal tensor product, the associativity and commutativity elements, and 

internal projections / inclusions are all defined in DCN(P2). Therefore our result follows. □ 

Corollary 14 Let a morphism F E J(N LJ N) be represented by the matrix F = 
( rt us)· Then 

the image of F under the isomorphism from I(N LJ N) to I(N) is given by 

Proof Immediate from the definition of the map¢: N LJ N-+ N, and its inverse, ¢ - 1 : N-+ N LJ N 

in terms of the embedding of Pz into J(N). D 

5.6 Internalising the Cartesian product on the natural numbers 

We demonstrate that N is a strongly self-similar object of (Inj, x), and use this to construct an 

alternative M-monoid structure on J(N). 

Lemma 15 N is a strongly self-similar object of (Inj, x). 

Proof Recall from Lemma 4, Chapter 2 that a strong embedding of P00 into J(N) uniquely de­

termines, and is determined by, a bijection [ , ] from N x N to N. So we can take [ , ] to be 

the bijection derived from applying the construction of Lemma 7, Chapter 2, to the interleaving 

embedding of Pz, found in Definitions 2.2, Chapter 2. Then, as [ , ] is a bijection, it has a global 

inverse, and so c = [ , ] E J nj (N x N, N) and d = [ , J- 1 E J nj (N, N x N) satisfy the conditions for 

division and contraction maps of a strongly self-similar object. D 

We identify the generators of P 00 with their images under this embedding, unless the distinction 

is important. 

Proposition 16 The internalisation of x in I(N), which we denote by @, is given in terms of 

the embedding of P 00 by 
00 

(u @ v) = V p-;,(~)VPi· 
i=O 
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Proof We first prove that this disjoint join is well-defined. Note that the {Pi}i=o have disjoint 

domains, so the {p;-1 }i=o have disjoint images. Hence the elements {p:(~)}i=o have disjoint images, 

as u is a partial bijective map. Therefore, the infinite join given above is well-defined as a partial 

bijective map on N, as the individual terms in the join have disjoint domains/ images. 

Next, note that [a , b] can be written in terms of the embedding of F00 , by [a , b] = p;;- 1 (b), so 

we just need to check that (u ® v)(p;;- 1 (b)) = p:(~)v(b), for arbitrary a, b EN. We can expand the 

left hand side of this as 

Therefore, as a and b were arbitrary natural numbers, (u®v)([a, b]) = [u(a) , v(b)] for all a, b EN. D 

It is then immediate that (I(N), ®) is a strong M- monoid (that is, a one-object symmetric 

monoidal category without units). We consider the associativity and commutativity elements. 

Proposition 1 7 The element r of I (N), defined by 

00 

r = V (p;- 1 ® l)Pi, 
i =O 

satisfies r([a, [b, c]]) = [[a, b], c] and r- 1r = rr- 1 = 1. 

Proof We first show that the above disjoint join is well-defined . The definition of® gives us 

and so 

Note that PjPiP-;; 1pj'1
, = 6jj'8ii'bjj' by the axioms for F00 • Hence, dom(PjPi) n dom(pj'Pi) = 0 

when i =/:- i', j =/:- j'. Therefore, the separate terms in the double join have disjoint domains. To 

see that they also have disjoint images, note that p;- 1 (j) =/:- p-;; 1 (j') for all i =/:- i', j =/:- j'. Hence 

im(p :-1( .)) n im(p -1( .,)) = 0 for all i =/:- i', j =/:- j'. Therefore, the individual terms in this join 
P, J Pi, J 

have disjoint domains / images, and so the join is well-defined. 

To prove that r has full image, note that 

00 00 

rr- 1 = V V (p;- 1 ® l)PiP;-1 (i;1 ® 1) 
i =O j=O 
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and by the composition of generators of P00 

00 00 00 

TT-I = V V (Pi 1 @ 1)<\j(P-;1 @ 1) = V (Pi 1 @ l)(Pi 1 @ 1), 
i=O 

and since @ is a monoid homomorphism, TT-I = V~0 (pi1Pi @ 1). By definition of@, we can 

write this as 

and as the embedding of P 00 into I (N) is strong, for eack k E N there exists a unique i E N 

satisfying Pi 1Pi(k) = k, and i; 1pj(k) is undefined for j =f. i. Therefore, 

00 

-1 V -1 1 TT = Pk Pk= ' 
k=O 

as the embedding of P00 into I(N) is strong. Therefore, T has full image. 

To prove that T has full domain, note that 

00 00 

T- 1T = V V P5 1 (Pj @ l)(pi1 @ l)Pi 
j =O i = O 

and as @ is a monoid homomorphism, 

00 00 00 00 00 

T-
1
T = V V p_;-1(8ij @ l)Pi = V V p_;-18ijPi = V Pi 1Pi = 1 

j=Oi=O j =O i=O i=O 

as @ is a monoid homomorphism. Therefore, T has full domain. 

Finally, we show that T has the given action on N. First note that for all a, b, c E N, 

Hence, as a, b, c were arbitrary, T has the required action on N. □ 

Corollary 18 Let T E I(N) be as defined above. Then 

(i) T(u @ (v @w)) = ((u @v) @w)T for arbitrary u,v,w E I(N). 

(ii) T2 = (T @ l)T(l @T). 
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Proof 

(i) Consider arbitrary n E N, and write it uniquely as n = [a, [b, c]] . Then 

r(u 0 (v 0 w))(n) = r(u 0 (v 0 w))( [a, [b, c]]) = r [u(a), [v(b), w(c)]] = [[u(a), v(b) ], w(c) ]. 

Conversely, 

((u 0 v) 0 w)r(n) = ((u 0 v) 0 w)r( [a, [b, c]]) 

= ((u 0 v) 0 w) [[a, b], c] = [[u(a), v(b) ], w(c)] = r(u 0 (v 0 w))(n). 

Hence r(u 0 (v 0 w)) = ((u 0 v) 0 w)r. 

(ii) Consider arbitrary n = [a, [b, [c, d]]] EN. Then r 2 (n) = r( [[a, b], [c, d]]) = [[[a, b], c], d] and 

(r 0 l)r(l 0 r)( [a, [b, [c, d]]]) = (r 0 l)r([a, [[b, c], d]]) 

= (r 0 l)( [[a, [b, c]] , d]) = [[[a, b], c], d]. 

Therefore, as n was chosen arbitrarily, r 2 = (r 01)-r(l 0 r). □ 

Proposition 19 There is a unique map a E J (N) that satisfies a( [a, b]) = [b, a]. Moreover, this 

map is not a member of DCN(P00 ) . 

Proof As the map 7./; = [ , ] determined by the embedding of P 00 is a bijection from N2 to N, and 

the map SN,N: (a, b) f-t (b, a) of I(N X N) is a bijection, we can define the map a= [ , ]SN,N[ , J-1 
: 

N ---+ N, and from the definition, we can see that a( [a, b]) = [b, a] for all a, b EN. 

To prove that a is not a member of the disjoint closure of P00 in J(N), we use a topological 

argument . Recall the construction of a topology on a set derived from an effective representation 

of an inverse monoid as partial bijections (Theorem 9, Chapter 2) . We apply this to our embedding 

of P00 into J (N) to deduce that T = { w(N) : w E {pi 1 
: 0 ~ i < oo }*} U {0} forms the basis of a 

topology on Nin which all the elements of P00 are continuous. 

Consider X = x(N) and Y = y(N) in T. Then if xis a prefix of y, X n Y = Y . Conversely, if y 

is a prefix of x, then X n Y = X. Otherwise, since the pi 1 have full domains and disjoint images, 

X n Y = 0. Hence, T is closed under finite intersections, and so does indeed form the basis of a 

topology on N. Also, the members of DC(P00 ) map open sets to open sets, since for an arbitrary 

set of pairwise disjoint elements { ai : i E I}, and an arbitrary basic open set X, 

Hence, the disjoint join of pairwise disjoint elements maps open sets to open sets, and so is 

continuous. Therefore, Tis the basis for a topology on Nin which all members of DC(P00 ) are 

continuous. 
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Recall that the action of a on N is a([a, b]) = [b, a]. So, in terms of the generators of the 

embedding of P00 , ap;1 (b) = p;;- 1 (a). Consider the action of a on an open set of N. For arbitrary 

a EN, p;1 (N) = {[a,n]: n EN} is open, by definition. Also, ap; 1 (N) = {[n,a]: n EN}, and so 

ap; 1 (N) = {p;:;- 1 (a): n EN}. However, consider the intersection of ap;1 (N) with some basic open 

set p;1 (N). Then {p;:;- 1 (a): n E N}n{p;1(m): m EN}= {p;1(a)}, and this is a singleton element 

of N. However, any open set in the above topology is infinite (or empty), so we can deduce that 

a is not a continuous map in this topology. Therefore, a is not a member of DC(P00 ). □ 

Corollary 20 a satisfies a(u 18) v) = (v 18) u)a, for all u, v E I(N) . 

Proof For arbitrary n = [a, b] EN, 

a(u 18) v)(n) = a(u 18) v)( [a, b]) = a([u(a), v(b)]) = [v(b), u(a)] 

However, (v 18) u)a( [a, b]) = (v 18) u)([b, a]) = [v(b), u(a)], and so a(u 18) v) 

u, V E I(N). □ 

Corollary 21 a and T satisfy the condition rar =(a ® l)r(l 18) a). 

Proof For arbitrary n = [ a, [b, c]] E N, 

rar(n) = ra([[a, b], c,]) = r([c, [a, b]]) = [[c, a], b], 

and 

(v 18) u)a, for all 

(a 18) l)r(l 18) a) (n) = (a 18) l)r([a , [c, b]] = (a 18) 1) ([[a, c), b] = [[c, a], b]. 

Hence, as n was chosen arbitrarily, rar = (a 18) l)r(l 18) a) . □ 

Theorem 22 The elements T and a of I (N), as defined above, are associativity and commutativity 

elements of the M-monoid ( I (N), 18)). 

Proof Recall the definition of an M-monoid from definitions 4.6 of Chapter 4. Then r satisfies 

conditions 1 and 3, by Corollary 18, a satisfies condition 2 by Corollary 20, and a and T satisfy 

condition 4 by Corollary 21. D 

Proposition 23 The M-monoid (I(N), ®) has internal projections, as defined in Definitions 4.9, 

Chapter 4-

Proof For arbitrary fixed i E N, 

p;(l ® g)p-;
1 = Pi (v P-;19Pj) Pi 1 = 9, 

J=O 

and p;a(f 0 l)a-1p-; 1 = p;(l 18) f)p-; 1 = f. Therefore, we have constructed maps that satisfy the 

conditions for internal projections. □ 
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5. 7 Properties of the internalisation of the Cartesian product 

We consider some algebraic properties of the 0 homomorphism. 

Definitions 5.6 

Let [ , ] and 0 be as defined in Lemma 15 and Proposition 16 respectively. We define two maps 

from I(N) to I(N) by ?(u) = (u 0 1) and !(v) = (1 0 v). 

Proposition 24 

(i) ! and? are monoid homomorphisms that commute with each other. 

(ii) The map ? is given explicitly by 

00 

?(u) = V p-;,(~)Pi· 

and is an embedding of I(N) into DCN(P00 ). 

(iii) The map ! is given explicitly by 

i=O 

00 

!(v) = V Pilvp; , 
i=O 

and hence satisfies Pn ! ( v) p~ 1 = v, for all n E N. 

Proof 

(i) As 0 is a monoid homomorphism , it is immediate that the maps given by u i--+ (u 0 1) and 

v i--+ (1 0 v) are monoid homomorphisms. Also, for arbitrary n E N, (a 0 b)(n) = (a 0 b)[x, y], 

for some unique x, y EN, and so [a(x), b(y)] = (1 0 b)[a(x), y] = (a 0 l)[x, b(y)]. Hence, as n was 

arbitrary, our result follows . 

(ii) By Proposition 16, the definition of? in terms of the generators of P 00 is 

00 

?(u) = (u 0 1) = V p-;,(~)Pi· 
i=O 

Note that u is an arbitrary member of I(N), but (u 0 1) is always a member of DC(P00 ). Also 

we have already seen that ? is a monoid homomorphism. F inally, this map is injective, since 

00 00 

?(u) = ?(v) <==> V p-;,(~)Pi = V P~(!)Pi , 
i=O i=O 

and multiplying on the right hand side by some fixed P-;1 will give us p-;,(~) = p~(~) ' which is 

equivalent to u(j) = v(j), and since j was chosen arbitrarily, we can deduce that u = v . Hence ? 
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is an injective homomorphism from I(N) to DCN(P00 ) . 

(iii) By definition of® (Proposition 16), 

00 

!(v) = (1 ® v) = V Pi
1
VPi· 

i= O 

Therefore, for arbitrary n EN, 

Hence our result follows . □ 

We can consider the ! homomorphism to be 'constructing an infinite number of copies of the action 

of a function', since Pi!(a)p-; 1 = a for all i EN, and dom(pi) n dom(pj) = 0 for all i =I- j, and so 

there are an infinite number of disjoint internal projections. 

Conversely, the ? operator takes a map u on the natural numbers, and 'lifts' it to a map that acts 

on the (set-theoretic) domains of the {pi} by (u ® l)(dom(Pi)) = dom(Pu(i))-

5.7.1 Constructing fixed points for the coproduct using the Cartesian product 

In the following, we take an embedding of P2 into I (N) that satisfies the 'no fixed point' condition 

for the construction of a strong embedding of P 00 into I (N), found in Lemma 6 of Chapter 2. 

We show that the ! homomorphism can be thought of as an infinitary form of the direct sum 

construction, and deduce from this that ! is a right fixed point homomorphism for the M-monoid 

(I(N), EB). 

Theorem 25 Let the internal tensor ® be defined in terms of an embedding of P 00 into I (N), 

derived from the right-associative embedding of P 00 into P2 ( as given in Definitions 2. 3, Chapter 

2). Then the homomorphism ! is a right fixed point homomorphism (as given in Definitions 4- 10, 

Chapter 4) for the M-monoid (I (N), EB). 

Proof We have already seen that!, defined by!(!) = (1®/) is an injective monoid homomorphism. 

Also, as we are using the right-associative embedding of P00 into P2, 

/ EB!(/) = P- 1 
fp V q-

1 (9□ Pi
1 
fp;) q, 
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Therefore f tB!(J) =!(J), and so! : I(N) ➔ I(N) is a right fixed point homomorphism for (I(N), EB). 

□ 

We also have the following identity connecting ? and EB. 

Proposition 26 Given f, ao, a1, a2, ... , E I(N), then 

where 

{ 

af(x ) x E dom(J) , J(x) ~ n 
af(x) = 

0 otherwise. 

Proof By definition, (J ® 1)-1(ao EB a1 EB a2 .. . EB an EB O)(J ® 1) = 

(X) 

= V i; 1
aJ(i)Pi = (aj(O) EB af(l) EB . . . EB af(n) EB 0). 

i=O 

Hence our result follows. □ 
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Chapter 6 

The categorical trace, and compact 

closed categories 

6.1 Introduction 

The stated aim of this thesis was to understand the algebra and category theory behind the 

geometry of interaction series of papers. In the previous 5 chapters, we have developed concepts 

that we claim will be enough to model the logical operations, as they appear in [20, 21]. We next 

present what we claim will be the correct model of the dynamical part of the system. This is the 

categorical trace on symmetric monoidal categories, as presented in [35], and the related concept 

of compact closed categories. 

In particular, we consider the categorical trace on the category of relations, and demonstrate 

how the category of partial bijective maps is also closed under this operation. We then show 

how the trace can be internalised in the same way as the monoidal structure, as demonstrated in 

Chapter 4 and use this to motivate the definition of a traced M-monoid, which is a one-object 

traced symmetric monoidal category (without units) when the M-monoid structure is strong. 

We present results of [35] on the connection between traced monoidal categories and compact 

closed categories, give details of the construction of a compact closed category from the category 

of relations, and demonstrate how it can be restricted to the subcategory of partial bijective maps 

between sets. 

Self-similarity considerations, and an alternative characterisation of compact closed categories, 

are used to define compact closed M-monoids, and hence one-object compact closed categories 

without units. Finally, we demonstrate how the results of Chapter 4 and 5 can be used to construct 

self-similar objects of the category Rel, and use this to construct a one-object compact closed 

85 



inverse monoid, which we describe explicitly. 

Applications to J-Y Girard's Geometry of Interaction 1 system [20], resolution and unification 

over a term language and the Geometry of Interaction 3 system [13, 22], and two-way automata 

[3], will be given in chapters 8, 9 and 10 respectively. 

We will use 'diagrammatic reasoning', as introduced by A. Joyal, and R. Street in {33}, and 

formally justified in {33, 34}, throughout this chapter, as an illustration of the underlying processes; 

however, all original deductions will be justified algebraically. 

6.2 The categorical trace 

We present the theory of traced monoidal categories. This is due to A. Joyal, R. Street, and D. 

Verity, [35] ; however, we consider the case of symmetric monoidal categories, rather than the full 

theory of balanced monoidal categories given in this paper. 

Definitions 6.1 

Let (V, ®, s, t , >.., p, I) be a symmetric monoidal category. A trace on it is defined in [35] to be a 

family of functions, Tr~ B : V (A ® U, B ® U) -+ V ( A, B), that are natural in X, Y, U, and satisfy , 

the following: 

l. Given f: X ® I-+ Y ® I, then Tri y(f) = pf p-1 
: X-+ Y . , 

2. Given f : A ® (U ® V) -+ B ® (U ® V), then 

3. Given f: A ® U-+ B ® U, and g: C-+ D, then 

4. Tr8,u(su,u) = lu. 

A symmetric monoidal category that has a trace is called a traced symmetric monoidal category. 
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6.2.1 Diagrammatic reasoning and the categorical trace 

In diagrammatic reasoning, as introduced and justified by A. Joyal and R. Street in [33, 34], a 

morphism f : A (8) B -+ C (8) D is represented by 

C D 

A B 

the commutativity morphism sxy is represented by 

y X 

X 
X y 

the left and right unit morphisms .\x , p x are represented by 

X X 

I I 

/ 1 I~ 
I X X I 

respectively. Note that there is no way to represent the associativity isomorphisms with diagram­

matic reasoning. 

The trace Tr~,Y on a morphism f : X (8) U -+ Y (8) U is then represented by 

y 

u 

X 

Using the above conventions, the axioms for a categorical trace are then represented as follows: 

87 



1. 

y 

I 

y I~ 
y I 

I = f 

X fyl 
I 

X 

2. 
y 

U @V 

X 

is the same as 

y 
( ) 

I 
u V 

I X 

~ ) 
3. 

y D 

u 

X A 
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is the same as 
y D 

u 

X A 

Finally, the naturality of Tr~ y in all three variables is represented as follows : 
' 

Naturality in U, 
y 

J 

X u 
is the same as 

y u 

X 

Naturality in X and Y, 
y 

( 

h 

u 

X 
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is the same as 
y 

h 

u 

X 

6.2.2 The trace on the category of relations 

Theorem 1 (Due to A . Joyal, R. Street, D. Verity). The category of relations, Rel, is a traced 

symmetric monoidal category, with trace defined as follows: 

Tr~,y(R) = a U bd•c, where R = ( : : ) E Rel(X u U, Yu U). 

Proof This is proved in [35] by A. Joyal, R. Street, and D. Verity - It is derived from elementary 

properties of the Kleene star on monoids of relations. D 

Note that, with the intuitive idea of matrix multiplication as 'finding all possible paths through 

a graph', as presented in Chapter 5, Section 5.2.2, we can represent the trace in the same way, as 

follows: 

⇒ 

u 
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y 

l aubd*c 

X 

6.2.3 The trace on the category of partial bijective maps 

Recall the subcategory of the category of relations, given by the partial bijective maps, as defined 

in Definitions 5.5, Chapter 5, denoted Inj. We restrict Theorem 1 to the category of partial 

injective maps, and demonstrate that this subcategory is also traced. 

Theorem 2 Inj is closed under the trace operation inherited from the category of relations, and 

hence is a traced symmetric monoidal subcategory of Rel. 

Proof Consider RE Inj(XuU, YuU), represented by R = ( : : ) . The conditions on a, b, c, d 

for this matrix to represent a partial bijective map are given in Theorem 10 of Chapter 5. We 

seek to prove that these conditions imply that the trace Trffr.,Y = aUbd*c is also a partial bijective 

map. Hence we need to prove that the distinct terms in this union have disjoint domains / images 

(i .e. are disjoint). 

First note that a(bdnc)-1 = ac- 1d-nb- 1 = 0 for all n E N, since ac-1 = 0, by condition 1 

of Theorem 10, Chapter 5. Also a-1bdnc = 0, since a-1b = 0, by condition 3 of Theorem 10, 

Chapter 5. Therefore, a .l bdnc for all n EN. 

Secondly, (bd 8 c)(bdtc)-1 = bd8 cc- 1d-tb- 1 = bdsd-t eb-1 , where e = dtcc- 1d-t. Therefore, if 

t > s, and sos - t = -r for some r 2 1, then (bd8 c)(bdtc)-1 = bd-r eb-1 = 0 since bd-1 = 0 by 

condition 2 of Theorem 10, Chapter 5. Alternatively, ifs > t, and so s - t = r for some r 2 1, 

then (bd5 c)(bdtc)-1 = bd8 cC1d-tb-l = bfdrb-1 , where f = d8 cc-1d-s. However, bfdrb- 1 = 0, 

since db- 1 = 0, by condition 2 of Theorem 10, Chapter 5. Therefore (bd8 c) (bdtc)- 1 = 0 for all 

s =I- t. 

Similarly, (bd8 c)- 1 (bdtc) = c-1d-sb- 1bdtc = c- 1gd-sdtc where g = d-sb- 1bd8
• So, if t -

s = -r, where r 2 1, then (bd 5 c)-1 (bdtc) = c-1gd-rc = 0 since d-1c = 0, by condition 4 of 

Theorem 10, Chapter 5. Alternatively, (bd8 c)-1 (bdtc) = c- 1d-sdthc, where h = d-tb- 1bdt. So, if 

t - s = r 2 1, then (bd 5 c)- 1 (bdtc) = c-ldr he= 0 since c-1 d = 0, by condition 4 of Theorem 10, 

Chapter 5. Therefore, (bd 8 c)- 1 (bdtc) = 0 for alls =f. t. 

Hence we can <led uce that ( bd8 c) .l ( bdt c) for all s =/- t and as we have already proved that 

a.lbdnc for all n EN, we can deduce that all the terms in the union Trfj_,Y(R) are disjoint , and so 
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Trffc,Y(R) E Inj(X, Y). Therefore, Inj is closed under the trace, and hence is a traced symmetric 

monoidal subcategory of Rel. □ 

6.3 The trace and self-similarity 

We demonstrate how the endomorphism monoid of a self-similar object in a traced symmetric 

monoidal category has an operation defined on it that satisfies many of the same properties 

as the categorical trace, and gives a one-object traced symmetric monoidal category when the 

self-similarity is strong. 

We then use these results to motivate the definition of a traced M-monoid, and, as a check 

that this is the 'correct' definition, demonstrate that the Karoubi tensor envelope of a traced M­

monoid is a traced symmetric monoidal category. Finally, we show that, when the tensor category 

of a self-similar object is freely generated, the isomorphism between the tensor category, and the 

tensor envelope of the endomorphism monoid of the self-similar object preserves the trace. 

6.3.1 Internalising the trace at self-similar objects 

Definitions 6.2 

Let N be a self-similar object of a symmetric traced monoidal category (M, ®), as defined in Def­

initions 4.1, Chapter 4. We define the internalisation of the trace to be a map trace : M(N, N) -+ 

M(N, N) given by trace(!) = Tr~ N(dfc) where c and d are the contraction and division mor-
' 

phisms of the self-similar object N. We will demonstrate that trace represents the categorical 

trace under the internalisation process; however, we first require the following: 

Lemma 3 Let N be a self-similar object of a traced symmetric monoidal category, and let ¢2 be 

as in Definition 4-4 of Chapter 4. Then Tr~,N(f) = trace(</>2(!)) for all f E M(N ® N, N ® N) . 

Proof By definition, </>2(!) = cfd, so trace(</>2(!)) = Tr~ N(dcfdc) = Tr~ N(f) . □ 
' ' 

There is a natural extension of this result when ( ®N) is freely generated: 

Theorem 4 Let N be a self-similar object of a traced monoidal category (M, ®), and assume 

that (®N) is freely generated in M, so we can define the contraction map </> , as in Definitions 

4-3, Chapter 4. Then trace(</>(F)) = </>(Trffc,Y(F)) for all FE (®N)(X ® U, Y ® U). 
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Proof trace(<f>(F)) = TrlJ,N(d<f>(F)c) = TrlJ,N(dcnwFdx0 uc) by definition of trace and </> 

However, cy0 u = c(cy @cu) and dx 0 u = d(dx @du), by definition of the division and contraction 

elements. Therefore 

trace(<f>(F)) = Tr1J, N(dc(cy@ cu)F(dx @ du)dc) 
' 

= TrlJ,N((cy @cu)F(dx @du)) = cy(Trf,Y((ly @cu)F(lx @du)))dx, 

by the naturality of the trace in X and Y, and so 

trace(<f>(F)) = cyTr~,y(F(lx @ducu))dx = cyTr~,y(F(lx @ lu))dx = cyTr~,y(F)dx, 

by the naturality of the trace in U. Therefore trace(<f>(F)) = <f>(Tr~,y(F)), by the definition of 

q>. □. 

These results allow us to deduce that the internalisation of the categorical trace satisfies many 

similar properties to the categorical trace, as follows : 

Theorem 5 Let N be a self-similar object of a traced symmetric monoidal category (M, @), let 

s, t, C 1 be as defined in Theorem 9 of Chapter 4, and let the internalisation of the trace be as 

defined above. Then 

(i) trace(f(l EB (1 EB 1))) = trace(trace(tfr 1 )), 

(ii) trace(!) EB g = trace(t(l EB s)r1 (f EB g )t(l EB s)r1
), 

(iii) trace(s) = 1, 

(iv) trace((h EB l)J(g EB 1)) = h(trace(f))g, 

(v) trace(f(l EB g)) = trace((l EB g)f). 

Proof 

(i) By definition of trace, t and C 1 , 

which by the naturality of Tr~ y in X and Y, is equal to 
' 

By axiom 2 for a traced symmetric monoidal category, this is equal to Trr:/jf ((l @d)dfc(l @c)) 

which, by the naturality of Tr~,Y in U, is equal to TrlJ,N(dfc(l @ cd)). Finally, note that, by 
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definition of trace and EB, trace(f(lEB(l EB l))) = Trfr N(dfc(l ®cd)) and so trace(f(lEB(lEBl))) = 
' 

trace(trace(tft- 1 )). 

(ii) By definition, trace(t(l EB s)r 1 (f EB g)t(l EB s)r 1
) = 

Trl/r,N(dc(c® l)tN,N,N(l 0 d)dc(l 0 csN,Nd)d 

c(l 0 c)f"i_/N,N(d 0 l)dc(f 0 g)dc(c 0 l)tN,N,N(l 0 d)d 

c(l 0 csN,Nd)dc(l 0 c)tN, N, N- 1 (d 0 l)dc) 

= Trl/r,N((c 0 l)tN,N,N(l 0 d)(l 0 CSN,Nd)(l 0 c)tN~N,N(d 0 1) 

(f ® g) 

(c 0 l)tN,N,N(l 0 d)(l 0 CSN,Nd)(l 0 c)tN~N,N(d 0 1)) 

= Trl/r,N( ( c 0 l)tN,N,N(l 0 SN,N )tN~N,N( df c 0 g )tN,N,N(l 0 SN,N )tN, N, N- 1 
( d 0 1)) 

and by the naturality of Trfj_ y in X and Y, this is equal to 
' 

which, by axiom 3 for a symmetric traced monoidal category, is equal to 

c(Trl/r N(dfc) 0 g)d = c(trace(f) 0 g)d = trace(!) EB g, 
' 

by definition of trace and El, . 

(iii) Axiom 4 for a traced monoidal category states that Trg,u(su,u) = lu for all U E Ob(M). 

Therefore Trfr,N(sN,N) = lN, and so trace(s) = Trfr,N(dsc) = Trfr,N(sN,N) = lN, by definition 

of s. Therefore trace(s) = l. 
(iv) By the definition of trace, 

trace((h EB l)f(g EB 1)) = Trfr N(dc(h 0 l)dfc(g 0 l)dc) 
' 

= Trfr N((h 0 l)dfc(g 0 1)) = hTrfr N(dfc)g 
' ' 

by the naturality of Trfj_y in X and Y. However, this is just h(trace(f))g. Hence our result 
' 

follows. 

(v) By definition, 

trace(f(l EB g)) = Trl/r,N(dfc(l 0 g)dc) = Trl/r,N(dfc(l 0 g)) = Trl/r,N((l 0 g)dfc) , 

by the naturality of Trfj_ y in U. Similarly, 
' 

trace((l EB g)J) = Trfr N(dc(l 0 g)dfc) = Trfr N((l 0 g)dfc). 
' ' 

However, this is trace(f(l EB g)) , from above. D 
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6.3.2 Traced M-monoids 

The above results motivate the following definitions: 

Definitions 6.3 

Let (M, EB) be an M-monoid, and let t, s denote the associativity and commutativity elements 

respectively. We say that M is traced if there exists a map trace : M ➔ M, which we call the 

internal trace, satisfying the following conditions: 

1. trace(f(l EB (1 EB 1))) = trace(trace(tfr 1 )) 

2. trace(!) EB g = trace(t(l EB s)t-1(! EB g)t(l EB s)r 1
) 

3. trace(s) = l. 

4. trace((h EB l)f(g EB 1)) = h(trace(J))g 

5. trace(f(l EB g)) = trace((l EB g)f). 

The axioms 1 to 3 can be thought of as the one-object case of the axioms 2 to 4 of a traced 

monoidal category, and the axioms 4 and 5 can be thought of as the one-object analogues of the 

naturality of the categorical trace. Of course, there is no analogue of axiom 1, as we do not have 

analogues of units elements. 

To demonstrate that this is the 'correct' axiomatisation for a traced M-monoid, consider the 

following: 

Theorem 6 Let (M, EB) be a traced M-monoid. Then the Karoubi tensor envelope of (M, EB) is a 

traced symmetric monoidal category (without a unit object). 

Proof Recall the definition of the tensor envelope as a subcategory of the Karoubi envelope, 

from Definitions 4.12, Chapter 4. We have seen (Propositions 16 and 17 of Chapter 4) that 

this is a symmetric monoidal category (without a unit object) . We define a map on K~ by 

Tr~,1(a) = trace(a) for all a E K~(e 0 g, f 0 g), where trace is the internal trace of (M, EB). 

Then ftrace(a)e = trace((! EB l)a(e EB 1)) , by axiom 4 for a traced M-monoid . However, a E 

K~(e®g, f ®g), so (JEBl)a(eEBl) = a. Therefore, Tr~,1(a) E K~(e, f) for all a E K~(e®g, f ®g), 

and so Tr, as defined above, takes morphisms f : X 0 U ➔ Y 0 U to morphisms Tr (J) : X ➔ Y, 

as required. We check the axioms for a traced symmetric monoidal category. 

95 



l. This axiom is not considered, as Kt does not have a unit object. 

2. For all a E Kt:(e 0 (g 0 h)), f 0 (g 0 h)), by definition, 

Tr~,J (Tr~09 ,J09 (t J,g,hat;,;,h)) = trace(trace(t J,g,haC 1t;,;,h)). 

Therefore, by definition of te,J,g E Kt: (from Proposition 16 of Chapter 4), 

Tr~,J (Tr~®g,f®g ( t f,g,hat;,; ,h)) = 

trace(trace( ( (f EB g) EB h)t(f EB (g EB h) )a( e EB (g EB h) )C 1 
( ( e EB g) EB h))), 

= trace(trace(t(f EB (g EB h))a(e EB (g EB h))C 1
)) 

and so, by axiom 1 for a traced M-monoid, 

trace((! EB (g EB h))a(e EB (g EB h))(l EB (1 EB 1))) 

= trace((! EB (g EB h))a(e EB (g EB h))), 

and as a E Kt:(e 0 (g 0 h), f 0 (g 0 h)), 

trace((! EB (g EB h))a(e EB (g EB h))) = trace(a), 

Therefore, Tr~,! (Tr~®g ,f®g ( t f ,g,hat;,;,h)) = Tr~~h (a). 

3. For all a E Kt(e0 g,f 0 g) and all b E I<.t(h,k), 

Tr~®h,f®k(tJ,k,g(lJ 0 s9 ,k)fj,~,k(a 0 b)(te,g,h(le 0 Sh,9 )t;,L) = 

trace( ( (f EB k) EB g )t(f EB ( k EB g)) (f EB s9 ,k) (f EB (g EB k) )t- 1 
( (f EB g) EB k) 

(a EB b) 

((e EB g) EB h)t(e EB (g EB h))(e EB s1,9 )((e EB (h EB g))t- 1 (e EB h) EB g)) 

= trace(((! EB k) EB g)t(f EB (k EB g)) 

(f EB (k EB g)s(g EB k)) 

(f EB (g EB k))C1 ((f EB g) EB k) 

(a EB b) 

( ( e EB g) EB h) t ( e EB (g EB h)) 
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(e EB (g EB h)s(h EB g)) 

(e EB (h EB g))C1 ((e EB h) EB g)) 

= trace ( t (J EB ( k EB h) )( 1 EB s) t - 1 
( a EB b) t ( 1 EB s) r 1 

( ( e EB h) EB g)) 

= trace(t(l EB s)r 1 ((J EB g) EB k)(a EB b)((e EB g) EB h)t(l EB s)t- 1 

which equals trace((! EB g)a(e EB g)) EB kbh, (by axiom 2 for a traced M-monoid). However, 

a E Kt (e ® g, f ® g), and b E Kt(h, k), so this is trace(a) EB b. Therefore, by definition of 

Tr in Kt, 

and so the third axiom for a traced symmetric monoidal category is satisfied . 

4. For all e E Ob(Kt), 

Tr:,e(se,e) = trace((e EB e)s(e EB e)) = etrace((l EB e)s(l EB e) )e 

= etrace ((e EB l)s)e = e2trace(s)e = e. 

by axioms 3, 4 and 5 for a traced M-monoid. Therefore, Tr satisfies axiom 4 for a traced 

symmetric monoidal category. 

Finally, naturality of Tr~ y in all three variables follows immediately from axioms 4 and 5 for a 
' . 

traced M-monoid. Therefore, Tr is a categorical trace on the tensor envelope of the M-monoid 

(M, EB). □ 

We have proved that the tensor envelope of a traced M-monoid is a traced monoidal category 

(without unit elements). However, recall that (from Proposition 19 of Chapter 4) the tensor 

envelope of a strong M-monoid Mis a one-object symmetric monoidal category isomorphic to M. 

Therefore, we are justified in claiming that the definition of a trace given above (in the strong 

case) is the correct definition of the categorical trace on a one-object symmetric monoidal category 

without the unit object . In the weak case, we have the following expected result: 

Theorem 7 Let N be a weak self-similar object of a symmetric traced monoidal category (M, ®), 

and let ( ®N) be freely generated in M. Then the isomorphism <I> between ( ®N) and K~(N,N) 

(from Theorem 20 of Chapter 4) preserves the trace. 
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Proof Recall the definition of <1> as <l>(X) = cxdx for all XE Ob(0 N), and <l>(a) = cyadx for all 

a E (0 N)(X, Y). By Theorem 4 above, trace(</>(a)) = </>(Tr'fc y(a)), for all a E (0 N)(X 0 U, Y 0 , 

U), where trace is the internalisation of the trace on ( 0 N) . If we denote the trace on K~ by 

Tr', then Tr'(<l>(F)) = <l>(Tr(F)) by definition of Tr' . Hence the isomorphism <1> preserves the 

categorical trace. D 

6.4 Compact closed categories and the categorical trace 

6.4.1 Introduction 

Up to this point, we have beeen considering the theory of traced symmetric monoidal categories. 

However, as demonstrated in [35], traced monoidal categories have a very close connection with 

tortile monoidal categories, and, in the symmetric case, with compact closed categories . We 

present the definitions and basic theory of compact closed categories, which are special cases of 

tortile monoidal categories ([46]), *-autonomous categories ([37]) , and, of course, monoidal closed 

categories ([37]). 

Fundamental to the following sections will be a result of Joyal, Street, and Verity [35], showing 

that every compact closed category has a canonical trace defined on it, and every traced symmetric 

monoidal category (M, 0 ) gives rise to a compact closed category, denoted lntM, in which (M, 0 ) 

is canonically embedded and the trace of (M, 0 ) is the canonical trace. (Note that their description 

and construction was for tortile monoidal categories and arbitrary traced monoidal categories, of 

which the compact closed categories result is the symmetric case). 

We will present an explicit description of the compact closed category derived from the trace 

on the category of relations (again due to Joyal, Street, and Verity, [35]), and show how the 

compact closed category derived from the subcategory of partial bijective maps (which we have 

proved in Theorem 2 is traced) is also an inverse category. 

6.4.2 Compact closed categories 

Definitions 6.4 

Com pact closed categories are the symmetric case of tortile monoidal categories, as defined in [ 46] . 

In [37], compact closed categories are defined explicitly, as follows : A compact closed category M 

is a symmetric monoidal category, (M, 0, t, s, .X. , p, I) where there exists a self-inverse map1 ( ) v 

1 In fact , the general definition only requires the existence of left duals (and not uniqueness) , and only requires 

that (Avt ~ A for all A . However, all the examples we consider (i .e. all examples constructed from Joyal, Street, 
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that takes an object A to its left dual Av . Also, for every A E Ob(M), there exists two morphisms, 

the co unit map EA : Av ® A -+ I, and the unit map 'T/A : I -+ A ® Av, that satisfy the following 

coherence conditions: 

Using the definitions of the unit and counit maps, the definition of the dual of a morphism is 

given in [37], as follows: 

For all f E M(A , B), the dual off is a map r: Bv-+ Av, defined by the composite 

Note that [46] defines compact closed categories ( as special cases of the more general tortile 

monoidal categories) in terms of right duals, rather than left duals; however, the two definitions 

are interchangable. It is proved in [46] that the correct unit and counit maps for right duals , 

Eu : u ® uv -+ I and 'T/u : I-+ uv ® u, are given by E1 = ESu,uv and 'T/1 = suv ,u'T/ respectively. 

We use left duals in order to follow the conventions of [35] . 

Joyal and Street 's diagrammatic reasoning, [33, 34], can also be used for compact closed 

categories, as proved in [34]. The unit maps are represented as follows: 

and the counit maps are represented by 

A 

6.4.3 The canonical trace on a compact closed category 

We present a result (due to Joyal, Street, and Verity) showing how every compact closed category 

has a trace defined on it , called the canonical trace. 

and Verity 's construction, (35]) satisfy this stronger condition. 
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Theorem 8 (Due to {35}) In any compact closed category (M, ®, t,s,I,>.,p,E,7],( )v) a trace is 

defined by 

Proof It would not be useful to reproduce this proof here; a proof can be found in [35], in terms 

of diagrammatic reasoning, and a formal justification of the diagram manipulations used can be 

found in [33, 34). D 

The above definition of the trace on a compact closed category can be represented diagramatically 

as follows: 

f 

u uv 

~/ 
\/I 
A 

I 
A 

Comparing this diagram with the diagram for a categorical trace shows why uv, the dual of the 

object U, has been described as 'U moving in the opposite direction'. 

6.4.4 Constructing compact closed categories from symmetric traced monoidal 

categories 

We present the dual result to theorem 8 above, which is again due to Joyal, Street, and Verity, 

[35). It gives a canonical way of constructing compact closed categories from symmetric traced 

monoidal categories (in fact, their result was a construction of tortile monoidal categories from 

arbitrary traced monoidal categories; we again present the symmetric case). 

100 



They use this theorem to construct a compact closed category from the trace on the category 

of relations; we prove that a compact closed category can be derived from the trace on the category 

of partial bijective maps, which is an invere subcategory. 

Theorem 9 (Due to {35}, p.10-23} Let V be a symmetric traced monoidal category. A compact 

closed compact closed category, denoted IntV, can be defined in terms of the objects and arrows 

of V, and there exists an embedding of V into Int V, where the trace on V is the canonical trace 

of IntV. 

Proof The proof of this result is the symmetric case of the main theorem of [35]. D 

We do not reproduce the proof here (see [35]), but give the construction of the category IntV in 

terms of the objects, morphisms, and traced monoidal structure of V. 

The construction is as follows: 

Objects 

The objects of IntV are defined to be pairs of objects of V, so 

X , U E Ob(V) <=> (X, U) E Ob(IntV). 

(In [35], it is stated that the object (X, U) should be thought of as a formalisation of X 0 uv) . 

Also, the unit object is given by (I, I), where I is the unit object for the monoidal structure of 

V. 

Morphisms 

The morphisms of IntV are defined in terms of morphisms of V, so F: (X, U)--+ (Y, V) in IntV 

is given by a morphism f: X 0 V--+ Y 0 U in V. We say that F is specified by f. Hence there 

is a bijection of morphisms between V(X 0 V, Y 0 U) and IntV((X, U), (Y, V)) denoted f f---t F, 

for all objects X, Y, U, V of V. 

The composition of morphisms in IntV is defined as follows: 

Composition 

Given F : (X, U) --+ (Y, V), and G : (Y, V) --+ (Z, W), specified by f : X 0 V --+ Y 0 U , and 

g : Y 0 W--+ Z 0 V respectively, then their composite GF: (X , U)--+ (Z, W) is specified by 

Trt1_9w,z~w(Ca,F), 
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where Ca,F: (X 0 W) 0 V ➔ (Z 0 U) 0 Vis given by 

Ca,F = tzuv(lz 0 svu)tztu(9 0 lu)tywu(ly 0 suw)tyhwU 0 lw)txvw(lx 0 sw,v)fx\vv 

Identities 

For all objects (X, U), the identity at the object (X, U) is specified by lx 0 lu. 

The monoidal functor 

The monoidal functor of IntV, which we denote 0 : IntV x IntV ➔ IntV is defined (in terms 

of the monoidal functor on V) on objects by (X, U) 0 (X', U') = (X 0 X', U' 0 U) and on arrows 

by, for all F: (X, U) ➔ (Y, V), and F' : (X', U') ➔ (Y' , V' ), 

is specified by 

(F 0 F'): (X 0 X',U' 0 U) ➔ (Y 0 Y',V' 0 V) 

t - 1 ((t 0 1) 0 1)((1 0 J') 0 l)(t-1 0 l)(s 0 s) 

C 1 (t 0 1) 0 1)((1 0 J) 0 l)(C1 0 l)t(s 0 s) 

Where Fis specified by J, and F' is specified by f'. (Note that the subscripts on the canonical 

isomorphisms have been omitted, for clarity). 

The canonical isomorphisms 

The canonical isomorphisms for Int V are defined as follows: 

l. The commutativity isomorphism 

S: (X, U) 0 (X', U') ➔ (X', U') ® (X, U) 

is specified by the following composite in V. 

(sx,x, 0 su, ,u) : (X 0 X') 0 (U' 0 U) ➔ (X' 0 X) 0 (U 0 U'). 

2. The associativity morphism 

T: (X, U) 0 ((Y, V) 0 (Z, W)) ➔ ((X, U) 0 (Y, V)) 0 (Z, W) 

is specified by the following tensor in V, 

T = txyz 0 twvu-
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3. The left unit map A: (I, I) ® (A, B) -+ (A, B) is specified by 

(P-i/ ® AA)s. 

Similarly, the right unit map R : (A, B) ® (I, I)-+ (A, B) is specified by 

(>.1/ ® PA)s. 

The compact closed structure 

The dual on objects is defined by (X, Ut = (U, X) . The unit maps E(X,U) : (U, X) 0 (X, U) -+ 

(I, I) are then specified by su®X,l and the counit maps 'TJ(X,U) : (I, I) -+ (X, U) 0 (U, X) are 

specified by s1,(X®U)· 

The dual on morphisms can then be directly defined as follows: Let F : (X, U) -+ (Y, V) be 

specified by f : X ® V -+ Y ® U. Then pv : (U, X) -+ (V, Y) is specified by sy,u f sv,x. 

Note that this allows us to define the dual on objects without reference to the unit object or 

elements of IntV. This will be important when we come to constructing one-object compact 

closed categories (without units elements). 

Finally, the embedding 1, of V into IntV is given by 

• On objects, 1,(X) = (X, I), 

• On morphisms, 1,(J) = J ® 11, for all J: X-+ Y. 

It is proved in [35] that this is an injective functor, and the trace of V under this functor is the 

canonical trace given by the compact closed structure of IntV. 

Note that the composition (in terms of the trace on the category V) can be represented 

diagramatically, as follows: 

z u 

X w 
We will denote this composite / trace in V by go f. 
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6.4.5 The compact closed category derived from the category of relations 

We apply the construction of Theorem 9 above to the traced symmetric monoidal category 

(Rel, LJ), to construct a compact closed category Int Rel, in which Rel is embedded, and where 

the trace on (the embedding of) Rel is the canonical trace on the category. The following con­

struction is also due to [35]. 

Definitions 6.5 

IntRel is defined to be the category constructed by applying the construction of Theorem 9 to 

the traced symmetric monoidal category Rel. An explicit description of IntRel is given in [35], 

as follows: 

Objects 

The objects of IntRel are pairs of objects of Rel; that is, they are pairs of sets (X, U), where 

(X , U) is a formalisation of X 0 uv. 

Morphisms 

A morphism RE IntRel((X, U), (Y, V)) is specified by a morphism r E Rel(X LJ V, Y LJ U). The 

morphism r can be written a.s a matrix r = ( : : ), where a E Rel(X, Y), b E Rel(V, Y), 

:n::::::,-::.. ,:~~~) ::i~: :: ;: rn :T:;: : ( I:tn( ':~::~t'.:~:~ )t::: t:e: 
composite GF E IntRel((X, U), (Z, W)) is specified by Tri 0 w,z~w(Ca,F) E Rel(X LJ W, U LJ Z), 

where Ca,F : (X 0 W) 0 V -+ (Z 0 U) 0 V is given by 

Ca,F = tzuv(lz 0 svu)tztw(g ® lu)tywu(ly 0 suw)tyhwU 0 lw)txvw(lx 0 sw,v)tx\vv 

So, the composite of the two matrices in IntRel is specified by 

( 

e(bg)*a 
gof = 

c U d(gb)*ga 

f U e(bg)*bh ) 
E Rel(X LJ W, Z LJ U). 

d(gb)*h 

The monoidal functor 

The definition of the tensor product in the category IntV, for a traced symmetric monoidal 

category V gives the following definition of the tensor in IntRel: 
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The tensor product of objects is defined by (X, U) @ (X', U') = (X LJ X', U' LJ U), and for all 

FE IntRel((X, U), (Y, V)) and GE IntRel((X', U'), (Y', V')), specified by 

( 
a b ) ( a' b' ) f = E Rel(X LJ V, Y LJ U) , g = 
c d c' d' 

E Rel(X' LJ V ' , Y' LJ U'), 

respectively, then their tensor product is defined as follows: 

F @GE IntRel((X, U) @ (X', U'), (Y, V) @ (Y', V')) 

is specified by 

The dual structure 

The dual on objects is given by (U, Vt = (V, U) . The unit and counit maps are then de­

fined as follows: 'T/(X,U) : (I, I) ➔ (X, U) @ (X, Ut is specified by sr,x0 u in Rel, and f(X ,U) : 

(X, Ut @ (X, U) ➔ (I, I) is specified by su0 x,r in Rel. 

From Theorem 9, Fv, the dual of a morphism F, is specified by sy,ufsv,x: V LJ X ➔ U LJ Yin 

Rel for all F: (X, U) ➔ (Y, V) specified by f: X LJ V ➔ Y LJ U in Rel. 

In keeping with our intuitive idea of matrix multiplication and trace as 'finding all possible paths 

through a labelled digraph', the composition of IntRel can be represented as the following 'sum 

over all paths' construction: 

x--c--u 

a d 
b 

y V 

g 
e h 

z----w 
f 

becomes 
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X 
cud(gb)*ga u 

e(bg)' e j 1 d(gb)'h 

z 
Jue(bg)*bh 

w 

6.4.6 The compact closed subcategory derived from the partial bijective maps 

We have already proved that Inj is a traced symmetric monoidal subcategory of Rel (Theo­

rem 2 of this Chapter). Therefore, we can construct the com pact closed category Intlnj as 

a compact closed subcategory of IntRel. The construction is as above. Hence the objects of 

Intlnj are pairs of objects of Inj, so X, Y E Ob(Inj) iff (X, Y) E Ob(Intlnj), and a morphism 

FE Intlnj((X, U), (Y, V)) is a morphism f: X IJ V-+ Y IJ U in Inj. Finally, the tensor product, 

canonical morphisms, unit and counit for Intlnj are as described above for the category IntRel. 

We prove explicitly that Intlnj is an inverse category. 

Theorem 10 The subcategory Intlnj of IntRel is an inverse category. 

Proof In what follows, we make use of the conditions for a matrix of partial bijective maps to 

represent a partial bijective map (Theorem 10 of Chapter 5). 

For every F E Intlnj((X, U), (Y, V)), specified by ( : : ) , X LJ V ----> Y LJ U we define p-1 E 

Intlnj((Y, V), (X, U)), to be specified by 1-1 = ( a-l c-l ) : Y IJ U-+ X IJ V. So, using the 
b-1 d-1 

composition inherited from the category IntRel, p - l FE Intlnj((X, U), (X, U)) is specified by 

_ 1 ( a-1(bb- 1)*a c 1 V a- 1 (bb- 1 )*bd- 1 
) 

f of= . 
c V d(b- 1b)*b- 1a d(b- 1b)*d- 1 · 

However, by condition 3 for the matrix f to represent a partial bijective map, a-1(bb-1)*a = a 

and · c-1 V a-1 (bb- 1 )*bd- 1 = c-1. Also, by condition 2 for the matrix f to represent a partial 

bijective map, c V d(b- 1b)*b- 1a = c and d(b- 1b)*d- 1 = dd- 1 . Therefore, 

So, the composite F p-l F in Intlnj is represented by 

( 

a(c-1c)*a- 1a 
f O 1-1 0 f = 

c V dd- 1(cc-1)*ca- 1a 
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However, by condition 1 for the matrix f to represent a partial bijective map, cVdd- 1 (cc1 )*ca- 1a = 
c, a(c-1c)*a- 1a = a and b V a(c1c) *c- 1d = b. Finally, by condition 4 for the matrix f to 

represent a partial bijective map, dd- 1(cc- 1)*d = d. Therefore, we can deduce that pp- lp E 

IntRel( ( X, U), (Y, V)) is specified by the matrix f o 1- 1 of = ( : : ) = f and so F p-1 F = F. 

Therefore, in Intlnj , every element F has a generalised inverse p - l satisfying F p - l F = F. Also, 

(F- 1 ) - 1 = F, so we can also deduce that p - l F p-l = p - l. Finally, uniqueness of the generalised 

inverses satisfying these properties follows from the uniqueness of the generalised inverses in Inj. 

Therefore, we have proved that Intlnj is an inverse category. D 

6.4. 7 An alternative composition on IntRel and Intlnj 

The above description of the composition of morphisms of IntRel in terms of finding all possible 

paths through a labelled digraph (from Definitions 6.5) suggests another possible composition on 

morphisms of IntRel ( and hence of Intlnj); that is, 

A 
C 

C E 

a d r 

·1 
B 

b 
D s F 

becomes 

A 
t(dr)*c 

E 

oub( cd) •,, l 1 uUl(dc )'d, 

B 
b(rd)* s 

F 

We formalise this idea, and show that it gives an isomorphic category. 

First note that the (partially defined) map o: Arr(Rel) x Arr(Rel) --+ Arr(Rel), together with 

the specification of the identities at the objects, gives Arr(Rel) a category structure, by Theorem 

9, and Definitions 6.5. We define another (partial) map, as follows: 
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Definitions 6.6 

Given morphisms a: AU C ➔ BUD, and f3 : C U F ➔ DUE, represented by the matrices 

resepctively, then the alternative composition (which we denote •) is given by 

f3 . a = ( a U b(rd)*rc 

t(dr)*c 

b(rd)*s ) 

u U t(dr)*ds 

Lemma 11 Given morphisms a : A U D ➔ B U D, and f3 : C U F ➔ D U E, represented by the 

matrices 

then the alternative composition satisfies f3 ·a= SEB(SDE/3 o sBca) . 

Proof First note that s XY = 
( 01 01) : X u Y ➔ YU X, so sBca = 

( : : ) . Therefore,_ by definition of o, 

(sf3osa) = 
( 

t(dr)*c 

a U b(rd)*rc 

u U t(dr)*ds ) . 

b(rd)*s 

(We omit subscripts on commutativity morphisms, for clarity) . Finally, 

( 

a U b(rd)*rc 
s(sf3osa) = 

t(dr)*c 

Therefore our result follows . D 

Theorem 12 (Rel, o) ~ (Rel, •). 

b(rd)*s ) 
u U t(dr)*ds =a. {3. 

and SDE/3 = 

Proof The isomorphism S is defined on the underlying set of morphisms (in terms of the com­

position of Rel) as follows : 

For all J: A U X ➔ BUY, S(J): AUX ➔ YUB is defined by S(J) = SB ,Y J. Then, as SB ,Y is an 

isomorphism for all B , Y, we can deduce that this map is a bijection, and from Lem(ma

10

ull ::ov)e,, 

S (Jog) = S (J) · S (g) . Finally, the identity arrows are those matrices of the form 
0 

and so the map S is a bijective functor. D 
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6.5 Self-similarity in compact closed categories 

6.5.1 Introduction 

We wish to develop the theory of self-similarity in compact closed categories, with a view to defin­

ing and constructing examples of one-object compact closed categories (without units). However, 

all the axioms for a compact closed category depend on the unit object, and as Proposition 1 

of Chapter 4 shows, any one-object symmetric monoidal category with units elements has trivial 

monoidal structure. On the other hand, we have also seen (Theorem 9 above) how the dual on 

morphisms of IntV can be given without reference to the unit object or elements. This motivates 

the construction of an alternative set of axioms for a compact closed category that do not depend 

on unit object, and hence allows us to construct compact closed M-monoids in a similar way to 

the construction of traced M-monoids, as in Section 6.3. 

6.5.2 An alternative characterisation of compact closed categories 

We give a set of axioms (in which the unit object is not fundamental) for a category that we prove 

is equivalent to the set of axioms for a compact closed category. 

Definitions 6. 7 

We define a pairing category to be a symmetric monoidal category (T, ®), where, for every object 

A E Ob(T), there exists a dual object Av, together with morphisms that we call the pair-creation, 

and pair destruction, maps 

• KXA: X-+ (A®Av) ®X 

• 8xA: X ® (Av ® A)-+ X 

that are natural in X, and satisfy the following axioms 

1. 6 AA (4~ v A A: AA = 1 A, 

3. (PA®AVK[A ® lx )Xx1 = KXA, 

4. Px(lx ® 81A\4.\M) = 8xA• 

The condition that n:x A and 8x A are natural in X can be written explicitly as, for all f : X -+ Y, 
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We demonstrate that the axioms for pairing categories and compact closed categories are equiv­

alent. 

Theorem 13 A category that satisfies the axioms for a compact closed category also satisfies the 

axioms for a pairing category, and vice versa. 

Proof 

( ⇒) Let (T, ®, T/, E) be a compact closed category (we use the standard notation for the canonical 

associativity, commutativity, and units morphisms). We define 11:xA = (TJA ® lx)>-_x-1 and 8xA = 
px(lx ® EA) for all X, A E Ob(T). Then consider arbitrary f: X--+ Y. By the definition of 11:, 

and the naturality of >-x in X, 

Therefore, 11:x A is natural in X. Similarly, by definition of c5, and the naturality of p x in X, 

Therefore, c5 x A is natural in X. 

Also, by definition of 11: and 8, 

l. 0AA(4~vAll:AA = PA(lA ® EA)t::i:~vA(TJA ® lA)A::i:1 = lA, by axiom 1 for a compact closed 

category (Definitions 6.4). 

by definition, and by the naturality of sxy in X and Y, this is equal to 

Also, as pxs1x = >-x, this is equal to AAv(EA ® lAv)tAvAAv(lAv ® TJA)P::i:0 and by axiom 2 

for a compact closed category, this is lAv. 
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by the naturality of pz in Z, and the definition of KXA · 

by the definition of K and the naturality of >-z in Z. 

Therefore, Kx A and 8 x A are morphisms that are natural in X, and satisfy the axioms for a pairing 

category. Therefore, every compact closed category has the structure of a pairing category. 

(<=) Let (T , ®) be a pairing category, so KXA: X-+ (A ® Av) ® X and 8xA : (Av ® A) ® X-+ X 

are as in Definitions 6.7. For all X, A E Ob(T), we define maps EA: (Av ® A)-+ I and T/A : I -+ 

(A ® Av) by T/A = PA®Av KIA and EA = 8rA\400A. 

We check the axioms for a compact closed category (Definitions 6.4). 

2. AAv (qv ® lAv )tAv AAV (lAv ® T/A)PA0 = AAv (81Av AA~Av Q9 lAv )tAv AAV (lAv ®PA®Av K[A)PA0 

by definition of E and T/ · However, >-Av= PAvsrAv and PA0 = srAvAA0· Therefore, this is 

equal to PAvs1A(81Av >-A~Av ® lAv )tAv AAv (lAv ® PA®AvK1A)s1Av AA0, and by the natur~lity 

of sxy in X and Y, the above is equal to 

Then by axioms 3, 4 for a pairing category, this is 8AvASAv ®A,AvtAvAAvsA®Av,AvKAvA, 

which is lAv, by axiom 2 for a pairing category. 

Finally the naturality of E and T/ follows from the naturality of K, 8, >- and pin a pairing category. 

Therefore, the axioms for a compact closed category are satisfied, and our result follows. 

Note that the two definitions are interchangable; let T be a pairing category, and let E and T/ be 

defined in terms of K and 8, as above. Then the above definition of K and 8 in terms of E and T/ 

gives the original K, and 8, as follows: 

The definition of Kin terms of T/ gives KXA = (T/A ® lx)>-:x-1, and the definition of T/ in terms 

of K gives KXA = (PA®AvKIA ® lx)>-:x-1. However, by axiom 3 for a pairing category, this is just 
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K'.:XA, and our result follows. A similar proof holds for 8. 

Conversely, let T be a compact closed category, and let 11:: and 8 be defined in terms of E and r; . 

T hen t he definition of E in terms of 11:: gives EA = 6JAAA0~M · However t his is EAPAv0A>.A0®A = EA, 

by the naturality of p. A similar proof holds for r; . Therefore the two definit ions are compatible. D 

Convention In view of Theorem 13 above, we refer to the axioms for a pairing monoidal category 

(Definitions 6.7) as the alternative axioms for a compact closed category, and refer to the axioms of 

Definitions 6.4 as the standard axioms for a compact closed category. We also use the definitions 

interchangably, with the assumption that 11::, 8 and E, r; are related as in Theorem 13. 

Note that, with the alternative axiom set for a compact closed category, the definition of the 

canonical trace becomes the following: 

= 8B,USA,(U0uvf8~u,uvU ® luv)tA,u,uvsA,u0uvK:A,U• 

Therefore, the trace is definable in terms of 11:: and 8, without reference to the unit object or 

elements. 

6 .5.3 Self-similarity and one-object compact closed categ ories 

We consider the role of self-similarity in constructing one-object compact closed categories (with­

out unit elements) . For this to make any sense, we require self-similar objects in compact closed 

categories that are self-dual; that is, they satisfy Nv = N. This is not a major restriction, as, for 

any object A, there exists an isomorphism between (A ® Av) and (A ® Avt (by the coherence 

theorem for compact closed categories, as proved in [37]), and we will construct examples later 

where this is a strict identity. 

Definitions 6 .8 

Let (T, ®) be a compact closed category. We say that an object N E Ob(T) is very (strongly) 

self-similar if it satisfies 

2. (X ® Yt = yv ® xv for all X, YE Ob(®N) . 

3. N is (strongly) self-similar in the sense of Definitions 4.1, Chapter 4. 
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Lemma 14 Let (T, 0 ) be a compact closed category, and let N be a very self-similar object of 

T. Then ( 0N) is a compact closed category ( without unit elements) . 

Proof We merely need to prove that Av E Ob( 0 N) for all A E Ob( 0 N), as the canonical mor­

phisms will be inherited from T. Firstly, as N is self-dual, Nv = N. Also, by axiom 2 for 

a very self-similar object, (X 0 Yt = yv 0 xv E Ob(0 N) for all X, Y E Ob(0 N) satisfying 

xv, yv E Ob(0 N). Therefore our result follows by the inductive definition of objects of (0 N) 

(Definitions 4.3, Chapter 4) . D 

Theorem 15 Let N be a very self-similar object of a compact closed category (M, 0 ), and let 

(0 N) be freely generated in M. Then for all X, YE Ob(0 N) , "'X,Y and 8x,Y can be expressed in 

terms of "'N,N, 8N,N, the canonical isomorphisms for the symmetric monoidal structure, and the 

division / contraction morphisms for N. 

We will prove this result in 6 steps, as follows: 

(i) For all X, A, BE Ob(0 N), there exists a definition of "'X ,A®B in terms of "'XA, and "'B,Av. 

(ii) For all X, YE Ob(0 N), there exists a definition of "'XY in terms of "'XN • 

(iii) For all XE Ob(0 N), there exists a definition of "'XN in terms of "'NN• 

(iv) For all X, A, BE Ob(0 N), there exists a definition of 8x,(A®B) in terms of 8xA, 8Bv A· 

( v) For all X, Y E ( 0 N) , there exists a definition of 8 XY in terms of 8 x N. 

(vi) For all XE (0 N), there exists a definition of 8xN in terms of 8NN· 

The above 6 steps are then enough to give a definition of "'X,Y and 8x,Y in terms of "'N,N and 

bN,N• 

Proof ( we use the description of "' and 8 in terms of E and 77). 

(i) First note that, by the coherence theorem for compact closed categories ([37]), there exists a 

canonical isomorphism UAB : Bv 0 Av --+ ( A 0 Bt, and the coherence theorem states that 'T/A, 

1]B, and 1JA®B are related as follows: 

However, by axiom 2 for a very self-similar object, the canonical isomorphism UAB is the identity. 

Therefore, 1JA®B = tA,B,(Bv0Av) (1A0t.a~Bv,Av )(1A0 (77B 0 1Av)) (1A0 A::i0 )1JA· Hence, for arbitrary 

XE Ob(0 N) , 
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However, by definition of "'XY in terms of T/, >., this becomes 

,.,-;X,(A®B) = tA,B,Bv®Av (lA ® t8~Bv,Av )(lA ® (rtB ® l Av )rtA ® l x )>-:x-1 

= tA,B,Bv®Av (lA ® t8~Bv,Av )((lA ® "'Av B) ® l x HrtA ® lx )X:i 

= tA,B,BV®Av (lA ® t8~Bv,Av )("'AvB ® lx ),.,-;xA 

Hence we have expressed "'X,A®B in terms of ,.,-;X,A, ,.,-;Av ,B, and the canonical isomorphisms t, t-1 . 

(ii) Immediate by the inductive definition of the objects of (®N), and part (i) above. 

(iii) As (®N) is freely generated, we can define dx, ex for all XE Ob(®N) as in Definitions 4.3, 

Chapter 4. Then for all XE Ob(®N ), the naturality of ,.,-;XN in X gives us ((l®l) ®dx)"'NNCX = 
"'XNdxcx, and by Lemma 4 of Chapter 4, dxcx = lx . Therefore, "'XN = ((1 ® 1) ® dx )"'NNcx. 

Hence our result follows. 

(iv) By the coherence theorem for compact closed categories, 

or, using the definition of 8 in terms of E, 

Therefore, this implies that 

and by definition of 8 in terms of E, this is 

Hence we have expressed 8 x ,A®B in terms of 8 x B and 8 B v A. 

(v) Immediate from (iv) above, and the inductive definition of objects of (®N). 

(vi) By the naturality of 8xN in X, dx8NN(cx ® (l ® l)) = dxcx8xN, and by lemma 4 of Chapter 

4, dxcx = lx, and so 8xN = dx8NN(cx ® (1 ® 1)). Hence our result follows. □ 

Using these results, we are able to demonstate how the endomorphism monoid of a very self­

similar object of a compact closed category has many of the same properties as a compact closed 

category. 
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Definitions 6.9 

Let N be a very self-similar object of a compact closed category, (T, ®), and let (®N) be freely 

generated in T, so the contraction map ¢, as given in Definitions 4.3, Chapter 4, is well-defined, 

and the internal associativity and commutativity elements, which we denote t, t- 1 , s satisfy t = 
</>(tNNN), r 1 = </>(fi/NN) and s = </>(SNN)- We define the internal pair-creation and internal 

pair-destruction maps in terms of¢ and Kand 8, by K = </>(KNN), 8 = ¢(8NN) respectively. 

Proposition 16 Let (T, ®) be a compact closed category, denote the internalisation of the tensor 

product by EB, and let </>, s, t, r 1 , K, 8 be as defined above. Then 

(i) ,5t-lK = 1, 

(ii) 8stsK = 1, 

(iii) ((1 EB 1) EB a)K = Ka, 

(iv) a8 = 8(a EB (1 EB 1)). 

Proof Recall that the map ¢ preserves composition and maps ® to EB , from Theorem 5 and 

Proposition 8 of Chapter 4. Our results are then as follows: 

(i) By axiom 1 of Definitions 6.7, 8NNfi/Nv NKNN = lN. However, by assumption , N is a self-dual 

object, and so 8NNfi/NNKNN = lN. Therefore, we can apply ¢ to both sides of this, and deduce 

that </>(8NNfi../NNKNN) = ¢(1N), and by definition of 8,K,t-1 , this becomes 8C1 K= 1. 

(ii) By axiom 2 of Definitions 6.7, 8NvNSNv e,N,NvtNvNNvSNe,Nv ,NvKNvN = lX,, and as N is self­

dual, 8NNSNe,N,NtNNNSNe,N,NKNN = lN . Therefore, we can apply¢ to both sides of the above, 

to deduce that ¢(8NNSNe,N,NtNNNSNe,N,NKNN) = ¢(1N) and so 8¢(sNe,N,N)tsN0N,NK = 1, by 

definition of K, 8, and t. However, SNe,N,N = (1 EB (1 EB l))s((l EB 1) EB 1) by the naturality of sxy 

in X and Y, and so 8stsK = 1. 

(iii) ( (lN ® lNv) ® a)KNN = KN Na , for arbitrary a E T(N, N), by the naturality of Kxy and '5xy 

in X. Also, as N is self-dual, ((lN ® lN) ® a)KNN = KNNa, and we can apply¢ to both sides of 

this equation, to deduce ¢(((1N ® lN) ® a)KNN) = </>(KNNa) . By definition of K, 8, this becomes 

((1 EB 1) EB a)K = Ka. 

(iv) In a similar way to (iii), a8NN = 8NN(a ® (lNv ® lN)) for arbitrary a E T(N, N), by the 

naturality of 8xy in X, and as N is self-dual, a8NN = 8NN(a ® (lN ® lN)). Therefore, we can 

apply¢ to both sides of the above to deduce that </>(a8NN) = ¢(8NN(a ® (lN ® lN))). However, 

by definition of Kand 8, a8 = 8(a EB (1 EB 1)). Hence our result follows . D 

Theorem 17 Let N be a very strongly self-similar object of a compact closed category (T , ®) , 

and let ( ®N) be freely generated. Then the endomorphism monoid of N is a one-object compact 
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closed category, without unit elements. 

P roof As N is strongly self-similar, the map EB is a fu nctor, and by Proposition 16 above, K, and 

8 satisfy the one-object analogues of the alternative axioms for a compact closed category. Also, 

the same proposition also implies t he one-object analogues of the naturality of K, and 8. Hence 

our result follows. □ 

The above results motivate the following definitions: 

6.5.4 Compact closed M-monoids 

D efinitions 6.10 

We define a compact closed M-monoid to be an M-monoid (M, EB) that has two distinguished 

maps K, and 8 that satisfy, for all a E M, 

2. fistSK, = 1, 

3. ((1 EB 1) EB a)K, = K,a. 

4. a8 = 8(a EB (1 EB 1)). 

Proposition 18 Let N be a very self-similar object of a compact closed category (T, @), and let 

( ®N ) be freely generated in T . Then the endomorphism monoid of N in ( ®N) is a compact closed 

M-monoid. 

Proof Immediate from the proof that T(N, N) is an M-monoid (Proposition 10, Chapter 4), and 

from Proposition 16 above. □ 

The following theorem demonstrates that our axiomatisation of compact closed M-monoids is the 

'correct' one. 

Theorem 19 For any compact closed M-monoid (M, EB), the tensor envelope of M is a compact 

closed category ( without the unit object) with a very self-similar object N, satisfying Kt ~ ( ®N). 

Proof We denote the object of Kt given by the idempotent 1 E Ob(Kt) by N, for clarity. 

Then, by Proposition 17 and Theorem 20 of Chapter 4, N is a self-similar object of Kt, and 

(®N) ~ Kt. 

We define left duals of the objects of Kt as follows: 
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so by definition, N is a very self-similar object of K~ . 

Next, we define "'NN and ONN by "'NN = "', ONN = o, and by axiom 3 for a compact closed 

M-monoid, ((1 E9 1) E9 l)K-1 = "'so "'NN E K~(N, (N 0 N) 0 N) . Similai;ly, by axiom 4 for a 

compact closed M-monoid, lo = o = o(l E9 (1E91) and so ONN E K~(N 0 (N 0 N), N) . 

Also, ONNf'i./rvVN"'NN = lN by axiom 1 for a compact closed M-monoid, and ONNvstsK-Nv N = 
l X, by the self-duality of N, and by axiom 2 for a compact closed M-monoid. Therefore, "'NN and 

ONN satisfy the axioms for the pair creation/annihilation morphisms of a compact closed category 

at N. 

Finally, recall that by Theorem 15 of this Chapter, K-xy and oxy are definable in terms of 

"'N N and o N N, for all X, Y E ( 0 N) . coherence theorem for symmetric monoidal categories, K-xy 

and oxy satisfy the axioms of Definitions 6.7 Therefore, we can construct "'XY and oxy for all 

X, Y E Ob(K~) that satisfy the alternative axiom set for a compact closed category (without 

units). 

Hence K~ is a compact closed category (without the unit object) that has a very self-similar 

object N satisfying K~ ~ ( 0 N), and this isomorphism preserves the compact closed structure. 

Hence our result follows . D 

Corollary 20 Let (T, 0 ) be a compact closed category with a very self-similar object N (where 

(0 N) is freely generated), and let (M, E9) be the M-monoid defined by T(N,N). Then K~ ~ 

(0 N). 

Proof Recall the isomorphisms W : K~ ----+ ( 0 N) and <I> : ( 0 N) ----+ K~ of Definitions 4.13, Chap­

ter 4. Then from Theorem 20 of Chapter 4, <I> and W also preserve the monoidal structure, and 

it is immediate from the above that "'NN in K~ is the same as "'w(N),iI!(N) in (0 N). Therefore, 

our result follows from the definition of "'XY and oxy in terms of "'NN and ONN of Theorem 15. D 

6.6 Constructing very self-similar objects of compact closed cat-
. 

egor1es 

Let (V, 0 ) be a traced symmetric monoidal category. We demonstrate a routine method of 

constructing very self-similar (resp. very strongly self-similar) objects of IntV from self-similar 
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(resp. strongly self-similar) objects of V. We will use this method, together with the results from 

the previous section, to construct a one-object compact closed category. 

For our results and construction, we first require the following: 

Lemma 21 Let Int V be the compact closed category derived from a traced symmetric monoidal 

category V using the method of Theorem 9 of this Chapter, and let F : (X, U) --+ (Y, V) and 

G: (Y, V) --+ (Z, W) be morphisms of IntV specified by morphisms f = a ® b: X ® V --+ Y ® U 

and g = c ® d : Y ® W --+ Z ® V in V. Then GF E IntV((X, U), (Z, W)) is specified by 

( ca ® bd) E V ( X ® W, Z ® U). 

Proof We use the standard notation for the monoidal functor, canonical isomorphisms, and trace 

of V . Then from Theorem 9, GF is specified by the trace at V of the composite 

Cc,F = tywu(ly ® suw)tyhwU ® lw)txvw(lx ® sw,v)tx\vv 

However, by definition, f = a ® band g = c ® d, so Cc,F = 

tzuv(lz ® svu)tziu((c ® d) ® lu)tywu(ly ® suw) 

tyhw((a ® b) ® lw)txvw(lx ® sw,v )tx\vv -

Then by axioms 1 and 2 for the canonical isomorphisms of a symmetric monoidal category, 

(Definitions 1.2, Chapter 1), Cc,F = 

tzuv(lz ® svu)(c ® (d ® lu))(ly ® suw) (a ® (b ® lw )) (lx ® sw,v )tx\vv 

= tzuv (c ® (lu ® d) )(a ® (b ® lw ))(lx ® sw,v )tx\vv 

= tzuv(ca ® (b ® d))(lx ® sw,v )fx\vv 

= ((ca® lu) ® lv)((lx ® b) ® d)txvw(lx ® swv)tx\vv­

and the trace of this is, by the naturality of Tr~ y in X and Y, , 

Tr(Cc,F) = (ca ® lu)Tr(((lx ® b) ® d)txvw(lx ® swv )tx\vv) 

=(ca ® lu)(lx ® b)Tr(((lx ® lz) ® d)txvw(lx ® swv)tx\vv) 

and by the naturality of s and t, 

Tr(Cc,F) = (ca ® lu) (lx ® b)Tr((txvz(lx ® szv )tx~v((l ® d) ® 1))) 

which, by the naturality of Tr~ y in X and Y , gives , 

Tr(Cc,F) = (ca ® lu)(lx ® b)Tr((txvz(lx ® szv )(x~v ))(lx ® d) 
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= (ca@lu)(lx@bd) = (ca@bd), 

by axiom 3 for a categorical trace. Hence our result follows. D 

Proposition 22 Let N be a (strongly) self-similar object of a symmetric traced monoidal cate­

gory, V. Then Q = (N, N) is a very (strongly) self-similar object of IntV. 

Proof Denote the contraction and division morphisms of N in V by c : N -+ N 0 N and 

d : N 0 N -+ N respectively, and let C : Q 0 Q -+ Q, and D : Q -+ Q 0 Q be the maps in 

IntV specified by d 0 c and c 0 d respectively. Then, from the definition of 0 in IntV (from 

Theorem 9), (N, N) 0 (N, N) = (N 0 N, N 0 N), and from the characterisation of composition 

in Lemma 21 above, DC = de 0 de = l(N <i!JN) <i!J (N <i!J N), which specifies the identity at Q 0 Q in 

IntV. Similarly, if N is a strongly self-similar object, CD= cd @cd = lN<i!JN, which specifies the 

identity of Qin IntV. Hence Q is a (strongly) self-similar object of IntV. 

Next, consider X, YE Ob(IntV), where X = (A, B), Y = (R, S) for some A, B, R, SE Ob(V). 

Then from Theorem 9, X @Y = (A @R, S @B) and so, from the description of the dual on objects 

from Theorem 9, (X 0 Yt = (S 0 B, A 0 R). However, xv= (B, A) and yv = (S, R), and so 

yv 0 xv= (S 0 B, A 0 R) = (X 0 Y)v. Hence for any object N of a traced symmetric monoidal 

category V, (N, Nt = (N, N), and so Q = (N, N) is self-dual. This also gives, as a special case, 

(X 0 Yt = yv 0 xv, for all X, Y E ( 0 N). Hence the (strong) self-similarity of N in V implies 

that (N, N) is a very (strong) self-similar object of IntV. □. 

The above proposition gives us a rou"tine method of constructing very (strongly) self-similar 

objects of IntV from (strongly) self-similar objects of V. We use this to give an explicit example 

of a one-object compact closed category (without units). 

6. 7 An explicit description of a one-object compact closed inverse 

category 

We demonstrate how the results of Chapter 4 on the natural numbers in the category of partial 

bijective maps allow us to construct very strongly self-similar objects in the category IntRel, 

and use this to construct one-object compact closed categories, and give an explicit description 

of the composition, monoidal structure, and duality. We will demonstrate in Chapter 8 how this 

is the underlying structure of Girard's cut-elimination procedure in the 'Geometry of Interaction 
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1' paper, [20]. 

For our construction, we first require the following result: 

Lemma 23 Let X be any object in the category of relations (resp. partial bijective maps). Then 

the tensor category of X, denoted (UX), is freely generated in Rel ( resp. Inj). 

Proof Consider A, B, A', B' E Ob(Rel) satisfying A LJ B = A' LJ B'. Then we can write this 

explicitly as (Ax {0}) U (Bx {1}) = (A' x {0}) U (B' x {1}). However, it is immediate from this 

that A = A' and B = B'. Therefore, as this result follows for any A, B E Ob(Rel), it will clearly 

follow for any A, B E Ob(LJ X). Hence any object of (UX) is uniquely determined by a unique 

binary tree with nodes labelled by X, and so (UX) is freely generated in Rel. The result for Inj 

follows immediately from the above, and the fact that Inj is a subcategory of Rel. D 

Theorem 24 The endomorphism monoid of (N, N) in Intlnj is a one-object compact closed in­

verse category without units .. 

Proof From Lemma 11 of Chapter 5, N is a strongly self-similar object of (Inj, LJ). Therefore, 

from Proposition 23 above, (N, N) is a very strongly self-similar object of Intlnj. Hence, as (UN) 

is freely generated in Inj, (U(N,N)) is freely generated in Intlnj, and so by Theorem 17 above, 

the endomorphism monoid of (N, N) in Intlnj is a one-object compact closed strong M-monoid. D 

For clarity, we will denote Intlnj((N,N), (N,N)) by lF. An explicit description of lF, using Theorem 

9 of this Chapter is as follows: 

The elements of lF are 2 x 2 matrices of partial injective maps on the natural numbers representing 

a partial injective map on N LJ N, so / E F is of the form f = ( : : ) where elements in the 

same row of the matrix have disjoint images, and elements in the same column of the matrix have 

disjoint domains. Composition of matrices of this form is given by 

( 
e f ) 

0 
( a b ) = ( e(bg)*a f V e(bg)*bh ) 

g h c d c V d(gb)*ga d(gb)*h 

and the inverses are given by 
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The internal tensor homomorphism is given as follows: Given elements of lF, 

/=(: :) ,g =(: :) 
then the internal tensor homomorphism, which we denote by EB is given by 

Finally, the dual on morphisms is defined as follows : Given 

in lF, then then fv is given by 

The monoid lF also has an alternative composition ·, as shown in Theorem 12. This is given 

by 

( 

a V b(rd)*rc 

t(dr)*c 

b(rd)*s ) 

u V t(dr)*ds 

If we denote the elements of lF, together with this composition by IF', it is immediate from Theorem 

12 that lF ~ JF'. 
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Chapter 7 

Linear logic and the Geometry of 

Interaction I 

7.1 Introduction 

It is well-known ((38]) that Cartesian closed categories are models of typed lambda calculus and 

one-object Cartesian closed categories (C-monoids) are models of untyped lambda calculus, and 

in Chapter 4 we have shown how one-object analogues of the 'internal horn .' for a Cartesian 

closed category can be constructed from self-similar objects of Cartesian closed categories. 

Our claim is that compact closure is the correct form of categorical closure to model a variation 

on lambda calculus; we turn our attention to the Polymorphic Lambda Calculus, or Girard's 

System F- a lambda calculus type system whose computing power lies between that of the typed 

and the untyped lambda calculii (see (23] for details of its construction). It is a type-based system, 

where the operations of application and abstraction are applicable to types, as well as functions. 

In (20], J .-Y. Girard claims that multiplicative linear logic ( see (17] for details of the full 

Linear Logic system1 ) has the same computing power as the polymorphic lambda calculus, and 

introduces a model of (restricted) multiplicative linear logic in terms of matrices of operators from 

B(l 2 ); the C*-algebra of bounded linear operators on the Hilbert space. He also claims that the 

polymorphic lambda calculus can be embedded in this restriction of multiplicative linear logic. 

Over the next two chapters, we will show how his model is expressible in terms of the tools 

developed in the previous 6 chapters. However, this chapter is purely expository. We give a 

1 Linear logic itself was first introduced by J.-Y. Girard in [17]. It was originally based on a decomposition of 

Scott Domains (a classical model of untyped lambda calculus, see [38]); however, we follow the approach of [23], 

and introduce it via a restriction on the structural rules of Gentzen's sequent calculus [14]. 
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basic outline of linear logic - in particular, the multiplicative fragment and its cut-elimination 

algorithm, and present the (original form of the) tools used in the 'Geometry of Interaction 1' 

system. In the next chapter, we will demonstrate how all the operators are defined in terms 

of (an embedding into B(l2 ) of) the disjoint closure of P2 in I(N) , and have a close connection 

with the canonical isomorphisms of the two distinct M-monoid structures on I(N) we constructed 

in Chapter 5. We also show how the dynamical model of the cut-elimination algorithm is an 

expression of the internalised trace, used to generate the composition in the one-object compact 

closed category lF. · 

Note that the following introduction to linear logic is basically the same as that found in [23}. 

7.2 Sequent calculus 

Definitions 7 .1 

A sequent is defined to be a term of the form A I- B, where A= a1, a2, ... , an and B = b1, .. . , bm 

are finite sequences of formul~ of some (unspecified) formal language . Intuitively, the sequent 

A I- B can be considered to be the statement that the assumption of all the formul~ on the 

left hand side of I- will allow us to deduce all2 the formul~ on the right hand side of I-. So, 

classically, the comma on the LHS interprets as conjunction, the comma on the RHS interprets 

as disjunction, and the I- interprets as implication. Finally, if A is empty, the sequent asserts 

the disjunction of {bi}, if Bis empty, the sequent asserts the negation of the conjunction of {ai}; 

if both A and B are empty, then the sequent asserts a contradiction . Note that we adopt the 

convention of using upper case letters for sequences of formul~ , and using lower case letters for 

single formul~ . 

The sequent calculus is a method of formally manipulating sequents of this form. It uses 

the symbols V A ⇒ -, V 3 [ / ]. All these symbols are intended to model their informal 

use in mathematical deduction, as conjunction, disjunction, implication, negation, universal and 

existential quantification, and substitution for a free variable, respectively. 

A logical rule, in this context, is a method of constructing new sequents from old. An ap­

plication of a logical rule R to the sequent A I- B to get the sequent A' I- B' is represented as 

follows: 
A I- B 
A' I- B,R. 

2 Of course, this statement has many different interpretations, depending on the exact formalisation of 'all' and 

'deduce'. 
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A f- B is called the premise, or assumption of the ( application of the) rule, and A' f- B' is called 

the deduction or conclusion of the (application of the) rule. A proof of a sequent A f- B from a 

set of sequents { Xi f- Y;;} is then a series of applications of logical rules that have { Xi f- Y;;} as 

assumptions, and A f- B as conclusion. It would not be useful to present the full list of axioms 

for Gentzen's sequent calculus here (see [14] for details of the whole system) . However , logical 

rules which are important to the following discussion are the left and right weakening rules, 

Af-B 
A f- B,cRW, 

Af-B 
A, Cf- BLW, 

the left and right contraction rules, 
A,x,x f- BLC 
A, X f- B ' 

A f- B,y,y RC 
Af-B,y ' 

and the Cut Rule, 
A f- C, B A', Cf- B' C 

A A' f- B B' ut. 
' ' 

An important result of Gentzen, [14] , is that any sequent that is proved using a proof that uses 

Cut can also be proved using a proof that does not use Cut. The procedure for doing so is referred 

to as the Cut-elimination algorithm. 

7.2.1 Cut-elimination in sequent calculus 

The full set of rules for cut-elimination in sequent calculus, and an algorithm for their application 

to any proof involving cuts, is given in [14]; however, these lead to the following: 

Consider the application of the cut rule, 

Af-C,B D,Cf-E 
AD f- BE Cut. 

' ' 
This could derive from the following proof involving weakening, 

AI-B RW DI-E LW 
AI-C B D CI-E ' ' Ct ADf-BE u 

' ' 
Applying the cut-elimination algorithm to this will give us that the above proof then reduces to 

either 
A f- B 

AD f-B ELW,RW 
' ' 

or 
D f- E 

AD f- B ELW,RW 
' ' 
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These are two very different proofs. So, cut-elimination is not deterministic. In what follows, we 

consider the restriction of the structural rules that give us this non-determinism (the weakening 

and contraction rules); this will lead to Linear Logic. 

7.3 Introduction to linear logic 

We follow the introduction to linear logic given in [23], where the basic idea behind (this approach 

to) linear logic is that we are forbidding the structural rules that lead to the non-deterministic 

behavior of cut-elimination. These are the contraction and weakening rules. The idea of (this 

approach to) linear logic was to construct an expanded type system in which these operations are 

made explicit. This was done by imposing linearity. 

7 .3.1 Linear systems 

Definitions 7 .2 

We do not formally define linearity; however, intuitively, it can be thought of as follows: 

A formal system3 is called linear if each input to a process is used exactly once in producing 

the output of the process . In this case, enforcing linearity will require revising the weakening 

and contraction rules ( equivalent to getting rid of the non-determinism in cut-elimination). We 

reconsider the operations of Gentzen's sequent calculus under these assumptions. 

7.3.2 Reconsidering sequent calculus operations in terms of linearity 

To start with, consider the conjunction operator,/\. There are two possible ways the conjunction 

is used: 

1. Both components of the pair of terms input to the construction are used; this means that 

we can no longer use the projection operators 1r1 and 1r2 , as this would involve discarding 

inputs. Also, we can no longer form the diagonal x f-t x I\ x, as this would involve the 

copying of inputs. This is called multiplicative conjunction, written (8). 

2. We only use one component of the pair given as input to the construction. So, we can use the 

projection operators, but we can only use one of them, and only once. The choice of which 

projection is taken is made by the process that takes this conjunction as its input. This 

conjunction is called additive conjunction, and is denoted &. An analogy can be made with 

3 Also another term that we do not define formally. 
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Heisenberg's Uncertainty Principle - a particle may have both position and momentum, 

but we can only observe one of these; the observer makes the choice of which one, and the 

act of observing one removes the possibility of observing the other4
. 

The disjunction operators are defined in terms of the linear negation, 1- , which is required to 

behave in the same way as the classical negation, (A.L ) .L = A, and satisfy analogues of De Morgan's 

laws. The dual of the multiplicative conjunction is called the tensor sum, and is denoted + (it is 

also sometimes denoted by an upside down&), and is defined in terms of 0 and .L by 

Similarly, we have the dual of&, the direct sum, denoted EB, defined in terms of EB and .L by 

We can then define linear implication, the linear analogue of ⇒, which we denote ➔ (note 

that this is not a standard notation). This is defined by 

The interpretation of this can be thought of as 'B can be deduced m a linear manner from 

A'. However , as linear implication is defined in terms of the other operators, it is not explicitly 

modelled in Girard's Geometry of Interaction system, and hence plays no further part in this 

discussion. 

7.3.3 The one-sided sequent convention, and logical rules 

Using the linear analogues of DeMorgan's laws, we can convert a two-sided sequent A1 , A2 , ... An I­

B1, B2, . .. Bm into a one-sided sequent I- Ar, At, ... , A;, B1, B2 , ... , Bm. This is merely done as 

a method of simplifying notation. The structural and logical rules can then be written in a much 

more concise form, as follows: 

• The exchange rule; this is the only structural rule, and is given by 

1-A,C , D,B 
I- A D C B x change 

' ' ' 
This can be avoided if sequents are considered to be members of a free commutative semi­

group, instead of a free semigroup (however, we do not follow this approach). Alternatively, 

4 0f course, this is a gross oversimplification 
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the exchange rule is not a part of non-commutative linear logic, although we do not consider 

this. 

• The axiom rule; this is 

I- A A1- Axiom 
' 

• The cut rule; 
1-C,A 1-c1- ,Bc 

I- A, B ut 

• The multiplicative conjunction rule; this is 

• The additive conjunction rule; 

• The tensor sum rule; 

• The first additive disjunction rule; 

1-C,A 1-D,B
09 

1-C ® D,A,B 

1-C,A 1-D, A& 
1-C&D,A 

1- C,D,A 
1-C+D,A+ 

1-C,A 

• The second additive disjunction rule; 

I- D,A 
I- C EB D, A 

2
EB 

We also have the units; these are the linear analogues of the T and F in classical logic. So we 

have 1 for ®, l.. for +, T for &, and O for EB . These satisfy 

The rules for their introduction are as follows: 

I- A 
I- l.. , Al.., 

1-T,A T . 

Note that there is no rule for the introduction of 0. 
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7.3.4 Summary of LL operators 

The linear logic connectives and units can be split up into two self-contained groups; the multi­

plicative and the additive groups. 

• In the multiplicative group, we have ®, the conjunction, +, the disjunction, 1, the analogue 

of True, and .l, the analogue of False. 

• In the additive group, we have&, the conjunction, EB , the disjunction, T, the analogue of 

True, and 0, the analogue of False . 

(Note that both groups are closed under the linear negation operator, ( ) .L). The differences 

between the multiplicative and additive fragments can be illustrated using the conjunctions, as 

follows: 

For the multiplicative conjunction: 

For the additive conjunction: 

f-C,A f-D,B 
-------® 
f-C ® D,A,B 

f-C,A f-D,A& 
f-C&D,A 

7.3.5 The exponential operators 

The concepts of weakening and contraction are not lost entirely, as mentioned earlier, they are 

merely made explicit each time they are used. Two extra operators are introduced, ! and ? , called 

of course, and why not respectively5
• They are required to satisfy the following DeMorgan type 

equalities: 

and have the following logical rules: 

__!::A_ Weak ening f-?b,A 

f-? A,b ! Introduction 
f- ? A,!b 

f- ?b,?b,A Contraction 
f- ?b,A 

f-b,A Dereliction 
f-?b,A 

5 Note that the same notation is used for these two logical operators, and the two monoid homomorphisms derived 

from the decomposition of the internalised Cartesian product at N (see Section 5.7 of Chapter 4). The coincidence 

of notation is not accidental, and it is hoped that the context will make the operator used apparent. 
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7.4 Multiplicative linear logic 

The first two parts of the Geometry of Interaction program ([19, 20, 21, 22]) that we are seeking 

to model consists only of operators corresponding to the multiplicative fragment of linear logic. 

There are two reasons for this; firstly, the system is based on proof nets (see [17]) , which are only 

properly formalised for the multiplicative connectives and constants, and secondly, the computing 

power of multiplicative linear logic is equivalent to the computing power of J-Y Girard 's 'system 

F', also known as 'Polymorphic Lambda Calculus', (see [16]) , which we wish to study for its 

categorical models. 

7 .4.1 Cut-elimination in MLL 

We present the cut-elimination procedure for the multiplicative fragment of linear logic, as found 

in [17]. The exchange rule will be used without being stated explicitly each time. 

The rules for cut-elimination are as follows: 

1. Given a proof rr1 with conclusion f- a, B, and an axiom rule with conclusion f- a.L, a, then 

the cut between them, 
f- a, B f- a.L, a

0 ut 
f- B, a 

is replaced by the proof rr1 with conclusion f- B, a. 

2. Given a proof rr1 with conclusion f- b, D, a proof rr2, with conclusion f- c, E, and a proof rr3 

that ends in 

then a cut between 
f- b, D f- c, E 
f-b ® c,D,E @Intro 

and the conclusion of 1r3 , given by 

f-b ® c,D,E f-b.L+c.L,FC 
f- D E F ut , ' 

is replaced by the following cuts on the conclusions of rr1, rr2, rr3 

f- b, D f- c,E f-b.L ,c .L ,F Cut 
f-b.L,E,F C t 

f-DEF u. , , 

129 



3. Given a proof rr1 ending in the following application of a V introduction rule, 

f--b ,D 
V D Vlntro, 

f-- aB, 

and a proof rr2 ending in the following application of an :3 elimination rule, 

f-- b1. E 
f- bl.[c/a], E :3Elim, 

then the following cut between their conclusions, 

f--Vab,D f--bl.[c/a],E 

f-- D,E 

is replaced by the following cut 

f-- b, D f-- b1., EC 
f-- D E ut . , 

4. Given a proof rr1 ending in the following ! introduction rule 

f-- b, ?D
1

. 
Hb, ? D .intro, 

and a proof rr2 , ending in the following contraction rule 

f--?b1., ?b1., EC . 
?bl. ontractwn, 

f- . , E 

then a cut between them, given by 

Hb,?D f--?b1.,EC 
f--?D, E ut 

is replaced by the following on the conclusions of rr1 and rr2 

L'b ?D f---!b,?D f---?bl. ,?b l.,Ec t 
'· '· f---?bl.?D E u 

f---?D?DE . . ' . Cut. 
· ?,. 1 Contraction 
f--- .D,E 

5. Given a proof rr1 ending in an application of the following ! introduction rule, 

f-- b,? D 
1

. 

Hb, ?D.intro, 

and a proof rr2 ending in an application of the following dereliction rule, 

f-- b1. , E . 
f-- ?bl. , EDerelictwn, 

then the cut between their conclusions, 

Hb,? D f--?b1., EC 
f--?D, E ut 

is replaced by the following cut 

f-- b,? D f-- b1., EC 
f--?D, E ut . 
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6. Given a proof rr1 ending in the following application of an ! introduction rule, 

and a proof rr2 ending in the following application of an ! introduction rule, 

f-?b1.,? E, c
1 

f-?bl.? E, !c .Intro 

then the cut between their conclusions, 

Hb, ?D f-?b1.?E,!cC 
f-?D,?E,!c ut 

is replaced by the following 
Hb, ?D f-?b1. , ?E,cC 

f- ?D ?E ut 
7 '7 {!Intro f-.D ,.E,.c 

The proof that this procedure for cut-elimination terminates, and leads to a valid cut-free proof 

of MLL can be found in [17], where estimates for its efficiency and the number of steps before 

termination are also found. 

7.5 The 'Geometry of Interaction' programme 

7.5.1 Introduction 

The Geometry of Interaction program was introduced by J-Y. Girard in [19]. Its aim was to 

model logical deductions, via cut-elimination in linear logic, in terms of dynamic processes, and 

so remove the dependence of logical systems on syntactic rules. Although this was a philosophical 

idea - and the paper [19] is very philosophical in approach - it was motivated by the discovery 

of proof nets, in which variable names are unimportant [17] , and the paper [18], in which cut­

elimination in proof nets (for the multiplicative case only, and without quantifiers, exponentials 

or constants) was modelled by means of iterations of finite permutations. 

For our purposes, we present the system found in [20] purely as a formal system, without 

reference to the program laid out in [19]. We refer to the formal system presented in [20] as 

GOil, and consider the translation of proofs from multiplicative linear logic into it. 

7.5.2 MLL in The Geometry of Interaction, and its restrictions 

The formal system presented in [20], which we refer to as GOil, consists of two parts; the first 

part is a representation of a limited class of multiplicative linear logic proofs as (finite) matrices 

over the C* algebra of bounded linear operators on a Hilbert space, and the second part is a 
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representation of the cut-elimination process for these matrices in terms of the solution of an 

equation in B(l2), called the 'Resolution Formula'. 

The restrictions on the types of proofs representable are found in [20] , and are as follows : 

1. The system is constant-free; i.e. it does not use the multiplicative analogues of True and 

False, 1 and ..l respectively. 

2. The system requires MLL proofs to memorise the formuke that cuts are made on. So, a 

sequent I- X that is proved using cuts on the formul~ c1, c2, c3 is written I- [c1, c2, c3] , X . 

However, the symbols c1, c2, c3 play no further part in the proof. 

3. The system allows no a priori assumptions; we cannot start with an assumption I- b, and 

use it to deduce a conclusion ; the only way of introducing formul~ is via the axiom link , 

I- bl. b Axiom. 
' 

(This restriction is, however, common to many logical systems). 

4. The context of an !-introduction rule is empty. This is a technical restriction on the form 

of the proofs, and its implications are discussed in [20]. 

The restriction on how well the resolution formula models cut-elimination is as follows: 

The result of applying cut-elimination to a proof r must result in a proof whose conclusion is 

a cut-free proof that does not contain ? or :l. 

However, this is not as serious a restriction as it first appears; the execution formula models 

cut-elimination correctly when a proof involves ? or :l , but not in the conclusion of the sequent. 

In [20], p. 239-241, this restriction is discussed, and a method of modelling the natural numbers 

(translated into MLL from Girard's system F) is given that does not involve ? or :l as the 

conclusion of a proof. 

7.6 The B(l2
) representation of MLL 

We present the representation of MLL proofs in terms of operators from the C*-algebra B(l2), 

as found in the first Geometry of Interaction paper, [20]. Of course, all proofs are subject to the 

above restrictions. 
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The translation is given inductively; the representation of axiom links is given, and the proce­

dures for representing the application of logical rules to proofs are given. Note that all matrices 

are finite; however, the formul~ modelling the cut-elimination procedure compose matrices of 

different orders; so (for the purposes of this chapter), we consider all finite matrices over B(l2) 

to be infinite matrices with a finite number of non-zero entries. To represent the logical rules as 

matrices over B(l2
), we first require the following operation: 

Definitions 7 .3 

Given two n x n matrices over B(l2), 

aoo ao1 

a10 au 

A = 

an-2,0 an-2,1 

an-1,0 an-1,1 

and 

boo bo1 

b10 bu 

B= 

bn-2,0 bn-2,1 

bn-1,0 bn-1,1 

ao,n- 2 

a1,n-2 

an-2,n-2 

an-1,n-2 

bo,n-2 

b1 n-; 
' 

bn-2,n-2 

bn-1,n-2 

ao,n-1 

a1,n-l 

an-2 ,n-1 

an-1,n-1 

bo,n-1 

b1,n-l 

bn-2,n-l 

bn-1,n-l 

then their shuff(,e, written Sh(A, B) is defined by Sh(A, B) = 

aoo 0 ao1 0 ao ,n-2 0 ao,n-1 

0 boo 0 bo1 0 bo,n-2 0 

a10 0 au 0 a1,n-2 0 a1,n-l 

0 b10 0 bu 0 b1,n-2 0 

an-2,0 0 an- 2,1 0 an-2,n-2 0 an-2 ,n-l 

0 bn-2,0 0 bn-2,1 0 bn-2,n-2 0 

an-1,0 0 an - 1,1 0 an-1,n-2 0 an-1,n-1 

0 bn-1,0 0 bn-1,1 0 bn-1,n-2 0 

0 

bo,n-1 

0 

b1 ,n- l 

0 

bn-2 ,n-1 

0 

bn-1,n-1 

When the two matrices are of different sizes, then an outer row /column of zeros is put onto the 

smaller, until they are of the same size. 
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The logical rules are then represented in the following manner: 

First, a fixed representation of P2 in B(l2 ) is chosen. We will abuse notation , and (in this chapter) 

identify the elements of P2 with their images under this embedding. This representation is required 

to be weak; that is, it is required to satisfy p 11
p1 + p 21

p2 = e < 1. (Note that we denote the 

generators of the weak embedding by Pl and pz, rather than p and q. This is to emphasise that 

we are using a weak embedding). 

Then a fixed orthogonal basis set {bi}~0 for l 2 is chosen, along with a bijection [ , ] from N xN 

to N. This then induces a map (3 : l2 x l2 -+ l2 by (J(bi, bj) = b[i,j], and the system then requires 

a map @ : B(l2) x B(l2 ) -+ B(l2 ) that satisfies (F @ G)((J(x, y)) = f3(F(x), G(y)). However [20) 

does not give an explicit description of this. 

The logical rules are then represented as follows: 

1. An axiom link is represented as the 2 x 2 antidiagonal matrix ( 01 01)· 
2. Given matrices S, T, of orders (a x a) and (b x b) respectively, representing proofs of f­

[X], A, b, and f- [Y], C, d, then an application of the @ rule, to get a matrix representing the 

proof ending in the deduction 

f- [X), A, b f- [Y), C, d I 
~---C-------'--'--- @ ntro 

f- [X, Y), A, C, b@ d 

is given by shuffling the matrices S, T, and applying the map C: Ma+b(B(l 2 ))-+ Ma+b-l (B(l2
) 

as found in Chapter 3, Corollary 8, using the weak embedding of P2 in B(l2 ) specified above. 

3. Given a matrix S representing a proof off- [X), A, b, c, then the application of the+ rule, 

to get a matrix representing the proof ending in the deduction 

f- [X), A, b, C 

f- [X], A, b+ c + Intro 

is given by applying the contraction map C : Mn(B(l 2
)) -+ Mn-1(B(l2

)) , as found in 

Chapter 3, Corollary 8, (again using our weak embedding of P2 ) to the matrix S . 

4. Given a matrix R representing a proof of a sequent f- [X), a, B , and a matrix S representing 

a proof of a sequent f- [Y], a1-, C, then the result of applying the cut rule to get a proof 

ending in 
f- [X), a , B f- [Y), a1-, CC 

ut 
f- [X, Y, a], B, C 

is represented by Sh( R, S), given by shuffling the matrices R and S. 
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5. Given an n x n matrix R representing a proof of a sequent I- [X], A, b, then the result of 

applying the dereliction rule to get a proof ending in 

1- [X],A,bD z·. 
I- [X ], A, ?b ere iction 

is given by the matrix 

1 0 0 0 1 0 0 0 

0 1 0 0 0 1 0 0 

0 0 1 0 R 0 0 1 0 

0 0 0 0 0 0 Pl 

6. Given a matrix 

roo ro,n-2 ro,n-1 

R = 

r n - 2,0 r n-2,1 

representing a proof of a sequent I- [X],? A, b, then the result of applying an ! introduction 

rule to get a proof ending in 

is given by the matrix 

r- 1 (1 0 roo)r 

T-l (1 0 r10)T 

I- [ X],? A, b 
1 

I- [X], ?A, lb.Intro 

r- 1 (1 0 ro1)r 

r- 1 (1 0 ru)r 

T -
1 (1 0 rn-2,o)T T-

1 (1 0 rn-2,1)T 

(1 0 rn-1,o)T (1 0 rn- 1,i)T 

T-l (1 0 ro,n-1) 

T-l (1 0 r1,n-1) 

T-
1 (1 0 rn- 2,n-1) 

(1 0 rn- 1,n-i) 

where 0 : B(l2) x B(l2) --+ B(l2) is the operator specified in Definitions 7.3, and T is an 

invertible element of B(l2 ) that is required to satisfy r(u 0 (v 0 w)) = ((u 0 v) 0 w)r and 

TT - l = 1 = T-lT. 

7. Given a matrix R representing a proof of a sequent I- [X], A, then the application of a 

weakening rule to get a proof ending in 

I- [X], A k . 
[ ] 

?bWea ening 
I- X ,A,. 

is given by adding an extra row / column of zeros to the outside of R. 
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8. Given a matrix R representing a proof of a sequent I- [X], A, ?b, ?b, then the result of applying 

the contraction rule to get a proof ending in 

I- [X], A, ?b, ?b C . 
[ ] ?b ontraction I- X ,A,. 

is given by the matrix 

1 
1 0 0 0 0 

0 
0 1 0 0 0 

0 
0 0 1 0 0 R 

0 
0 0 0 (P11 0 1) (P2 1 0 1) 

0 

0 

1 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

Note that this is the contraction map C : Mn(B(l 2
)) -+ Mn-l (B(l2)) given in Corollary 

8, Chapter 3. However, it uses the embedding of P2 into B(l2) generated by (p1 0 1) and 

(p2 0 1) in place of P1 and P2, as used in the representation of the + rule. 

9. The applications of :3 and V rules on proofs are represented by the identity maps on matrices. 

10. Given a matrix R representing a proof of a sequent 

where IXI = x, then the result of applying the exchange rule to get a proof ending in the 

deduction 

is given by exchanging the rows / columns 2x + i - 1 and 2x + i respectively. 

7. 7 Cut-elimination in GOil 

The above system gives a (restricted) representation of MLL proofs in terms of matrices over B(l2 ). 

However, an important part of the system is the representation the cut-elimination procedure 

(what J.-Y. Girard refers to as 'the dynamics'). This is given in terms of two formul~, the 

execution formula and the resolution formula6 . These formul~ are defined as follows: 
6This is actually called the execution formula in [20] ; however, we follow the conventions of [21] and [22], where 

it ( or a very similar formula) is referred to as the resolution formula. 
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Definitions 7.4 

Consider a matrix R of the GOll system, representing a proof of a sequent I- [X], A, where 

x = \X\ . The feedback matrix, a, is defined to be the 2x X 2x matrix 

0 1 0 0 0 0 

1 0 0 0 0 0 

0 0 0 1 0 0 

0 0 1 0 0 0 

0 0 0 0 0 1 

0 0 0 0 1 0 

that is, it is the disjoint union (in the sense of Definitions 3.2 of Chapter 3) of x antidiagonal 

matrices ( : ~ ) . The Execution Formula is then defined to be the central pact of the resolution 

formula, given by 

Ex(R, a)= (1 - aR)-1 = R + RaR + RaRaR + RaRaRaR + ... , 

and the Resolution Formula is defined to be a projection of the execution formula, given by 

Res(R, a)= (1 - a 2 )Ex(R, a)(l - a 2
), 

or equivalently, Res(R, a)= (1- a 2)R(l - aR)-1 (1 - a 2). Note that these two formul~ are only 

well-defined if the element a R is nilpoteTJ,_t; that is, it satisfies ( a Rf = 0 for some n E N. It is 

proved in [20] that all matrices constructed from the GOil representation of MLL proofs satisfy 

this property. 

Theorem 1 The result of applying the resolution formula to R and a , as defined above, gives 

the GOI1 representation of the proof found by applying the cut-elimination procedure to the proof 

represented by R (up to an unspecified series of applications of the exchange rule). 

The proof of this is presented in [20] p.234 - 243, where it is also proved that it is well-defined for 

any matrix arising from the geometry of interaction 1 system. In fact, the result of applying the 

cut-elimination formula to R, a gives the translation of the cut-free proof required, with an extra 

2n rows/ columns of zeros at the beginning, where n is the number of cut variables. However , 

this is equivalent to the matrix required, up to a number of applications of the exchange rule, 
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and our assumption that all matrices of GO ll are infinite, with a finite number of non-zero entries. 

The proof given in [20] is long and unenlightening, so it is not presented here; however, in 

the next chapter, we study the resolution formula, and the logical operations algebraically and 

categorically, in terms of the results of Chapters 1 to 7. 
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Chapter 8 

Analysis of the Geometry of 

Interaction I 

8.1 Introduction 

In this chapter, we construct algebraic and categorical models of the operations of GOil, as 

presented in the last chapter. This requires the construction of an inverse monoid isomorphic to 

I (N) whose elements are infinite matrices of elements of I (N), as an infinitary version of the self­

em bedding results of Chapter 5 on the category of partial bijective maps. We demonstrate how the 

GOil system can be represented in this monoid, and hence in I(N), and how the logical operations 

depend fundamentally on the construction of M-monoids from the self-embedding results on P2 

and P00 , from Chapters 2 and 5. We also demonstrate how the cut and cut-elimination procedures 

depend on the internalised trace, as given in Chapter 6, and the definition of composition in the 

one-object compact closed inverse category IF, presented in Chapter 6. 

8.2 Inverse semigroup preliminaries 

Note that all the operations of GOil from Chapter 7 were defined in terms of (infinite matrices 

over) an embedding of I(N) into B(l2). Therefore, in this chapter we abuse notation, and work 

entirely in (infinite matrices over) I(N). This is justified by the embedding l : I(N) -+ B(l2), of 

Theorem 18, Chapter 2. 
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8. 2 .1 Prerequisites on polycyclic monoids 

We will require several algebraic tools for our representation of the system presented in Chapter 

7. We require the strong embedding of P2 into /(N) of Definitions 2.2, Chapter 2, generated by 

p- 1 (n) = 2n, q- 1 (n) = 2n + 1 (the interleaving embedding). We identify elements of P2 with 

their images under this embedding. 

We also require the embedding of P00 into P2 , and hence into /(N), as given in Definitions 

2.3, Chapter 2 by p-;1 = q- ip- 1 for all i EN (the right-associative embedding). We again identify 

elements of P 00 with their images under this embedding. 

This then gives us (from Lemma 4, Chapter 2) a bijection [, ] from N x N to N, as required. 

The system presented in Chapter 7 also requires a weak embedding of P2. We choose the 

embedding generated by p1 and p2 , together with their generalised inverses, for convenience; 

however, any pair of generators from the above embedding of P00 will suffice. 

We also require EB : / (N) x / (N) ----+ I (N), the internalisation of the disjoint union in Inj at N 

(as defined in Theorem 12, Chapter 5 to be a EB b = p-1apV q-1bq), together with its associativity 

and commutativity morphisms (denoted t, s repectively, and proved in Theorem 12 of Chapter 5 

to be defined by t = p- 2p V p- 1q- 1pq V q- 1q2 ands = q- 1p V p- 1q). 

Similarly, we require 0 : / (N) x / (N) ----+ I (N), the internalisation of the cartesian product of 

lnj at N, which is proved in Proposition 16, Chapter 5 to be 

00 

(u 0 v) = V P:(~)VPi· 
i=O 

We also require its associativity and commutativity morphisms, which are denoted r, u respec­

tively. It is proved in Proposition 17, Chapter 5 that 

00 

T = V (p-; 1 0 l)Pi, 
i=O 

and in Proposition 19, Chapter 5 that u is not a member of the disjoint closure of P00 in /(N) . 

8.2.2 Summary of algebra used 

From the above prerequisites, the system requires the following: 

• The strong interleaving embedding of P2 into /(N), given by p- 1 (n) = 2n, q-1 (n) = 2n+ l. 

• The strong right-associative embedding of P00 into P2, given by p-; 1 = q-ip- 1 . 

• The internalised coproduct, generated by the embedding of P2, denoted EB, together with 

its canonical elements t, s . 
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• The internalised cartesian product, generated by the embedding of P00 , denoted®, together 

with its canonical elements, r, a. 

8.2.3 An infinite matrix semigroup isomorphic to I(N) 

In Chapter 7, we considered operations defined in terms of infinite matrices over I (N) ( or rather, 

an embedding of I(N) into the C*-algebra B(l2
)). This motivates the construction of an injective 

map from a monoid of infinite matrices over the monoid of relations B(N) into B(N), which we 

then restrict to I (N), as an inverse su bmonoid of B (N). 

Definitions 8.1 

We define M 00 ( B (N)) to be the set of all infinite matrices over the monoid of relations on the 

natural numbers, together with the composition given as follows: 

Given A,B E M00 (B(N)) 
00 

(AB)i ,k = LJ AijBjk• 
j=O 

It is immediate that this composition is associative, so M 00 (B(N)) is a semigroup. Also, the 

element I satisfying Ia,b = bab is clearly an identity with respect to this composition, so M00 (B(N)) 

is a monoid. Then assume the existence of a strong embedding of P00 into B(N), and consider 

the matrices 

Po 

Pl 

P2 

( we extend the above com position on M00 ( B (N)) to these matrices in the natural way). We then 

have the following useful result: 

Lemma 1 Let v~, h00 be as defined above. Then h00 v~ = 1 E B(N), v~h00 =IE M00 (B(N)). 

Proof From the definition of matrix multiplication above, [v~hoo]ij = PiP-;1 = bij, and so 

v~h00 = I E M00 (B(N)). Similarly, h00 v~ = U~oPi1Pi and as the embedding of P00 speci­

fied is strong, this is the identity of B (N) . D 

Definitions 8.2 

We define maps F: B(N)-+ M00 (B(N)) and G: M00 (B(N))-+ B(N) by G(M) = h00 Mv~ and 

F(r) = v~rh00 respectively. 
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Proposition 2 F and G are mutually inverse monoid isomorphisms. 

Proof First note that, for all r, s E B(N), 

by Lemma 1 above. Similarly, 

by Lemma 1 above. To see that they are both monoid homomorphisms, 

by Lemma 1 above. Finally, GF(r) = v~h00 rv~h00 = lrl = r and FG(M) = h00 v~Mh00 v~ = 
IM I = M. Therefore, G and F are mutually inverse, and our result follows. D 

Definitions 8.3 

We denote the restriction of F to I(N) by W and denote the image of '11 by I00 (N). Similarly, we 

denote the restriction of G to I 00 (N) by ~. As F and G are mutually inverse monoid isomorphisms 

(Proposition 2), I00 (N) is an inverse semigroup isomorphic to I(N), and ~ and W are mutually 

inverse monoid isomorphisms. The definition of~ in inverse semigroup theoretic terms is 
00 00 

~(M) = V V Pi
1
mijPj, 

i =O j=O 

and it is immediate from the construction of I00 (N) that this double infinite join is well-defined. 

The construction of I 00 (N) can be thought of as the infinitary analogue of the conditions for a 

2 x 2 matrix over I(X) to represent a partial bijective map in I(X LJ X), as found in Theorem 10, 

Chapter 5. In what follows, we prove that all matrices of GOil are of the form 'll(a), for some 

a E DCN(P2), and hence, as W is an isomorphism, the Geometry of Interaction 1 system can be 

represented in DCN(A). 

8.3 Representing the basic operations of GOil 

In this context, we take 'basic' to be the matrix manipulations used in GOil, rather than the 

actual logical rules. We will indicate, along with each basic operation, which logical rules use it. 

Note that our operations differ in the following way; all the matrix operations of GOil (apart 

from the cut / cut-elimination process) are applied to the lower right rows/ columns of matrices; 

however, we consider them to be applied to the upper left rows / columns of matrices. The 

resulting system is of course equivalent, because of the exchange rule, which allows unrestricted 

(finite) permutations of rows / columns. 
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8.3.1 The 'permute rows / columns' operation 

This operation is used explicitly in the representation of the exchange rule, and implicitly in all 

other operations. 

Definitions 8.4 

We define this operation to be the result of applying a finite permutation p of N to the indices of 

some (infinite) matrix M. So, the result of applying this operation will give a matrix M ' , where 

M'(·) (.) = Mi 1·• p t ,P J ' 

Proposition 3 Let p be a permutation of N, and Let M' be derived from M, as above. Then 

where ? (a) = (a ® 1), as defined in Definitions 5. 6, Chapter 5. 

Proof From the definition of the ? homomorphism 

00 00 

?( ) _ V -1 . ?( -1) _ V -1 . · P - Pp(i)Pi , · P - Pj Pp(J) 
i= O j=O 

and so [W(?(p))] ij = 8p(i),j from the definition of W. Similarly, [W(?(p- 1))] ij = 8i,p(j), and so 

Hence our result follows. D 

8.3.2 The 'shuffle' operation 

This operation is used in the representations of the ® and Cut rules. 

Let M and N be two matrices over I(N). Then their shuffle is as defined in Definitions 7.3, 

Chapter 7 ( or rather, the natural extension of this to infinite matrices). 

Proposition 4 Let M and N be as above. Then 

Sh(M, N) = \ll(?(p- 1))MW(?(p)) V W(?(q- 1))NW(?(q)) , 

where ?(a) = (a ® 1), as defined in Definitions 5.6, Chapter 5. 

Proof By definition of ? : I (N) ➔ I (N), 
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However, as we are using the interleaving embedding of P2 into I(N), we can write p(i) and p-1(i) 

explicit ly, and so 

Similarly, 

Therefore, 

and similarly 

This implies that 

and in a similar way 

(X) (X) 

?(p-
1
) = V P2/Pi ' ?(p) = V Pi

1
P2i· 

i=O 

(X) (X) 

?(q-
1
) = V P2i~1Pi ' ?(q) = V Pi

1
P2i+l · 

i, J are even, 

otherwise. 

[N](i-1)/2,(j-1)/2 i, j ?:'. 1 are odd, 

0 otherwise. 

Therefore, the join w(?(p- 1 )Mw(?(p)) V w(?(q-1 ))Nw(?(q)) 1s clearly defined , and equal to 

Sh(M,N). □ 

8.3.3 The 'contraction by p1 , p2 ' operation 

This operation is used in the representation of the 0 and + rules. 

Definitions 8.5 

Let M be a matrix over I (N), and let p, q, p1, p2 be as defined in Section 8.2.2 above. Then the 

result of applying the contraction by P1, P2 map, which contracts the first two rows/ columns into 

a single row / column, to a matrix M gives a matrix M', where 

Pl 0 0 -1 - 1 0 0 P1 P2 
P2 0 0 

M '= 
0 0 1 0 

M 0 1 0 
0 0 0 1 

0 0 1 
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Proposition 5 Let Mand M' be as above. Then M' = \J!(t')M\J!(t'- 1), where 

Proof Denote \J!(t') by T, for clarity. Then by definition of \JI, Tij = Pit'p-;1. Therefore, 

However, po = p, by definition of the right-associative embedding of P= into Pi, and so T00 = 

pp- 1p11pp- 1 = p11. Also, T01 = p(p-1p11pVp-1p21pqVq-1q2)p11 and p11 = q-1p-1 by definition 

of the right-associative embedding of P00 into P2, Therefore, Toi = p(p- 1p11p V p-1p21pq V 

q- 1q2)q- 1p-1 = p21. Next, Tij = p-; 1q- 2 qp-;1 for all i # 0 and j # 0, 1, and as Pi = pqi and 

-1 - j -1 
Pj = q p ' 

Therefore, 

and a similar proof gives that 

Hence our result follows. □ 

-1 
P1 

\J!(t') = 
0 

0 

\J!(t'-1) = 

-1 
P2 

0 

0 

Pl 

P2 

0 

0 0 

1 0 

0 1 

0 0 

0 0 

1 0 

8.3.4 The 'conjugate row/ column by p1 ' operation 

This operation is used in the representation of the dereliction rule. 

Definitions 8.6 

Let M be a matrix over I (N). Then the result of applying the conjugate row / column by p1 map 

to Mis the matrix M', where 

-1 
P1 0 0 Pl 0 0 

M'= 
0 1 0 0 1 0 

M 
0 0 1 0 0 1 
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Proposition 6 Let M and M' be as above. Then M' = '1J(p11 E9 l)M\ll(p1 E9 1). 

Proof p- 1 E9 1 = p-1p11p V q- 1 q, from the definition of EE) . Then, from the definition of W, 

[w (p-1 E9 l)] ij = Pi(p-1p11pV q-1 q)p-;1, and from the definition of the right-associative embedding 

of P00 into P2, 

A similar proof gives that 

and hence our result follows . D 

[w(p EB l)]ij = { p 
6· '] 

otherwise. 

otherwise, 

8.3.5 The 'apply ! to each element' operation 

This operation is used in the representation of the !-introduction rule 

Definitions 8. 7 

Let M denote the matrix over I(N) given by 

Then the result of applying the apply ! to each element map to M is the matrix M' satisfying 

( 

!(moo) !(moi) 

M' = !(m10) !(mu) 

Proposition 7 Let Mand M', as given above, be in I00 (N). Then if>(M') = ?(a)!(if>(M))?(a). 

Proof We denote if>00 (M) by a, and if>00 (M') by a'. Then from the definition of the if> homomor-

phism, 
00 00 

i,j= O i,j=O 

Hence, by definition of ! : I (N) -+ I (N), 

00 

!(a)= V 
i,j,k= O 
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and by definition of a 0 1, 

00 00 

(a 0 l)!(a)(a 0 l) = V p-; 1p·j/mijPkPj = V p-;1!(mij)Pj, 
i,j,k=O i,j=O 

Therefore, b = ?(a)!(a)? (a) , and so our result follows. D 

8.3.6 The 'conjugate all rows/columns but one with T' operation 

This operation is used in the !-introduction rule . 

Definitions 8.8 

Let M denote a matrix over I (N). Then the result of applying the conjugate all rows / colums 

. but one with T map is given by the matrix M', where 

1 0 

M '= 

0 

0 
M 

1 0 0 

0 T 0 

0 0 T 

Proposition 8 Let Mand M ' be as above. Then M ' = \lJ(lEB!(r - 1))M\lJ(lEB!(r)) . 

Proof From the definition of EB, 

l EB!(r-1) = p- lp V q- l!(r-l)q = p-lp V q- 1 (v PilT-lPi) q. 

t =O 

However, p-;1 = q-ip-1, by the definition of the right-associative embedding of P 00 into P2, and 

so 
00 

l EB! ( T-l) = p-1p V V p-;1r - 1Pi-

Then it is immediate by definition of \lJ that 

An almost identical proof gives that 

[W(l$ !(r))];; = { I 

Hence our result follows. D 
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i=l 

i = j = O 

otherwise. 

i = j = O 

otherwise. 



8.3. 7 The 'add inner zeros' operation 

Let M be a matrix over I (N), and let M' denote the matrix that results from adding an inner 

row/column of zeros to M. 

Proposition 9 Let M and M' be as above. Then M' satisfies M' = \ll(q- 1 )M\ll(q) and hence 

<I>(M') = 0 EEl <I>(M) when ME I00 (N). 

Proof ['11(q-1)]ij = Piq- 1p-;1 from the definition of '11, and from the definition of the right­

associative embedding of P00 into A, q-1p";1 = q-1q-ip-1 = q-i-lp- 1 = F°;i1. Therefore 

[\ll(q- 1)]ij = <\,j+i, and similarly, [\ll(q)] ij = Oi+i,i· This implies that 

i,j ~ 1 

otherwise. 

Hence the first part of our result follows. The second follows by definition of EB . D 

8.3.8 The 'contract rows / columns using ?(p1 ), ?(p2)' operation 

This operation is used in the representation of the contraction rule. 

Definitions 8.9 

Let M be a matrix over I (N). Then the result of applying the contract rows / columns using 

? (pi),? (p2) operation to M is given by the matrix M', where 

?(p1) 0 0 
?(p;:-1) ?(p:/) 0 0 

?(p2) 0 0 
0 0 1 0 

M' = M 0 1 0 
0 0 0 1 

0 0 1 

Proposition 10 Let M and M' be as above. Then M' = w(t")M\ll(t"- 1), where 

Proof The proof of this is practically identical to the proof of Proposition 5; it makes no difference 

to the calculations of the proof to use the weak embedding of P2 generated by (p1 0 1) and (p2 0 1) 

in place of that generated by P1 and P2. □ 
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8.4 Representing GOil in DCN(P2) 

Lemma 11 The matrix A = ( ~ : ) representing the axiom link satisfies <I> (A) = t - 1 
( s Ell O) t. 

Proof <I>(A) = Po1P1 V P11Po by definition of <I>, and <I>(A) = p- 1pq V q-1p- 1p, by the definition 

of the embedding 000 : P00 -+ P2. Therefore, by definition of the associativity elements for the 

M-monoid (I(N), EB), 

t<J>(A)Cl = (p- 2p V p-lq-lpq V q- lq2)(p-lpq V q-lp- lp) (q-2q V q- lp- lqp V p- lp2) 

= (p-2pq V p- lq - lp)(q- 2q V q-lp-lqp V p- lp2) = p- 2qp V p-lq-lp2. 

However, by definition of the commutativity element for the M-monoid (J(N), EB), and the def­

inition of the internalised disjoint union in terms of A, s EB O = p- 1 (p-1q V q-1p)p V q-1oq = 

p-2qp v p-1q-1p2. Hence t<l>(A)r1 = s EB O, and so <I>(A) = r 1 (s EB O)t, as r 1t = 1 = u-1. □ 

Theorem 12 Every matrix M arising from the GOil system satisfies M = W00 (a), for some 

a E DCN(P2) satisfying a- 1 = a. 

Proof It is immediate that the axiom link satisfies this property, from Lemma 11 above. Also, for 

arbitrary f E J(N), ?(!) E DCN(P2 ) by Proposition 24 of Chapter 5. Finally, given a, b, f E J(N) , 

where a- 1 = a, b- 1 = b, then 

• !(a)- 1 =!(a- 1) =!(a) 

• ?(a) - 1 = ?(a- 1 ) =?(a) 

• (a EB b) - 1 =a-1 EB b-1 =a EBb 

Therefore, the set of self-inverse elements of I (N) is closed under conjugation by arbitrary members 

of I (N), disjoint join, and the ! and ? homomorphisms. Hence, as all the operations of Propositions 

4 to 10 above are constructed in this way, our result follows by induction. D 

8.5 Cut-elimination as the internal trace of an M-monoid 

We claim that the resolution formula, which models cut-elimination in the GOil system, is given 

by the internalisation of the trace ( at N) in the category of partial bijective maps (up to an 
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associativity and a commutativity isomorphism). We first construct an explicit description of the 

internalisation of the trace at the strongly self-similar object Nin the category (Inj, LJ), give the 

'opposite' construction to it, and then demonstrate how the resolution formula is given in terms 

of this . 

8.5.1 The internal trace at N 

Recall the definition of the trace on the category lnj from Theorem 2 of Chapter 6, as follows: 

Given a morphism FE Inj(X Li U, Y Li U) represented by the matrix ( : : ) then Tr~,y(F) = 

a V bd*c, and we have proved (Theorem 2, Chapter 6) that this is also a partial bijective map. 

However, as N is a self-similar object of lnj we can construct the internalisation of the categorical 

trace in the endomorphism monoid of N, as shown in Definitions 6.2, Chapter 6, and an explicit 

description of this is as follows: 

Proposition 13 For all f E I(N), the internal trace off is given by 

Trace(!) = pf p- 1 V pf ( (0 E9 1) f)*( (0 E9 1) f)p- 1. 

Proof Recall the definition of the map from I(N) to I(N LJ N) of Theorem 12, Chapter 5, as 

Then by the definition of the trace in the category of partial bijective maps, 

T N ( pfp-1 pfq-1 ) - f -1 V f - 1( f -1)* f - 1 
rN,N - p p p q q q q p ' 

qfp-1 qf q-1 

and so, by definition of the internalisation of a trace, (Definitions 6.2, Chapter 6), trace(!) 

pfp-1 V pfq-1(qfq- 1)*qfp-1. However, q-1q = 0 E9 1, by definition of EB , so 

trace(!) = pfp- 1 V pf Cl ((0 E9 l)f)i) p-1 = pfp-1 V pf((0 E9 l)f)*((0 E9 l)J)p- 1
. 

Hence our result follows . D 

Definitions 8.10 

We define the opposite trace, which we denote OpTr , as fol(lo:s: b ) u 

Let FE Inj(U LJ X, U LJ Y) be represented by the matrix c d . Then OpTrx,Y = d V ca*b. 

150 



It is immediate that OpTr~,Y = Tr~,Y(su,Y Fsu,x) so the theory of the opposite trace follows 

immediately from the theory of the trace. In particular, at a self-similar object, we can define the 

internalised opposite trace, which we denote OpTrace in the same way as the internalised trace 

(Definitions 6.2, Chapter 6), and it is immediate that OpTrace(f) = trace(sf s), wheres is the 

internalisation of the commutativity morphism (as found in Theorem 9, Chapter 4). Also, we can 

construct an explicit description of the internalised opposite trace as a corollary of Proposition 

13 above. 

Corollary 14 The internalisation of the opposite trace is given by, for all f E J (N), 

OpTrace(f) = qfq-1 V q[f(l EB 0)f]*(l EB 0)fq- 1
. 

Proof Immediate from Proposition 13, and the definition of the opposite internal trace. □ 

8.5.2 Connecting the resolution formula and the internalised trace 

Proposition 15 Given U, a matrix of GOil, where <J?(U) = u, for some u E J(N) , and a matrix 

S = '11 ( s) , where s is the commutativity element for the M-monoid (I (N), EB), then 

Res(U, S) = '11(0 EB OpTrace((s EB l)u)). 

Proof Let us denote (s EB l)u by a, for clarity, so 

OpTrace(a) = qaq- 1 V q[a(l EB 0)a] *(l EB 0)aq- 1
. 

However, a= (p- 1spV q- 1q)u, by definition of EB , and so 

Hence OpTrace(a) = quq- 1 V qup- 1 (spup- 1 )*spuq- 1 . Also, p- 1 sp = s EB 0, by definition of EB, 

and so OpTrace(a) = quq- 1 V qu(s EB 0)(u(s EB 0)) *q- 1 . Therefore, 

Next, note that q- 1q = 0 EB 1 and so 

(0 EB OpTrace(a)) = (0 EB l)u(0 EB 1) V (0 EB l)u(s EB 0)(u(s EB 0)) *(0 EB 1)) 

00 

= V (0 EB l)u((s EB O)u/(O EB 1). 
i=O 
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Finally, (sEB0) 2 = (lEBO), and (OEBl)1- = lEBO. Therefore, (lEBO) = ((sEB0) 2)1- , (where ( )1- is 

as defined in Definitions 1.9, Chapter 1), and as \[f is an isomorphism, 

00 

w(0 EB Optrace(o:)) = w( V (0 EB l)(u((s EB O)u)i(O EB 1)). 
i = O 

As u = <I?(U) ands EBO = <I?(S), we can write this as w(0 EB Optrace(o:)) = (S 2)1- U(SU)*(S 2f, 

and under the embedding of I(N) into B(l2 ), this is the definition of the resolution formula of 

Definitions 7.4, Chapter 7. Therefore, we have proved that, for any matrix U in GOil, and matrix 

S, as above, Res(U, S) is in / 00 (N), and hence the resolution formula can also be represented in 

I(N). D 

8.5.3 Cut-elimination as the double internal trace 

We consider the exact form of the categorical trace used in the Resolution formula, as found in 

Chapter 7. For this, we require the following result: 

Lemma 16 The map T : I(N) -+ I(N) defined by T(a) = r 1at, where t is the associativity 

element for the strong M-monoid ( I (N), EB), is an M-monoid isomorphism. 

Proof Note that u-1 = 1 = t- 1t. Therefore T(a)T(b) = r 1att-1bt = r 1abt = T(ab) and 

T(l) = r 1 t = l. Also, it is immediate that T(a Vb) = T(a) V T(b), and so the M-monoid 

structure is also preserved. Therefore our result follows. D 

Theorem 17 Let M be a matrix of GO/1 representing a proof 1r of MLL with a single cut 

variable (subject to the restrictions on MLL proofs given by Section 7.5.2 of Chapter 7), and let 

1r' be the proof of MLL given by applying the cut-elimination procedure to 1r. Then the matrix M' 

representing the translation of the proof 1r into GO/1 satisfies 

<I?(M') = OpTrace2 (<I?(M(S LJ I)))= trace(s(trace(s(<I?(U)C 1 (s EB l)t)s))s). 

Proof First note that the feedback matrix S used in the elimination of a single cut variable of 

the GOil system is the same matrix as used in the axiom link, and we have proved (Lemma 11) 

that this matrix is given by S = w(r 1 (sEBO)t). Therefore, given a matrix M representing a proof 

in GOil, and the feedback matrix S, the result of applying the resolution formula satisfies 

T(w(Res(M, S))) = (0 EB OpTrace(T(<I?(M))(sEB 1))) = 0 EB (Optrace(T(<I?(M)<I?(S)))). 
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However, Optrace(t- 1 at) = OpTrace(OpTrace(a)), by the dual result to axiom 1 for a traced 

strong M-monoid (Definitions 6.3, Chapter 6). Therefore, 

· T(ifl(Res(M,S))) = (0E9 (OpTrace(OpTrace(<P(M(Su I))))). 

Next, it is immediate that r-1 (0 E9 x) = 0 E9 (0 E9 x), for all x E I(N). Therefore, 

ifl(Res(M, S)) = 0 E9 (0 E9 (OpTrace2 (<P(M(S u I))))). 

Finally, recall from Theorem 1, Chapter 7 that the resolution formula gives the representation of 

the cut-free proof, with an extra 2n upper left rows / columns of zeros, where n is the number of 

cut variables. Therefore, the translation of the cut proof is given by q2 (ifl(Res(M, S))q- 2 and, by 

above, this is equal to OpTrace2(<P(M(S U I))). Therefore, by definitions of OpTrace and of S, 

the translation of the cut-free proof 1r' is given by trace(s(trace(s(<P(U)t(s E9 l)t- 1 )s))s). Hence 

our result follows. □ 

8.6 The cut / cut-elimination process as composition in IF 

We consider the consequences of combining the cut and cut-elimination processes ( on a single 

variable) to construct a binary operation on GOil matrices. In what follows, we abuse notation 

by considering the cut / cut-elimination procedure on 2 x 2 matrices, representing morphisms in 

I(N UN). However, in view of the isomorphisms between I(Uc,N) , for countable a, this is not a 

restriction. 

Definitions 8.11 

We define the computation operation to be a binary operation C: !(NUN) x !(NUN) ➔ !(NUN) 

that corresponds to applying the cut rule to a pair of 2 x 2 matrices over I (N), and then applying 

the cut-elimination process (up to applications of the exchange rule), as given by the resolution 

formula. Our aim is to demonstrate how this operation can be written in terms of the one-object 

compact closed inverse category IF, defined in Section 6.7, Chapter 6. 

Theorem 18 Let F and G be two square matrices over I(N), as above. Then C(F, G) is given by 

C(F, G) = Fv ·G, where ( t is the dual on the elements of IF and· is the alternative composition, 

as given in Section 6. 7, Chapter 6. 

Proof Let F and G be represented by the matrices ( : : ) , ( : ~ ) respectively. The result 

of shuffling them (which, by Section 7.6 of Chapter 7 is the representation of the cut rule) is given 
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by 

a 0 b 0 

0 e 0 f 
Sh(F,G) = 

C 0 d 0 

0 g 0 h 

We then apply the cut-elimination procedure, as given in Theorem 17 above. 

First, we premultiply by the image of S LJ J, given by 

0 1 0 0 

Su I= w(t(s EB l)r1
) = 

1 0 0 0 

0 0 1 0 

0 0 0 1 

to get 

0 e 0 f 
a 0 b 0 

(Su I)Sh(F, G) = 
C 0 d 0 

0 g 0 h 

and then apply the (opposite) trace twice to get the matrix M ' representing the cut-free proof 

we require (Theorem 17 above). Alternatively, we can contract the above into a (2 x 2) matrix, 

which we denote 

M= 
(::) un 
(::) (::) 

and then (by the naturality of(thC; c~Dteg)orical trace), apply a single (opposite) trace, to get the 

matrix M'. If we define M = where 

A=(::) B=u n 
C=(: :) D=(: :) ' 
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Then the application of the opposite trace to M will give us M' = D V CA* B . However, it is 

immediate that A* = Ui=:o ( (eat e(aet ) and so 
a( ea)' ( ae )' 

M'= 
( 

d O ) \/ [ ( c O ) ( (ea)i e(ae)i ) ( 0 f ) l 
0 h Vi=O O g a(ea)i (ae)i b O · 

Therefore, 

M' = ( d V c(ea)*eb c(ea)* f ) . 

g(ae)*b h V g(ae)*af 

The definition of the dual on elements of lF is given in Section 6.7 of Chapter 6 as 
(

ac db)v 

( : : ) . It is then immediate from this, and from the definition of the alternative composition 

on lF that 

Fv·G=(d c)·(e f)=(dvc(ea)*eb 
b a g h g(ae)*b 

Hence our result follows. □ 

c(ea)* f ) 
h V g(ae)*af 

This then makes immediate what J .-Y. Girard refers to as the 'essential case' of the cut-elimination 

theorem ([20], p.235), as follows : 

Corollary 19 The matrix representing the application of the cut-elimination procedure to a ma­

trix representing a cut between two axiom links is another matrix representing an axiom link. 

Proof In the monoid (lF, o), the identity matrix I is 
(0

1 01) and this is clearly self-dual. Also, 

under the isomorphism S : W ➔ IF' , S(I) = ( : : ) , which is the representation of the axiom 

link. Therefore, the result follows immediately from I · I = I in (lF, ·). □ 

8. 7 Full linear logic, and the GOl3 system 

The translation of the system presented in [20] and [21] into the closure of P2 in J(f:I), and the 

description of the resolution formula in terms of the categorical trace and the monoid lF is enough 

to model multiplicative linear logic (subject to the conditions presented in Section 7.6.2, Chapter 
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7), and Girard's System F. However, in [22], J.-Y. Girard claims a dynamical model of cut­

elimination for the whole of linear logic using the resolution formula (which we have seen is the 

internalised trace of an M-monoid) and modelling the logical operators using the clause algebra -

a structure that we study in the next chapter. In particular, we prove that this is also an inverse 

semigroup, and give a representation in terms of the inverse semigroup of partial bijective maps 

on a term language, derived from the semilattice structure of a term language. 

The system presented in [22] depends on the extension of Proof Nets (see [17]) to the whole 

of linear logic, which is an unpublished result of J.-Y. Girard, and involves major changes to the 

logical operations used and the cut-eliminations procedure. In view of this, we do not study the 

clause algebra in terms of its applications to linear logic. We do, however, study its structure in 

terms of inverse semigroup theory, and its resolution formula in terms of the categorical trace. 
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Chapter 9 

The clause semigroup and its 

applications 

9 .1 Introduction 

In this chapter, we demonstrate how the operations of unification, resolution and substitution, 

defined on term- languages, can be represented in terms of semilattice and inverse semigroup 

theory. The construction of the clause algebra, which is defined and used to model the third part 

of the Geometry of Interaction system in [22), is given in terms of the inverse semigroup of partial 

bijective maps on a term language, and its structure, and action on the term language is stU<;iied. 

The conditions on a term language required by J .-Y. Girard for a representation of full linear 

logic are also considered, and the Resolution formula, introduced for the clause algebra in [22] 

and used to model computation, is proved to be the categorical trace in the category of partial 

bijective maps. 

9.2 Term languages, substitution, and unification 

The following definitions are taken from {13}. 

Definitions 9.1 

A ranked alphabet is defined to be a set E, together with a countably infinite subset of variable 

symbols, written V ~ E, and an arity or rank function r : E -+ :N. Variables have rank 0, and 

non-variable symbols of rank O are called constants. A E-tree is defined to be a tree T (in the 

graph- theoretic sense), together with a function t from the set of nodes of T, written dom(T), to 

the ranked alphabet E. We define the domain function, d: dom(T) -+ :N , that gives the number 
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of outgoings of the node n, and require t to satisfy d(n) = r(t(n)). :E-trees are also referred 

to as :E-terms, or just terms. The set of variables in a term T is called the free variables of 

T, and denoted FV(T). A ground term is a term G that contains no variable symbols, so that 

FV ( G) = 0. The set of all :E-trees is called the term-language given by :E, written Lz:,, or just L . 

By convention, the tree structure is represented by bracketing. 

A substitution is defined to be a map a : V--+ L that assigns a member of L to each variable. 

The set of all substitutions on a term language L is denoted Subst(L). The set of variables 

changed by a substitution a is called the support of a, written supp(a). The set of all terms of L 

over the a subset of variables X ~ V is denoted L(X). In [13], p.342-344, it is proved that there 

exists a unique extension of a substitution a : V --+ L to a : L --+ L, the (recursively defined) 

function that replaces each occurence of a member of the support of a occurring in a :E-term 

T with its image under the substitution a. We abuse notation, and refer to the substitution 

a : L --+ L, unless the distinction is important. Let L be the term language defined by the ranked 

alphabet :E, and consider an arbitrary subset S ~ L. A substitution a : L --+ L is called a unifier 

of the set S ~ L if a(s) = a(s') for alls, s' E S. The term cio-(S) = a(s) = a(s') is called the 

common instance of the set S, generated by a. A unifier a is called a most general unifier of the 

set S if, given an arbitrary unifier a', there exists a substitution 0 such that a'= 0 o a. We write 

a E mgu(S). A common instance generated by a most general unifier is called a most common 

instance, denoted a(s) E mci(S). 

In [13], p.383, it is proved that, unless a set of terms is non-unifiable, then it has a most general 

unifier, and most general unifiers are unique up to isomorphism (that is, renaming of variables). 

There also exists a deterministic, terminating algorithm that can be proved to find a most general 

unifier (if one exists) of a set of members of a term language. This algorithm (in LISP), along 

with a proof of this result, can be found in [13] p.383-385. 

We demonstrate how an inverse semigroup can be constructed from a semilattice structure 

derived from the operations of unification of a term language. This inverse semigroup, along with 

an action on the ground terms of a term language is used by J .-Y. Girard in [22] to construct a 

C*-algebra of bounded linear operators acting on a Hilbert space of square-summable sequences 

of complex numbers indexed by members of the term language. This construction first requires 

an analysis of partial orders and preorders that can be defined on a term language using the 

operations of substitution and unification, as follows: 
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9.2.1 Partial orders and preorders on term languages 

Definitions 9.2 

We define a binary relation < on the term language LE as follows: 

For arbitrary terms a, b EL, we say a< b iff there exists a substitution rJ satisfying a= rJ(b). 

Lemma 1 < is a preorder on the term language L, but is not a partial order. 

Proof Given a < band b < c in L, we can find substitutions rJ, T such that a= rJ(b), b = T(c). 

Therefore, a= rJT(c), and so a< c. Hence < is a preorder. However, x < y and y < x does not 

imply that x = y, as x and y may differ by a renaming substitution . Therefore, < is not a partial 

order. D 

Definitions 9.3 

Given a E L, we define its substitution class by [a] = { rJ (a) : rJ E S ubst ( L)}. We also define a 

binary relation~ on substitution classes by [a]~ [b] iff for all x E [a], there exists y E [b] satisfying 

X < y. 

Lemma 2 ~ is a partial order on the set of substitution classes of L. 

Proof Given [a] ~ [b] and [b] ~ [c], then for all x E [a] we can find y E [b] such that x = rJ(b), 

for some substitution rJ. Also, by definition of [b] ~ [c], we can find z E [c] such that y = T(z), 

for some substitution T. Therefore, x = rJT(z), and so the relation T is transitive. Also, given 

[a] ~ [b], and [b] ~ [a], then a and b must differ by a renaming substitution, and it is immediate 

that [a]= [b]. Therefore, ~ is a partial order. D 

Lemma 3 Let a, b E L satisfy FV(a) n FV(b) = 0. Then [a] n [b] = [mci(a, b)], when a most 

common instance of a and b exists. 

Proof (We assume that [a] n [b] f=. 0). From the definition of substitution classes, it is immediate 

that x E [a] n [b] implies that x is a common instance of a and b. Also, by [13] p.383, for any 

(unifiable) pair of terms there is a unique (up to a renaming substitution) most common instance, 

which we denote a I\ b. Then by definition of most common instance of a pair of terms, x is a 

common instance of a and b implies that there exists a substitution K, satisfying x = K,(a I\ b). 

Therefore, x E [a] n [b] iff x E [a/\ b]. Hence our result follows. D 
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9.2.2 Relations on a term language, and the clause semigroup 

Definitions 9.4 

We define LP ~ LE x LE, the set of linear pairs of L, by (u, v) E LP iff FV(u) = FV(v), 

and define a relation < on LP by (a, b) < (c, d) iff there exists exists a substitution c, satisfying 

a= c,(c) and b = c,(d). 

Lemma 4 < is a preorder on LP but is not a partial order. 

Proof Given (a, b) < (c, d) and (c, d) < (e, f) in LP, we can find substitutions c,, r such that 

a = c,(c), b = c,(d), and c = r(e), d = r(f). Therefore, a= c,r(e), b = c,r(f) and so (a, b) < (e, !). 

Hence < is a preorder on LP. However, (u, v) < (x, y) and (x, y) < (u, v) does not imply that 

(u, v) = (x, y), as (x, u) and (y, v) may differ by a renaming substitution. Hence< is not a partial 

order. D 

Definitions 9.5 

Given a linear pair ( x, y) E LP, we define its substitution class by 

[x, y] = {(c,(x), c,(y)): c, E Subst(L)} = {(u, v): (u , v) < (x, y)} 

We then define a relation :S on substitution classes of members of LP by 

[a, b] :s; [c, d] <=> \l(u, v) E [a, b] :3(x, y) E [c, d] s.t. (u, v) < (x, y). 

Lemma 5 :s; is a partial order on substitution classes of LP. 

Proof Given [a, b] '.S [c, d] and [c, d] '.S [e, f], then for all (x, y) E [a, b] we can find (z, t) E [c, d] 

such that (x, y) < (z, t). Also, by definition of [c, d] '.S [e, f], we can find (u, v) E [e, f] such 

that (z, t) < (u, v). Therefore, (x, y) < (u, v), and so the relation r is transitive. Also, given 

[a, b] :s; [c, d], and [c, d] '.S [a, b], then a and c, and b and d must differ by (the same) renaming 

substitution, and it is immediate that [a, b] = [c, d]. Therefore, :s; is a partial order. □ 

Note that each substitution class of a linear pair is a relation on L. We consider the set of 

substitution classes of LP, together with the usual composition of relations, 

SR= {(z, x): :3y s.t.(z, y) ES, (y, x) ER}. 

In terms of substitution classes of linear pairs, this becomes 

[u, v][w, x] = {(c, a): :3b E LE s.t. (c, b) E [u, v], (b, a) E [w, x]}. 
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We will demonstrate that the set of substitution classes of linear pairs (together with the empty 

relation , denoted 0) is closed under this composition, and forms an inverse monoid. However, we 

first require the following: 

Lemma 6 For all a, b E Lr,, there exists u, v E Lr, satisfying [a] = [u], [b] = [v], and FV(u) n 

FV(v) = 0. 

Proof Denote the set of variables of~ by {xi}~0 , and consider arbitrary A, B ~ {xi}~0 • Consider 

the renaming substitutions a(xi) = Xzi and f3(xj) = Xzj+i• Then it is immediate that a(A) n 

f3(B) = 0, and so the extensions of the maps a, f3 to the whole term language (which we also 

denote by a and /3) satisfy FV(a(a)) n FV(f3(b)) = 0, and our result is an application of this. D 

Theorem 7 The set of substitution classes of linear pairs (including the empty relation O), to­

gether with the above composition, is an inverse submonoid of I ( L). 

Proof For any (x, y) E [u , v], x = a(u), y = a(v), for the same substitution a, by definition of 

substitution classes of linear pairs. Therefore, as u, v have the same free variables, any element 

(x, y') E [u , v] must satisfy y' = a(v) = y. Similarly, any element (x', y) must satisfy x' = a(u) = 
x. Therefore, [u, v] is a partial bijective relation. and so the set of substitution classes of members 

of P is a subset of the set of partial bijective maps on L. 

Consider linear pairs (a, b) and (c, d) satisfying [a, b][c, d] # 0. We can assume without loss of 

generality (by Lemma 6), that FV(b) n FV(c) = 0. Then 

{s: (r, s) E [a, b], (s, t) E [c, d]} = {s: s = a(b) = r(c)} = [b] n [c] = [b /\ c]. 

So, we can find substitutions 1 , 8 satisfying 1 (b) = b I\ c and 8(c) = b I\ c. This implies that 

FV('Y(a)) = FV(8(d)) and so (r, t) E [a, b][c, d] iff (r, t) < (8(a), 1 (d)) Therefore [a, b][c, d] = 
[mgu(b, c)(a), mgu(c, b)(d)] and hence the set of substitution classes of members of LP is closed 

under composition. 

So, we have seen that the substitution classes of members of LP are partial bijective relations 

on the set LE, and are closed under composition. Also, it is immediate that [a , bJ- 1 = [b , a], from 

the description in terms of partial bijective relations. Finally, to see that the identity of I(L) is 

a substitution class of a linear pair, note that for an arbitrary variable symbol x, t < x for every 

term t E L. Therefore, [a, b][x, x] = [a, b] = [x, x] [a, b], and hence our result follows. D 
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Definitions 9.6 

Following the terminology of [22], we call the set of substitution classes of linear pairs, together 

with the above composition, the clause semigroup on L , which we denote Cl(L). This semigroup 

(or rather, the contracted semigroup ring 'llCl(L)) is used by J.-Y. Girard in [22] to construct a 

dynamical model of the whole of linear logic (with significant modifications); see [22] for more 

details on how linear logic is represented. 

Note that this semigroup has also been constructed , as a specific example of a general con­

struction of inverse semigroups from category actions on sets, in [40], where a description of the 

polycyclic monoids in the same terms is also given. 

9.3 The clause semigroup in the Geometry of Interaction 

We study how the clause semigroup is used in the third part of the Geometry of Interaction series 

of papers, [22]. We do not study the representations of the logical operators, for the following 

reasons: 

(i) The representation of linear logic is not standard - in particular, the representation of the ? 

rule requires significant modifications of the syntax of the sequent calculus, and applications of 

the cut rule require the introduction of a new constant, b. 

(ii) The algebra of clauses can be thought of as the 'operations behind the Geometry of Interaction' 

as all the operations of linear logic (if the claim of [22] is correct) can be modelled using the 

following structures, assuming certain conditions on the term language, that we will consider in 

what follows. 

9.3.1 The action of the clause semigroup on the term language 

Definitions 9. 7 

In [22] , J-Y Girard defines the (partial) action of Cl(L) on G, the set of ground terms of L, as 

follows: Consider [P,Q] E Cl(L) and g E G. The action is defined by [P,Q](g) = 0(P), where 

0 = mgu(g, Q). Note that this is also a ground term, since if g unifies with Q, then 0 = mgu(g, Q) 

is also a unifier of P and Q. Hence 0(P) is a ground term. However , J .-Y. Girard does not prove 

that this action is independent of the representative of [P, Q]. To prove this, we require the 

following: 

First note that by definition, there is a bijection between substitution classes of members of L , 
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and idempotents of Cl(L), given by [T] N [T, T]. Next, for an arbit rary inverse semigroup, the 

following result is classical (see [30]). 

Le mma 8 For any e, x E S where S is an inverse semigroup, and e2 = e, there exists e' E S 

such that xe = e' x. 

P roof Define e' = xex - 1 , so that e'x = xex - 1 x = xx - 1 xe = xe . □ 

The application of this result to the clause semigroup gives the following: 

Pro positio n 9 [A, B][t, t] = [t', t '][A, B], where [t', t'] = [mgu(t, B)(A), mgu(t, B)(A) ], for any 

[t, t], [A, B] E Cl(L). 

Proof [A, B][t, t] = [A, B][t, t] [A, BJ- 1[A, B]. However, 

[A, B][t, t][B, A] = [A, B ][mgu(t, B)(t), mgu(t, B)(A) ] = [mgu(t, B)(A), mgu(t, B)(A)] = [t' , t']. 

Therefore, our result follows . D 

D efinitions 9 .8 

We use the above result to define the action of Cl(L) on substitution classes by [A, B]([T]) = 
[mgu(T, B)(A) ] and from above, this is well-defined, and unique. 

Proposition 10 The action of the clause semigroup Cl (L) on the ground terms G, as defined by 

J.-Y. Girard in {22} to be [A, B](g) = mgu(B, g)(A) is independent of the representative of[A, B] 

chosen. 

Proof First note that, by definition of substitution classes of a term language, [g] = {g }, for 

all ground terms g . Next note that, from above, the action of Cl (L) on substitution classs of a 

term language is well-defined, and restricts to J .-Y. Girard's definition for ground terms. Our 

result then follows from the bijection between ground terms, and the substitution classes they 

determine. D 

Finally, note that the action of Cl(L) on substitution classes of L (and hence Girard's action of 

Cl(L) on ground terms) is compatible with composition; that is: 

Proposition 11 For all [A, B ], [C, D] E Cl(L) and T E L, denote [A, B]([T]) by [T']. Then 

[C,D]([T1) = ([C,D][A,B])([T]). 

Proof Denote [A, B], [C, D], [T, T] and [T', T'] by x, y, e and e' respectively, for clarity. Then 

ye' y - 1 = yxex- 1 y, and so [C, D]([T1) = ([C, D][A, B])([T]). D 
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9.3.2 Self- similarity and the clause semigroup 

In [22], J .-Y . Girard specifies two conditions on a term language that he requires for his represen­

tation of full linear logic. These are as follows: 

1. The term language is required to have a binary operation 0, and two constant symbols g 

and d. 

2. The ranked alphabet ~ is required to have a countably infinite number of terms of rank 2, 

which we denote A; ( , ) for i E N. (We use a different notation to [22], to avoid a conflict 

with previously defined concepts). 

We demonstrate how these two conditions relate to the ideas of self-similarity ( although not in a 

well-defined categorical sense) as presented in previous chapters. 

Proposition 12 For any term language Lz:,, where ~ has a binary function symbol 0 and two 

constant symbols, g,d, there exists an embedding of P2 into Cl(L ) . 

Proof Given a variable symbol x, we define clauses p = [x, g 0 x] and q = [x, d 0 x]. Their 

generalised inverses are given by p-1 = [g 0 x, x] and q- 1 = [d 0 x, x]. From the definition of 

composition in the clause semigroup we can see that pp- 1 = [x, x] = qq- 1 , and the clause [x, x] 

has been shown to be the identity of Cl(L); also, pq- 1 = 0 = qp-1 since g 0 x and d 0 x are 

non-unifiable. Therefore, the elements p- 1 , q- 1 satisfy the axioms for the generators of P2 , and 

as polycyclic monoids are congruence-free, they generate an inverse submonoid of Cl (L) that is 

isomorphic to A . □ 

Corollary 13 For any term language satisfying the above condition, there exists an embedding 

of Pa. into Cl(L), for any countable a. 

Proof Immediate by the above result, and the embeddings of Pn (for all n EN) and P00 into P2, 

as found in Theorems 8 and 9 of Chapter 1. D 

The second condition then gives us the following result: 

Proposition 14 Given a term language Lz:,, where ~ has a countably infinite number of terms of 

rank 2, which we denote A; ( , ) for i E N, then there exists a countably infinite number of distinct 

injective functions from L x L to L with disjoint images. 

164 



Proof Consider a binary term Ai, and define a map (, )i: L x L ➔ L by (a, b)i = A(a, b). Then 

by definition of a term language, Ai(a, b) = Ai(a' , b') implies that a= a' and b = b'. Therefore, 

the map (, )i is injective for all i EN. Next note that the A are distinct, so A;(x, y) = Aj(x', y') 

implies that i = j, and from above, x = x', y = y'. Therefore, the functions ( , )i for i E N all 

have distinct images. □ 

9.3.3 Girard 's execution and resolution formulre and the clause semigroup 

We study how computation is modelled in the clause semigroup by J.Y. Girard, in the third part 

of the Geometry of Interaction series ([22]). This is by means of the 'execution' and 'resolution' 

formulae, which are defined in a very similar way to Definitions 7.4 of Chapter 7. However, we use 

the embedding of the clause semigroup in I(L), even though [22] (implicitly) uses the contracted 

semigroup ring 'll(Cl(L)) . This is because 

(i) We are interested in the action of the clause semigroup on the term language L, 

(ii) The resolution formula and the categorical trace may not always be defined m 'll(Cl(L)) 

(because they may involve infinite sums) although they are always defined in I ( L) (because 

infinite disjoint unions are well-defined). 

In their original form (taken from [22]), the resolution and execution formulce were defined on 

the contracted semigroup ring of the clause semigroup, in an analogous way to the execution and 

resolution formul~ used in the first two Geometry of Interaction papers (see Definitions 7.4 and 

Theorem 1 of Chapter 7 for an exposition of this), as follows: 

The resolution formula has 2 inputs, U, a, formal sums of pairwise disjoint elements of members 

of Cl(L), that are required to satisfy the following conditions 

• a is a partial symmetry; that is, a-1 = a. 

• aU is nilpotent; that is, there exists n-/= 0 satisfying (aUt = 0. 

The Execution formula is then defined to be the following sum in 'llCl(L) 

n-1 n-1 

Ex(U, a)= L U(l - cru)- 1 =UL (aU)k, 
k=O k=O 

and the Resolution formula is defined to be the following projection of the Execution formula 

n-1 

Res(U, a)= (1- a2 )Ex(U, a)(l - a 2
) = L(l - a2 )U(aUl(l - a 2

). 

k=O 

As we are working in the monoid of relations on a term language L, we make the following 

definitions, by analogy with the above constructions in 'llCl (L): 
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Definitions 9.9 

The execution formula is defined by Ex(U, er)= U(crU)*, and the resolution formula is a projection 

of this, defined by Res(U, er) = (cr2)1. U(crU)*(cr2)1. . We wish to study these formul~ in terms 

of the categorical trace. However , as there is no M-monoid structure apparent on (the disjoint 

closure of) the clause semigroup, we take the following naive approach to the categorical trace on 

I(L): Recall that CL(L) is an inverse submonoid of I(L), from Theorem 7 above. Then given 

f E I(L), together with two disjoint subsets, G, D ~ L, we can construct a map Aa,D from I(L) 

to I(G lJ D) by Ac,D(J) = ( lcflc laflD ) . 

lDfla lDflD 

Proposition 15 Ac,D, as defined above, is an inverse monoid homomorphism, and is an iso­

morphism when GU D = L. 

Proof Consider the local submonoid of I(L) determined by the idempotent e = la V lD . Then 

it is immediate from Proposition 5 and Theorem 6 of Chapter 5 that A is a map from I(L) to (a 

monoid isomorphic to) el(L)e, given by ft--+ efe . Hence, it is immediate that ADG is a monoid 

homomorphism, and the second part of our result follows by e = 1, when GU D = L. □ 

We have seen in Theorem 2 of Chapter 6 that the categorical trace can be applied to partial 

bijective maps written in matrix form to give another partial bijective map in I ( G) :=::; I ( L), as 

follows : 

D ( a b ) Trc,G c d 

00 

= a V V bi c E I ( G) . 
i=O 

This then gives us the categorical interpretation of the Resolution formula: 

Theorem 16 Consider U,cr E I(L), where er= cr- 1 . We denote the partial identity on D = 
dom( er) by 1r, and the partial identity of its complement G = L \ dom( er) by 1r1.. Then the 

resolution formula satisfies R es(U, er)= TrfJ,0 (A1r1., 1r ((cr V 1r1.) U). 

Proof First note that 

Therefore, 
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and so Tr'§, 0 (Arr1.,rr((a V 1r 1- )U) = 1r 1- u1r1- V 1r1-U(1raU1r)*a1rU1r1-, and as dom(a) = im(a) = 1r, 

this is equal to 1r1-u1r1- V 1r1-U(aU)*r(aU)1r1- = 1r 1- U(aU)*1r1- = Res(U, a) . Therefore our result 

follows. D 
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Chapter 10 

Applications of the trace to automata 

10.1 Introduction 

We apply the results of Chapter 6 on the trace on the category of relations, and the compact closed 

category Int Rel, to the theory of two-way automata. We show how the global transition relations 

for a two-way automaton1 can be derived in a categorical way, in terms of the construction of the 

compact closed monoidal category IntRel from the traced symmetric monoidal category Rel. We 

then show how the action of a two-way automaton can be reconstructed from the action of the 

left and right moving one-way automata determined by it, using a semigroup-theoretic version of 

Girard 's resolution formula, similar to that found in Chapter 9. 

The results of this Chapter can either be thought of as a concrete application of the trace, 

compact closure, and the resolution formula, or can be thought of as an automata-theoretic 

interpretation of (some of) the constructions presented in Chapters 7 to 9. 

10.2 The basic theory of automata 

Definitions 10.1 

An automaton A is specified by the following data: A = ( Q, I:., o, qo, F), where 

• Q is the set of states, 

• I:. is the input alphabet, 

1 We use a slightly different model of 2-way automata to [3), who in turn uses a slightly different model to [28]. 

However the equivalences of the models of [3] and [28] is proved in [3], and the equivalence of our model to that of 

[3] is almost trivial. 
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• o: I: x Q ➔ P(Q) is the next state function, 

• qo E Q is the initial state, 

• F ~ Q is the set of terminal states. 

If x o q is a single element set for all q E Q, x E I:, the automaton A is called deterministic, and 

we refer to the next state function o : I: x Q ➔ Q. 

The function o: I: x Q ➔ P(Q) can be extended to to I:* x Q ➔ P(Q) (it is conventional to 

use the same notation for both) by 

• >. o q = q, where >. denotes the empty word, and 

• wx o q = w o (x o q) for all w E I:* and x E I:. 

This allows us to construct the transition function, t: I:* ➔ B(Q) as follows: 

( q1
, q) E t ( x) ¢> q1 E X o q, 

(q", q) E t(wx) ¢> :lq' Ex o q s.t. (q", q') E t(w). 

Clearly, t is a monoid homomorphism from the free monoid I:* to the monoid of relations on Q, 

B(Q), that satisfies t(u) = t(v) iff u o q = v o q for all q E Q. The transition congruence on I:*, 

denoted ~, is defined by 

U rv V ¢? t(u) = t(v), 

and the transition monoid of the automaton A is defined to be 

I:* 
- ~ Im(t) :S B(Q). 
rv 

A word w E I:* is said to be recognised by the automaton A if (!, q0 ) E t( w) for some f E F. 

The set of all words recognised by an automaton A is called the language recognised by A, written 

Rec(A), and a language L ~ E* is called recognisable if L = Rec(A) for some automaton A . The 

theory of recognisable languages of finite-state automata is well-known; see, for example, [28 , 29]. 

We are interested in studying transitions of automata, rather than the languages recognised 

by them, so for the remainder of this chapter, we will refer to the automaton A = (Q, E, o). An 

automaton specified solely by this data is uniquely determined by a monoid homomorphism from 

I:* into B(Q). 
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10.2.1 Dual automata 

Definitions 10.2 

Given an automaton A = (Q, E, o), we define its dual automaton Li(A) = (Q, E, o), where o : 

Q x E ----+ P(Q) is defined by, for all x E E, q E Q, qox = x o q. As before, there is a natural 

extension of this map too: Q x E*----+ P(Q) by 

qo>.. = q, 

qoxw = (qox)ow. 

(Again, we use the same notation for both). This allows us to construct the transition antiho­

momorphism t: E*----+ B(Q), where t(x) = t(x) and t(wx) = t(x)t(w), for all x EE and w EE*. 

This antihomomorphism satisfies t(u) = t(v) iff qou = gov for all q E Q. 

Intuitively, we can think of an automaton A as receiving a word w of E* written on a tape, and 

reading each symbol of w, from right to left, and applying the appropriate transition to its set of 

states. Conversely, its dual automaton Li(A) can be though of as receiving a word w written on a 

tape, and reading each symbol of w from left to right, and applying the appropriate transition to 

its set of states. We refer to A as a left moving automaton and to Li(A) a right moving automaton. 

10.3 2-way automata 

Note that the following definition of 2-way automata is that of J. Birget, [4]. However, he proves 

in [3} that his model of 2-way automata is equivalent to the model of 2-way automata found in 

[28}. 

Definitions 10.3 

A two-way automaton is specified by the following data: A = (Q = Q1 U Qr, E, o, q0 , F), where 

• Q1 is the set of left moving states and Qr is the set of right moving states (Note that we do 

not assume that Q1 n Qr= 0), 

• E is the input alphabet, 

• o: E x Q----+ P(Q) is the transition function, 

• qo E Q is the initial state, 

• F ~ Q is the set of terminal states. 
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As before, we are interested in the transitions of 2-way automata, rather than the languages 

recognised by them, so we will refer to 2-way automata as being of the form A = (Q = Q1 U 

Qr, I:, o). A configuration of the automaton A is given by a set of expressions of the form u (q) v, 

where u, v E B*, q E Q1 U Qr- This is drawn as a tape, together with a read head, labelled by a 

state, with the read head on the boundary between cells on the tape. The transition function has 

the following action on the set of configurations of the automaton: 

Given a configuration 

with a; E I:, q E Q, then the set of next configurations is given by the union of 

and 

Two-way automata have the (possibly more appropriate) description as Turing machines that 

do not write. However, they have the same recognising power as one-way automata [45], so are 

usually studied in the context of automata theory. 

10.3.1 Algebraic models of 2-way automata 

The following algebraic method of studying transitions of 2-way automata is taken from [3}. 

Definitions 10.4 

Given a 2-way automaton A, as above, then for every word w E B, there are four associated 

relations, as follows: 

• [~ w] E B(Q), given by (q', q) E [~ w] if and only if there exists a computation of A, 

starting in configuration (q)w and finishing in configuration (q')w, with q' E Qz and q E Qr -

• [-w -+] E B(Q), given by (q', q) E [-w -+] if and only if there exists a computation of A, 

starting in configuration (q)w and finishing in configuration w(q'), with q,q' E Qr. 

• [r w-] E B(Q), given by (q', q) E [r w-] if and only if there exists a computation of A, 

starting in configuration w(q) and finishing in configuration (q')w, with q, q' E Q1. 

• [w ~] E B(Q), given by (q', q) E [w ~] if and only if there exists a computation of A, 

starting in configuration w(q) and finishing in configuration w(q'), with q E Qz and q' E Qr. 

These relations were first introduced explicitly in [3], where they are considered in terms of the 

monoid B(Qr lJ Qz); however, they feature implicitly in the earlier work [45] . 
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10.3.2 The composition of global transition relations 

The composition of global transition relations of a two-way automaton, determined by words in 

E*, was first described in [4], where the following theorem is proved: 

Theorem 1 Given a two-way automaton A = (Q = Q1UQr, E, o), and u, v E (E)*, then the global 

transition relations for the composite uv are defined in terms of the global transition relations of 

u and v, as follows: 

• [-uv -+] = [- v -+]([u ~][~ v]) *[-u -+] , 

• [uv ~] = [v ~] u [- v -+][u ~w~ v][u ~])*[f- v-], 

• [~ uv] = [~ u] U [f- u-][~ v]([u ~][~ v]) *[-u -+], 

• [f- uv-] = [f--- u- ]([~ v][u ~])*[f- v-]. 

Proof Found in [4]. D 

Definitions 10.5 

Note that any word w E (E)* determines 4 relations a,b,c,d E B(Q), where a= [f- w-], 

b = [~ w], c = [w ~], and d = [-w -+]. Then from Proposition 5 of Chapter 5, these relations 

determine a single relation in B(Q LJ Q), which_ we write as [w] = ( : : ) and refer to as the 

global transition relation determined by w. 

Also, by Definitions 6.5 of Chapter 6, any relation R E Rel(X LJ V, YLJ U) uniquely determines, 

and is uniquely determined by, a morphism R E IntRel((X, U), (Y, V)). Therefore, the global 

transition relation [w] uniquely determines a morphism from (Q, Q) to (Q, Q) in IntRel. This 

gives us the following result. 

Theorem 2 Given u, v E (E)*, then [vu]= [v] o [u] , where o is the representation in Rel of the 

composition of IntRel given in Definitions 6.5 of Chapter 6. 

Proof Given 

[u] = ( : : ) , [v] = ( : : ) 

then from the composition rules for global transition relations given above, 

( 

e(bg)*a 
[vu]= 

c U d(gb)*ga 

172 

f U e(bg)*bh ) . 

d(gb )*h 



Therefore, from the definition of the composition in the category IntRel, [uv] = [u] o [v], and so 

our result follows. D 

Corollary 3 For all global transition relations [u], [v], [w] of some 2-way automaton, 

([u] o [v]) o [w] = [u] o ([v] o [w]). 

Proof By definition, IntRel( ( Q, Q), ( Q, Q)) is the endomorphism monoid of the object ( Q, Q) of 

IntRel. Therefore, as IntRel is a category, the composition is associative. D 

Definitions 10.6 

We refer to the image of E* under the map [ ] E* ➔ Int Rel( ( Q, Q) , ( Q, Q)) as the global 

transition monoid of the two-way automaton A. 

Theorem 4 Finite state 2-way automata can be simulated by finite state one-way automata. 

Note that by 'simulated by', we mean that for every finite state 2-way automaton, we can construct 

a finite state one-way automaton with an isomorphic transition monoid. 

Proof By the construction of IntRel (Definitions 6.5, Chapter 6), IntRel((Q, Q), (Q, Q)) 1s 

finite, For every finite set Q. Also, by [30], there is a representation of every finite monoid in the 

monoid of relations on a finite set. Therefore, the global transition monoid of a 2-way automaton 

is uniquely determined by a homomorphism from E* into a finite monoid of relations on a set. 

Therefore, our result follows by the definition of a one-way automaton (Definitions 10.1). D 

10.4 An alternative model of 2-way automata 

We introduce a slightly different model of 2-way automata to that given in [3] . However , we 

demonstrate that the two definitions are equivalent. 

Definitions 10. 7 

We define a two-way automaton to be specified by the data A = ( Q, E, oz, or), where Q is the 

set of states , E is the input alphabet, configurations are as in Definitions 10.3 , and we have two 

next-state functions, oz : E X Q ➔ P( Q), and or : Q x E ➔ P( Q) . These act on the set of 

configurations as follows: 

Given a configuration ... Xi_ 2x i-l (q) XiXi+l .•• , then the next set of configurations is given by 

{ , . , Xi-2 (q') Xi-lX i ••• : q' E Xi-1 oz q} LJ { ... X i -1Xi (q") Xi+l . . . : q" E qorxi} . 
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The equivalence between t he model of 2-way automata due to J .-C. Birget (Definitions 10.3), and 

the above model of 2-way automata above is as follows: 

It is clear that the above model contains Birget's definition as a special case; given an automaton 

(Q = Qi U Qr, I;, o) as defined by Birget, we can define an automaton as above by 

(Q, I;, 01: I; X Q-+ P(Q), Or : Q X I; -+ P(Q)) 

where 

{ 

XO q 
X 01 q = 0 

otherwise 

and 

{ 

XO q 
q Or X = 0 

otherwise 

Conversely, given an automaton as defined above, we define Q1 = { q E Q : I; 01 q =/= 0} and 

Qr = {q E Q : qorI; =J. 0}. However, note that in our model we do not have x 01 q = q or x, in 

general. This corresponds to the following: 

Consider q E Q1 n Qr, together with the computations 

In Birget's model, {qi} must be the same as {qj}; in our model they may differ. 

The translation is then as follows: Given an automaton A = (Q, I;, 01, or), we define an 

automaton (as specified by Birget) by (Q1 UQr, I;, o : I; X Q-+ Q), where Q1 and Qr are as above, 

Q1 LJ Qr = Qi X {O} U Qr X {1}, and o is defined by 

. { X 01 q xo(q,i) = 
q Or X 

i = 0 

i = 1 

This then gives an equivalent two-way automaton where the left-moving states are distinct from 

the right-moving states, so the above problem does not arise. This is an example of the use of 

a construction of J .-C. Birget that is used for constructing deterministic two-way automata from 

non-deterministic two-way automata. See [3) for details of this. 

In our model, A1 = ( Q, I;, 01) is the restriction of A to its left-moving action, and Ar = 
(Q, I;, or) is the restriction of A to its right-moving action . So, A1 is a (one-way) automaton 

that reads an input word from right to left, and Ar is a (one-way) dual automaton that reads 

an input word from left to right. Note that this definition of two-way automata allows us to 
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extend the definition of the direction symmetry operator ~ to two-way automata, and in this 

case, ~ 2 (A) = A. 

This operator also has a categorical interpretation . Recall the definition of the left dual of a 

morphism in IntRel, from Definitions 6.5, Chapter 6. This allows us to describe the ~ operator 

categorically. 

Proposition 5 Let [w] be the global transition relation of a word w for the two-way automaton 

A. Then the global transition relation of the word w for the dual automaton ~(A) is given by 

[w]V, the left dual of [w]. 

Proof Immediate from the description of the global transition relations of a two-way automaton, 

and the description of the ~ operator as interchanging the roles of the left and right moving 

states. □ . 

10.5 The one-way automata associated with a 2-way automaton 

The alternative definition of a 2-way automaton given above allows a natural decomposition of a 

two-way automaton into two one-way automata, as follows: 

Definitions 10.8 

Given a two-way automaton, A = (Q, E, 01 , or), we define the associated left and right moving 

automata A1 and Ar, by A1 = ( Q, E, 01) and Ar = ( Q, E, or). We can also construct t1 : E* --+ 

B(Q), the transition homomorphism of A1, and tr : E* --+ B(Q), the transition antihomomorphism 

of Ar. 

10.6 Global transition relations, and Girard's resolution formula 

In what follows, we demonstrate how the global transition monoid of A can be reconstructed from 

the next-state functions of A1 and Ar. First note that the action of A1 is uniquely determined by 

the action of t1 on E, and the action of Ar is uniquely determined by the action of tr on E. Also, 

as we know that the composition of global transition relations is the composition of IntRel at 

the monoid Int Rel( ( Q, Q) , ( Q, Q)) , the action of A is uniquely determined by t he images of t he 

elements of E under the [] : E* --+ IntRel( ( Q, Q), ( Q, Q)) map. 

175 



Definitions 10.9 

Given a two-way automaton A = ( Q, E, oz, or), we define the left and right projection maps to 

be 1rz, 7rr : Q -+ Q, where rr1 is the partial identity on Qz ~ Q, and 7rr is the partial identity on 

Proposition 6 Let A = (Q, E, oz, or), be a two-way automaton, and let x EE. Then if we denote 

tz ( x) by k, and tr ( x) by j, the global transition of x is given by 

( 

rr1k(jk)*rr1 
[x] = 

rrr(jk)(jk)*rrz 

7rz ( kj)( kj) *rr r 

7r r j ( kj) *rr r 

Proof First note that the possible transitions on a singleton word x can be summarised by the 

following diagram: 

( '\ 
(q)x x(q') 

\_~_~) 
k=t1(x) 

Then all the possible transitions from configurations of the form (q)x to configurations of the form 

(q') x are 

Therefore, [~ x] is the intersection of (kj)(kj)* with Qz x Qr, and so [~ x] = 1r1(kj)(kj)*1rr , A 

similar proof gives [x ~] = rrr(jk) (jk) *rrz. Also, all possible transitions from configurations of the 

form (q)x to x(q' ) are 

j,jkj,j(kj) 2,j(kj)3
, ••• 

so [-x -+] is the intersection of j(kj)* with Qr x Qz. Therefore [-x -+] = rrrj(kj)*rrz, and a 

similar proof then gives [+- x-] = 1r1k(jk)*1rr . Therefore, the global transition relation of x is as 

above . So we have deduced the required formula for [x]. D 

Theorem 7 Let A = ( Q, E, oz, or) be a two-way automaton. Then the global transition relation 

of a member of E is given by the following version of Girard's resolution formula in the monoid 

of relations on Q x Q 

[x] = Res(U, a)= 1tU(l - au)- 1rr = rrU(aU)*rr, 

where 

rr = ( rr1 O ) , U = ( k ~ ) , a = ( 0 1 ) . 
0 7rr O J 1 0 
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(As before, we define j = tr(x), k = tz(x)). 

Proof First note that 

( o 1)(k o)=(o J), 
1 0 0 j k 0 

so 

[ ( 
O 1 ) ( k O ) l 2n = ( (j k) n O ) 

1 

1 O O j O (kjr 

and 

[ ( 

0 1 
) ( k O ) l 2n+ 

1 

= ( 0 
(j k r J ) . 

1 0 O j (kjrk O 

Therefore, 

[ ( 
0 1 ) ( k O ) l * ( (j k) * 0 ) ( 0 j U (10· k) * k ) 
1 0 0 j = 0 (kj)* u k u (kj)*j 

= ( (jk)* (jk)*j ) , 

(kj)*k (kj)* 

and so 

(
k o)[(o l)(k o)] * ( k(jk)* (kj)(kj)*)· 
0 j I O O j - (jk)(jk)* j(kj)* 

Therefore, Res(U, a) = 

and we have seen from above that this is the global transition relation of x. □ 

Therefore, we have proved that the global transition relations of a two-way automaton can be 

reconstructed from its associated left and right moving automata, using a version of Girard 's res­

olution formula, and the composition on the endomorphism monoid of a compact closed category. 
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Appendix A 

Critique, and ideas for future work 

We review the previous 10 Chapters, with specific reference to further work that can be developed 

from the concepts introduced. 

A.1 Introduction 

The stated aim of this thesis was to understand the algebra and category theory arising from the 

Geometry of Interaction series of papers ([20, 21, 22]). The attempt to do so led to a number of 

interesting new structures, both algebraic and categorical, so it can be considered a worthwhile 

project . However, many of the new structures, and results, are tangentially related to the original 

program - so much so that we have not had the time or the space to develop them for their own 

sake. In light of this, our review of the thesis mainly takes the form of ideas for extra work , as 

well as a critique of the way we chose to study the concepts introduced. 

A.2 Review of Chapters 

Chapter 1 

As an introduction of basic concepts in algebra and category theory, the first few sections are 

basically self-contained. However, the disjoint closure (in its various forms) is new, and can be 

considered to be the inverse semigroup analogue of the power set construction . Extra work is 

needed to consider the properties of this map; in particular, the relation of the natural partial 

order to set-theoretic inclusion. To study the categorical trace, as presented in Chapter 6, it is also 

worth studying the conditions for terms built up from elements of an inverse semigroup, together 

with the Kleene star, to be members of the disjoint closure in a symmetric inverse monoid. 
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Potential for extra work also arises with the introduction of A, and its embeddings into 

symmetric inverse monoids . Our work mainly considered the monoids P2 and P00 ; however, 

considering the strong embeddings of Pn into I(X), given by a strong embedding of Pa into I(X) 

would be an interesting problem; we can reasonably expect the number of distinct embeddings to 

be given by the enumeration of distinct binary trees (i.e . the Catalan numbers) when a = 2, and 

presumably the general case would best be considered in terms of coding theory. 

Chapter 2 

At this point, we chose to develop the thesis in terms of embeddings into the natural numbers, 

rather than the Cantor set, for consistency with (some of) the structures of the Geometry of 

Interaction series; however, the Cantor set can be considered a more natural (and graphical) 

representation of self-similarity. 

The self-embedding results on the natural numbers are basically self-contained, although they 

can of course be written in terms of the M-monoid structures of the endomorphism monoid of N 

in Inj . (For example, the embedding of P2 into I(N) determined by an embedding of P00 into 

I(N) has a natural definition in terms of the? operator introduced in Chapter 5). 

The connection between the Cantor set and the natural numbers representations of polycyclic 

monoids is not as straightforward as it might appear; although the constructions of topologies on 

the Cantor set and N from an embedding of P2 gives a bijection between the basic open sets of 

each, the underlying set of the Cantor set is uncountable, whereas that of the natural numbers, 

by definition, is countable. There is also a connection between the embeddings of P2 chosen for 

the Cantor set, and the natural numbers; consider binary representations of the natural numbers. 

Let w be a word in {O, 1} representing a natural number. Then 2 x w is written as wO, 2 x w + 1 

is written as wl, and the connection with the action of P2 on the Cantor set is apparent. 

Finally, the results generated by the embedding of A into C* algebras - in particular ez as 

a fixed point of p, q, the connection with differentiation, and Euler's identity - are well worth 

furt her study. However this would require additional expertise in functional analysis. 

Chapter 3 

The results on ring theory are interesting concrete examples of self-similarity considerations. 

Although they follow almost trivially as corollaries of categorical self-similarity, as presented in 

Chapter 4, they form a motivating example that is self-contained. However, all the results also 

seem to follow for semi-rings, so perhaps this chapter would have been better phrased in terms of 
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additive categories, rather than just rings. 

Also, we have not given any concrete examples of constructing the Ko group of a ring using 

an embedding of P2 - perhaps this could be used (along with the embedding of P2 into B(l2
) of 

Chapter 2) to demonstrate that the Ko group of B(l 2) is trivial. 

Chapter 4 

The concept of self-similarity in its categorical form needs a great deal of extra study. In particular, 

we would like to be able to prove that when the tensor category of a self-similar object is an X -

category, (where Xis symmetric monoidal, Cartesian closed, traced, compact closed, or whatever), 

the endomorphism monoid of the self-similar object is an X M-monoid, and an X - one-object 

category (without unit conditions) when the self-similarity is strong. Of course, the difficulty with 

this is formalising the idea precisely. 

Also, some analogue of a coherence condition for a symmetric monoidal category with self­

similarity morphisms at some object would be useful. This is presumably related to proving that 

the (weakly) self-similar category S is inverse, and not just regular - this is why we did not 

attempt to prove this, although we expect it to be true. 

More concretely, we could develop the connections between self-similarity and embeddings 

of polycyclic monoids, in light of the result (from [38]) that idempotents of a Karoubi envelope 

are splitting idempotents. This would be connected with studying the endomorphism mono~d of 

the distinguished self-similar element of the self-similar category S in the weak and strong cases. 

This would hopefully shed light on the category theory, via the congruence-freeness of polycyclic 

monoids. 

Finally, it would be interesting, and probably enlightening, to study Dana Scott 's original 

construction of a C-monoid in terms of categorical self-similarity. This would also involve finding 

the conditions for the tensor category of an object of a Cartesian closed category to be a Carte­

sian closed subcategory ( without unit elements). A good starting point for this would be the 

interleaving embedding of P2 he implicitly uses ( again, see [38]). 

Chapter 5 

This Chapter is concerned with providing examples of previously defined concepts (although,as 

we later show, it also forms the algebraic framework for our models of Geometry of Interaction) . 

It would be useful to find an entirely categorical interpretation of the various connections between 

the two distinct strong M-monoid structures on I(~). A start has been made on this with the 
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identification of the !(a) = (l®a) map as a right fixed point homomorphism for (I(N), EB ), however, 

much remains to be done. 

Also, it is somewhat surprising that the commutativity morphism O" for ® is not representable 

in terms of the disjoint closure of A in I (N), and a proof of this that did not depend on constructing 

a topology on the underlying set would clearly be more general. Similarly, it is surprising to find 

a naturally arising right fixed point homomorphism in DC(P2), but not a left one (although we 

have not proved that one does not exist). These results are presumably related. 

Chapter 6 

This Chapter introduces a large number of new structures, and as such, a great deal of further 

work remains to be done . In particular, we restricted our consideration to symmetric traced 

monoidal categories - and hence to compact closed categories, via the construction of Joyal, 

Street, and Verity. The natural thing to do is to consider the general case of braided traced 

monoidal categories - and hence tortile monoidal categories, via the same construction. This 

would necessarily depend heavily on the use of diagrammatic reasoning, and correctly defining 

braided M-monoids. 

Also, a formalisation of the 'summing over all possible paths' explanation we gave for matrix 

multiplication, the trace, and composition in IntRel seems feasible. A method of computing such 

sums ( or rather, unions and disjoint unions) seems possible using analogues of Kauffman's state 

summation in bracket polynomials, for splitting up diagrams - in fact, he presents a method of 

calculating matrix determinants from state summations in [36]. 

Work also remains to be done on understanding our alternative characterisation of compact 

closed categories - in particular, whether the axiom set can be simplified . Ideally, we would find 

an equivalent set of axioms that do not mention the units elements at all . 

In terms of self-similarity, the most obvious omission is a method of constructing compact 

closed M-monoids directly from traced M-monoids. However, the proofs associated with the 

construction of compact closed categories from traced symmetric monoidal categories were phrased 

in terms of diagrammatic reasoning, so this would probably require an analogue of diagrammatic 

reasoning for M-monoids, and a proof of its validity. Also, we did not study the case when an 

object N was a very self-similar object of a compact closed category (T, ®) but (®N) was not 

freely generated in T. This is because the specific case we required was freely generated, and this 

simplified calculations considerably. 

Finally, the monoid IF we introduced requires a great deal of extra study. Categorically, we 
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have not given explicit descriptions of the "" and 8 maps for it ( although the dual on elements was 

enough for our analysis of cut-elimination in GOU). In terms of semigroup theory, computing 

Green's relations, the semilattice structure of the idempotents, its representations in symmetric 

inverse monoids, and other standard inverse semigroup theoretic tools would shed more light on its 

structure. Also, it appears that (two copies of) the disjoint closure of P2 in l(N) is closed under all 

the operations presented, and perhaps this would give the correct definition of the inverse monoid 

behind the Geometry of Interaction 1. 

On a more speculative level, the diagrammatic reasoning representation of the object / dual 

object creation and destruction operators of compact closed categories are very reminiscent of 

Feynman diagrams - as is the 'summing over all possible paths' interpretation. However, a great 

deal of speculation has been done on the connections between linear logic and theoretical physics 

without producing any concrete results (see [19] for comments on this). 

Chapter 7 

Although this Chapter is an exposition of pre-existing work, it does raise several interesting points: 

Firstly, the question of the exact computing power of the GOU system remains open. Although 

it is an interpretation of (a variant of) multiplicative linear logic, and as such, Girard's system Fis 

expressible in it, he also makes the comment 'Actually, an interpretation of pure lambda calculus 

seems at hand, since our system forgets types' - [20], and a similar, although not identical 

interpretation of untyped lambda calculus in terms of the same algebraic tools is given in [9]. On 

the other hand, we later demonstrate that the correct categorical model of GOU seems to be 

that of (one-object) compact closed categories, and the standard model of pure lambda calculus 

is one-object Cartesian closed categories. Also, it is well-known that Turing Machines have the 

same computing power as pure lambda calculus (and as such, should have the same categorical 

models), and we have used compact closed categories to model Turing machines that do not write 

(i.e. 2-way automata) in Chapter 10. Clearly, much work remains to be done. 

Secondly, there is a concrete interpretation of the members of P2 in terms of the basic opera­

tions of computers; the generators p, q, p-1 , q- 1 can be considered to be the operations 

• Push O onto a stack, 

• Push 1 onto a stack, 

• Pop the first member of a stack, and check for equality to 0, 

• Pop the first member of a stack, and check for equality to 1, 
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respectively. These operations are fundamental to all computer design, and there is a similar 

way of representing words of P2 in their canonical form, and their composition. Also, matrix 

multiplication is the standard method of implementing parallel computation, and as most the 

entries of matrices from this system are zero (we can simplify computation considerably by the 

result that Mij = MT/, for all matrices in this system), the matrices are 'sparse arrays', for which 

fast parallel multiplication algorithms exist. Finally, although the ! operator is used, which seems 

to imply infinite copies of words, its characterisation as a fixed point operator allows a finite ( and 

indeed, simple) description of its conjugation by words of P2. In view of this, it seems that the 

GOil system can be though of as a very concrete specification of a low-level parallel computing 

system. 

Chapter 8 

Although the introduction to this Chapter was phrased in terms of categorical models of lambda 

calculi, it is really about the Geometry of Interaction 1 system; categorical models of polymor­

phism have been constructed (see, for example, [31]), and using t~e Geometry of Interaction 

system does not appear to be the right approach. A direct approach to this seems better. 

The main feature that this chapter requires, and does not have, is a categorical interpretation 

of the (multiplicative) operations of Linear Logic. Even though the GOil operations are repre­

sentable in terms of the canonical elements of the M-monoid structures on I(N) (or variations 

of them), the reason for their use in this form is not clear ( except perhaps for the axiom link, 

and the cut / cut-elimination process). If the GOil system is the 'right' representation (and 

some doubt is cast on this claim by the restrictions on, and non-standard treatment of some of 

the operations), we would expect canonical categorical interpretations of the logical operators in 

terms of the canonical morphisms of one-object compact closed categories. However, this may 

just be because we lack details of the interaction of the two distinct M-monoid structures on I(N), 

and the M-monoid structures they induce on lF. 

More concretely, as the interpretaion of the cut-elimination process is phrased in terms of the 

opposite trace, and the alternative composition on the monoid lF, it would probably have been 

better to write Chapter 6 in terms of right duals, rather than left ones. 

Also, the 'infinite matrices with a finite number of non-zero elements' interpretation of GOil 

matrices may not be the correct one; however, it is difficult to see how an alternative interpretation 

would allow the unrestricted compositions required. 
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Chapter 9 

In terms of interpreting the GOl3 system, this chapter must be considered to be only just started, 

as opposed to requiring extra work - the only concrete results on t he GOl3 system are that it 

is modelled in terms of inverse semigroups, and the resolution formula is defined in terms of the 

categorical trace. The difficulty with the self-similarity approach (which is again only just started) 

is finding a natural choice of category in which the clause semigroups are the endomorphism 

monoids . What was hoped for, and does not seem apparent, is an M-monoid structure on the 

clause semigroups used, hopefully involving compact closure. However , work has not really started 

on analysing the representations of the logical rules of full linear logic in this system - possibly 

the structures we are looking for will be apparent then . 

In terms of an algebraic approach, the representation of the clause semigroup in the symmetric 

inverse monoid of partial injective maps on a term language, and its action on substitution classes, 

uses a lot of semilattice theoretic constructions, and these have not been studied in great depth. 

Also, in [22], the connection between the clause algebra and the computer language Prolog 

is commented on . However, this is not the standard representation of computation in Prolog 

(which is given in terms of the Kleene star on the monoid of relations on a term language [6]), 

so a comparison of the two would be useful, possibly in terms of the usual sequent-calculus 

interpretation of substitution, unification, and composition in B(L). 

Finally, when the logical operations have been analysed, it would seem reasonable to attempt 

to model GOl3 computations in Prolog, or a related language. However, this is a long way off at 

the moment. 

Chapter 10 

The natural next step from this chapter is to consider algebraic models of automata that rewrite 

the tape they are reading, and use the method of 'sticking together' two one-way automata, to 

construct categorical models of Turing machines, in terms of compact closed categories (however, 

see the comments made on this in the critique of Chapter 7 above). Work has already started on 

this, by requiring symmetry between the set of states, and the input alphabet in the definition of 

a (one-way) automaton. The correct algebraic model of this seems to be Rees matrix semigroups, 

and work is progressing on the best way to 'stick together' two automata of this form, by analogy 

with the compact closed category construction for standard two-way automata. 

An alternative extension of this chapter would be to attempt an automata theoretic interpre­

tation of the way the trace and compact closed category composition are used in GOil. This 
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would reqmre automata-theoretic interpretations of such things as inverse transition monoids, 

global symmetry between left and right parts of a two-way moving automaton, and the con­

traction maps (not to mention fixed point homomorphisms and associativity and commutativity 

operators) - it is unclear at the moment whether this approach would shed any light on either 

the Geometry of Interaction, or on the theory of two-way automata. However, polycyclic monoids 

are used in modelling pushdown automata, [15] so perhaps this is reasonable after all. At the very 

least, it would appear that 2-way pushdown automaton would have analogues of global transition 

relations that look very much like (fragments of) the Geometry of Interaction 1 system. 
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