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Abstract 

In this study, we formally test for nonlin,..:F depz.ndence in four currency futures 

contracts traded on the International Monetary Market of the Chicago Mercantile 

Exchange, since most prior research studies have reported that financial time series 

exhibit nonlinear behaviour. Four nonlinear testing procedures are used. Our initial 

findings provide evidence of nonlinear dependence for all currencies; namely the British 

Pound (BP) the Japanese Yen (JY), the German Mark (DM) and the Swiss Franc (SF), 

each quoted in US dollars per foreign currency unit. As the BDS test rejects the null 

hypothesis of i.i.d. while the third moment test fails to reject multiplicative dependence, 

this suggests that the nonlinearity occurs in the variance of the process. 

Since our results show significant ARCH effects; i.e., that large and small changes in 

returns tend to be systematically clustered over time, the study employs the 

specifications of conditional heteroscedasticity and finds that Bollerslev's GARCH 

generalization ( 1986) of the ARCH process provides a parsimonious model that 

represents the data satisfactorily. As a result, further related analyses conducted in the 

study make use of similar GARCH procedures throughout. Perhaps the most important 

point to emerge from our empirical analysis is the ability of the GARCH ( 1, 1) model to 

capture nonlinear dependence in all the series. 

Following the procedures laid down by Lamoureux and Lastrapes ( 1990), we test for 

the 'mixtures of distributions' hypothesis in which the stochastic mixing variable is 

hypothesized to be the rate of information arrival. Our findings on the contemporaneous 

relationship between volume and returns are consistent with this hypothesis, indicating 

that currency futures pricing appears to be efficient. The study also considers the 

informational role of contemporaneous volume with respect to volatility, and our results 

in this context show that trading volume contains significant explanatory power over the 

conditional variance in the GARCH specifications of the returns series. 

The important contribution of this analysis to current research literature is the 
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confirmation that, for currency futures, trading volume can effectively explain the 

conditional variance. Indeed, the GARCH effects diminish in all cases examined and 

this finding supports that of Lamoureux and Lastrapes (1990) for the stock market. 

Moreover, the present study overcnmes the problem of the high serial correlation of 

volume by replacing it with unexpected volume in the conditional variance, following 

the procedure of Bessembinder and Seguin (1993). Using uncorrelated volume 

surprises, a similar result of a positive contemporaneous relationship between volume 

and return volatility is obtained, albeit with a slightly lower level 9f significance. 

However, the GARCH effects remain significant; i.e., they do not vanish. 

Next, we show that lagged uncorrelated volume has a low explanatory power, which 

confirms the role of contemporaneous (unexpected) volume, there being none of the 

problems of simultaneity in the conditional variance equation that were found by Najang 

and Yung (I 991) in treasury bond futures. In addition, we report results for subperiods 

which are almost identical to those of the full period, indicating structural stability in 

the entire sample period. 

Finally, our results reveal that in the case of the conditional variance equation, ARCH 

effects exist simultaneously with spillover effects from other currencies for the BP and 

the DM, but not for the SF or the JY. Also, while the BP and the SF are found to be the 

main exporters of volatility to other currency futures, there is no clear evidence that any 

currency futures contract imports volatility on a bilateral basis. However, our results 

show that the inclusion of a third and fourth contract in the conditional variance equation 

reduces the volatility spillover between the first and second contracts, leading to the 

conclusion that a common economic effect is responsible to some extent for volatility 

interactions. 
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Chapter One 

Introduction 

1.1 Background to the Study 

Futures markets have received considerable attention over the past few years, 

particularly given the increase in financial risk in the markets. The development of the 

market for financial futures stems from the collapse of the Bretton Woods fixed 

exchange rates system in 1971, following which there was a period of unprecedented 

volatility in both exchange rates and interest rates. The increase in risk associated with 

such volatility had the potential effect of reducing both production and consumption of 

commodities leading to welfare losses. As a result, companies and financial institutions 

needed better exchange rate and interest rate exposure management techniques in order 

to compensate for this increase in risk, which in tum created a need for new financial 

instruments such as futures. The International Monetary Market (IMM), part of the 

Chicago Mercantile Exchange (CME), introduced currency futures in 1972 in order to 

allow companies to hedge against risk. Since then, many futures markets have emerged 

around the world functioning similar to the IMM. 

Apart from minimizing the problems arising from default risk, futures markets also 

provide liquidity in secondary dealing. Risk can be easily shifted from hedger to 



speculators who willingly assume the risk in exchange for extra profits, and it is this 

;. rocess of shifting the unwanted risk which leads to the increased liquidity of the 

':'Jtures market. In the absence of futures markets, the cost of managing this risk would 

be higher. However, the market cannot function effectively unless information flows to 

the market are efficient. Thus, the effectiveness of the futures market in hedging risk 

depends on its own efficiency, It follows that one of the key issues in assessing futures 

markets is the extent to which these markets can be considered as efficient. If the 

markets are not efficient, then their existence will not alone be sufficient to avoid the 

losses which would occur due to the increased financial risk and volatility. Furthermore, 

this inefficiency will also bring extra costs. 

The market efficiency hypothesis suggests that the current price of an asset in the market 

should fully reflect all available information. A market is deemed to be efficient with 

respect to an information set if it suggests that it is not possible to make economic 

profits using that information set. On the other hand, in an inefficient market, investors 

can earn abnormally high returns on their investments by using information which is not 

available to the market as a whole. As noted by Fama ( 1991 ), market efficiency per se 

is not testable; it must be tested jointly with some model of pricing assets. In the case of 

the futures markets, efficiency is commonly tested on the basis of a model which implies 

that the current futures price should equal the currency spot price expected to prevail at 

the expiry date. This implies that the futures price is the best predictor of the eventual 

spot price and that the futures price incorporates all relevant information including the 

past spot and futures prices. However, if the joint hypothesis is rejected this does not 

necessarily imply that the market is inefficient or that the asset pricing model used is 

2 



inappropriate (Antonious, 1996). For example, Beck (1994) argues that the hedging 

demand by risk-averse agents may in itsc; ~- -:'.luse th -~ (;:<istence of the risk premium. 

Indeed, a further study by Danthin (1978) reports tha~, even in efficient markets, the 

existence of a risk premium created by the hedging demand of risk averse investors may 

violate the simplest hypothesis that the current futures price is an unbiased estimate of 

the future spot price. 

Based on the above assumptions, numerous authors have examined the role of market 

efficiency for various types of futures contract [ e.g. Cornell (1981 ); Chowdhury (1991 ); 

McCurdy and Morgan (1988); Antonious and Holmes ( 1996)]. Generally, they report 

mixed results. The reasons for these mixed results are various, among them being the 

different methodologies employed and the sample periods used. But there are also 

limitations arising from the assumptions underlying the simple unbiasedness hypothesis. 

In particular, a better understanding of the process through which futures prices are 

generated is required, taking into account not only the distribution of their returns but 

also their time series properties. 

With respect to the behaviour of returns in financial time series, it is well known that the 

empirical distributions of price changes are usually too leptokurtic to be consistent with 

Gaussian populations. As Locke and Sayer (1993) note, this knowledge dates back to the 

pioneering works of Mandlebrot (1963) and Fama (1965) on stock returns. Both these 

authors found that, in the majority of cases, the empirical distributions of daily price 

changes had more observations located around the mean and in the extreme tails than 

did a normal distribution. Moreover, this leptokurtosis appeared in spot exchange rates 
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as well as in stock returns [Hsieh (1988); Friedman and Vandersteel (1982)] and 

elsewhere. In addition, further studies of stock returns [Hinnich and Patterson ( 1985). 

Akgiray (1989), Blank (1991), Scheinkman and LeBaron (1989), Hsieh (1991)] and 

spot exchange rates [Bollerslev (1987); Hsieh (1989a); Krager and Kugler (1993)] 

revealed behaviour exhibiting significant levels of second-order dependence and, as 

such, they could not be modelled as linear white-noise procedures. An appropriate 

explanation for the existence of such behaviour was given in the work on the application 

of autoregressive conditional heteroscedasticity (ARCH) models (Engle, 1982) and their 

generalized (GARCH) form (Bollerslev, 1986). Nonlinear models of this type allow for 

persistence in the variance structure and have been found to provide a good 

approximation to return series in various financial markets, as they account in particular 

for the tendency of financial returns to cluster together in chronological time. 

Among the authors who have employed time-varying variance models in asset markets 

are Domowitz and Hakkio ( 1985); Akgiray ( 1989); Baldaulf and Santoni ( 1991 ). As for 

futures markets, the search for nonlinear dependence has also been widespread; the 

empirical work of DeCoster, Labys & Mitchell ( 1991) was among the first to consider 

commodity futures, and Blank (1992) provided similar results from a nonlinear 

dynamical analysis of the S&P 500 index futures contract. 

Following the success in modelling univariate time series using a nonlinear model, the 

present study extends to include trading volume in the analysis. The importance of this 

factor is widely acknowledged by the fact that trading in asset markets is mainly induced 

by the arrival of new information leading to subsequent revisions of expectations by 
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investors. The trading volume therefore can be considered to reflect information about 

changes in the expectatior·: of investors and their agreement on the pricing implications 

(Harris and Raviv, 1993). Indeed, Blaum, Easley and Hara (1994) argue that the role 

of volume as a signal of the precision of beliefs means that the volume of statistics 

provides information to the market that is not conveyed by the price. Besides trading 

volume, residual terms (i.e., financial disturbances) are also now known to have 

informational content in that they contribute to explaining the conditional variance 

(Najang, Rahman and Yung, 1992). Moreover, this effect may spill over from one 

futures contract to another, and is observable in the transmission of volatility. In the 

currency futures market, for example, a hedger can take clues from the residuals of the 

contract in question (i.e., an ARCH effect) and from other currency futures (i.e., a 

spillover effect). It is these recent developments that are the focus of the modelling 

approach investigated in this thesis. 

1.2 Aims of the Study 

The aims of this study are threefold. To begin, we will test for nonlinear dependence in 

the returns series for four leading currency futures contracts. As noted above, it is now 

widely acknowledged that the linearity assumptions of financial time series are no longer 

appropriate. Therefore, as a starting point, this study will adopt several nonlinear testing 

procedures which can properly account for the second order moment in the return series. 

Secondly, as the results show highly significant GARCH effects in the series, we will 

take one step forward by attempting to uncover the source of these effects. Similar 
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attempts using common stock returns have been made by Lamoureux and Lastrapes 

(1990) and Sharma, Mougoue and Karnath (1996) and futures returns hav: been 

examined by Najang and Yung (1991) and Fujihara and Mougoue (1997a). In this study, 

we will take a similar approach to that of Lamoureux and Lastrapes ( 1990) and test the 

extent to which trading volume explains the GARCH effects found in the currency 

futures returns. We will also reexamine the relationship between trading volume and 

price variability using GARCH procedures. Two competing hypotheses will be tested, 

namely the mixtures distribution hypothesis (MDH) and the sequential information 

model (SEQ). 

Finally, this study will extend the existing research on spillover effects in several 

important ways. Firstly, we will test both mean and volatility spillover using data which 

avoids any period when a price limit was imposed as this has affected some prior 

research. Secondly, our study will provide a more comprehensive analysis of spillover 

effects. More specifically, we will analyse both pairwise and multi-currency spillover 

in order to test whether there is a common economic effect in the currency futures return 

series. 

1.3 An Overview of the Thesis 

The thesis is presented in eight chapters. Following this introduction, Chapter Two 

presents a theoretical and empirical review of prior research and its purpose is to survey 

the body of literature on four major issues related to the thesis: (i) market efficiency; (ii) 

nonlinearity in financial returns; (iii) the relationship between trading volume and price 
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variability; and (iv) spillover effects. Prior research is discussed not 

on!~: in the context of the currency futures, but in the wider framework of the equity 

mar •he foreign exchange market and futures ;narket. 

Chapter Three presents an in-depth discussion of the currency futures contract in relation 

to market microstructures and pricing, starting with a brief outline of the basic features 

of market operations and the important characteristics of futures contracts. We go on to 

describe the currency futures market, in particular, before reviewing research into the 

pricing of such contracts. 

Chapter Four presents the data for a relationship between volume and volatility and for 

spillover effects, followed by an introduction to the methodological issues arising when 

testing for nonlinear dependence, An overview of heteroscedasticity modelling is also 

provided, focussing on the GARCH specification. 

Chapter Five contains a detailed analysis of autocorrelation and nonlinearity in the four 

currency returns series, as well as in the GARCH residuals. Results on a number of 

testing procedures for nonlinear dependence are presented. 

The empirical results concerning the informational role of trading volume are contained 

in Chapter Six. Two competing hypotheses are considered: namely, the sequential 

information model (SEQ) and the mixtures distribution hypothesis (MDH). This is 

followed by a test of GARCH effects for contemporaneous volume and lagged volume. 

and the consistency of the new results is demonstrated for subsamples of the data. 
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Chapter Seven presents the findings concerning mean and volatility spillover effects. 

In order to demonstrate the presence of r.nr.1:non ecOi; · ,:1i-:: effects in currency futures 

series, the spillover effects are modelled both on a p1i,·wise basis and for all four 

contracts together. 

Chapter Eight gives a summary of the research and the methods employed. In order to 

place the results in context and to demonstrate the contribution of this thesis with regard 

to the informational role of volume in pricing volatility and its spillover between futures 

contracts, the findings of the present study are compared with previously published 

results. Finally, the implications of the results for futures trading are discussed and 

possible directions for further research into the currency futures market are suggested. 
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Chapter Two 

Nonlinearity, Volatility and Trading 
Volume: Theoretical Issues and 
Empirical Evidence in Finance. 

2.1 Introduction 

In this chapter, we explore the early theoretical issues and analyse the empirical 

evidence in the futures markets, as well as in the foreign exchange and equity markets, 

which influences the work developed in this thesis. Four issues are put forward and 

critically evaluated. These are: market efficiency and the assumption of linearity in 

Section 2.2; nonlinear dependence in financial returns in Section 2.3; the relationship 

between trading volume and price variability in Section 2.4; and spillover effects in 

Section 2.5. Selected related literature is reviewed for each of the issues under 

discussion in the three different markets. Studies investigating the same issues as well 

as other issues related to the currency futures market will, however, be reviewed in 

Chapter 3. Finally, Section 2.6 gives a summary of previous findings. 
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2.2 Market Efficiency Tests and the Assumption of Linearity 

The research on the intrinsic value of sect., ity has resulted in a large volume of literature 

on modern portfolio theory and capital market theory. The Efficient Market Hypothesis 

(EMH) suggests that if the market is regarded as price efficient, investors cannot, in 

general, outperform the market since information regarding price is already impounded 

in the price itself. Earlier empirical work testing the EMH was based on the random 

walk model Fama ( 1970). Many analyses concluded that stock prices follow a random 

walk. However, new evidence which opposes the EMH has been found in recent 

studies by Fama and French ( 1988), Poterba and Summers ( 1988) and Lo and 

MacKinlay (1988). This suggests that stock returns contain relatively large predictable 

components. 

In the literature on the futures market, the subject of market efficiency has long been 

debated. The search for a market efficiency hypothesis for futures markets and foreign 

exchange has been based on assessing whether forward or futures rates are unbiased 

predictors of future spot rates. Most of the tests conducted in these markets use unit 

roots, cointegration and error correction models: for example; Meese and Singleton 

( 1982), Domowitz and Hakk.io ( 1985), and Baillie and Bollerslev ( 1989) on the foreign 

exchange market; and Lai and Lai ( 1991 ), and Antoniou and Holmes ( 1996) on the 

futures market. A market is said to be efficient if the market price fully reflects the 

available information so that there is no strategy from which traders can profit 

consistently by speculating on the expected futures spot price. 

10 



Testing for Time Varying Risk Premium in Gold Futures 

An empirical estimation of the time varyi11g risk premium in the gold futures market and 

an identification of the factors that may contribute to such a risk premium was the 

purpose of the study by Melvin and French ( 1990). Specifically, the authors examined 

whether South African political unrest or oil price movements could affect gold market 

participants' perception of the future, thus leading to a change in the premium attached 

to futures price quotations. According to risk premium theory, the futures price at time 

t for delivery one period forward should be equal to the expected future spot price plus 

a time varying risk premium. 

Melvin and French (1990) use data from COMEX and the Wall Street Joumal (Febuary 

1975 to November 1988) on the futures settlement price of a contract 30 days prior to 

the last day of trading. The corresponding spot market price on the same day was used 

for the spot price observation, yielding one observation per month for each variable. 

Data on the spot price were taken from the Data Resource, Inc; daily data tape. A 

GARCH parameterization was used to estimate the conditional variance since the 

evidence indicated that the spot price forecast error follows an ARCH process. 

The results of the author's estimation showed that South African political unrest and oil 

price changes were in fact significant determinants of the conditional variance of spot 

price forecast errors. Furthermore, there was evidence of a significant time varying risk 

premium in gold futures prices. Thus, the futures price is a biased estimate of the 

expected future spot price. 
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Testing Market Efficiency Using Cointegration for Four Futures Nonferrous 

Metals 

Chowdhury ( 1991) examined the efficient market hypothesis for four nonferrous metals: 

copper, lead, tin and zinc, all of which were traded in the London Metal Exchange 

(LME). Specifically, the efficiency of these markets was tested using the recently 

developed cointegration theory after accounting for the presence of nonstationarity in the 

data series. The author noted that, in the presence of nonstationary series, the 

conventional market efficiency statistical testing procedures are no longer appropriate 

since they tend to bias toward an incorrect rejection of efficiency. 

Futures prices for three-month delivery and the subsequent spot price when the contract 

matured were used; specifically the monthly average spot and futures (three months) 

prices from July 1971 to June I 988. Sixty-four observations were used for estimation. 

The results indicated the presence of nonstationarity in the price for all cases, thus 

casting into doubt most of the previous studies that had tested for market efficiency 

using the levels of spot and futures prices of these metals . To account for nonstationarv 

behaviour and to resolve one of the major concerns regarding the previous studies, the 

author used the cointegration approach. The empirical results indicated the rejection of 

the efficient market hypothesis for the four nonferrous metals; thus, the futures price 

appears to be a biased predictor of the subsequent spot price in these markets. 
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Testing the Market Efficiency and Unbiasedness Hypothesis for the FTSE-100 

Stock Index Futures 

An investigation into the joint hypothesis of market efficiency and the unbiasedness of 

futures prices was carried out by Antoniou and Holmes (1996) using UK data. Unlike 

previous research, their study tested for both the short- and long-run efficiency of the 

FTSE-100 stock index futures contract traded on the London International Financial 

Futures Exchange (LIFFE), using cointegration and error correction models. In addition, 

variance-bounds tests were developed and employed to test for futures market efficiency. 

Quarterly spot values of the FfSE-100 stock index and the FTSE-100 futures contract 

prices were used, covering all the futures contracts which expired in the period from 

September 1984 to June 1993. The observations related to futures prices were divided 

into subsets according to the time to expiration. The results show that the market is 

efficient and thus provides an unbiased estimate of future spot prices for a period of one 

and two months away from expiration. However, they are not unbiased predictors when 

considering three or more months prior to maturity. The reasons, as the authors argue, 

could either be due to a positive risk premium or to inefficiencies caused by the fact that 

these dates correspond with the dates of the maturity of earlier futures contracts because 

stock index futures trade on a three-month cycle. 

Another study testing the unbiasedness hypothesis and the existence of a risk premium 

was carried out by Kolb ( 1992) on 29 commodities with 980,800 daily settlement price 

observations between 1957 and 1988. In particular, he examined the implications of the 
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Keynsian theory of normal backwardation which suggests that futures prices should be 

lower than expected future spot prices due to the presence of a risk premium in futures 

pricing which arises because hedgers are risk averse. 

Kolb's results show that, while some commodities allow for normal backwardation in 

their pricing, others in fact follow an opposite process, that of contango where futures 

prices are consistently higher than expected futures spot prices. As a result, Kolb 

concluded that normal backwardation is not a universal feature of futures contracts. In 

addition, he inferred that most commodities exhibit no risk premium. 

Testing for Unbiasedness Hypothesis in the Foreign Exchange Market 

The original work on testing for unit roots in exchange rates was done by Meese and 

Singleton ( 1982). Specifically, they tested for the presence of unit roots in the 

autoregressive representations of the logarithm of the spot and forward exchange rates. 

The authors argued that the test for unit roots is important because assuming that levels 

or differences of exchange rates are stationary can lead to substantially different 

conclusions (e.g., testing whether forward rates are unbiased predictors of futures spot 

rates). Testing for the presence of unit roots in the autoregressive representation of 3. 

time series amounts to testing whether certain coefficients are unity. 

Their data consisted of the weekly series of Wednesday twelve o'clock Swiss franc­

U.S. dollar, German mark-U.S dollar and Canadian dollar-US. dollar spot bid rates and 

the midpoint of the twelve o'clock bid-ask spread on the three-month forward rates. The 
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sample began on 7 January 1976 for all currencies and ended on July 8, July 2 and June 

24, 1981 for Switzerland, Canada and Germany, respectively. Using the unit root test of 

Dickey and Fuller ( 1981 ), the authors found that levels ar,d logarithms of foreign 

exchange rates do not have stable univariate AR representations (nonstationary). In 

addition the series ( ln s - In +) for Canada and Germany have stable univariate AR 
' t•n JI 

representations. However, the results suggest the presence of a single unit root in the 

series for Switzerland. 

Testing for Rational Expectations and Market Efficiency in the Foreign Exchange 

Market 

Baillie, Lippens and McMahon (1983) were among the first researchers to test for 

rational expectations and efficiency in the foreign exchange market. Their hypothesis 

was that if the foreign exchange market is efficient in the sense that all available 

information is used rationally by risk-neutral agents in order to determine the spot and 

forward exchange rates, then the expected rate of return to speculation will be zero. 

Thus, under the assumption of rational expectations and risk neutrality, a hypothesis can 

be derived in which the forward rate is an unbiased predictor of the future spot rate. This 

hypothesis is clearly a joint hypothesis since it includes the assumption of rational 

expectations and the assumption that the risk premium for the forward rate is zero. 

Using weekly data from the New York foreign exchange market from June 1973 to April 

1980 for six different currencies: the British pound, the German mark, the Italian lira, 

the France franc, the Canadian dollar and the Swiss franc, the authors first modelled the 
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forward and spot exchange rates as an unrestricted bivariate autoregressive. Then they 

tested the null hypothesi_s that the forward exchange rate is an unbiased estimate of the 

corresponding futures spot exchange rate, using a nonlinear Wald test. Their result 

rejected the null hypothesis in all cases. These results cast doubt on the assumption made 

in many macroeconomic models. 

Testing for Time-Varying Risk Premium in the Foreign Exchange Market 

The research of Domowitz and Hakkio (1985) relates to the study of Melvin, et.al., 

(1990) on the gold futures market and also to Lai and Lai' s study (1991) on the forward 

currency market in that they all examine the existence of a risk premium. However, 

Domowitz and Hakkio (1985) are more comprehensive as they examine the risk 

premium in the foreign exchange market as a function of the conditional variance of 

market forecast errors. 

Averages of bid-ask rates obtained from the Bank of America for five foreign 

currencies: the British pound (BP), the France franc (FF), the German mark (DM), the 

Japanese yen (JY) and the Swiss franc (SF), are used, consisting of 108 nonoverlapping 

observations from June 5, 1973 to August 17, 1982 for three variables: the spot rate, the 

forward rate and the future spot rate. Since many studies recognize the presence of 

conditional heteroscedasticity in the forecast errors of foreign exchange, the authors 

model the series based on the ARCH specification of Engle ( 1982) using likelihood 

techniques to obtain efficient estimates. Their results reject the null hypothesis of no 

risk premium only for the BP and the JY. Nor is there much evidence that the 

16 



conditional variance of the exchange rate forecast is an important sole determinant of 

the risk premin;-· 

Testing Market Efficiency Using Cointegration in the Foreign Exchange Market 

Baillie and Bollerslev ( 1989) carried out research on testing for unit roots in exchange 

rates which is closely related to the study of Meese and Singleton (1982). However, they 

use different testing procedures and sampling method. Meese and Singleton (1982) 

employed Dickey and Fuller's unit roots test on weekly data but Baillie and Bollerslev 

follow Phillips and Perron' s (1988) tests for unit roots on daily series, arguing that these 

tests have been robust for a wide variety of serial correlation and time-dependent 

heteroscedasticity. Subsequently, the authors tested for cointegration in order to certify 

whether there was some long-run equilibrium relationship between spot and forward 

rates. 

Baillie and Bollerslev employed daily spot and thirty-day forward exchange rate data 

from the New York Foreign Exchange Markets for the period between March 1, 1980 

and January 28, 1985 constituting a total of I ,245 observations. Their data were the 

opening bid prices for the British pound (BP), the German mark (DM), France franc 

(FF), the Italian lira (IL), the Swiss franc (SF), the Japanese yen (JY) and the Canadian 

dollar (CD). The results reveal strong evidence of the presence of a unit root in the 

univariate time-series representation for seven daily spot and forward exchange rates 

series. Furthermore, all seven spot and forward rates appear to be cointegrated, thus 

supporting the hypothesis that the seven series are in a relationship of equilibrium in the 
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long-run. These findings imply market efficiency where there is no systematic 

divergence between the futures and spot prices which could profitably 'h,,.. exploited b~: 

traders. 

Testing for Market Efficiency and Unbiasedness Hypothesis in the Foreign 

Exchange Market 

Lai and Lai (1991) examined the testing of future market efficiency in a study which is 

closely related to the research by Chowdhury (1991), in that both use cointegration 

technique. Although both studies accounted for the nonstationarity of data series in their 

analysis, they focused on different markets: Chowdhury (1991) examined the futures 

markets of four nonferrous metal while Lai and Lai ( 1991) were concerned with the 

forward foreign currency market. 

Lai and Lai used the monthly spot and forward rates for five major currencies against the 

U.S. dollar: the British pound (BP), the German mark (DM), the Swiss franc (SF), the 

Canadian dollar (CD) and the Japanese yen (JY). Each series consisted of 198 

observations , taken over the period from July 1973 to December 1989. These data are 

nonoverlapping and they are end-of-month observations on the bid spot exchange rate 

and the bid one-month forward rate from the International Monetary Market Yearbook 

for the 1973-1987 period and from The Wall Street Journal for the 1988-1989 period. 

The research findings do not support the unbiasedness hypothesis, which can be 

interpreted as a violation of the joint hypothesis of market efficiency and no-risk 

premium for all major forward currency markets. 
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Testing for the Random-Walk Hypothesis in the Stock Market 

The b :vur of stock-market prices was investigated by Fama (1965). First, he 

discussed in detail the theory underlying the random-walk model and then he tested the 

model's empirical validity. He noted that the theory of random-walks in stock prices 

actually involves two separate hypotheses: first, that successive price changes are 

independent and second, that the price changes conform to some sort of probability 

distribution . 

Fama uses the daily price data on thirty stocks from the Dow-Jones Industrial Average. 

The time periods vary from stock to stock but usually run from about the end of 1957 

to September 26, 1962 and consist of about 1,200- 1,700 observations per sample. The 

results of the serial correlation model and the run tests, fail to reject the hypothesis of 

random-walks in stock prices. This indicates that successive price changes are 

independent and identically distributed random variables which in tum implies that the 

series of price changes has no memory; i. e., the past cannot be used to predict futures in 

any meaningful way. 

Testing for the Random-Walk Hypothesis Using Variance Test Ratio 

Poterba and Summers ( 1988) investigated transitory components m stock prices. 

Specifically, they analysed monthly data on real and excess returns from the New York 

Stock Exchange since 1926 as well as annual returns data for the 1871-1985 period. The 

authors also analysed 17 other equity markets and studied the mean-reverting behaviour 
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of individual corporate securities in the U.S. 

Using variance ratio tests, they found that stock ren.,. Jwed positive serial 

correlation over short periods and negative correlation over longer intervals. This 

empirical evidence suggests that stock returns, contrary to the random walk hypothesis, 

contain relatively large predictable components. These results are in line with those of 

Fama and French ( 1988) and Lo and MacKinley ( 1989). 

Another study testing the random walk hypothesis which was similar to that of Fama 

( 1965) was carried out by Urrutia ( 1995), using monthly index prices from the Latin 

American equity market of Argentina, Brazil, Chile and Mexico from December 1975 

to March 1991 . 

On the basis of variance-ratio tests, Urrutia rejected the hypothesis of random walk. 

However, run tests indicated that Latin American equity markets are weak-form 

efficient. These empirical findings suggest that investors might not be able to develop 

trading strategies that would allow them to earn excess returns. 

2.3 Nonlinearity in Financial Returns 

Research in financial economics has found that the distribution of returns is not normal 

but leptokurtic. Specifically, the empirical distributions of daily price changes have more 

observations located around the mean and in the extreme tails than does a normal 

distribution. This leptokurtosis appears in stock returns [Fama (1965); Akgiray (1989)]; 
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spot exchange rates changes [Hsieh (1988); Friedman and Vandersteel (1982)] and 

elsewhere. The modelling of financial time series has become important because it has 

been found that the naive linear stochastic model known as the random walk, which 

was generally assumed to be an appropriate model for the return series, is not so. 

Further studies of stock returns [Hinnich and Patterson ( 1985), Akgiray ( 1989), Blank 

(1991), Scheinkman and LeBaron (1989), Hsieh (1991)] and of spot exchange rates 

[Bollerslev (1987); Hsieh (1989a); Krager and Kugler (1991)] have confirmed that 

nonlinear models are more appropriate. Various nonlinear models have been proposed, 

mainly time varying variance models [Domowitz and Hak.kio ( 1985); Bollerslev ( 1987); 

Akgiray (1989); Baldaulf and Santoni (1991)]. However, the self-exciting threshold 

autoregressive (SET AR) model, suitable for data which have a time-varying mean has 

also been used [Krager and Kugler (1993)]. 

Over the past few years, the search for nonlinear dependence in financial time series has 

become widespread and empirical work has extended to the futures markets [Decoster, 

Labys & Mitchell (1991 ); Yang and Brorsen (1993); Fang, Lai & Lai (1994)]. Blank 

( 1992) provides results from a nonlinear dynamical analysis of the S&P 500 index 

futures and soybeans futures while Fujihara and Mougoue (1997a) find linear and 

nonlinear dependence in petroleum futures. In addition, Fujihara and Park (1990) have 

compared various stochastic processes for weekly futures returns and have concluded 

that they are best represented by a nonlinear model. 
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Testing for Nonlinear Structure in Futures Pricing 

DeCoster, Labys and Mitchell ( 1991) were among the earliest to investigate the 

characteristics of futures prices. Specifically, they examined whether there is a nonlinear 

dynamic structure and, in particular, a chaotic structure in the behaviour of futures 

prices. Chaotic analysis is capable of evaluating whether the process has a deterministic 

structure. If this structure can be shown to exist, the implication would be that the 

empirical validity of the efficient markets hypothesis, which implies a random walk for 

asset prices, is called into question. 

Daily settlement futures price data are used for four major commodities traded on 

exchanges in New York; i.e., the Coffee 'C' contract, the Sugar No. 11 contract, the 

Silver .999 Fine contract and the Refined copper contract. The series for silver and 

copper begin in January 1968; the series for sugar begins in January 1971 ; and the series 

for coffee begins in October 1972. All series end in March 1989 with total observations 

in excess of 4,000. These series adopt prices from the contract nearest to the maturity. 

The series data are rendered stationary by taking the first difference of the logs of the 

price data. Then, using the ARCH ( I 0) model, the transformed series is filtered and the 

residuals are saved. The correlation dimension technique of Grassberger and Procaccia 

( 1983) is estimated for the standardized ARCH residuals. Their results for the ARCH 

residuals strongly suggest the presence of nonlinear structure in the data, and this 

implies the possibility that profitable, nonlinearity-based trading rules may exist. 

However, the test is unable to verify whether the nonlinear structure is chaotic in nature. 
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Closely related to the work of DeCoster, Labys and Mitchell (1991 ), is the study of 

Blank (1992) who attempted to examine the existence of a nonlinear dynamic in 

commodity futures markets. In particular, he evaluated the commodity futures markets 

using methodology of a nonlinear nature to detect any signs of a deterministic system 

underlying prices over time. In doing so, Blank determines (a) whether there is a 

difference between chaotic analysis results for cash and financial futures markets; (b) 

whether there is a difference between the results for financial futures markets and 

agricultural products. 

Futures prices for the S&P 500 index and soybeans are used. For each product, daily 

closing price data for recent individual futures contracts and nearby contracts are 

evaluated. For soybeans, the November 1986 and November 1987 contracts are used. 

The data for each contract begins during July of the previous calender year, yielding 337 

and 335 observations, respectively. The nearby futures price series is constructed from 

the closing prices of the futures contract closest to its maturity date at each point in time 

and covers the period from 1966 through 1988, with 5,823 observations. The December 

1986 and December 1987 S&P 500 contracts are used. Each contract has 250 

observations covering the previous calender year. The S&P 500 nearby series begins in 

May 1982 and ends in December 1987, and consists of 1,420 observations. 

The GARCH model is first applied to the data series to generate the residuals for the 

analysis. This serves as a good filter for studies of chaos. The nonlinear model of 

Brock and Sayers ( 1988) is then tested on the residuals to obtain the estimated 

correlation dimension. Blank' s results show that both the S&P index and soybeans 

23 



appear to have chaotic nonlinearities in their underlying generating processes. When the 

re~ults for the stock index and soybean futures are compared, similarity is revealed. 

Howe·,er, the results of the stock index are different than those reported in earlier stock 

market studies which use cash price data. Both futures markets are shown to have a low 

correlation dimension. In particular, the correlation dimension for soybeans is slightly 

lower for the nearby series than for the contract series. The statistical tests indicate the 

presence of nonlinearities in both markets but estimates of the Lyapunov exponents 

suggest that these nonlinearities are deterministic rather than stochastic in nature. 

Therefore, the author argues that there is a possibility that short-term forecasting models 

may be improved. 

Vaidyanathan and Krehbiel (1992) extend the earlier work of DeCoster, Labys and 

Mitchell (1991 ), and Blank ( 1992). The purpose of their investigation is test for the 

existence of nonlinear dependence in the S&P 500 futures mispricing series. They argue 

that the presence of nonlinear structure in the mispricing series would be consistent with 

a deterministic as opposed to a stochastic explanation. In particular, this study identifies 

some aspects of market microstructures that can generate chaotic dynamics in the 

mispncmg series. 

The authors use daily data representing futures mispricing for the S&P futures contract. 

computed as the difference between the S&P 500 futures price and the theoretical 

forward price, which is expressed as a percentage of the index value. The data starts 

with the September 1983 S&P 500 contract and follows the December, March, June, 

September cycle with the last series relating to the June 1987 S&P 500 contract. Each 
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series has approximately 1,600 observations. The futures contract prices from the nearest 

contract at any point is used. The daily in ten:-., . i ::1te on c"· ~ificates of deposit is used to 

compute the theoretical forward and the mispricing seric 

The methodology used is quite similar to that of DeCoster, et.al., (1991) except for the 

testing of nonlinearity. Vaidyanathan and Krehbiel employ the BDS procedure of 

Brock-Dechert-Scheinkman (1986) to test for independent, identical distribution (i.i.d.) 

in the series. The BDS statistic converges to a normal distribution with unit variance; 

i.e., N (0, l ), which implies that inference based upon the standard normal distribution 

is possible. Rejection of the null hypothesis can provide evidence of serial dependence 

in the data. The results of the BDS test for the null hypothesis of an i.i.d on the return 

series is rejected. To eliminate the possibility of linear dependence, AR is filtered to the 

return series and the residuals are then tested for the i.i.d. The results reject the null 

hypothesis even though the values of the BDS statistic are reduced. By applying the 

ARCH process, the study again tests for the i.i.d. on the standardised residuals. The 

results reject the null hypothesis in three out of five cases, implying that the ARCH 

process cannot account for all the nonlinearity in the data series. The authors note that 

the possibility of a deterministic/chaotic explanation of the data which suggests that 

market efficiency is violated in the S&P 500 misprising series. 

Yang and Brorsen (1993) test both the GARCH and the deterministic chaos process for 

a large sample of daily futures price changes. Their study is similar to those of Blank 

(1992) and DeCoster, et.al., (1991) but more comprehensive in that seasonality, day-of­

week and maturity effects are considered simultaneously. 
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Daily closing data on 15 commodity contracts actively traded in the U.S. futures markets 

are used. Except for wheat (Kansas City) contracts which start trading from February 

1979, the other 11 ~ommodity contracts ( com, coffee, oats, soybean, soybean meal, 

wheat (Chicago), copper, gold (NY), palladium, platinum and silver) are for the 10 years 

from January 1979 to December 1988. The other three commodity contracts, the NYSE, 

the S&P 500 and the Value Line start from January 1984 to December 1988. The authors 

argue that using more than 2,500 observations for each commodity ( except for the stock 

indexes) provides enough degrees of freedom that it seems reasonable to use tests that 

are only asymptotically valid. 

Using the BDS test, the null hypothesis of i.i.d. is rejected for all return series. Such 

findings are consistent with deterministic chaos. Next, using a similar method to the 

study of Vaidyanathan, et.al., (1992) in order to eliminate the possibility of linear 

dependence, the GARCH model is filtered to the return series and the residuals are then 

tested for the i.i.d. The BDS test statistics for the standardized residuals indicate 

significant dependence for eight contracts. In two of these cases, the BDS statistic is 

negative which is consistent with deterministic chaos. If time series data are stochastic. 

the estimated dimensions should have full dimension; that is, equal or very close to the 

embedding dimensions. The results show that only silver has an estimated dimension 

lower than the embedding dimensions. As for market anomaly, the results show that 

volatility does not differ according to the day of the week. The maturity effect is 

significant in six cases and a seasonal pattern is revealed for several commodities. 

especially agricultural commodities. The authors conclude that these findings provide 

strong support for the existence of conditional heteroscedasticity. However, there is no 
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conclusive support for or against deterministic chaos. 

Fujihara and Mougoue (1997a·! test for linear and nonlinear dependence in three 

petroleum futures returns. Specifically, they re-test the analysis of market efficiency for 

the futures market based on linear and nonlinear tests for the three energy futures. They 

argue that this analysis is useful since in the presence of any dynamics, linear and 

nonlinear, conditional densities can provide a better description of short-term price 

movements than can unconditional densities. 

Daily futures prices for crude oil, heating oil and unleaded gasoline traded at the 

NYMEX from December 3, 1984 to September 30, 1993 and consisting of 2,217 

observations are used. A single time series is constructed by using the nearby futures 

contract until the day prior to its last trading day at which point the data is rolled over 

to the next deferred contract. Using the linear model of weak-form efficiency test on the 

return series, they find evidence against market efficiency in two out of three cases. 

However, the opposite results are found after nonlinear dependence has been accounted 

for using BDS tests. The nonlinear behaviour arises solely from the variance of the 

process as shown by the third-order moment tests. Fixing GARCH models to the data 

can explain both nonlinear dependence and leptokurtosis. A strong GARCH effect is 

shown for all three oil futures series. In conclusion, the authors note that the testing and 

accounting for nonlinearities is important since this may help improve short-term price 

predictability and may also lead to the long-term improvements in investment strategies. 
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Testing for Nonlinear Dependence in the Foreign Futures Market 

Hsieh ( 1988) examines the statistical properties of the daily rates of exchange for five 

foreign currencies. His main purpose is to discriminate between two competing 

explanations of the observed heavy tails of the distribution. One view is that the data are 

independently drawn from a fat tail distribution that remains fixed over time, while 

another proposes that the data come from distributions that vary over time. 

Daily closing bid prices of foreign currencies from the interbank market are used. Five 

major currencies are selected which include the British pound (BP), the Canadian dollar 

(CD), the German mark (DM), the Japanese yen (JY) and the Swiss franc (SF). The data 

consist of 2,510 daily observations from January 2, 1974 to December 30, 1983. The 

author finds that the exchange rate changes are not independent and identically 

distributed. In addition, the data are independently drawn from a normal distribution in 

which the mean and variance change over time. 

Hsieh (1989a) extends the previous study, Hsieh (1988) by examining whether changes 

in the five foreign exchange rates exhibit nonlinear dependence. Specifically, the author 

employs methodology proposed by Brock, Dechert and Scheinkman ( 1986) to test 

directly for nonlinear dependence and to distinguish between different types of 

nonlinearity. As noted by the author, there are two possible explanations of the nonlinear 

dependence in the exchange rate changes series: first, that they are purely deterministic 

processes that look "random" and second, that they are nonlinear stochastic functions of 

their own past. 

28 



Daily closing prices of five foreign currencies in terms of the U.S. dollar from the 

interhank market provided by the University of Chicago Center for Research on Security 

Pric,:·. • are used. They include: the British pound (BP), the Canadian dollar (CD), the 

German mark (DM), the Japanese yen (JY) and the Swiss franc (SF), and total 2,510 

observations from January 2, 1974 to December 30, 1983. The results demonstrate that 

daily exchange-rate changes are not independent of changes in the past. Although there 

is little linear dependence in the data, the BDS test and autocorrelations of squared data 

detect strong nonlinear dependence. Evidence from the third-order moments indicates 

that nonlinearity enters through variance rather than through means. The findings are 

consistent with the presence of conditional heteroscedasticity. Further investigation 

suggests that a generalized (ARCH) model can explain a large part of the nonlinearities 

for all five exchange rate changes. 

Estimating ARCH and GARCH Models in the Foreign Currency Market 

Hsieh (1989b) study estimates autoregressive conditionally heteroscedastic (ARCH) and 

generalized ARCH (GARCH) models for five foreign currencies. He also examines the 

ARCH and GARCH specifications as well as the number of nonnormal error densities 

and the comprehensive set of diagnostic checks for each methods. Although the ARCH 

and GARCH models have been found to be successful in accounting for most of the 

heteroscedasticity of exchange-rate data in many studies, Hsieh points out that none have 

conducted a thorough investigation to identify properly the type of heteroscedasticity in 

the data-generating process. 
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Hsieh examines daily closing-bid prices of five currencies in terms of the U.S. dollar: 

the British pound (BP), the Canadian dollar (CD), the German mark (DM), the J~panese 

yen (JY) and the Swiss franc (SF), from 1974 to 1983, totalling 2.5 IO observations. The 

data are from the University of Chicago Center for Research on Security Prices. Hsieh's 

results show that the GARCH (1,1) and exponential GARCH (1,1) are extremely 

successful at removing conditional heteroscedasticity from daily exchange-rate 

movements. Goodness-of-fit diagnostics indicate that EGARCH with certain non-normal 

distributions fits the Canadian dollar extremely well and the SF and the DM reasonably 

well. However, only one model fits the JY reasonably well and none of them fit the BP. 

Krager and Kugler ( 1993) study the non-linearities in foreign exchange markets over 

the last ten years and estimates self-exciting threshold autoregression (SET AR) models 

for five foreign currencies using weekly data. Their study is motivated by the conjecture 

that the system of managed floating which prevailed in the 1980s, leads to different 

behaviour of moderate and large exchange rate changes. 

Weekly data series are examined for five currencies against US dollar from June 1980 

to January 1990, totalling 500 observations. These currencies are the German mark, the 

French franc, the Italian lira, the Swiss franc and the Japanese yen. The results show 

that, in all cases, threshold effects are found to be statistically significant. However, 

when the BDS test is applied to the SET AR residuals, it shows some misspecification 

of the models. Similar results are obtained when the standard GARCH model is applied 

to the data. The authors conclude that neither the SET AR nor the GARCH model 

provide a convincing framework for describing non-linearities of exchange rate data. 
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Brooks ( 1996) also tests for non-linear dependence in the sterling exchange rates using 

a set of 1 O daily sterling exchange rates covering the entire post Bretton-Woods era until 

the present day. He suggests that the evidence of non-linearity in financial time series 

may improve in the short term by switching from a linear to non-linear modelling 

strategy. He examines daily mid-spot exchange rate data series, denominated in pound 

sterling from January 2, 1974 to July 1, 1994, for the Austrian schilling/pound, the 

Canadian dollar/pound, the Danish krone/pound, the French franc/pound, the German 

mark/pound, the Hong Kong dollar/pound, the Italian lira/pound, the Japanese 

yen/pound, the Swiss franc/pound and the US dollar/pound. Using the nonlinear tests 

of BDS, Tsay, RESET, Engle and White, Brooks finds, on the whole, that the null 

hypothesis of linearity is rejected by all the tests, in almost all of the series. Moreover, 

most of this nonlinear dependence can apparently be explained by reference to the 

GARCH family of models. 

Testing the Behaviour of Stock Prices 

Akgiray ( 1989) published new evidence about the time-series behaviour of stock prices. 

Many previous studies on stock prices assumed dependence and linearity in the return 

generating process for the series. However, he challenged these common assumptions 

noting that there seems to be no compelling theoretical reasons for accepting either 

assumption. 

He uses data from the Center for Research in Security Prices, consisting of 6,030 daily 

returns of value-weighted and equal-weighted indices covering the period from January 
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1963 to December 1986. The sample is divided into four different periods of 6 years 

each and each period as well as the entire period is analysed separately. The author 

discovers that the daily time series exhibiL si6nificant levels of second-order dependence 

and that they cannot be modelled as linear white-noise processes. Moreover, the return 

generating process is empirically shown to be a first-order autoregressive (ARl) process 

with conditional heteroscedasticity innovations. In particular, the generalized 

autoregressive conditional heteroscedasticity GARCH (1 ,1) processes fit the data well. 

Testing for Nonlinearity in the Stock Market 

The Scheinkrnan and LeBaron ( 1989) study examines the new technique of algorithms 

used to distinguish between random systems and deterministic systems and specifically 

uses this technique to detect the detect nonlinearity departures from random-walk 

behaviour in U.S. stock returns data. In addition, the Brock, Dechert and Scheinkrnan 

(BDS) procedures are used to test for nonlinearities. 

Daily returns on the value-weighted portfolio from the Center for Research in Security 

Prices, totalling 5,200 observations are used. The authors also construct the weekly 

returns series which they argue are less noisy since these are not sensitive to weekend 

effects. Before applying the BDS test, the return series is first filtered through the linear 

models to make sure that linear effects have been removed. The resulting residuals are 

then tested for i.i.d. using BDS procedures. The results indicate the presence of 

nonlinearities in weekly returns. In addition, the results of the Brock test show a 

deterministic system in the return series. 
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Hsieh (1991) carried out a similar study to detect chaotic and nonlinear behaviour in 

the stock market. His interest in the subject reflects increased interest in both the 

financial press and academic literature following evidence that the frequency of large 

moves in stock markets is greater than would be expected under a normal distribution. 

The author applies the BDS test of i.i.d to weekly stock returns data from 1963 to 1987, 

obtained from the Center for Research in Security Prices. His results strongly reject the 

hypothesis that stock returns are i.i.d. The cause does not appear to be chaotic dynamics 

but, rather, conditional heteroscedasticity. Another observation is that the ARCH-type 

models do not fully capture the nonlinearity of stock returns and this contradicts the 

findings of Hsieh, (1989a) on foreign exchange rates. 

Exploring the Nature of Nonlinear Dynamics in Stock Market 

Booth, Martikainen, Sarkar, Virtanen and Yli-Olli (1994) extend the work of previous 

studies on nonlinear dependence by exploring the nature of the nonlinear dynamics ( e.g .. 

Hsieh, 1991 ). In particular, they use Grassberger-Procaccia correlation dimensions to 

test whether returns in the Finnish stock market, during the 1970s and 1980s, were 

generated by a chaotic process. 

The authors use daily data from the Finnish Stock Index (HSI), a value-weighted index 

consisting of 134 stocks, beginning on the first trading day in January 1970 and ending 

on the last trading day in December 1989. The sample is split into two consecutive 10 

year periods. The results exhibit significant nonlinear dependence of non chaotic forrn 
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in both periods. A simple GARCH model removes most of the nonlinearity which 

r-ontra :ts the findings of Scheinkman and LeBaron (1989) for US stock returns but 

supports Hsieh's (l 991) contention that US stock returns are not chaotic and that the 

observed nonlinearities are effectively removed by GARCH processes 

Testing Nonlinearity Using High Frequency Data in the Stock Market 

Abhyankar, Copeland and Wong (1995) use high frequency data to test for the presence 

of nonlinear dependence and chaos in real-time returns on the U.K. FTSE-100 Index. 

The authors employ a larger size sample in order to have a greater potential for 

observing the microstructures effect as well as an increase likelihood that the underlying 

process has remained stationary over the sample period. 

The data consist 60,000 minute-by-minute real time returns on the UK FTSE- 100 Index 

of stocks quoted on the London International Stock Exchange over the period from 

January 4, 1993 to June 30, 1993. Using the BDS test for i.i.d. and the Lyapunov 

Exponent test for chaos, the results show clear evidence of nonlinear dependence in the 

series. There is little evidence to support the view that the process is chaotic. The authors 

also test the residuals from a GARCH process fitted to the data, to ascertain whether the 

nonlinearity can be explained by this type of model. Their results suggest that GARCH 

can explain some but not all of the observed nonlinear dependence. 
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2.4 The Relationship Between Trading Volume and Price Variability. 

It has been widely accepted and well documcutect m the hcerature that GARCH models 

provide a good fit for exchange rates and currency futures. 1 In the present study, we will 

also examine whether ARCH effects disappear when volume is included as an 

exogenous variable in the conditional variance equation. It has been suggested that time­

series dependencies in information flows induce the documented ARCH effect. Indeed, 

Lamoureux and Lastrepes ( 1990) have shown that ARCH effects tend to disappear 

when volume is included in the variance (other early empirical studies include Epps and 

Epps, 1976; Smirlock and Starks, 1985; Karpoff, 1987). As for the futures market, there 

is a growing body of literature which examines this relationship, including studies by 

Clark (1973), Tauchen and Pitts (1983), Cornell (1981 ), Foster (1995) and others. 

There are two leading models which can provide explanations of the above finding 

concerning information arrival for the observed correlation between price variability and 

volume. The first model which is referred to as the Mixture of Distribution Hypothesis 

(MDH), was proposed by Clark ( 1973) and later extended by Harris ( 1986). It suggests 

that there is a positive contemporaneous relationship between these variables. In the 

framework of MDH, when new information arrives, trading increases as the investors 

revise their expectations. This implies that trading volume and prices change 

synchronously in respond to new information. 

Studies include Hsieh (1989a) and Laux and Ng (1993) among others. 
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The second model, referred to as the sequential information arrival hypothesis (SEQ), 

was provided by Copeland (1976) and followed by Smirlock and Starks (1988). In this 

model , the new information is not transmitted to all traders in a single day. Instead, the 

new information reaches one trader at a time. Consequently, each individual trader's 

transaction in response to a given signal represents one of a series of incomplete or 

intermediate equilibria prior to the final complete information equilibrium, unlike the 

MDH where the final equilibrium is obtained immediately. In other words, trading 

occurs in sequence only after information is received by each trader. The primary 

implication of SEQ suggests that price variability is potentially forecastable given 

knowledge of past trading volume and vice versa. 

Examining Contemporaneous Volume-Price Relationship in the Futures Market 

Clark (1973) was among the first to investigate the volume-price variability relationship 

in the futures markets. He developed a model which argued that the daily price change 

was the sum of a random number of within-day price changes. Thus, the variance of the 

daily price change is a random variable with a mean which is proportional to the mean 

number of daily transactions. Clark argues that the trading volume is related positively 

to the number of within-day transactions and so the trading volume is related positively 

to the variability of the price change. If trading volume is not related to the speed of 

evolution, there should be no correlation between these variables. In other words, his 

hypothesis implies that trading volume and prices change synchronously in response to 

new information. 
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Clark uses daily data on price and volume for cotton futures from 1945 to 1958, 

excluding the Korean Warp< , ,:January 26, 1951 to March 23, 1951). The series are 

divided into periods of 1,0U0 l · , ·c1tions each. Sample 1 is from January 17, 1947 to 

August 31, 1950, while Sample 2 is from March 24, 1951 to Febuary 10, 1955. Simple 

linear regression results in a positive relationship between the aggregate volume and the 

square of the price change, suggesting that trading volume as an appropriate proxy for 

speed of evolution. 

Cornell ( 1981) also investigated the relationship between the volume of trading and 

price variability for futures contracts daily data from the Center for the Study of Futures 

Markets at Columbia University. His sample began on January 1, 1968 and ended on 

May 1, 1979 except for gold which began on January 1975 for the COMEX and on 

March 1 for the International Monetary Market of the Chicago Mercantile Exchange. 

Altogether he selected 18 commodities from those that were actively traded on the major 

U.S exchanges during that period. The data consisted of daily observations on the 

settlement prices for all outstanding contracts on each commodity and also aggregate 

figures, across the contracts, on volume and open interest. 

Using simple linear regression, Cornell found a significant positive contemporaneous 

correlation between the changes in average daily volume and the changes in the standard 

deviation of daily log price relatives for 14 of the 18 commodities in the sample. For the 

other four commodities, the correlation was also positive though insignificant. In 

addition, a pooled time series and cross-sectional regression showed that the 

contemporaneous correlation between the two variables was significant at the 1 percent 
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level. Conversely, the correlations between changes in price variability and lagged 

changes in volume were insignificant. 

A study by Tauchen and Pitts ( 1983) is very similar to the earlier studies of Clark ( 1973) 

and Cornell (1981 ). Their research focuses on the relationship between the variability 

of the daily price changes and the daily volume of trading on the speculative markets. 

They extend the previous work on the theory of speculative markets in two ways. First, 

they derive from economic theory the joint probability di stribution of the price change 

and the trading volume over any interval of time within the trading day. Secondly, they 

determine how this joint distribution changes as more traders enter (or exit from) the 

market. According to the model, if the number of traders is fixed, then the model 

predicts that the distribution of the daily price change is leptukurtic and that the square 

of the daily price change is positively related to the daily trading volume. If the number 

of traders is growing, then the model predicts that the mean trading increases linearly 

with the number of traders. Also, the variance of the price change decreases with more 

traders. 

The authors employ daily data on price change and trading volume for the 90-day T-Bill 

futures contracts traded at the Chicago Mercantile Exchange (CME), a total of 876 

observations beginning from January 6, 1976 and ending on June 30, 1979. The price 

data are aggregate for different delivery dates and are expressed in thousands of dollars. 

The trading volume is the total for all contracts and is expressed in thousands of 

contracts. 
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Using maximum likelihood to estimate the parameter, for a fixed number of traders, the 

daily , .:me and the square of the price change are positively related. However, as 

number of traders increases, the mean daily volume increases while the variance of the 

price change decreases. In conclusion, the author's results seem to reconcile conflicting 

findings between the price variability-volume relationship for this market and the 

relationship obtained by previous researchers for other speculative markets. 

Price-Volume Relationship and Cointegration 

Malliaris and Urrutia (1998) extend previous research on the relationships between 

price and trading volume, and the determinants of trading volume. In doing so, they 

postulate several hypotheses and test them using agricultural commodity futures 

contracts. Augmented Dickey and Fuller tests of stationarity, tests of cointegration, and 

error correction methodology are used to test four hypotheses. They are time-series 

properties of price and volume of trade; short-term and long-term relationships between 

price and trading volume; the changes in trading volume over time depend on three 

factors: time, price and volatility of price; the volatility of trading volume as a function 

of price volatility. They use corresponding daily prices and trading volume from January 

2, 1981 through to September 29, 1995, for six agricultural commodity futures 

contracts: corn, wheat, oats, soya beans, soyabean meal and soybean oil. 

For the first hypothesis, the time series of price and trading volume are found to be non­

stationary in levels but stationary in growth; that is, they are integrated in order 1, I( 1 ). 

Because in the second hypothesis the two variables are cointegrated, there is causality 
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in the Granger sense between price and volume of trade in at least one direction. Thus, 

price and trading volume are interrelated in the long run as well as in the short run. The 

third hypothesis is confirmed only for price variability; i.e., trad!ng volume is a function 

of price variability. For the fourth hypothesis, the authors find that price volatility is a 

determinant of both trading volume and the volatility of trading volume, confirming 

previous results of Cornell ( 1981) and Garcia, Leuthold and Zapata ( 1986). 

Malliaris and Urrutia conclude that the strong relationship between price and trading 

volume highlights the relevance of trading volume and offers support to technical 

analysis. Furthermore, the evidence of long-run relationship between the variables 

should help hedgers, who hold positions in the futures markets much longer than 

speculators. 

Examining the Lead-Lag Volume-Price Relationships Between Trading Volume 

and Price Variability in Commodity Futures Market 

Garcia, Leuthold and Zapata ( 1986) examined the lead-lag relationships between trading 

volume and price variability for selected contracts of corn, wheat, soybeans, soybean 

oil and soybean meal during 1979 and the early 1980s. These five agricultural 

commodities are traded on the Chicago Board of Trade. The daily data used are for each 

contract and are differenced and subdivided into three periods of approximately four­

months' length with roughly an equal number of data points in each group. 

The methodology used to examine lead-lag relationships follows the approach suggested 
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by Granger ( 1969). This linear causality model assumes that the series are generated by 

a stationary stochastic process with a constant variance. In addition, the authors use two 

different methods to measure price variability: first, the percentage change in daily 

closing prices (PCCP) and second, the adjusted price range (ADJR), which is 

constructed by adjusting the range if today's low price exceeds yesterday's close when 

prices are increasing or if today's high price is less than yesterday's close when prices are 

decreasing. As for volume, the daily volume relative to the level of open interest 

(VOLJOI), was used. 

The authors find eighteen lead-lag and two feedback relationships using PCCP , and 

seventeen lead-lag and three feedback relationships using ADJR. In addition, with 

PCCP, price variability leads volume more frequently than volume leads price 

variability. However, with ADJR, the results are reversed; i.e., volume leads price 

variability more frequently that price variability leads volume. As for the composition 

of lead-lag relationships by commodities, both show a higher proportion of leads and 

lags in the soybeans, soybean oil and soybean meal than in the other two commodities. 

This may reflect the more volatile nature of soybeans. 

In conclusion, the authors argue that in general there is no clear pattern in the 

relationship or in lead-lags and price trends, a finding consistent with that of Cornell 

(1981) and with the assumption made by Tauchen and Pitts (1983). This suggests that 

predicting price movements from past changes in price and volume is not very reliable. 
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Size and Maturity as a Function of Price-Volume Relationship in the Oil Futures 

Market 

Foster ( 1995) was among the first to investigate the dynamic relationship between 

trading volume and price variability in the oil futures markets. He extends the previous 

study of this relationship by raising two more related issues: first, whether the level of 

trading differs with the direction of price movements and, secondly, whether the size 

or maturity of a futures market affects its volume-volatility relationship. 

His data are daily closing prices for a roll-over of nearby futures contracts written on 

Brent crude and WTI crude from the IPE and NYMEX, respectively, together with their 

corresponding daily trading volumes over a period from the January 1990 contract to the 

June 1994 contract for both Brent and WTI contracts. A third sample of WTI futures 

covers the period from the January 1984 contract to the June 1988 contract. He makes 

comparisons of the volume-volatility relationship with respect to market maturity. 

Two conflicting theories on testing for the price-volume relationship are discussed. 

These are the sequential information model (SEQ) and the mixture of distribution 

hypothesis (MDH). The SEQ model hypothesizes that traders in a market receive new 

information in a sequential , random fashion. On the other hand, the MDH provides a 

model which implies a positive relationship between volume and price variability with 

the relationship being a function of the directing ( or mixing) variable, defined as the rate 

of information arrival. 
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Using the GARCH model and the generalized method of moments (GMM) model, the 

author finds that volume and volatility are largely contemporaneously related and both 

driven by the same factors, assumed to be information. In addition, volume variables are 

significant in the GARCH models but are numerically small and have a negligible 

impact on the GARCH coefficients, suggesting that the volume is not an adequate proxy 

for the rate of information flow. The study also finds that trading volume and the 

dispersion of price changes are symmetric. Therefore, it is not expected that the level of 

trading volume is affected by the direction of price changes. The implication of these 

findings is that oil futures do not react directly to the sign of a price change. Finally, 

using the GMM model, Foster finds evidence from the NYMEX- WTI contract that as 

markets become larger and more liquid; i.e., mature markets, their informational 

efficiency and volatility increases. 

Testing Macro and Microeconomic Variables-Volume Relationship in the Metal 

Futures Market 

Martell and Wolf (1987) investigate the relationship between the level of activity 

(trading volume) and macro- and microeconomic variables instead of the volume-price 

relationship. Specifically, they expand the variables and empirically examine the 

determinants of volume in metal futures markets. Daily and monthly data for the active 

nearby contract month from January 1, 1976 to December 1, 1982, are used. 

The daily settlement prices are taken from most recent twenty trading days and the 

monthly settlement prices are from the average per day. Macro- and microeconomic 
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variables are taken from several sources. The S &P Stock Index is used as a proxy for 

market perfrirrnance and the Treasury Bill rate represents risk free interest while the rate 

of unemploymer.t and the Consumer Price Index measure the level of activity in the real 

market and the price levels, respectively. Using a linear regression, the authors find that 

all the variables used explain the trading volume satisfactorily for both daily and 

monthly data sets. In contrast to previous research, they show that volume is a function 

of more than one variable. 

Testing for Intradaily Price Variability and Volume Relationship in the Bond 

Futures Contracts 

Watanebe ( 1996) was among the earliest to examine the relationship between price 

volatility and trading volume using high frequency data. His data set consists of a 5-

minute return and trading volume for Japanese Government Bond (JGB) Futures 

contracts that expire in March and June 1995. The sample period is from March 3, 1995 

to May 3, 1995 and the trading volume is the sum of the contracts that expire in March 

1995 and June 1995. After omitting data when trading is zero, the observations total 

3,234. 

Based on the mixture-of-distribution hypothesis, the author first sets up a model in 

which price volatility and log volume are jointly determined by a single latent common 

factor. Using a quasi-maximum likelihood procedure via the Kalman filter, the model 

is then fitted to data. He finds that the common factor is not persistence and that there 

are highly persistent noises, providing evidence for the misspecification of the mixture-
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of-distribution hypothesis. In addition, using the VAR model as a comparison, the author 

finds evidence of bi-directional causality as well as simultaneous causality between 

volatility and volume. He concludes that the presence of sig11it1cant causality from 

volume to volatility suggests that high-frequency trading volume data may provide 

useful information for financial risk management. 

Testing for Volume-Price Variability and the GARCH effect in Treasury Bond 

Futures Markets 

Najang and Yung (1991) investigate two main issues. First, they reexamine the 

distributional properties of futures price movements. Secondly, they investigate the 

relationship between volume and price variability, and the GARCH effect in Treasury 

Bond futures markets. They employ the GARCH specification which is more appropriate 

than the standard statistical model because it is consistent with the return distribution 

which exhibits leptokurtosis. 

Daily closing prices and the volume data for Treasury Bonds between January 1984 and 

August 1989 from the Chicago Board of Trade (CBOT), are used. The analysis is 

performed on the entire period and on each calendar year. The authors find that the 

returns process of Treasury Bond futures can best be described by a GAR CH (1, 1) 

model. Subsequently, when contemporaneous volume is included in the GARCH 

specification, they find a positive price variability-volume correlation for only 1986 and 

1988. However, the GARCH coefficients are statistically significant for the overall 

period as well as for each calender year. When, instead of contemporaneous volume, 
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lagged volume is included in the GARCH specification to account for simultaneity 

problems, there is evidence of a positive price variability-volume correlation for the 

overall period and for most of the subperiods. The authors conclude that in the presence 

of simultaneity problems, lagged volume is a good instrument for contemporaneous 

volume in the GARCH specification. Furthermore using volume may help to explain 

the volatility of Treasury Bond futures despite the persistence of past volatility. 

Testing the Returns-Volume Relationship Using Linear and Nonlinear Granger 

Causality in Petroleum Futures Contracts 

Fujihara and Mougoue (1997a) have been the first to study the relationship between 

returns and trading volume in the futures market employing the nonlinear Granger 

causality test. They examine the relationship between returns and trading volume for 

three petroleum futures contracts. Using daily data for futures prices and trading volume 

for crude oil, heating oil and unleaded gasoline traded on the NYMEX from December 

3, 1984 to September 30, 1993, they first employ the VAR model to test for linear 

causality between returns and volume. Their results show that returns and volume have 

no predictive power for one another. As substantiated by Baek and Brock (1992), linear 

causality tests generally have low power against nonlinear relationships and, therefore, 

fail to detect useful nonlinear relationships between price variability and trading volume. 

However, since the distribution of the returns and volume series show some evidence 

of nonlinear dependence, Fujihara and Mougoue employ a nonlinear causality model. 

In doing this, they first filter for linear dependence through the use of the VAR process. 
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Next, a nonparametric test statistic based on the correlation integral is employed. The 

nonlinear causality test results reveal a significant bidirectional nonlinear causal 

relationship between the filtered returns and the volume series. Then, since the third 

moment test on the returns and volume series shows that nonlinear dependence arises 

solely from the variance, the authors filter the series using GARCH specification. The 

results still show strong evidence of bidirectional nonlinear Granger causality which 

suggests that the nonlinear process may influence both the mean and variance of futures 

returns and volume. The authors conclude that the strong nonlinear causal relationships 

found between petroleum futures and trading volume imply that knowledge of current 

trading volume improves the ability to forecast futures prices. 

Examining Exchange Rates-Unexpected Change Relationship in the Foreign 

Exchange Market 

A study by Frenkel ( 1981) analyses the key issues and the lesson taken from the 

experience with flexible exchange rates during 1970s. Specifically, he analyses the 

efficiency of the foreign-exchange market and the volatility of exchange rates as well 

as the relationship between exchange rates and unexpected changes in interest rates, a 

proxy for "news." As is widely known, the foreign-exchange market is efficient if 

current prices reflect all currently available information. 

Data on the British pound (BP) and the German mark (DM) obtained from the 

International Monetary Fund (IMF) are used; namely, spot exchange rates (for end-of­

month rates) and forward exchange rates (end-of-month bid prices for I-month 
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maturity) for the period from June 1973 to June 1978. The interest rates are 1-month 

Eurocurrency rates obtained from the Weekly Review, corresponding to th~ last Friday 

of each month. Using linear OLS, the author finds that, in general, the behaviour of th ,:: 

foreign-exchange market during the 1970s is consistent with the efficient market 

hypothesis. In addition, the "news" is found to be a major factor influencing changes in 

exchange rates, suggesting that exchange-rate changes are dependent on unexpected 

changes in the rates of interest. 

Mussa ( 1982) examines the exchange rate as an asset price that depends on expectations 

concerning exogenous real and monetary factors that will affect relative prices and 

absolute price levels. He develops an integrated model of exchange rate changes by 

taking the exogenous factors of expected and unexpected changes as a proxy for new 

information. The author explains that the expected change is the systematic and 

predictable component of change which contradicts prior beliefs concerning real and 

monetary changes affecting the exchange rate. Unexpected change, on the other hand, 

is random and unpredictable and reflects new information concerning real and monetary 

factors that determine the exchange rate. 

In general, the results of theoretical analysis of the effect of economic policy on the 

exchange rate show that the rate responds not only to the current policy action of the 

government (the expected) but also to the effect which a given action has on 

expectations concerning future policy (the unexpected). 
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Examining the Bid-Ask Spread-Volume Relationship in the Foreign Exchange 

Market 

Bassembinder (1994) examines the relationship between the bid-ask spread and the 

trading volume in the wholesale foreign exchange markets. He is interested in assessing 

this relationship because it has been shown that volume is highly correlated and can be 

forecast to a substantial degree. 

A set of daily spot and six-month forward currency quotations at the close of London 

trading from January 1979 to December 1992, is used. These are ask and bid quotes 

obtained from Reuters for the British pound (BP), the Swiss franc (SF), the German 

mark (DM) and the Japanese yen (JY). Because of the lack of a comprehensive database 

on trading volume in the wholesale foreign exchange market, Bassembinder follows the 

procedure of Glassman (1987), using currency futures trading volumes as instrumental 

variables for spot volumes. First, the author applies an ARIMA(l 0, 1,0) specification to 

decompose futures trading volume into forecastable and unexpected components. Then. 

using the generalized method of moments (GMM), the coefficients are estimated. His 

results show that both the forecastable and the unexpected trading volume have 

heterogeneous effects on the bid-ask spread. For each of the four currencies, the 

estimated coefficient of unexpected trading volume exceeds the forecastable volume. 
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Examining the News Events-Exchange Rates Relationship Using High Frquency 

Data in the Foreign Exchange Marlr" .. 

Goodhart, Hall and Pesaran (1993) investigate the response of short-term movements 

of exchange rates to news events using an extremely high frequency data set. In 

particular, they examine the effects of news events within a GARCH-M framework 

where news may potentially affect either the level or the variance of the sterling-dollar 

rate. In allowing for the effects of news, they focus on two specific news events: the 

announcement on Wednesday 17 May of the US trade figures, and the one percent rise 

in UK base interest rates on Wednesday 24 May. 

A continuous time-series of ask/bid prices quoted on the Reuters FXFX page for the 

sterling-dollar rate over the period Sunday 9 April to Monday 3 July 1989, totalling 

130,000 observations over an 8-week period is used. The results show that news can 

affects the level of the exchange rates, suggesting that the level of the exchange rate is 

a stable as opposed to a random walk process (since the lagged t-1 is significant). When 

the effects of news is allowed to enter the conditional variance, similar results are 

obtained. In addition, the parameter of the GARCH process changes dramatically from 

one very close to integration to one which is clearly stable. 

Testing for Incoming Quote-Price Variability Relationship Using Intradaily Data 

in the Foreign Exchange Market 

A study by Takezawa (1995) is closely related to that of Goodhart, et.al., (1993); both 
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use high frequency data of intradaily foreign exchange rates to investigate the impact of 

information or news on volatility. However, each uses a different proxy for informatior 

While Goodhart, et.al., (1993) use a news announcement on US trade and UK interest 

rates, Takezawa employs an incoming quote as the regressor in the conditional variance 

(GARCH) equation. As he notes that, since volume data are not available for FOREX, 

the number of incoming quotes can be used a proxy for potential trading and thus for 

information flow. 

Hourly data for the period from January to August 1993 for five foreign exchange 

currencies: the British pound (BP), the German mark (DM), the Canadian dollar (CD), 

the Japanese yen (JY) and the Swiss franc (SF) are used to test whether lagged 

information has an effect on volatility; i.e., whether information is long-lived. The 

results show that the lagged number of quotes is positively and significantly related to 

volatility for all currencies, thus providing evidence of a time-consuming or information 

decay process. 

Volume as a Proxy of News Information in the Stock Market 

Copeland (1976) focuses on the new techniques of information arrival developed under 

the key assumption that individuals shift their demand curves sequentially as new 

information is revealed to them. An individual will react to news of information by 

shifting his demand curve and his reaction will be followed by others. Finally, when all 

the individuals have received the news, a new equilibrium is established. 
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Using volume as a proxy of news information, Copeland finds a positive correlation 

between the absolute val ... .- -.rice changes and the expected value of trading volume 

with high values which oc, ., ;,vl1en traders are unanimous about new information and 

the low values which occurs when they disagree. Trading volume also seems to increase 

as a function of the strength of new information. 

Closely related to the work of Copeland (1976) is the study of Epps and Epps ( 1976) 

who provide a theoretical model for the distribution of stock prices and empirically 

explain the stochastic dependence between transaction volume and changes in the 

logarithm of security prices. The authors examine 20 common stocks selected from the 

New York Stock Exchange (NYSE), and derive a model in which the variance of the 

price change on a single transaction is conditional upon the volume of that transaction, 

thus supporting the work of Clark ( 1973). A change in the logarithm of price can 

therefore be viewed as following a mixture of distributions, with transaction volumes 

as the mixing variable. 

Number of Transactions-Price Relationship in the Stock Market 

Harris's (1987) study is related to the work of Clark (1973) and Tauchen and Pitts 

(1982). He examines the flow of information (the mixture of distributions hypothesis) 

for the distributions of daily price changes and volume. While the previous researchers 

use daily intervals , Harris uses transaction data to test for the mixture of distribution 

hypothesis, which assumes that the variance per transaction is related to the volume of 

that transaction. 
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The prices and volume of fifty common stocks traded continuously on the New York 

Stock Exchange between December 1, 1981 to January 31, l 983 are u -.;0r each 

security, price changes and volume are computed over fixed intervals of . . . , SO and 

100 transactions and over daily time intervals. The prices and volume are then adjusted 

for the effects of dividend, stock splits and stock dividends. The results, generally 

support the mixture of distribution hypothesis and the author points out that the daily 

number of transactions may be a good estimate of a time-varying information. 

Review of Previous Studies on Price Change-Volume Relationship in the Financial 

Market 

Karpoff ( 1987) reviews the previous and current research on the contemporaneous 

relation between price changes and trading volume in the financial market. He draws 

four conclusions. 

First, the empirical relations are established; i.e., volume is positively related to the 

magnitude of the price change and, in equity markets, to the price change per se. This 

can help discriminate between different hypotheses of market structure. Secondly, the 

price-volume relation is important for event studies that draw inferences from a 

combination of price and volume data. If price changes and volume are jointly 

determined, incorporating them will increase the power of these tests. Thirdly, he finds 

that price-volume tests generally support the mixture of distribution hypothesis and that 

price data are generated by a conditional stochastic process with a changing variance 

parameter that can be proxied by volume. Fourthly, price-volume relations have 
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significant implications for research into futures markets because the time to delivery 

_,r· a futures contract affects the volume of trading and therefore possibly the price. 

Modelling ARCH Using Conditional t-Distribution in the Stock Market 

Bollerslev ( 1987) develops a simple time series model designed to capture the 

dependence of speculative price changes. Specifically, the author extends the ARCH 

model to allow for conditional t-distribution errors. This permits a distinction between 

conditional heteroscedasticity and conditional leptokurtic distribution, either of which 

could account for the observed unconditional kurtosis in the data. 

Five different monthly stock price indices for the U.S. economy including Standard and 

Poor's 500 Composite, Industrial, Capital Goods, Consumer Goods and Public Utilities, 

are used. The indices are monthly averages of daily prices and consist of 453 

observations. He finds that speculative price changes are approximately uncorrelated 

(but dependent) over time. The standard t-distribution fails to take account of this 

temporal dependence, and ARCH and GARCH models with conditionally normal errors 

do not seem to fully capture the leptokurtosis. However, the GARCH ( 1, I )-t model fits 

the data adequately. 

Testing for Price Change-Volume Relationship in the Stock Market 

Smirlock and Starks ( 1988) investigate the empirical relationship between absolute stock 

changes and trading volume in the stock market. Specifically, they test whether the 
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proxy for infonnation arrival by trading volume follows a sequential (SEQ) or a 

simultaneous (SIM) process. Accordint . SEQ t,1.:::-..; are intennediate equilibria prior 

to the final complete infonnation equilibrium, while in the SIM there is only the final 

equilibrium. 

Daily stock prices and volume data for the 49 consecutive trading days from June 15 

through August 21, 1981 obtained from a sample of New York Stock Exchange finns 

are used. Granger causality tests reveal a significant causal relationship between 

absolute price changes and volume at the finn level. The results show some evidence in 

support of the SEQ as a more accurate description of dominant market behaviour than 

the SIM. The SEQ implies that knowledge of the behaviour of volume can improve 

conditional price change forecasts based on past price changes. 

Examining for Volume-Returns Relationship Using Intradaily Data in the Stock 

Market 

A study by Jain and Joh (1988) is closely related to work by Clark (1973) on the 

contemporaneous relationship between trading volume and returns. They extend the 

study to include the lead and lagged relationship between these variables using a long 

time series of hourly data. The authors note that high frequency data enable them to 

obtain precise estimates of correlations. 

Hourly data for trading volume and the returns of common stocks on the New York 

Stock Exchange (NYSE) for the years 1979 to 1983, comprising 1,263 trading days from 
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are used. The data consist of 7,578 hourly observations for the six hours per day trading 

time. The hourly trading volume data for the NYSE are taken from The Wall Street 

Journal and the market returns are from Standard and Poor's (S&P) 500. Using linear 

causality models , a strong positive correlation emerges between contemporaneous 

trading volume and absolute value of returns which is consistent with the mixture of 

distributions hypothesis as developed by Clark (1973) and others. Trading volume is 

positively correlated with returns lagged up to four hours. 

Testing for Linear and Nonlinear Causality Between Returns and Volume in the 

Stock Market 

Hiemstra and Jones (1994) are among the few who use both linear and nonlinear 

causality tests to examine the dynamic relation between daily Dow Jones stock returns 

and percentage changes in New York Stock Exchange trading volume. They examine 

whether the nonlinear causality from volume to returns can be explained by volume 

serving as .a proxy for information flow. 

Daily closing prices of stocks are obtained from the Dow Jone Price Index. They are 

calculated as a returns and are obtained from Dow Jones Industrial Average for the 

period 1915 to 1940 and from the Dow Jones 65 Composite Index for the period 1941 

to 1990. The trading volume series is the total daily trading volume on the NYSE. The 

test using linear VAR models, indicates unidirectional causality from stock returns to 

percentage volume changes for both sample periods. The modified Baek and Brock 

( 1992) test results show significant bidirectional nonlinear Granger causality between 
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stock returns and trading volume for both sample periods. In addition, there is evidence 

of nonlinear causality f.. . ~rading volume to the exponential GARCH filtered stock 

returns for both periods. 

Testing for Price Variablity-Volume Relationship and the GARCH Effects in 

Stock Market 

Lamoureux and Lastrapes (1990) examine the validity of the implication of the mixture 

model that the variance of daily price increments is heteroscedastic in order to ascertain 

whether they are positively related to the rate of daily information arrival proxy by 

volume. 

Daily closing prices and volume for 20 actively traded stocks during the period from 

July 1981 to June 1985 were obtained from the Standard and Poor's Daily Stock Price 

Records. When the GARCH ( l, 1) model is applied to the sample together with volume 

as an exogenous variable in the conditional variance equation, the ARCH effects vanish 

in 16 out of 20 cases. The results suggest that lagged squared residuals contribute little 

if any additional information about the variance of the stock return process after 

accounting for the rate of information flow, as measured by the contemporaneous 

volume. 

Sharma, Mougoue and Karnath (1996) extended the work of Lamoureux and Lastrapes 

( 1996) by examining whether trading volume explains the GARCH effects for the 

macro structure of the market. Their data comprises 1,008 observations of daily returns 
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and corresponding volume taken from the NYSE index over a four-year period 

beginning in 1986 and ending in 1989, obtained from the Wall Street Journal 

The GARCH model is estimated using two assumptions: conditional normality and 

conditional t-distribution. When volume is introduced as a proxy for information arrival 

in the conditional variance, the GARCH effects remain, contrary to the findings of 

Lamoureux, et.al., (1990). Sharma, Mougoue and Karnath conclude that there is a 

possibility that other variables besides volume contribute to the heteroscedasticity. 

2.5 Spillover Effects 

The increased globalization of financial markets brought about by the relatively free 

flow of goods and capital as well as the recent revolution in information technology has 

resulted in a voluminous flow of information from one market to another and, 

consequently, in the publication of many studies related to price and volatility 

transmission. One study by Hamao et.al., ( 1990) finds that the spillover effect from the 

Japanese stock market to the US stock market has increased steadily. Another by Lin 

et.al., (1994) finds that price and volatility spillovers between the US and the Japanese 

markets are generally reciprocal; i.e., the two markets influence each other. Other studies 

show similar results, [ Eun and Shim (1989);King and Wadhwani (1990); Cheung and 

Kwan (1992); Susmel and Engle (1994 ); Liu, Pan and Fung (1996) ]. 

Similar evidence of spillovers is reported in the foreign exchange market. For example, 

Engle, Ito and Lin (1990) developed their famous hypotheses of heat waves and meteor 
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shower and tested them on the daily exchange rate in the New York and Japanese 

markets. Their findings support the meteor shower, suggesting spillovers from one 

mar' ~t to another market. Similar findings are also reported in Ito et.al., ( 1992). As for 

the futures market, studies on transmission are relatively few. Abhayankar (1995), 

investigates the Eurodollar futures markets spillover while Puttonen (1995) examines 

the international transmission of volatility between the stock and stock index futures 

markets. Tse and Booth (1996) test for spillovers between U.S. and Eurodollar interest 

rates using U.S. Treasury Bill and Eurodollar futures. 

Examining for Inter-Market Transmission of Volatility and Volume in the Futures 

Market 

Studies of volatility spillover in the futures market are rare compared to those in the 

equity market. The Abhyankar ( 1995) study is one of a few which attempt to assess 

spillover in the futures market. He investigates the inter-market transmission of returns, 

volatility and trading volume between the Eurodollar (ED) futures markets of the 

Chicago Mercantile Exchange (CME) and the Singapore Monetary Exchange (SIMEX). 

The author points out that his study provides an unbiased test of inter-market 

transmission effects because his two samples are from non-overlapping time zones. 

Intra-daily data on opening and closing prices as well as volume and open interest were 

obtained from DAT ASTREAM (CMD ED futures contract) and from SilvlEX. They 

cover the period from December 14, 1987 to September 16, 1991. The price of the near 

contract is used and the series is rolled over into the next near contract on the expiration 
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day. The results of the GAR CH (1, l) model, indicate lagged spillover effects in the 

mean return only from the CME to the SIMEX. Ho·,::e..-er, there is some evidence of a 

symmetric effect in the lagged spillovers in volatility from one market to another, and 

this finding is similar to the meteor shower effect observed by Engle, Ito and Lin 

(1990). Abhyankar also finds that the volume in the market that has traded earlier has 

a significant impact on the conditional volatility of the market that follows . 

Testing for Heat Wave and Meteor Shower Using Intradaily Data in the Foreign 

Exchange Market 

Engle, Ito and Lin ( 1990) investigate the causes of volatility clustering in exchange rates 

by developing two types of volatility process; namely, the heat wave and the meteor 

shower, and by testing them on the intra-daily data for yen/dollar exchange rate. The heat 

wave hypothesis is that volatility has only a country-specific autocorrelation. The meteor 

shower is a phenomenon of intra-daily volatility spillovers from one market to the next. 

The intra-daily yen/dollar exchange rates from October 3, 1985 to September 26, 1986 

are used. The data in Tokyo are collected daily from transaction rates reported in the 

Nihon Keizai Shibun while the New York rates are the simple average of ask and bid 

rates in the Federal Reserves Bank of New York. The hourly rates for the second 

moment (conditional variance equation) of the GARCH model reject the heat wave 

hypothesis and this is consistent either with market dynamics which exhibit persistence 

volatility (possibly due to private information or heterogeneous beliefs) or with 

stochastic policy coordination. 
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Testing for Heat Wave and Meteor Shower Over Difference Regime in the Foreign 

Exchange Market 

Ito, Engle and Lin ( 1992) extend the work of Engle, Ito and Lin ( 1990) by examining the 

intra-day volatility of the foreign exchange rate. Their sample is divided according to 

potential changes in policy coordination and Japanese deregulation of capital control and 

is analysed over several different periods from 1979 to 1988 as well as for the entire 

time span according to potential changes in policy. In each regime, the authors test for 

heat shower and meteor shower effects. They hypothesize that the heat wave allows 

volatility to produce only country-specific autocorrelations while the meteor shower 

assumes volatility spillovers across markets. 

The intra-daily yen/dollar exchange rates from February 1, 1979 to December 23, 

1988, are used. The series are decomposed into four non-overlapping segments using 

closing and opening quotes in the New York and the Tokyo markets. The Tokyo quotes 

are collected from Nihon Keizai Shinbun and the New York quotes are the simple 

average of bid and ask rates given by the Federal Reserve Bank of New York. The first 

sample begins on December 1, 1980 and corresponds to the enactment of the Foreign 

Exchange and Foreign Trade Control Law (capital control period); the second sample 

starts on September 22, 1985, corresponding to the Plaza Agreement. The heat waYe 

hypothesis is rejected for all the periods examined although the model is accepted in the 

Tokyo market during the capital control period which implies that capital controls did 

prevent meteor showers in Tokyo. 
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Testing for Spillover Across International Stock Markets Using Daily and 

Intr::--1 1ily Data 

Hamao, Masulis and Ng (1990) study the short-run interdependence of prices and price 

volatility across three major international stock markets: Tokyo, London and New York 

by examining the extent to which price changes in one market influence the opening 

prices in the next market to trade. In addition, they investigate whether changes in price 

volatility in one market are positively related to changes in price volatility observed in 

the subsequent trading market. 

Daily and intraday stock price activity over a three-year period, from April 1, 1985 to 

March 31, 1988 from the Tokyo, London and New York markets is examined. The daily 

open and close data are obtained from the Nikkei 225 Stock Index for Tokyo, from the 

Financial Time-Stock Exchange 100 Share (FTSE) Index for London and from the 

Standard & Poors 500 Composite Index for New York. The ARCH family statistical 

models provide evidence of spillover effects from the U.S. and the U.K stock markets 

to the Japanese market, suggesting asymmetry. In addition, there are spillover effects 

from U.S. to U.K stock markets. 

Testing for Spillover Across International Stock Markets Using Weekly Data 

Theodossiou and Lee ( 1993) investigate the transmission mechanism of stock market 

returns and volatility shocks across the U.S., Japan, the U.K., Canada and Germany by 

investigating the extent to which conditional volatility in these markets affects expected 
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returns, using the multivariate GARCH-M model. 

Weekly data on stock returns for the U.S, Japan, the U.K., Canada and Germany for 

the period January 11, 1980 to December 27, 1991 are used, obtained from Barron's 

National Business and Financial Weekly which publishes data based on Friday's closing 

prices of major international stock market indices. The indices used are the S&P 500 for 

the U.S., the Nikkei for Japan, the Financial Times 100 for the U.K., the Toronto Stock 

Exchange for Canada and the Commerzbank for Germany. The authors report a 

significant mean spillover from the U.S to the U.K., the Canada and the Germany, and 

a spillover with low explanatory power from Japan to Germany. There is evidence of 

volatility spillover from the U.S. to all four stock markets, suggesting that the U.S 

market is the exporter of volatility. 

Testing for Returns and Volatility Transmission Without Overlapping Trading 

Hours in the Stock Market 

Lin, Engle and Ito ( 1994) investigate the returns and volatilities transmission of stock 

indices between the New York and Tokyo markets. Since these markets do not have any 

overlapping trading hours, it is appropriate to decompose the daily price changes (returns 

and volatility) into daytime (open-to-close) and overnight (close-to-close). According 

to the authors, such decomposition, is crucial for clean tests of how information is 

transmitted from one market to the other. 

Stock price indices from the Nikkei 225 (NK225) for Tokyo market and the Standard 
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and Poor's 500 (S&P 500) for New York market are used. The GARCH-M model, with 

similar methodology to that of Hamao et.al.,(1990), provides evidence that Tokyo 

daytime returns are correlated with New York overnight returns and vice versa. The 

authors interpret this result as evidence that information revealed during the trading 

hours of one market has a global impact on the returns of the other market. 

Examining for Spillover Between Stock Markets with Two Hours Simultaneous 

Trading Using High Frequency Data 

Susmel and Engle's (1994) study on mean and volatility spillover in international equity 

markets uses a similar approach to that of Engle et.al., (1990) and Hamao et.al., (1990). 

However, the data sets are different. While the earlier studies use daily data, Susmel and 

Engle (1994) employ 533 very high frequency hourly observations from the Dow Jones 

30 Industrial Average for the New York and Financial 30 Share Index, covering the 

period between January 2, 1987 and Febuary 29, 1989. These markets are selected 

because they share two and a half hours of simultaneous trading so that the authors can 

examine the impact of news revealed in one market on the returns and return volatility 

in the other market hours later. 

The results of the GARCH model show no strong evidence of volatility spillover 

between these markets, which contradicts the findings of Hamao et.al., ( 1990). The 

only significant effects are very small and surround the movement of share prices 

around the New York opening. In addition, there seems to be no evidence of mean 

spillovers when non-overlapping trading periods are used. 
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Examining for Spillover Between Stock Markets with Perfectly Synchronous 

Trading Hours 

Karolyi (1995) examines the short-run dependence in price movements for stocks traded 

on the Toronto Stock Exchange (TSE) and the New York Stock Exchange (NYSE). He 

focuses on the dynamic relationship between the daily stock price returns and stock­

return volatility for the two largest national markets, the Standard and Poor (S&P) 500 

and the TSE 300 stock indexes, specifically in terms of equity capitalization when there 

are perfectly synchronous trading hours. 

Time series of daily stock-market indexes for both markets at the close of trading are 

used. These data are from Reuters Datalink and from the Index Section of the Toronto 

Stock Exchange for the period from April 1981 through December 1989, generating a 

total of 2,133 observations. The use of a bivariate GARCH model results in of cross­

market patterns in the S&P 500 and the TSE 300 returns and volatility. However, when 

the sample is divided into subperiods, cross-market dynamics in returns and volatility 

are much weaker during later subperiods. 

2.6 A Summary of Previous Findings 

This chapter has reviewed the empirical evidence on the main theoretical issues which 

influence the work developed in this thesis. These are: market efficiency and the 

assumption of linearity; nonlinear dependence in financial returns; the relationship 

between trading volume and price variability; and spillover effects which are discussed 
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within the framework of specific markets: futures, foreign exchange and equity. 

In examining efficiency, two hypotheses are tested in different markets. The first is the 

unbiasedness hypothesis, which is relevant to the futures and foreign exchange 

(forward) markets and tests whether futures prices are unbiased predictors of futures 

spot rates. The second is the efficient market hypothesis (EMH) in the equity market 

which suggests that a market is efficient if its share prices reflect all available 

information and which also implies that futures stock returns cannot be predicted using 

past stock returns. The results of the test hypotheses are mixed, depending on the 

sample data used and the methodology employed. 

In testing for nonlinear dependence using the BDS and other tests, it was noticed that, 

in the majority of cases, the financial and currency time series reject the null hypothesis 

of independent, identical distribution (i.i.d). Nonlinearity generally occurs through 

variance of the data generating process. When modelling these time series the problem 

of heteroscedasticity should be taken into account . Our results show that the ARCH 

family model captures most of the heteroscedasticity and fits the data satisfactorily. 

We have reviewed most of the literature concerning the arrival of information to the 

markets which is hypothesized by the sequential information model (SEQ) and the 

mixture of distribution hypothesis (MDH). The SEQ model hypothesises that traders 

in a market receive new information in a sequential , random fashion. On the other hand, 

the MDH model implies a positive relationship between volume and price variability. 

the relationship being a function of the directing ( or mixing) variable, defined as the rate 
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of information arrival. In most cases, volume is used as a proxy for news, while in some 

cases mi,,.. deterrn;;iants are used, such as the number of quote arrivals, public 

announcements, the number of transactions etc. The results are mixed: the SEQ or the 

MDH is accepted in some cases and rejected in others. Of the different models 

employed, the ARCH family models resulted in the most appropriate procedure for 

computing the model parameters because they accounted for heteroscedasticity. 

Finally, in analysing the mean and volatility spillover, it was observed that, in most 

cases, the use of GARCH models enabled the capturing of the first and second order 

moments. The results of those studies indicate that the New York stock market is the 

main exporter of volatility to other markets. Regarding the foreign exchange market, 

the meteor shower hypothesis, which allows volatility spillover acrossmarkets, appears 

to be widely accepted in most cases. 
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Chapter Three 

Currency Futures: Marl~et 
Microstructures and Pricing 

3.1 Introduction 

. . - .. . " . 

The preceding chapter focused on theoretical issues and the empirical evidence on four 

topics: market efficiency and the assumption of linearity, nonlinearity in financial 

returns, the relationship between trading volume and price variability; and spillover 

effects. The literature pertaining to the futures market, the foreign exchange market and 

the equity market was discussed. 

The aim of this chapter is to present a general overview of the currency futures markets. 

We will also look at some studies which relate to the issues discussed in Chapter 2 or 

which fit within the framework of currency futures markets, noting their research 

methodology. 

This chapter is divided into six sections. Section 3.2 gives an overview of currency 

futures contracts and Section 3.3 focuses on the basic structure of the futures markets. 

In Section 3.4, we review previous studies in the context of the currency futures 

markets. Section 3.5 is an in depth discussion of the research issues as well as the 
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hypothesis to be tested in this study. Finally, Section 3.6 presents the summary. 

3.2 An Overview of Currency Futures Contracts 

In May 1972, the Chicago Mercantile Exchange (CME) established the International 

Monetary Market (IMM) for the trading of futures contracts in foreign currencies 

following the breakdown of the Bretton Woods system of fixed exchange rates. The 

Il\1M holds approximately 90 percent of the U.S. market share of these contracts. 

Besides the IMM, the only other major exchange which successfully trades currency 

futures contracts is the Singapore Mercantile Exchange (SIMEX), a partner of the IMM. 

Together they clear currency futures. SIMEX trades mainly when the IMM is closed at 

night and its transactions are limited to two currency futures: the German mark (DM) 

and the Japanese yen (JY). 

The four most actively traded contracts on the IMM, are the German mark (DM), the 

Japanese yen (JY), the Swiss franc (SF) and the British pound (BP). The exchange rates 

are quoted in U.S dollars per unit of foreign currency. Trading at the IMM starts at about 

7 :30 a.m. Central Time (CT) for all currencies. The closing times of the contracts are 

however, staggered. The SF closes at 1: 16 P.M. and is followed by the DM at 1 :20 P.M. 

The JY is the next to close at 1 :22 P.M. The BP closes at 1 :24 P.M. On the last trading 

day of the contract which is the second business day before the third Wednesday of the 

delivery month, the currency futures close between 9: 16 A.M. and 9:21 A.M. 

The contracts traded on the IMM are quite similar for all currency futures. The major 

69 



difference is the quantity of the currency represented by a particular futures contract or 

standardized contract. Tl· tts are t ; "\Q for the BP, 125,000 for the DM,12.5 million 

for the JY and 125,000 for the SF. This c. ·dardization of contracts in the futures market 

itself facilitates the emergence of the liquid market over the forward market. 

3.3 The Basic Structure of Futures Markets 

3.3.1 Futures Contract 

A simple definition of a futures contract can be stated as "an agreement between two 

parties to make a particular exchange at a particular future date." (Duffie, 1989). 

However, as the market becomes more complex, a more developed and precise 

definition is required: 

"A futures contract is an agreement for a seller to deliver a 

specified quantity of a particular grade of a certain commodity 

to a predetermined location on a certain date at an agreed price. 

The obligation of the buyer is the opposite, i.e. to take 

delivery. "(Winstone, 1995). 

This contract is legally binding between the respective parties. The above definitions 

refer specifically to the commodity contract, since this was the first futures market to 

exist. However, in recent years, with the introduction of the financial futures contract, 

the need for a more specific related definition has arisen, as follows: 
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"A futures contract is a binding agreement between two parties 

to make or take delivery of commitment at a stated price at a 

specified future date." (Wins tone, 1995) 

Falkena,, Kok, Luus and Raine (1991) describe a futures contract as an agreement or 

legal obligation to purchase or to sell a futures exchange; i.e., a standard quantity and 

quality of a specified asset, on a specific date at a price that is determined at the time of 

trading the contract. Thus, a futures contract is a financial instrument regardless of 

whether the underlying asset happens to be cotton, gold, an index, a currency or a 

financial asset. Such obligations of the purchaser or the seller can only be eliminated if 

the futures position is 'offset'. This term refers to an equal but opposite transaction that 

eliminates the original obligation in the futures market. 

3.3.2 The Futures Exchange 

The futures exchanges are incorporated as membership associations and operated as 

nonprofit organizations for the benefit of their members. The main objective of the 

futures exchange is to provide an organised marketplace, with uniform rules and 

standardised contracts. Like any other organization, the futures exchange consists of a 

board of directors, managers and the owner (shareholders). Daily business operations 

are managed by the managers with the help of officers and other staff, and by various 

committees. The power to decide important issues usually resides with the committees. 

which are typically extensive and active. In addition to futures trading, the exchange may 

also actively operate in other markets such as spot commodities, options and other 
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financial securities, and may provide other goods and services (such as price 

information) to the public. Operating expenses come from the membership dues and 

from the fees ' -:rvices provided; for example, the transaction fees per contract traded. 

(Duffie, 1989). 

3.3.3 Exchange Members and Customers 

The exchange member sometimes, also referred to as membership or seat, are 

individuals who act on behalf of firms such as brokerage houses, investment banks or 

commodity dealers. The seats are quite limited in number and can be sold to others on 

the floor of an exchange; however, substantial and risky investment is often required. 

The advantage of a seat is mainly the privilege it offers to trade contracts directly on 

the floor of the exchange with the advantage of immediacy and low transaction fees 

(Edwards and Ma, 1992). 

Members or individual members who act on behalf of those who actually own the seats 

and who use the privilege for trading are known in futures markets as traders. These 

traders can be categorised into several classifications according to their reasons for 

trading. Floor brokers, for example, sometimes trade on their own as well as providing 

a chain of transaction services to allow the public at large to buy or sell contracts. Their 

incomes come mainly from fees for their services. Other traders, such as scalpers and 

day traders, trade mainly on their own accounts and may either gain or lose from price 

movements (Winstone, 1995). 
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In contrast to the stock exchange markets, futures trading activity is conducted on the 

floor of an exchange mainly in the form of an open outcry auction. 

As for the customers, they can be divided into two categories; large and ordinary. Large 

customers, such as commodity merchants, exporter investment banks and producers 

normally become customers by purchasing exchange membership or seat which allow 

them to trade directly at the futures exchange, taking advantage of the immediacy and 

lower transaction costs. Ordinary customers may establish futures accounts with the 

Futures Commission Merchant (FCM) before they can trade at the futures exchange 

(Duffie, 1989). 

3.3.4 A Clearinghouse 

A clearinghouse is typically a nonprofit incorporated membership association. Its 

members mainly come from associated exchange corporations. However, in some 

countries, the clearinghouse is established independently of any particular exchange in 

order to serve one or more exchanges. In England, for example, the International 

Commodities Clearing House (ICCH) clears for most of the futures exchanges (Edwards 

and Ma, 1992). 

The basic function of the clearinghouse is to clear futures contracts. It assumes the role 

of intermediary to each futures transaction by guaranteeing an obligation among the 

clearing members, mainly the seller and the buyer. For example, if there is any default 

by a member of a clearinghouse (seller or buyer), the loss will fall on the clearinghouse 
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and not with the members (Sutcliffe, 1993). As a consequence, futures traders are not 

concerned about the credit risk of the party with whom they deal. As Bernstein ( 1989) 

notes, if one party to a contract defaults for any reason, the fulfilment of the contract is 

guaranteed by the clearinghouse. In carrying this important responsibility, the 

clearinghouse requires that its members maintain a margin account with the 

clearinghouse which can be used to fulfill the contractual or financial obligations of 

members who default. Finally, the clearinghouse also monitors the financial integrity of 

its members. 

3.3.5 Margin Requirements and Marking to Market 

A margin can be defined as good faith money from both parties trading a futures contract 

to guarantee that each will abide by the terms of the contract. Margin requirements on 

other hand refer to the minimum level of money deposited and this is set by the 

exchange for each contract. There are several types of margin used by the exchange. 

First, is the initial margin, also known as the original margin, which is the amount a 

trader must initially deposit into his or her trading account when establishing a position. 

The idea of the margin is to cover at least the maximum allowable price fluctuation per 

day of a net futures position and therefore to cover all likely customer losses. 

Second, the original margin call refers to the demand by futures commission merchants 

when the customer's losses have exceeded the initial margin requirement deposited. 

Third, the variation margin refers to the money deposited daily in order to meet the 

required margin call by the exchange and which must be made before the market opens 

74 



on the next trading day. Fourth, the maintenance margin refers to adjustments made by 

the FCM (Futures Commi.:;sion Merch:.mts) to customer accounts in response to changes 

in the value of customer positions (D ··,ofsky, 1992). 

Marking to market refers to daily entries made across the equity account the holder of 

the futures position has with an exchange member. Using the daily settlement price, a 

committee composed of clearinghouse members will determine the difference between 

today's settlement price and the previous day's settlement price. This difference is then 

credited or debited to the holder's account. For example, if the difference is positive; 

i.e., the settlement price is increased, the amount is credited to the margin accounts of 

those holding long positions and debited to the account to the holders of short positions. 

On the other hand, if the difference is negative; i.e., the settlement is decreased, the 

amount is credited to the holders of short positions and charged to those holding long 

positions. (Sercu and Uppal, 1995) This process is sometimes referred to as daily 

settlement and is an important feature of futures markets as well as a major difference 

between the futures and forward markets. 

3.4 Previous Research into Currency Futures Pricing 

Research on the currency futures market started in the late 1970's and early 1980's. The 

early studies mainly focused on tests of market efficiency on the basis of contracts 

using forecast bias [Panton and Joy (1978); Hill and Schneeweis (1981)]; and on risk 

and returns [Naidu and Shin ( 1980)]. The issue of market efficiency continued to be the 

main research of the topic late l 980's and 1990's. However, these studies use long 
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continuous series as opposed to contract by contract series. For example, numerous 

papers [e.g., McCurdy and Morgan (1987); Cavanaugh (1987); McCurdy and Morgan 

(1988); Pan, Chan and Fok (1997)] have tested for the martingale hypothesis, and other~ 

[Hodrick and Srivastava (1987); Kodres (1988); Kodres (1993); Tse and Booth (1996)] 

have examined the unbiasedness hypothesis. 

Studies which model heteroscedasticity [Fujihara and Park (1990); Venkateswaran, 

Brorsen and Hall (1993)] nonlinear dependence [Hsieh (1993a); Hsieh (1993b)] and 

information arrival [Harvey and Huang ( 1991 ); Laux and Ng ( 1993); Bessembinder and 

Seguin (1993); Leng (1996); Chatrath, Ramchander and Song (1996)] have also become 

widespread. 

Below, we shall briefly review the main literature related to the currency futures market, 

grouping it under five separate issues: the unbiasedness hypothesis; the random walk 

hypothesis, non-stationarity and cointegration, nonlinear dependence and 

heteroscedasticity, and the relationship between information arrival and volatility. 

3.4.1 The Unbiasedness Hypothesis 

Testing for the Unbiasedness Hypothesis and the Nature of Time Variation in Risk 

Premia 

Hodrick and Srivastava ( 1987) examine the unbiasedness hypothesis and the nature of 

time variation in risk premia in the currency futures market. In particular, they seek 
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further evidence of whether the rejection of the unbiasedness hypothesis and the nature 

oft· ·e variation in risk premia which are found in the forward market also occurs in the 

futur, 1rket. 

Their data comprise daily currency futures prices from June 1, 1973 to December 8, 

1983 for the British pound, the Japanese yen, the German mark, the Canadian dollar and 

the Swiss franc traded on the International Monetary Market (IMM). Employing the 

Generalized Method of Moments model, the hypothesis that daily currency futures are 

unbiased predictors of the following day's futures prices is rejected for all currency 

futures and this is consistent with the findings of other studies on the forward exchange 

market. 

Testing for Unbiasedness Hypothesis with Daily Price Limit 

Previous tests on the unbiasedness hypothesis using daily futures data have failed to 

take proper account of daily price limits [e.g., Hodrick and Srivastava (1987)]. Kodres 

(1988), explicitly incorporated price limit structure into the econometric model in order 

to test for unbiasedness. A price limit restricts the amount by \vhich the price can 

fluctuate and thus the "marked to market" gains (losses), that are received (paid) by 

market participants at the end of a trading session. 

Five actively traded foreign currency futures contracts on the International Monetary 

Market (IMM) are used. These are the British pound (BP), the German mark (DM), the 

Japanese yen (JY), the Swiss franc (SF) and the Canadian dollar (CD).The settlement 
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prices represent the prices at the close of trading for the nearby contract. The number of 

limited futures prices in the data are as fol le••'·-;: SF 67. 'Y 31; DM 27; BP 16; and CD 

13. Kodres employs the econometrics moud o~ maxm,· .elihood estimation for the 

limit model and without limit structures. The null hypothesis that P1 through P5 should 

be zero is tested. The results show that with the inclusion of the daily price limit the null 

hypothesis of unbiasedness is rejected for all currencies except for the BP. 

Testing for Uncorrelatedness of Returns and Risk Premium 

Liu and He (1992) test the uncorrelatedness of returns on daily foreign currency futures 

prices and derive implications of risk premia. Their study is quite different from 

previous works on same area in that they use a broader sample set and adopt a relatively 

new testing methodology. In particular, they apply the heteroscedasticity-consistent 

variance ratio test developed by Lo and MacKinley. 

The authors use daily currency futures prices for the British pound (BP), the Canadian 

dollar (CD), the German mark (DM), Japanese yen (JY) and Swiss franc (SF) during 

the periods from June 1977 to June 1980 and from March 1984 to December 1989. The 

variance ratio test, indicates that there is statistically significant evidence of serial 

correlations in daily currency futures prices. This implies that the futures price is not an 

unbiased predictor of the spot price on its corresponding contract maturity date. The 

existence of a time-varying risk premium, is also implied, thus violating the efficient 

market hypothesis. In addition, the authors find more rejections of zero risk premium 

during the l 970s than in the 1980s. 
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Testing for Unbiasedness and Heteroscedasticity 

A further study by Kodres ( 1993) extends his previous work on testing for unbiasedness 

in currency futures. Here he focuses not only on daily price limits but also on observed 

conditional heteroscedasticity in the data. The data are the daily settlement prices of five 

actively traded foreign currency futures contracts, for the British pound (BP), the 

German mark (DM), the Canadian dollar (CD), the Japanese yen (JY) and the Swiss 

franc (SF) traded on the International Monetary Market (IMM) of Chicago Mercantile 

Exchange, (CME). The sample period is from July 1, 1973 to March 17, 1987. 

The unbiasedness hypothesis states that today's futures price is the best predictor for 

tomorrow's futures price, given the information available at time t, as follows: 

where F I is the futures price at time t and F 1 +I is the futures price at t + 1. The E( · I I 1) 

is the mathematical expectation conditioned on the information in the time t information 

set, Ir. Using the maximum likelihood estimations and the GARCH model, Kodres 

finds that the rejection of the unbiasedness hypothesis is detected only in the DM and 

the CD, not in of all five currency futures as found in his 1988 study. 

Predicting the Futures Spot Prices from the Currency Futures Prices 

Jabbour (1994) assesses how accurately futures spot exchange rates can be predicted 
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from currency futures prices. He poses three relevant questions: Do current futures 

prices convey some information about future spot exchange rates not captured by current 

exchange rates? How well c:u1 the current implied spot exchange rates derived from 

current currency futures prices predict future spot rates? How sensitive is the result to 

the time to maturity of the futures contract? 

His data are the daily settlement prices of the German mark (DM) and the Japanese yen 

(JY) obtained from the Chicago Mercantile Exchange (CME). Other data employed 

include the simultaneous currency spot rates, the date and time of the transaction, the 

delivery dates of the futures contract and the interest rates for both currencies. The 

futures market model is employed to predict the futures spot rates. The ordinary least 

squares regression is then applied to estimate the coefficients. The performance of the 

model is measured by the value of the relative, the absolute and the squared error 

between the model price and the market price. The results show that the currency 

futures prices convey little information not captured by spot exchange rates. The 

continuous compounding cost-of-carry model which is used to predict future spot rates 

appears to hold strongly for contracts with less than 60 days to maturity. 

Testing for Autocorrelation 

Tse and Booth ( 1996) reexamine the significant autocorrelation results of foreign 

currency futures reported by Liu and He ( 1992) using Lo and MacK.inlay's variance ratio 

test, Diebold's Q-statistics test and the Box-Pierce-Ljung Q-statistic test. 

80 



They use daily settlement prices obtained from the IMM for of five foreign currency 

futures: the British pound (BP), the Canadian dollar (CD), the German mark (DM), the 

Japanese yen (JY) and the Swiss franc (SF), from January 3, 1986 to Dece111ber 31, 

1993. The nearest contract to the first trading day of the delivery month (March, June, 

September and December) is used. The results show that none of the five futures 

contracts provides significant autocorrelation, a finding consistent with Hsieh (1993) but 

contradicting that of Liu and He ( 1992) which the authors explain is because of thin 

trading and imprecise interpretation of the tests. The joint hypothesis of market 

efficiency and risk neutrality is, however, maintained. 

3.4.2 The Random Walk Hypothesis 

Testing Futures Exchange Rates from Predicted Futures Exchange Rates 

Panton and Joy (1978) were among the first to do research on currency futures. Their 

study has three aims: to compare the currency futures prices traded on International 

Monetary Market (IMM) with prices predicted by the interest rate parity theorem; to 

investigate the characteristic bias; and to present the realized rate of return. 

The data used are daily spot prices, interest rates and settlement prices of eight currency 

futures: the British pound (BP), the Canadian dollar (CD), the German mark (DM), the 

Dutch guilder (DG), the French franc (FF), the Japanese yen (JY), the Mexican peso 

(MP) and the Swiss franc (SF) from Chicago Mercantile Exchange (CME) during the 

period from June 18, 1972 to December 15, 1976. Panton and Joy apply the interest 

81 



rate parity theorem in order to model the deviations of observed futures exchange rates 

from predicted futures exchange rates. Their results show that for the BP, the observed 

futures prices are Jess than futures prices predicted through the interest rate parity 

theorem. In addition, the three- month contracts on the MP exhibit a significant 

difference between futures and spot prices at contract maturity which can be explained 

by the bias to expectation of devaluation. Finally, the mean returns for the CD, the DG 

and the FF are mixed. None are significantly different from zero. 

Testing for Futures Currency Exchange Market as a Source of Information on 

Futures Spot Rates 

Hill and Schneeweis ( 1981) were among the earliest researchers to conduct a study on 

the value of the future currency exchange market as a source of information on futures 

spot rates. They analyse the effectiveness of the futures market as a means of forecasting 

futures spot currency rates using the methodologies applied in previous tests on the 

forward foreign currency market. Previous studies by Isard ( 1978), Levish ( 1979) and 

Kolhogen 1978), focused on the ability of the forward foreign exchange markets to 

forecast future spot rates; they concluded that the forward rate is an unbiased forecast 

of future spot rates. 

Hill and Schneeweis use daily futures contract prices for five currencies: the British 

pound, the German mark, the Swiss franc, the Canadian dollar and the Japanese yen, 

traded on the International Monetary Market, IMM, for a sample period of September 

1972 through December 1978. When the model of the futures price as an unbiased 
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estimator of the futures spot price is applied, the currency futures market, on average, 

provides unbiased for~c~·:,c.; o~ spot and this is consistent with the results obtained 

for the forward market. However, th1. mger the forecast horizon the lower the degree 

of forecast efficiency. 

Testing for Market Efficiency in Relation to Time Varying Risk, Central Bank 

Intervention and Trading Volume 

Glassman' s (1987) empirical work on the efficiency of the futures markets is an 

extension of previous research by Panton and Joy (1987), and by Hill and Schneeweis 

( 1981 ). However, she broadens her scope and relates efficiency to time varying risk, 

central bank intervention and futures trading volumes. The hypothesis of an efficient 

market holds that market prices reflect all available information which implies that the 

correlation between the successive price changes is zero. Glassman's data consist of 

daily settlement futures prices changes for four actively-traded currency futures: the 

British pound, the Canadian dollar, the German mark and the Swiss franc, beginning 

in May 1972. Her sample includes prices for 38 Chicago Mercantile Exchange futures 

contracts with quarterly delivery dates for the period from September 1972 to December 

1981. 

Using a regression equation, Glassman finds evidence of multimarket and joint 

multimarket inefficiency in the foreign futures markets during the period under study, 

which appears to be short term in duration. The results of the regression analysis 

between the serially correlated price changes and time-varying risk, central bank 
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intervention and futures trading volume, suggest that periods of inefficiency do not 

systematically correspond to periods of market turbulence. 

Testing for Martingale Hypothesis 

McCurdy and Morgan ( 1987) examine the martingale hypothesis for the daily and 

weekly rates of change of futures prices for five currency futures with time-varying 

volatility from the Chicago Mercantile Exchange (CME). Daily data for the British 

pound (BP), the German mark (DM) and the Swiss franc (SF) are from 1974 while the 

first observations for the Japanese yen (JY) and the Canadian dollar (CD) start in 1977. 

The ending date for all the currency futures is 1983. Weekly data, for the BP, the DM 

and the SF is taken from the first week in 1974 to the last week of 1983 while data for 

the JY and the CD data are collected from the second week of 1977 to the last week of 

1983. 

The GARCH model of conditional heteroscedasticity is employed in the study. A 

comprehensive series of diagnostic tests are carried out, including checks on model 

specification, residual properties and tests for omitted variables. The results show that 

the martingale hypothesis for daily data is rejected for each of the currency futures 

tested. As for weekly data, the null hypothesis is rejected only for the DM, suggesting 

the existence of a time-varying risk premium. 
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Testing for Serial Dependence 

Cava!: _,, gh (1987) claims to have been among the earliest to conduct a study of serial 

dependence in daily foreign currency futures prices using daily settlement prices. His 

study focuses on whether currency futures prices follow a submantingale or a martingale 

stochastic process as implied by Paul Samuelson's influential model of the competitive, 

informationally efficient futures market. The model assumes the expected return to be 

constant or uncorrelated over the life of each contract although it may differ across 

currencies or contracts. Eight British pound (BP) and seven Canadian dollar (CD) 

futures contracts traded on the International Monetary Market (IMM) for the period 1975 

through 1980 are used. 

Five tests for serial correlation are employed, including the Ljung-Box, the cumulative 

periodogram, the F-test, the Wilcoxon signed-rank test and Fisher's test. The results 

show evidence of significant serial correlation in daily changes of log prices for four 

foreign exchange futures contracts. These are March 1978 and December 1977 contracts 

for the CD, and December 1980 and 1979 contracts for the BP. Some evidence of 

negative serial correlation following large price changes is also found. 

Testing for Martingale Hypothesis 

McCurdy and Morgan ( 1988) examine the form of heteroscedasticity in German mark 

(DM) futures price data and compare different specifications of the particular way that 

the variance changes over time. In doing so, they test for the martingale hypothesis 
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using daily and weekly rates of change for DM futures prices from 1981 to 1985. 

According to the martingale hypothesis, changes in Litures prices from period t-1 to 

period tare innovations or forecast errors orthogonal to th.:: information available at t-1. 

Daily and weekly data for the outstanding DM contract with the shortest time to maturity 

of the contracts maturing in March, June, September and December are obtained from 

the Chicago Mercantile Exchange. Using the time-varying variance of GAR CH under 

the martingale hypothesis and GARCH-M under the hypothesis of time-varying risk 

premium, the authors find that the models exhibit a good fit for daily as well as weekly 

data. The martingale hypothesis is rejected for daily data and the authors suggest this is 

due to trading day effects as well as the resulting day-of-week patterns of the futures 

prices. 

Testing the Random Walk for Long-Time Series and Individual Contracts 

Pan, Chan and Fok ( 1997) examine the random walk process for four currency futures 

prices using both long time-series prices and individual contract prices for the period 

1977-1987. The random walk hypothesis is tested through asymptotic standard statistics 

as well as by computing the significance level based on the bootstrap method. 

The data consist of daily settlement prices for four currency futures: the British pound 

(BP), the German mark (DM), the Japanese yen (JY) and the Swiss franc (SF) for the 

period from January 2, 1977 to December 31, 1987 from the International Monetary 

Market (IMM) of the Chicago Mercantile Exchange. To avoid the possibility of noise 
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created by options of redemption during the delivery month, the price data within the 

delivery month are excluded. The results of the variance ratio test provide little evidence 

against the random walk except in the case of the JY futures. Similar results are obtained 

from a contract by contract basis examination, suggesting that, overall, the currency 

futures markets are efficient. 

3.4.3 Non-Stationarity and Cointegration 

Testing for Stationarity 

Doukas and Rahman (1987) assess whether foreign exchange currency futures follow 

a stationary process. They use daily settlement prices for the five most actively traded 

currency futures on International Monetary Market (IMM): the German mark (DM), the 

Canadian dollar (CD), the British pound (BP), the Swiss franc (SF) and the Japanese yen 

(JY). These data span the period from June 1, 1977 to June 30, 1983. The authors note 

that the period selected is characterized by relatively high daily volume, thus avoiding 

the well-known problems of thin market literature. 

The unit root testing procedure developed by Fuller, Dickey and Fuller, and Hasza and 

Fuller are used in the study. Monte Carlo experiments are also conducted to investigate 

sensitivity in both the presence of heteroscedasticity and in roots near the unit root circle. 

The results suggest that foreign currency futures rates have autoregressive 

representations with a single unit root since the P estimates fall within 0.95 and l: 

exhibiting borderline non-stationarity. Therefore, it appears that the process generating 
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the log of currency futures rates is well approximated by random walks. 

Testing for Market Efflcie .cy Using Unit Root and Cointegration 

Chan, Gup and Pan ( 1992) examine the efficiency of the currency futures markets on 

both an individual and a collective basis. They apply unit root and cointegration tests 

of the pairwise and the higher order, Augmented Dickey Fuller (ADF) test on four 

foreign currency futures traded on International Monetary Market (IMM): the British 

pound (BP), the German marks (DM), the Japanese yen (JY) and the Swiss franc (SF). 

Daily settlement prices nearest to the contract maturity dates between June 1, 1977 and 

December 31, 1987 are obtained from the International Monetary Market Yearbook. 

The results show that foreign currency futures prices of the BP, the DM, the JY and the 

SF have one unit root (nonstationary), suggesting that the individual markets are weak 

form efficient. Pairwise cointegrations are found only between the DM and the SF. The 

higher order cointegration tests support the existence of cointegration among all the 

currency futures, implying multi-market inefficiency. 

Testing for Long-Equilibrium Relationship 

Naka and Wei (1996) examine the existence of a long-equilibrium relationship in the 

currency futures market. Prices are cointegrated if a long-run equilibrium relationship 

exists among these prices. A set of prices is said to be cointegrated if each individual 

price series is non-stationary and a linear combination of these prices is stationary. If 
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prices are closely related over time or cointegrated, then past price information will be 

helpful in predicting futures price changes. 

Daily settlement prices of the British pound (BP), the Canadian dollar (CD), the German 

mark (DM), the Japanese yen (JY) and the Swiss franc (SF) for the period from January 

2, 1981 to June 29, 1990, consisting a total of 2,401 observations, are used. They are 

obtained through the International Monetary Market Yearbook. This study uses a 

rollover approach by combining data from various contracts in such a way that the 

resulting data reflect the prices of the most active contracts. Using the cointegration test 

developed by Johansen ( 1991 ), they find no evidence of a long-equilibrium relationship 

among five currency futures, suggesting the unpredictability of futures price changes. 

When the same procedure is applied for the subperiod beginning on Febuary 22, 1985, 

when the price limit on foreign exchange was removed, the results are similar. 

3.4.4 Non-Linear Dependence and Heteroscedasticity 

Determining the nature of Dependence 

Fujihara and Park (1990) compare various stochastic processes to determine which 

process best describes the changes in currency futures prices. In particular, they address 

the issues of independence, nonnormality and time varying parameters. However, they 

consider only the hypothesis involving mixtures of distributions with finite variance and 

time varying parameters. The three processes considered are: the ARCH process; the 

compound normal distribution; the mixed diffusion-jump process; and the student t-
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distribution . 

. ~ data are weekly spot and futures prices recorded in the Wall Street Journal from 

November 1977 to December 1987 for five currencies: the British pound (BP), the 

Canadian dollar (CD), the German mark (DM), the Japanese yen and the Swiss franc 

(SF), are used. The results show dependence for futures as well as for spot prices but 

the dependence model represented by the ARCH process is not the best fitting stochastic 

process for two of the currencies examined. Using the nonlinear test developed by Hsieh 

(1989), the authors find that the nature of this dependence is of the variance stochastic 

process, typical of the ARCH process. 

Examining the Time-Series Property of Currency Futures Returns 

Kao and Ma examine the time series properties of four actively traded currency futures 

on the International Monetary Market (IMM): the British pound (BP), the Canadian 

dollar (CD), the German mark (DM) and the Swiss franc (SF). They use daily closing 

prices for near-term contracts gathered from Commodity Perspective Inc. from 

November 1, 1979 to December 31, 1987. In order to account for the daily price limit 

which was in effect until Febuary 22, 1985, the authors divide the time series into one 

period when price limits were in place (November 1, 1979 to Febuary 22, 1985) and 

another period with no price limits (Febuary 25, 1985 to December 31, 1987). By 

dividing the entire sample period into intervals of various lengths, the modified rescale 

range (R/S) model which is proposed by Philips (1987) and Lo (1989) and employed in 

the analysis may identify the presence of short, medium and long nonperiodic cycles that 

90 



are not visible through the autocorrelation coefficient function. The R/S model 

mentioned by the authors assumes the •:,rn ser. !ms constant mean, nonconstant 

variance and is serially correlated at lower orders. 

The results show that for the mixed period, the null hypothesis that the return series 

exhibits short-term price dependence is rejected for three out of the four currency 

futures. When examined separately, however, the null hypothesis cannot be rejected for 

all currency futures. This suggests that the long-term dependence found in the mixed 

period can be induced by nonconstant means in the return series. The authors conclude 

that the four currencies which exhibit short-term price dependence are consistent with 

the hypothesis of heterogeneous traders. 

Correcting for Heteroscedasticity 

Closely related to the Fujihara and Park ( 1990) paper is a study of Venkateswaran, 

Brorsen and Hall (1993) on correcting for heteroscedasticity in daily futures returns. 

They follow the procedures of Taylor (1986), who suggests that the rescaled daily 

returns are more likely to be independently and identically distributed (i.i.d) than the 

actual daily returns and thus have a reasonably homogeneous variance. The raw data are 

corrected for heteroscedasticity by dividing each observation by its forecast conditional 

standard deviation generated by an exponentially weighted moving average (EWMA) 

model. The raw and rescaled data are then tested for convergence to normality using the 

stability under addition test of the stable distributions. 
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Daily returns data for 31 commodities including agriculture commodities, livestock, 

metal and financial instruments from 1960 to 19882 are used. To maintain continuity in 

the data and to minimize differences in maturity, the log changes in closing prices are 

used from the contract with the nearest delivery month are used. We report the results 

pertaining only to the six currency futures returns. For the rescaled data the null 

hypothesis of no skewness is rejected at the 5 percent level. Similarly, using the K-S test 

of normality, the null hypothesis an i.i.d. normal distribution is also rejected. However, 

when using the McLeod-Li chi- square test on the same data, the i.i.d. is only rejected 

for the Japanese yen at the 5 percent level. This indicates that rescaling the returns 

reduces nonlinear dependence. The authors note that the EWMA model seems to work 

as well as the GARCH models considered in previous research. 

Testing for Rational Expectations and Time-Varying Risk Premium Using Linear 

and Nonlinear Methods. 

A study by Hsieh (1993a) differs from the previous study. He tests the joint null 

hypotheses of rational expectations and the absence of time-varying risk premium of 

currency futures prices. While the other researchers use linear methodology, he employs 

both linear and non-linear methods. His data are daily currency futures prices of the 

British pound (BP), the German mark (DM), the Japanese yen (JY) and the Swiss franc 

(SF) traded on the International Monetary Market (IMM) between February 22, 1985 

and March 9, 1990, totalling 1,275 observations. 

2The number of years of data available vary with the commodity. 
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A linear regression model is used to test for the autocorrelation of the forecast error 

under th,. ; '_,, n hypot :-=s. For estimation purposes, the ordinary least squares (OLS) 

with heteroscedasticity-consistent standard errors and GAR CH( 1, 1) are employed. The 

results show no linear or nonlinear predictability in the log price changes, either using 

its own past or past interest differentials. Thus, the author concludes that if a time­

varying premium exists in the currency futures markets, it is neither linearly nor 

additively non-linearly dependent on its own past or past interest rate differentials. 

Testing for Independence and Identically Distribution (i.i.d) 

Hsieh (1993b) examines the independence and identical distribution (i.i.d.) for four 

currency futures. He argues that when log price changes are not i.i.d, their conditional 

density may be more accurate than their unconditional density in describing short-term 

behaviour. 

Daily settlement prices for four currency futures contracts traded on the Chicago 

Mercantile Exchange (CME): the British pound (BP) the German mark (DM), the 

Japanese yen (JY) and the Swiss franc (SF) from Febuary 22, 1985 to March 9, 1990, 

totalling 1,275 observations are used. In order to obtain a continuous time series, the 

contracts are rolled over to the next expiration cycle one week prior to expiration. Using 

the BDS test for i.i.d, it is shown that daily log price changes in the four currency futures 

contracts are not i.i.d. Moreover, it appears that the conditional variance is predictable 

and can be described by an autoregressive volatility model. Indeed, the exponential 

GARCH employed captures all the departures from i.i.d. 
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Testing for Long-Term Dependence 

Fang, Lai and Lai (1994) examine the relevance of fractal dynamics in currency futures 

markets. Fractal dynamics are an interesting form of dynamics which are characterized 

by irregular cyclical fluctuations and long-term dependence, and the appeal of this 

fractional model is its ability to capture a wide range of long-term dependence with a 

single parameter. The authors employ a semi-nonparametric procedure devised by 

Geweke and Porter-Hudak (1983) in order to estimate the fractional parameter since it 

is not sensitive to short-term dependence, nonnormal innovations or variance 

nonstationary. 

Daily data are from January 4, 1982 to December 31, 1991 for five currency futures 

prices: the British pound (BP), the German mark (DM), the Japanese yen (JY) and the 

Swiss franc (SF), are used. The 2,527 observations for each currency are settlement 

prices of futures contracts closest to maturity, and are drawn from various issues of the 

Intemational Money Market Yearbook. The results of the ARCH test statistics show the 

presence of substantial ARCH effects in all the four return series. Applying the Geweke­

Porter-Hudak procedure provides statistically significant evidence that all currency 

futures return series are well described by a long-memory fractional process, except for 

the BP. The authors conclude that, on the whole, currency futures price dynamics 

contain fractal structure with long-term dependence. 
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3.4.5 The Relationship Between Information Arrival and Volatility. 

~vamining for Contemporaneous Relationship Between Volume and Price 

Variability 

Grammatikos and Saunders ( 1986) examine the contemporaneous relation between asset 

price variability and volume traded, using contract disaggregate data on five currency 

futures prices. Underlying this empirical research is a theoretical framework which 

suggests price variability and volume traded should be positively correlated. 

Furthermore, according to this theoretical framework, the so-called mixture of 

distribution hypothesis (MDH), the correlation between price variability and volume 

should be positive because of joint dependence on a common directing variable or event. 

Daily data for five currency futures traded on the International Monetary Market (IMM), 

the British pound (BP), the German mark (DM), the Canadian dollar (CD), the Japanese 

yen (JY) and the Swiss franc (SF), are used. The observations are for high, low, opening 

and closing prices; volume traded; and open interest from March 1978 to March 1983. 

Employing both the classical, and the Garman and Klass (1980) tests, the authors find 

strong positive contemporaneous correlations between the trading volume and price 

volatility and this is consistent with the MDH. Similarly, using the Geweke, Meese and 

Dent (I 983) causality test, price variability and trading volume show a 

contemporaneous correlation in the majority of cases. 
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Examining Volatility As a Function of Public News Announcements 

Harvey and Huang (1991) examine volatility patterns in the market for foreign exchange 

and the role of public news announcements in determining these patterns. They test for 

the volatility implications of around-the-clock foreign exchange trading using 

transaction data on futures contracts from the Chicago Mercantile Exchange (CME) and 

the London International Financial Futures Exchange (LIFFE). The public information 

hypothesis tested implies that the effect of public economy-wide information on one 

currency is transmitted across national borders. 

The data consist of foreign currency futures transactions on the International Monetary 

Market of CME from July 21, 1980 to May 10, 1988 for nearby futures contracts. 

Opening and closing prices are obtained by taking the first transaction price during the 

first 20 minutes of trading and the last transaction price during the last 20 minutes. The 

hourly returns are from the 8:30 a.m opening to the 12:30 p.m. close. The analysis of 

the LIFFE futures contracts are confined to the years 1986 and 1987 when transactions 

were more frequent. Using the variances of the hourly returns to compute the variance 

rate, they find evidence of higher U.S.-European and U.S.-Japanese exchange-rate 

volatilities during U.S. trading hours and higher European cross-rate volatilities during 

European trading hours. Moreover, they find that the disclosure of private information 

through trading and the macroeconomic news announcements explain most of these 

volatility patterns. Their analysis of inter- and intraday data also reveals that volatility 

increases at times that coincide with the release of U.S. macroeconomic news. 
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Estimating the Transmission of Volatility 

Najang, Rahman and Yung (I 992) carry out an empirical examination of the 

transmission of volatility among currency futures in order to expand the knowledge of 

price dynamics in currency futures markets. Daily currency futures prices of the five 

most active currency futures in the Chicago Mercantile Exchange are used. These are; 

the British pound (BP), the Canadian dollar (CD), the German mark (DM), the Japanese 

yen (JY) and the Swiss franc (SF). A continuous sequence of 2,631 observations of price 

data gathered over the ten-year period from January 1980 to December 1989 are 

examined. 

Using the GAR CH ( 1, 1) model, the authors test whether the rate of information arrival 

is a function of the residual terms of other currency futures. The results show a strong 

GARCH effect in the returns-generating process of each currency futures during the 

periods 1985-1989 and 1980-1989. As for spillover effect, only the stronger currency 

futures such as the DM and the SF are involved in the transmission process. The authors 

also find that generally the ARCH effect and spillover effect do not exist 

simultaneously. These results hold for both the pre-price and post-price limit periods. 

Finally, the DM tends to exert more influence than the other four currencies in the 

futures markets. 

Testing for Mixture Distribution Hypothesis 

Laux and Ng ( 1993) investigate the mixture of distribution hypothesis which assumes 
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that an increase in volatility is due to an increased rate of information arrival. This can 

be shown by a positive autocorrelation of either the information arrival rate or of time­

consuming inf0 mation processing. The authors propose a GARCH model with the 

decomposition of volatility into systematic and unique sources. In addition, the number 

of price changes per period is employed in the conditional variance equation as a 

measure of the rate of information arrival. 

The data are intradaily data for five actively traded currency futures on the CME; 

namely, the British pound, the German mark, the Swiss franc, the Japanese yen and the 

Canadian dollar, during the period from December 14, 1982 through December 15, 

1986. The time of the first transaction at each new price is reported to the nearest 

second. Intraday returns for the currencies underlying these futures are measured at 

approximately half-hour intervals as the first difference of the natural log of the final 

timed price in each half-hour of the trading day. The data set of half-hourly and 

overnight returns includes 13,169 observations per currency. 

Using both univariate and multivariate GARCH models, the authors find that the 

estimates of parameters for the lagged volatility univariate GARCH model are uniformly 

very small and insignificant, while those for the number of price changes are positive 

and significant. On the other hand, the multivariate GARCH estimates of the coefficient 

on lagged systematic volatili ty and the past squared innovation are both highly 

significant. They conclude that the univariate GARCH models are misspecified due to 

their failure to account for the fact that systematic and unsystematic volatilities evolve 

at different rates and with different persistence. 
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Testing for Expected/Unexpected Volume- Price Relationship and the Analysis of 

Market Depth 

Bessembinder and Seguin ( 1993) extend the previous research on the relations between 

trading activity and volatility in two ways. First, they investigate whether the effect of 

volume on volatility is homogeneous by separating volume into its expected and 

unexpected components and allowing each component to have a separable effect on 

observed price volatility. Second, they examine the contribution of market depth, which 

Kyle ( 1985) defines as the order flow required to move prices by one unit. 

Data from the Columbia Business School Futures Centre consisting of daily settlement 

prices, trading volume and open interests for all outstanding maturities on eight futures 

markets, including two currency futures; i.e., the German mark and the Japanese yen are 

used, beginning May 1982 and ending March 1990. The return series are the percentage 

change in the settlement price of the contract closest to expiration. To obtain an 

aggregate measure of activity in each market, volumes and open interests are summed 

across all outstanding maturities. 

Initially, univariate Box-Jenkins methods are employed to partition volume and open 

interest into expected and unexpected components. Next, a conditional mean and a 

conditional volatility equation following Schwert and Seguin (1990) is employed. 

Bessembinder and Seguin find a positive relationship between futures price volatility 

and both the expected and unexpected components of volume. However, an unexpected 

shock will have, on average, seven times the effect on price volatility as changes in 
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expected volume. When market depth which is proxied by open interest is analysed, the 

results show that volatility is negatively related to the expected level of open interest in 

all eight markets. Moreover, the authors find that a change in open interest during the 

day has explanatory power, even when the volume series are included in the 

specification. 

Testing Price Variability-Volume Relationship Using State Space Model 

McCarthy and Najand (1993) assess the relationship between trading volume and price 

change per seas well as between trading volume and the absolute price change. They 

use state space modelling because it is best able to test for the relationship among the 

above variables. Their data are daily near-month contract currency futures prices and 

volume from the Chicago Mercantile Exchange (CME), for the British pound (BP), the 

Swiss franc (SF), the German mark (DM) and the Japanese yen (JY) from January 1979 

to May 1990. The natural logarithm of the price relative to all 2,884 observations is 

used to calculate the price change. 

In order to overcome model identification, the authors suggest the use of the Akaike 

Information Criterion (AIC), developed in 1976.The AIC is able to determine which k­

lag structure of the initial Yule-Walker equations gives the best AIC value, and will 

minimise the 'prediction error which is subject to the number of parameters used. Once 

the model is selected, it will be put in a state space form to which the Kalman filter will 

be applied for predicting and smoothing. 
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The authors' results exhibit no relationship between trading volume and price change 

per se. As for volume and absolute price change, they find that there is a positive 

, • • ' ' 0 tionship for all the currency futures except for the JY. It thus appears that absolute 

price change is positively dependent upon the trading volume of the previous day which 

is consistent with the sequential models of Copeland (1976). In addition, the authors find 

that the state space model is very effective in detecting the direction of causality in the 

data. This can be seen from the results which indicate that there is a significant 

relationship between the lagged absolute return (up to two lags) and volume. Moreover, 

there is evidence that causality between returns and volume is bidirectional for the BP, 

the SF and the DM. 

Testing the Macroeconomic Announcements-Price Variability Relationship 

Leng ( 1996) investigates the reaction of the market to anticipated U.S. monthly 

macroeconomic announcements during U.S. trading hours. He pays attention to the 

intraday patterns of four price variables: the transaction price movements, the transaction 

costs, the maximal possible gross profits per contract and the information flows. 

His data comprise of time and sales data on the DM and the JY futures from the Chicago 

Mercantile Exchange (CME) and announcement dates from the Money Market Services 

(MMS) International for the period from November 1988 to December 1993. The 

announcements made at 7:30 Central Standard Time include the consumer price index 

(CPI), the durable goods order, employment, the gross national product (GNP), the 

housing starts (HS), the lending indicators (LI), the merchandise trade deficit, the 
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producer price index (PP!) and retail sales. The announcements for 8: 15 include 

industrial production and capacity utilization: those for 9:00 include business 

inventories, construction spending, factory orders , the NAPM survey, new home sales 

and personal income; and the 13:00 announcement is on the federal budget. 

Using a partial price adjustment model, the author's first finding is that for seven major 

announcements (all 7:30 announcements excluding HS and LI) the impact on the price 

statistic of absolute value price changes (AAC) , the number of prices (NP), the price 

fluctuation range (PR) and first-order autocorrelation of log price changes (FAC) lasts 

for at least an hour. On the other hand, the impact of the other 11 minor announcements 

is rather short lived, indicating that higher information flows are more likely to be 

accompanied by price adjustments. Secondly, while minor announcements do not have 

much effect on the price path, they do have a more lasting impact on transaction costs 

for the DM., suggesting that information usually affects both the movement of 

transaction prices and the magnitude of successive price changes. Finally, the evidence 

shows that major announcements attract more information trading than do minor 

announcements. 

Examining the Relationship Between Volume in Currency Futures Market and 

Price Variability in Foreign Exchange Market 

The study of Chatrath, Ramchander and Song ( 1996) differs from previous studies, most 

of which investigate the relationship between volume and volatility in the same market. 

The authors examine the relationship between the above two variables in two separate 
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markets and focus their research on the relationship between the level of trading in 

currency futures markets and price variability in underlying foreign exchange market::,. 

The authors observe that growth in the popularity of currency futures occurs during an 

interval that has also witnessed increased volatility in the major currencies. These 

coinciding trends raise an important question as to a possible relationship between 

futures trading activity and the behaviour of exchange rates. 

Their data are daily spot rates for the British pound, the German mark (DM), the Swiss 

franc (SF), the Canadian dollar (CD) and the Japanese yen (JY) along with the 

corresponding Chicago Mercantile Exchange's currency futures volume and open 

interest. Daily observations are taken from December 1975 to March I 993 for the BP, 

the DM and the SF; from December 1977 to March 1993 for the CD; and from June 

1982 to March 1993 for the JY. Daily levels of trading volume and open interest from 

the nearby-contract until the trading day prior to the expiration month at which point the 

data switches to the next contract are obtained. The proxy for the level of trading activity 

is futures volume, standardized by the futures open interest. 

The conditional variance from Bollerslev's (1986) GAR CH ( 1, 1) model is used as a 

proxy for volatility of the exchange rates series since this measure captures extreme 

volatility. The results of the Vector Autoregressive (VAR) system of the Granger 

causality test indicate a positive relationship between the level of futures trading activity 

and the volatility of exchange rates changes. The evidence also suggests that futures 

activity has a positive impact on the conditional volatility of exchange rate changes, with 

a weaker feedback from exchange rate volatility to futures activity. 
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3.5 Research Issues Arising 

Having reviewed prior research concerning currency futures pricing in its broadest sense, 

we shall now focus on the particular research issues arising from past work which are 

to be emphasised in this study. Firstly, this thesis begins with the formal testing for 

nonlinear dependence in currency futures returns. Therefore, a summary of relevant 

methodological issues is given below in 3.5.1. In addition, as we find that currency 

futures returns exhibit time-varying variance, we consider whether this can be explained 

by employing the hypothesis that price changes are generated by a mixture of 

distributions in which the rate of information arrival is proxied by trading volume. A 

review of previous research testing the mixture of distributions hypothesis (MDH) is 

provided in 3.5.2. Finally, as the thesis attempts to contribute to the understanding of 

price dynamics by investigating how information is transmitted between currency futures 

contracts, the issue of spillovers is considered in 3.5.3. 

3.5.1 Modelling Nonlinear Dependence 

Studies by Brock, Hsieh and LeBaron (1991), and Blank (1992), for example, find 

deterministic nonlinear dynamics in the data generating process which they argue can 

provide a useful description of movements in asset prices. Moreover, these nonlinearities 

imply that price changes are predictable, though not predictable using linear 

specifications. On the basis of this argument and noting recent developments in the study 

of nonlinearity, the present study intends to provide an important contribution to the 

understanding of financial price data behaviour in that nonlinear procedures are used in 
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testing the behaviour of currency futures returns. In examining nonlinearity, we employ 

several testing procedures which include the Mc! eod-Li Portm:rnteau test, the Engle 

ARCH test, and the Brock, Dechert and Scheinkman (BDS) test. 

Regarding the modelling of heteroscedasticity, the present study is influenced by the 

methodology used by McCurdy and Morgan (1987) and McCurdy and Morgan (1988) 

who find evidence of conditional heteroscedasticity in the currency futures returns 

traded on the International Monetary Market. The above studies on the statistical 

properties of currency futures show that these data exhibit significant volatility 

clustering; i.e., large changes tend to be followed by large changes and small changes 

tend to be followed by small changes of either sign. This clustering could represent the 

arrival of information in clusters to the market. As Engle, et.al. (1990) argue, if 

information arrives to the market in clusters, such a time series may exhibit ARCH 

(Autoregressive Conditional Heteroscedasticity) behaviour. In addition, the distribution 

of currency futures returns exhibits a leptokurtic distribution, as shown by Cavanaugh 

(1987). 

Hsieh (1989b ), and Baillie and Bollerslev (1989) show that the two statistical properties 

of conditional heteroscedasticity and leptokurtic distribution are appropriately modelled 

by the ARCH and GAR CH. These procedures allow the variance of returns to change 

over time. Thus, in our present study on the daily rate of change for four currency 

futures, we evaluate the empirical performance of various types of conditional 

heteroscedasticity and find that the GARCH generalization of the ARCH process of 

Bollerslev ( 1986) fits the data satisfactorily. 
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In the next section, we will attempt to uncover the source of the GARCH effects as our 

earlier section demonstrates that the generating process exhibits high conditional 

heteroscedasticity. First, however, we must reexamine the relationship between the 

trading volume and price variability for four currency futures returns and so we will 

investigate the explanatory role of information proxied by trading volume on variance 

persistence and, in particular, we will evaluate the effectiveness of volume in explaining 

the structure of price change variance; i.e., whether the GARCH effect remains 

significant when volume is included in the variance equation. Najang and Yung (1991), 

who have carried out similar studies on Treasure Bond futures market, argue that the 

time varying variance in Treasure Bond futures returns is a function of the information 

arrival to the market. 

3.5.2 Modelling the Relationship Between Volatility and Trading Volume 

This section will reexamine the general relation between trading volume and price 

variability using GARCH specifications, which can be achieved by exploring both the 

predicted contemporaneous volume-volatility relationship as well as the lagged volume 

volatility; in other words, by assessing whether the former holds over the latter or vice 

versa in explaining the volume-price variability relationship. If the former is true, the 

notion of informational efficiency in the currency futures markets holds. This means that 

traders are not able to make abnormal returns using news information proxied by trading 

volume. If trading volume is found to play an important information providing role in 

explaining price variability, the findings of this study will be relevant to technical 

analysis. 

106 



Two leading models provide theoretical explanations for the observed correlation 

between price variability -- -rt trr '1 [_ "Olume: the sequential arrival of information 

model (SEQ) developed and exter,~. · uy Copeland (1976, 1977), Jenning and Barry 

(1983), Jennings, Starks and Fellingham (1981) and Smirlock and Stark (1985), and the 

mixture of distribution hypothesis (MDH) developed by Clark (1973), Epps and Epps 

(1976) and Harris (1987). The difference between these two competing hypotheses 

centres around the speed with which the new equilibrium is attained following the 

arrival of information. In the framework of SEQ, new information is not transmitted to 

all traders in a single day while the MDH assumes that new information is received 

simultaneously by all investors in a single trading day and that they act upon it after 

revising their expectations. A more detailed explanation of the two models follows. 

The Sequential Information Model (SEQ) 

The Sequential Information Model (SEQ) was first discussed by Copeland (1976) and 

subsequently developed by Smirlock and Starks ( 1988). The key assumption of the SEQ 

is that traders in a market receive new information in a sequential fashion. In other 

words, each individual trader trades in response to a signal representing one of a series 

of incomplete equilibria. Once all the traders have received the information signal, a 

final market equilibrium is established in which all traders observe the same information 

set. The main implication of the SEQ model is that asset price volatility is potentially 

forecastable given the knowledge of past information on trading volume. 
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The Mixture of Distributions Hypothesis (MDH) 

The mixture-of-distribution hypothesis was first proposed by Clark (1973) an, 

subsequently used by many authors, including Lamoureux and Lastrapes (1990) and 

Foster (1995). The basic premise of the mixture-of-distributions hypothesis is that the 

amount of information that arrives into the market during a certain time interval changes 

randomly over time. 

Following Lamoureux and Lastrapes (1990), let R, denote the total equilibrium of 

logarithm asset price increment in day t, which implies 

,, 
R, = "E. ~ l ,I 

i =I 
(3.1) 

where E;,, denotes the ith intraday equilibrium price increment that flows into the 

market during day t. The random variable ( is the mixing or directing variable 

representing the stochastic rate of information arrival to the market. Equation 3.2 implies 

that daily price changes are generated by a subordinate stochastic process in which R
1 

is subordinate to E . , and I is the directing process. Suppose E . is i.i.d. with mean zero 
I. I I.I 

and finite variance, a 2
. If ( is sufficiently large, applying the Central Limit Theorem 

to equation 3.2 yields 

(3.2) 
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where the logarithm of daily price changes is conditional on the number of information 

arrivab . f,, to the market, and is normally distributed with mean zero and variance 

proporti0rn 1 to (. It is well known that volatility shocks persist over time, as shown in 

GARCH. If we assume that I
1 

is serially correlated, the resulting model can give rise to 

this persistence. For example, suppose that the logarithm of I1 follows an AR(p) process 

which can be expressed as follows: 

(3.3) 

where a
0 

is a constant, I
1

_; is a lag polynomial of order p, and v
1 

is white noise. 

Innovations or shocks to the mixing variable persist according to the autoregressive 

structure of Equation 3.4. By defining a variance term 

(3.4) 

and if the mixture model is valid, then a; = a2II
1

• Combining Equations 3.3 and 3.4 

will yield: 

(3.5) 

The amount of information ( may also influence the trading volume. The reason, as 

noted by Watanebe (I 996), is that the larger the amount of information that flows into 

the market, the more do the traders' expectation spread and hence the larger the trading 
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volume. If so, he further noted, then the mixture of distribution hypothesis is also 

consistent with the well known phenomer.r:--· / a com, · ·,1ent between volatility and 

trading volume. 

The implication of MDH is that price and volume have similar information values due 

to their common distribution. All traders respond to a new piece of information 

simultaneously. Such a case implies that there is no information in volume which can 

be used in forecasting futures returns and, likewise, there is no information in the futures 

returns which can be used in forecasting volume. 

In the next section, we will focus our empirical investigations on the variance of returns 

conditional on knowledge of the mixing variable. Since /
1 

is not observable, we proxy 

trading volume as a measure of information flow. 

Testing the Informational Role of Volume through GAR CH Effects 

In a famous study, Lamoureux and Lastrapes (1990) investigate actively traded stocks 

to examine whether the ARCH effects commonly found in daily stock returns are due 

to time dependence in the process generating information flows. In particular, they 

empirically test the variance of daily returns which are conditional upon the directing 

variable of information flow into the market using contemporaneous trading volume. 

Their results strongly support the mixture-of-distribution hypothesis. Similarly, Locke 

and Sayers (1993) apply this approach to minute-by-minute data on the S&P 500 Index 

Futures. In contrast to the results of Lamoureux and Lastrapes ( 1990), they find that 

110 



significant variance persists after controlling for volume. 

The present study has not only attempted to investigate the relationship between trading 

price variability in the currency futures markets per se, but also to examine the role of 

trading volume in determining price changes, taking an approach similar to that of 

Lamoureux and Lastrapes ( 1990). Specifically, we explore the source of GAR CH effects 

in the context of the mixtures distribution hypothesis (MDH) in which the stochastic 

mixing variable, proxied by volume, is hypothesised to be the rate of information arrival. 

Having examined the relationship between price variability and volume, and discussed 

the role of volume in the GARCH processes in the context of intra-currency futures, we 

must now consider both the intra and inter-currency futures returns relationship. In 

particular, we will analyse the mean and volatility spillover within the currency futures, 

and between and among the currency futures traded on the Ilv1M. 

3.5.3 Modelling Currency Futures Pricing as ARCH Effects and Spillover Effects. 

Most previous studies have examined information transmission between and among 

markets. Among many others, Eun and Shim ( I 989), Hamao, Masulis and Ng ( 1990), 

and Koutmos and Booth (1996) examined information transmission between the U.S., 

the U.K. and the Japanese stock markets, and Theodossious and Lee (1993) investigated 

information transmission between the U.S., the U.K, Canada, German and the Japanese 

stock markets. But, few studies have investigated information transmission between 

assets in the same market. 
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In this study, we will take a different approach and examine information transmission 

within currency futures (the ARCH effects), and between and among currency futures 

trading in the same market (the spillover effect) using data from the International 

Monetary Market. A similar approach has been taken by Najang, Rahman and Yung 

( 1992) and, we intend to validate the implication of their observation that the ARCH 

effects disappear when there are strong spillover effects and become significant when 

spillover effects are nonexistent or weak. However, our approach differ from theirs in 

two aspects. First, we consider both the conditional first and second moments between 

and among currency futures returns and allow for changing conditional variances as 

well as conditional mean returns. Secondly, this study explores the pairwise spillover 

effects and the ARCH effects between two currency futures, and the multi-currency 

spillover effects and the ARCH effects among four currency futures. 

Following Hamao, et.al.,(1990), we first examine the pairwise mean and volatility 

spillover. Next, we investigate the multi-currency futures spillover by expanding the 

exogenous variables in the conditional mean and volatility to include the third and fourth 

squared residuals from other currency futures in order to test for the common economic 

effect in all four currency futures. The common economic effect postulates that the 

currencies are close substitutes and move in the same direction (Tse and Booth, 1996). 

If this argument holds, expanding the exogenous variable will diminish the mean and 

volatility spillover effect of the first and second currency futures and also of other 

currency futures. 
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3.6 Summary 

The purpose of this chapter has been to provide a general view of the currency futures 

market and its relationship with microstructures and pricing. We began the chapter by 

looking at the currency futures market contracts and its basic structure. Then we briefly 

reviewed selected literature on issues related to the currency futures market. The issues 

related to the present study are: the unbiasedness hypothesis, the random walk 

hypothesis, non-stationarity and cointegration, nonlinear dependence and 

heteroscedasticity, and the relationship between information arrival and volatility. 

Having reviewed most of the literature on currency futures , we then discussed the issues 

dealt with in this study in greater detail. First, we tested for nonlinear dependence 

employing several nonlinear testing procedures: the McLeod-Li Portmanteau test; the 

Engle ARCH test; and the Brock, Dechert and Scheinkman (BDS) test. 

Secondly, we reexamined the general relation between trading volume and price 

variability using GARCH specifications because this model allows the variance of 

returns to change over time. We explored both the predicted contemporaneous volume­

volatility relationship as well as the lagged volume volatility, which also amounts to a 

test of informational efficiency in the currency futures markets. The nonlinear 

specification of GARCH was used since the returns exhibit significant volatility and 

clustering, and leptokurtic distribution. The test for returns series using the BDS 

procedure rejected the null hypothesis of i.i .d. 
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Thirdly, we extended the investigation into this relationship by examining the role of 

trading volume as a proxy of information in determining price changes. We explored the 

sour--" of GARCH effects in the context of the mixtures distribution hypothesis (MDH); 

i.e. , whether the ARCH effects remained when volume or uncorrelated volume was 

included in the conditional variance equation. 

Finally, we looked at the information transmission within currency futures (the ARCH 

effect) and between currency futures trading in the same market (the spillover effect). 

In addition, we validated the implication of Najang, Rahman and Yung (1992) that 

ARCH effects disappear when there are strong spillover effects and that ARCH effects 

become significant when spillover effects are nonexistent or weak. We also explored the 

multi-currency futures spillover by expanding the exogenous variables in the 

conditional mean and volatility equations in order to test whether the common 

economic effect holds when the third and the fourth squared residuals from other 

currency futures are included in the equations. 
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Chapter Four 

Data and Metholliology 

4.1 Introduction 

Chapters 1 to 3 have provided an overview of the main empirical studies of the equity 

and the futures markets with a particular focus on the currency futures market as well 

as a discussion of the research methods used in those studies. 

The main aim of this chapter is to discuss the sample data and methodology applied in 

this study and to elaborate the stages employed. Section 4.2 discusses our sample and 

source of data. Sections 4.3 and 4.4 test for stationarity and nonlinearity of currency 

futures data , respectively. Section 4.5 estimates the GARCH modelling of volatility. 

Section 4.6 describes the test of relationship between volume and price variability. 

Section 4.7 focuses on the GAR CH modelling of mean and volatility spillover. Finally, 

Section 4.8 offers some conclusions. 

4.2 The Data 

Our data set was constructed from quotations on the International Monetary Market 
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(IMM) of the Chicago Mercantile Exchange (CME), United States, via Datastream 

International, London, quoted in dollars per unit of a foreign currency. To validate the 

collection process, the data has been cross-checked to FT quotations on a weekly basis. 

The data consist of the daily settlement foreign currency futures prices for the British 

pound (BP), the German mark (DM), the Japanese yen (JY) and the Swiss franc (SF) 

from January I , 1986 to April 30, 1997 together with their corresponding daily trading 

volume. The settlement price is in principle equal to the day's closing price but the CME 

takes the average of the transaction prices in the last half hour of trading as the 

settlement price in order to avoid manipulation. It may be noted that, although automatic 

trading after the close of pits means that price changes can occur between official closing 

and opening transactions, we nevertheless use the official settlement prices in this thesis 

as these are the quotations which serve to mark outstanding futures positions to market. 

The delivery months for the currency futures contracts are September, December, March 

and June. 

These four currency futures (BP, DM, JY and SF) are selected over other currency 

futures for two reasons: firstly, these are the only currency futures which started trading 

on the first day of the sample period of study and thus make our analysis of spillover 

effect possible. Secondly, the trading volumes of these currency futures are relatively 

large compared to other currency futures in the IMM. This is important since a large 

trading volume minimises the potential biases to the volatility estimator, as shown by 

Grammatikos and Saunder ( 1986). 

116 



4.2.1 Currency Futures Returns Data 

The data for this study are daily futures prices. The settlement prices on day t {Pt} are 

transformed to daily returns using the formula Rt = In ( Pt I Pr-1)*100, which produces 

2,954 observations on each currency futures contract examined. As mentioned above, 

the delivery months for currency futures contracts are September, December, March and 

June. Consequently, each price series is constructed from the settlement price on the 

nearby futures contract until the day prior to its last trading day; i.e., the maturity date, 

when the data is rolled over to the next futures contract. It worth noting here that, 

although it may be suspected that taking futures returns up to the maturity of the nearby 

contract could create a seasonal volatility effect attributable to the close of contract, we 

found no such effects in a detailed exploratory analysis. Therefore, we have followed the 

approach adopted by other researchers in this area and have used nearby prices until the 

maturity date. 

The use of more than 2,500 observations in each return series provides a sufficient 

degree of freedom for those tests that are only asymptotically valid (Yang and Brorsen, 

1993). The return series are multiplied by 100 to avoid possible scaling problems in the 

estimation. Therefore, all subsequent analysis and reported statistics are also expressed 

in interpretable percentage terms. 

The use of natural logarithmic price changes prevents nonstationarity in the mean and 

variance of price levels in the data series from affecting futures price variability and 

these can be interpreted as percentages of continuous time (Brock and Baek, 1991 ). As 
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4 

noted by Cavanaugh (1983), the choice between using the raw price or the natural 

logarithms of the futures prices is largely a matter of econr ·,,etrics convenience. Since 

sample logarithms of the first difference in futures prices or price chang~ or returns often 

appear to have a better-behaved distribution than the first difference of the raw series, 

it will be more convenient to base our hypothesis testing on the first difference of the 

natural logarithm of prices. Furthermore, the fact that futures prices are quoted in terms 

of U.S dollars will not significantly affect the analysis. 

Our observations include data on non-trading days4 since eliminating them would result 

in unequal numbers of observation for each series which in tum could make an analysis 

of spillover impossible. In other words, since the focus of the present study is on the 

temporal spillover effect between two or more futures currency returns where 

simultaneous price observations are necessary, we include the non-trading days in our 

analysis. 

All the currency futures data used have an overlapping trading hours. They have the 

same opening times but different closing times according to Chicago Central Time. (For 

detailed discussions on opening and closing times, see Chapter 3, 3.2). For this reason, 

traders cannot easily take heed of any information revealed by any currency futures. As 

noted by Lin , Engle and Ito (1994 ), this is crucial for clean tests on how information is 

transmitted from one currency future to another. All the traders can do is to intuitively 

use the available information revealed in yesterday's returns of their own currency 

Days when no trading occurs, the data day before are used or when two consecutives day of notrading 
occurs the data two day before are used. 
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futures as well as other currency futures; in other words, traders in one currency future 

can draw inferences about the returns and innovations by observing price movements 

in other currency futures. 

To gauge whether the results are robust over the sample period, two almost equal-length 

subperiods are partitioned. These are from January 1, 1986 to September 18, 1991 (i.e., 

the contract maturity date closest to the mid-point of the series) for Subperiod I and 

September 19, 1991 to April 30, 1997 for Subperiod II. The number of observations for 

the currency futures and trading volume for both Subperiods are reported in Table 4 .1. 

Table 4.1: Number of Observations in Subperiods: Return Series 

Subperiod BP DM JY SF 

I 1490 1490 1490 1490 

II 1464 1464 1464 1464 

I Total I 2954 I 2954 I 2954 I 2954 
Notes: TheSubpenods are from January 1, 1986 to September 18, 1991 for Subperiod I and September 
19, 1991 to April 30, 1997forSubperiodlI. 

The price series and returns series are presented in Appendix 1: Figures A-1 and A-2 

give the time series plots for the BP; Figures A-3 and A-4 for the DM; Figures A-5 and 

A-6 for the JY; and Figures A-7 and A-8 for the SF. It is evident from an inspection of 

these time series plots that the data sets are not characterised by extreme values. 
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4.2.2 Data on Volume 

Earlier statistical models predicting currency 1.. . t ., returns based on past return series 

and volume data have been found to be successful. However, most of the volume series 

which have been incorporated in previous studies have used Granger's (1981) 

specification of linear model causality (see, for example, Grammatikos and Saunders, 

1986) or the state space model (see, for example, McCarthy and Najang, 1993). For this 

reason, one of the objectives of the present study is to offer an interesting arena and to 

by investigate the dynamic relationships between currency futures returns and volume 

using a nonlinear model; i.e., trading volumes will be included in the conditional 

variance equations. 

The trading volumes data used in the study are a continuous series made up of the 

aggregate of all volumes for all existing futures contracts,5 similar to the data procedure 

employed by Clark (1973), Cornell (1981) and Tauchen and Pitts (1983). In addition, 

following Fabozzi, Ma and Briley (1994 ), we eliminate a daily observation when there 

is no trading volume for the day. Previous researchers have argued that the inclusion 

of non-trading in the observation often creates positive serially correlated daily price 

changes. Similarly, Scholes and William (1977), and Dimson (1979) have noted that 

nonsynchronous and infrequent trading could induce autocorrelation in computed returns 

even when the true returns are not autocorrelated. This happens because daily price data 

are reported everyday including non-trading days where the previous day's price is used. 

5 Trading volumes are expre~sed in number of contract traded. 
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After the exclusion of non-trading days and weekends, the daily futures returns and 

volume series yield a total of 2,863 net days for the British pound, 2,865 for each of the 

German mark and the Swiss franc and 2,861 for the Japanese yen. Appendix 2 presents 

the figures for four variables: raw prices, return series, volume and uncorrelated 

velume. Figures A-9, A-10, A-11 and A-12 give data on the above variables for the BP; 

Figures A-13, A-14, A-15 and A-16 for the DM; Figures A-17, A-18, A-19 and A-20 for 

the JY; and Figures A-21, A-22, A-23 and A-24 for the SF. The percentages of non­

trading days are quite small: 3.10 percent for the British pound, 3.15 percent for the 

Japanese yen and 3.01 percent for both the German mark and the Swiss franc. Table 

4.2 contains the number of daily observations. 

Table 4.2: The Number of Daily Observations 

Currency Total Days Non-Trading % of Non- Net Days 
Futures Days Trading days 

BP 2954 91 3.10 2863 

DM 2954 89 3.01 2865 

JY 2954 93 3.15 2861 

SF 2954 89 3.01 2865 
Notes: Total days are calculated from January 1, 1986 to April 3 I, 1997. 

Using similar methodology for spillover analysis to that used in the studies described 

above, the present study partitions the sample period into two almost equal-length 

subperiods to test whether the results are robust over the sample period. Subperiod I is 

from January I, 1986 to September 18, 1991 and Subperiod II is from September 19, 

1991 to April 30, 1997. The number of observations for the currency futures for both 

subperiods are reported in Table 4.3. 
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Table 4.3: Number of Observations in Subperiods: Returns Synchronised with 

Trading V <J1ume 

Subperiod BP DM JY SF 

I 1443 1444 1446 1443 

II 1420 1421 1415 1422 

Total 2863 2865 2861 2865 
Notes: The subperiod are from January 1, 1986 to September 18, 1991 for Subperiod I and September 
19, 1991 to Apri I 30, 1997 for S ubperiod II. 

4.3 Tests of Stationarity. 

In order to test for stationarity in raw, return and volume series, we apply both the 

Dickey-Fuller (DF) (1979) and the Augmented Dickey-Fuller (ADF) (1981) unit root 

test which is based on an ordinary least square (OLS) regression. 

A series is said to be nonstationary in levels and stationary in growth rates if the price 

series is integrated of order one, as discussed by Johansen (l 991 ). Both the Dickey­

Fuller and the Augmented Dickey-Fuller unit root test are based on an ordinary least 

square (OLS) regression. 

4.3.1 The Dickey-Fuller (DF)Test for Unit Roots 

The Dickey-Fuller test for the presence of one unit root can be made by following one 

of the three specifications, depending on the choice of an intercept and/or a trend term. 
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(4.1) 

(4.2) 

(4.3) 

where the a
0 

a 
I 

and p 1 , are the regression coefficients and e
1 

is the random error term 

which is normally distributed with a mean of zero and variance, a2
• Equations 4.1 and 

4 .2 are acceptable for a unit root test of time series without drift and with drift, 

respectively. However, when drift and trend are suspected, Equation 4.3 is the 

appropriate specification. The null hypothesis H0:a1 = 0 for each equation is tested 

against the alternative hypothesis H 1 :a1
<0. The t-statistics value can be checked against 

the critical values found in the tables given in Fuller (1976, p. 373). 

4.3.2 The Augmented Dickey-Fuller (ADF) Test for Serially Independent Errors 

Under the Dickey-Fuller test, the assumption of e
1 

being independent may not be 

realized because of the existence of serial correlation. Because of this probability, higher 

order lags may deemed necessary to remove the serial correlation. The DF test regression 

in Equations 4.1 , 4 .2 and 4.3 can be augmented accordingly, as follows: 

p 

t.Yr = al Yr-I + L P,~Yr-i + er 
i =I 

~YI = ao + a, yr-I + t P1~yr-i + er 
i =I 
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for i = 1,2, ... ,p (4.4) 

for = 1,2, .... ,p (4.5) 



for i = 1,2, .... ,p (4.6) 

where Y
1 

is the variable of interest, t is the time, p the lag order to be chosen from 

change of L:I Y
1

; i.e., ( Y
1 

- Y
1
_, ), so that the residuals series e

1 
is uncorrelated or white 

noise. Similar to the DF test, the null hypothesis H0:a1 = 1 for each equation is once 

again tested. The specification of the lag structure of Equations 4.4, 4.5 and 4.6 enables 

the ADF test to account for a more dynamic specification of the regression as compared 

to the DF test. Once the order of p is determined, the next step is to find the t-statistic 

of a 1 and compare it with the appropriate critical value provided by Fuller (1976). 

4.4 Tests for Nonlinearity 

Many studies show that financial and economic data exhibit a nonlinear generating 

process. In this section, we will verify these studies by employing four nonlinear 

dependence testing procedures developed by McLeod and Li (1983), Engle (1982), 

Brock, Dechert and Scheinkman (1986) and Hsieh (1989a). 

4.4.1 The McLeod-Li Portmanteau Test 

The McLeod and Li Portmanteau test for nonlinear dependence is carried out by 

examining the Ljung-Box Q- statistic of the squared residuals from an Autoregressive 

Moving Average (ARMA) representation. Both the return series and the residuals are 

examined here through the use of the k autocorrelation coefficients p for return series 

124 



{ x
1 

} , squares return series { x1

2
} and absolute return series { I x 1 I } , and residuals { R1 }, 

squares residuals { R
1

2
} and absolute resic.,.:ab{ I R

1 
I}. The McLeod and Li Portmanteau 

test is employed in order to detect the pr-·:;.:::.nce of serial correlation as suggested by 

Granger and Newbold (1986). That is, if 

p)k) = [p/k)]2 for all k (4.7) 

then the return series and residuals are linear. Alternatively, if they are not equal, then 

it implies nonlinearity. The first step in the testing procedure is to estimate the 

autocorrelation function of returns squared, x/ and residuals squared, R/, The null 

hypothesis of independence is then set for both x/, { lx1j}, and R/,{ IR1I }. 

The Ljung-Box Q-statistics to test the hypothesis are calculated as follows, 

Ill 

Q_r./k) = n(n + 2) L (n- kf 1 P.~ (k) (4.8) 
k=I 

where n is the number of observations and Q_u (k) is the autocorrelation coefficient of 

the squared series. The critical value 1' obtained from the chi-square distribution at a 

given significance level, x2 (k) distributed with k degree of freedom, is compared to 

Qu(k) . The null hypothesis of independence will be rejected if Q.)k) > 1', suggesting that 

the returns and residuals time series both exhibit possible conditional heteroscedasticity; 

i. e., are nonlinearly dependent. One of the drawbacks of the McLeod Li nonlinearity test 

is that it is sensitive to nonnormality both for the returns series and the residuals . 
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4.4.2 The Engle ARCH Test 

Engle's Lagrange multiplier test leads to the rejection of the null hypothesis of no 

Autoregressive Conditional Heteroscedasticity (ARCH) based on the estimated TR2 

statistics (having a chi square distribution). The ARCH test determines if large changes 

in asset returns are followed by a large variance of return and if small changes in returns 

are followed by small changes in the variance of returns. It is an alternative to the 

McLeod- Li Portmanteau test of nonlinear dependence discussed earlier 

The presence of an ARCH effect indicates that some types of nonlinear dependency 

exist in the return series. Hsieh ( 1989a) points out that McLeod and Li Q-statistic is 

related to Engle's ( 1982) test for heteroscedasticity since the former uses the 

autocorrelation coefficients of squared data while the latter employed the partial 

autocorrelation coefficients. Furthermore, the generalized ARCH model of Bollerslev 

(1986) is also capable of capturing and analysing the data generating process from the 

nonlinearity in the variance. The GARCH(l, I) process is given by 

(4.9) 

(4.10) 

(4.11) 
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where y
1 

is the log return, lj/
1

_
1 
is the information set at time t-1, and £

1 
is the stochastic 

error conditional on lj/
1

_
1

, which is assumed to be normally distributed with zero mean 

and conditional (time varying) variance, h
1

• As such, GARCH models the conditional 

variance of the error term as a linear function of the lagged squared residuals and the 

lagged conditional variance itself. A notable difference between the GARCH (1, 1) 

model and ARCH ( 1) is the inclusion of the lagged conditional variance term ( a~_ 1 ) as 

an explanatory variable in the conditional variance equation. The advantage of a 

GAR CH model is that it captures the tendency in financial data for volatility clustering. 

Engle and Bollerslev (1986) also introduced the integrated or I-GARCH as an extension 

of the model. For a process to be considered as I-GARCH, the parameters ct 1 and P1 in 

Equation 4. 1 I must together sum to unity which implies the presence of a unit root in 

the autoregressive polynomial. This non-stationarity in variables also implies that current 

information remains important for forecasts of the conditional variances for all horizons. 

4.4.3 The BOS Test 

The procedure known as BOS, proposed by Brock, Dechert and Scheinkman (1987), 

tests the null hypothesis of independence and identical distribution (i.i.d.) for a 

univariate time series x 
I 

against an unspecified alternative by utilizing the concept of 

spatial correlation. The test has power in describing not only a simple nonlinear 

deterministic system but also nonlinear stochastic processes. Rejection of the null 
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hypothesis means that the series is nonlinear. 

The time series, x
1

, which is embedded in m-space is empiu:. ~d to form the following 

vectors such that 

1,2, .... ,T - m + 1 (4.12) 

This concept of embedding can be illustrated for the time series x
1 

where t = 1, 2, 3 .... 5 

and m = 5 as follows, 

In this case, the embedding operation creates five-dimension vectors of x 1
5 .xi .x; ,.x} 

and x; . Since the vectors require equal length, m-1 data points are lost in the above 

illustration. 

The correlation integral, a measure that examines the distances between points, is able 

to detect the dependency of x
1 

and in our case a five-dimensional vector. For each 

embedding dimension, m, and choice of epsilon, e, the correlation integral is defined by, 
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C(e,m,T) = (4.13) 

where T (T-m +I) and, t ands both range from l to T-m + l in the summation and are 
m 

restricted such that Ns and the indicator function of l[x/\.x/1;e] is defined as, 

(4.14) 

= 0, otherwise 

where the metric or maximum-norm is given by llxll = max 0, ; , • 1 \x ;· Thus, the 

correlation integral is a measure of the total number of pairs (x/11
, x/1

) that are within 

e distance of each other and is a measure of the concentration of m consecutive 

b 
. m 

o servat1ons, x 1 • 

Brock and Baek ( 1991) noted that under the null hypothesis that xt is i.i.d., C( e, m, T) 

- C( e, 1, T)"' with probability one, where T- oo_ 

The test statistic for dependence is given by: 

W(e,m,T) 
= /(T- m + l)[C(e,m,T) - C(e, l,T)111

] 

a(e,m ,T) 
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Under the 1ll1J1 1'vo, ,·,, ,ig of i.i.d., the distribution of the W statistic converges to a 

standard normal rando - . variable with unit variance; i.e., N(O, 1). Rejecting the null 

hypothesis provides evidence of serial dependence in the data. The alternate hypothesis 

can imply either linear or nonlinear dependence in the returns series. Fujihara et.al, 

( 1997), argues that a rejection of the null hypothesis could result from some type of 

dependence in the returns: namely, a linear stochastic process, nonstationarity or a 

nonlinear deterministic system. Linear dependence can be ruled out since the study 

follows the procedure of Scheinkman and LeBaron ( 1989) and filters the returns series 

using a linear autoregression AR(p) process, which can be written as: 

+ V 
I 

where the P; is the regression coefficients and v
1 

is the random error term, which is 

normally distributed with a zero mean and is not serially correlated. The residuals from 

this fit are then tested for i.i.d. using the BDS statistic. In addition, nonstationarity 

associated with structural change is not likely to be an important issue since the present 

study employs daily data and as such the impact is minimal. As a result, a rejection of 

the null hypothesis of i.i.d. by the BDS test applied to the filtered series appears to be 

associated with evidence of nonlinearity. 

It can be seen from the statistic there are two unknown functions in embedding 

dimension m and the e. As there is a relationship between these two functions, their 
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choice becomes an important issue. Hsieh ( 1989a) explains the interaction with e. Given 

m, e should not be too small because C(e,,T) will capture few point~ ' "' e should not 

be too big because C(e,T) will capture too many points. In practice, l . , in terms of 

standard deviations of the data. Following Brock and Baek ( 1991 ), if the critical values 

from the standard normal are to be used, the number of observations should be greater 

than 500; the dimension m should be m~ 5; and e should be between one half and twice 

the standard deviation; i.e., 0.So ~ e ~ 2o of the data. On the basis of this evidence and 

given that the present study employs T = 2,954, mis set from 2 to 10 and e is set from 

0.5 to 1.5. 

4.4.4 The Third Moment Test 

The BDS test is able to detect nonlinearity in a series. However, it cannot determine the 

source of nonlinearity; i.e, whether the nonlinearity is in the mean of the stochastic 

process or the variance, or possibly in both. 

Hsieh's ( 1989) third moment test, however, differs from other nonlinear tests in that it 

is able to discriminate between two types of nonlinearity; namely, additive and 

multiplicative, after nonlinearity has been found in the series using the BDS test or 

another nonlinear test. Both additive and multiplicative nonlinearity imply that the 

squared residual e
1 

is correlated with its own lags [ see, for example, Hsieh (1991) and 

Najang et al. (1992)]. However, additive dependence implies that the conditional 

expectation of the residuals given past lags of the variable, x1 and the residuals, e
1

, is 

nonzero, 
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(4.16) 

while multiplicative dependence implies that the conditional expectation is zero 

(4.17) 

Under additive dependence e
1 

is correlated with at least one of the terms e
1

_ 1 to e
1
_k 

so that E[e
1 

e
1

_ , e
1
_k] * 0 while under multiplicative dependence e, is not correlated 

with these terms so that E[e
1 

e
1

_ , e
1
_k] = 0. The Three Moments Test (TMT) is able 

to distinguish between mean and variance nonlinear dependence from where e, is the 

residual obtained from the linear filtered data, AR(l). The TMT can suggest not only the 

source of the nonlinearity but also provides a general indication of the data generating 

process. For example, if multiplicative nonlinearity is detected, the ARCH model 

introduced by Engle ( 1982) or the generalized ARCH (GAR CH) model developed by 

Bollerslev ( 1986) are able to fit the data satisfactorily. 

Additive depe ndence occurs when the source of the nonlinearity is in the mean of the 

process while multiplicative dependence occurs when nonlinearity enters through the 

variance of the process. 
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Additive dependence is represented by: 

(4.18) 

and multiplicative dependence by: 

(4.19) 

where v
1 

is an i.i.d random variable with zero mean and independent of previous e
1 

and 

x
1 

and the function/ () is a nonlinear function of e
1

_1, . ..... ,e
1
_k. and x

1
_ 1 ... . ,x

1
_k for some 

finite k. Bilinear and threshold models are examples of additive dependence and the 

autoregressive conditional heteroscedasticity (ARCH) model developed by Engle (1982) 

is an example of multiplicative dependence. In order to execute the third moment test, 

the null hypothesis of multiplicative nonlinearity is constructed to imply that the third­

order correlation coefficient, p eee (i,j) = 0 for all i, j > 0. This is tested against the 

alternative hypothesis that p eee (i,j) * 0 for some i, j > 0, for the residuals from a linear 

filtered specification of AR( 1) model. By fitting a linear model to the data, any 

nonlinearity which might exist in the return series is removed into the residuals. After 

the AR( 1) model has been fitted, the third-order moment of the residuals e
1 

can be 

estimated as follows: 
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The null hypothesis that a residual possess multiplicative (or variance) nonlinearity is 

then tested using the following statistic: 

v(iJ) = 
T l/2p eei iJ) 

w(iJ) 

where w(i,j) can be consistently estimated by 

w(iJ) 

(4.21) 

(4.22) 

The null hypothesis is tested using the standard normal distribution , N(O, 1 ). It will be 

rejected if the value of V(i,j) is greater than the selected critical value and accepted if it 

is smaller than the critical value. 

4.5 Estimating GAR CH Models of Volatility 

In modelling the joint conditional mean and variance of the returns. the widely used 

Generalized autoregressive conditional heteroscedasticity (GAR CH) family of statistical 

processes, is applied. 
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4.5.1 Autoregressive Conditional Heteroscedasticity (ARCH) 

Engle ( 1982) imrcvJuced the first ARCH model to capture the effects of changing 

volatility in a series. He also pointed out that even though the ordinary least squares 

procedures produce unbiased estimators of the model, the ARCH structure using the 

maximum likelihood is substantially more efficient. Consider the following ARCH ( 1, 1) 

model : 

(4.23) 

(4.24) 

(4.25) 

where R
1 

is a random variables, Rr-1 is an exogenous variable with an autoregression 

of order I in the mean of price changes, and ~\ is the residual term which is 

conditionally normally distributed and serially uncorrelated. The et s are the parameters 

to be estimated. The ARCH (I, 1) model in Equations 4.23 - 4.25 allows the conditional 

variance of the random disturbance to depend on the behaviour of past squared errors. 

Similarly, in an ARCH(2) model the conditional variance is a linear function of lagged 

squared errors from the two most recent prior periods. 
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4.5.2 Lagged Conditional Variances (GARCH) 

The above model was later extended by Bollerslev ( 1986) to a generalized (ARCH) 

specification to account for more flexible lag structure. For instance, GARCH models 

include lagged conditional variance together with lagged squared residuals in the 

conditional variance equation to achieve a more parsimonious representation of higher 

order ARCH models. As further noted by Bollerslev, the GARCH process is very much 

like that of the time series process to a general Autoregressive Moving Average 

(ARMA) model. Although standard time series could be used to identify the orders of 

p and q, as noted by Bollerslev, the GARCH (1, 1) model has been proven to be an 

adequate representation for most financial time series. Numerous recent studies on 

United States (US) data of financial time series suggest that one lagged conditional 

variance term appears to model conditional variance adequately. (see, for example, 

Hsieh, 1988; Akgiray, 1989; Baillie and Bollerslev, 1989; and McCurdy and Morgan, 

1987). 

The conditional variance in the GAR CH (I, I) model is defined as follows: 

(4.26) 

(4.27) 
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(4.28) 

a0 >- 0 a 1 <'= 0 

where Equation 4.28 represents the extended ARCH models which allow the 

conditional variance, hr, to be dependent on the last period's squared errors and 

1 

conditional variance, hr - I - If the lag of coefficient polynomials a 1e;_1 and P1h1
_ 1 are 

positive, then surprise to volatility persists over time. Furthermore, the degree of 

persistence is determined by the magnitude of these coefficients. 

4.6 Test for a Relationship Between Volume and Price Variability 

Blume et.al.(1994) showed that observing volume and price together provide more 

information than price alone. He further noted that a trader watching prices only cannot 

learn as much as a trader watching both prices and volume and thus faces an unnecessary 

penalty if he ignores the trading volume statistic.6 For this reason, the present study 

emphasises empirical tests of the variance of returns which are conditional on the 

knowledge of the mixing variable. We use trading volume as the mixing variable in 

order to investigate its informational role in explaining futures price movements. In 

particular, trading volume may be informative about the process of futures markets 

return. Lamoureux; et.al., ( 1990) point out that trading volume as the mixing variable 

6Tois complementary role of price and volume is a main characteristic of technical analysis methods. 
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is consistent with the sequential information models of Copeland (1976) and the 

mixture of distribution hypothesis (.i\.1DH) of Epps and Epps (1976) which states that 

when no information is available, trac:'-:5 is slow and the price process evolves slowly; 

and when new information violates old expectations, trading is brisk with the price 

process evolving much faster. 

The present study presents an analysis of trading volume as a mixing variable using 

both contemporaneous as well as lead and lagged relations. 

4.6.1 Contemporaneous Volume 

In the first stage of our empirical strategy, we estimate the conditional variance given 

by h
1 

by restricting the coefficient o 1 in Equation 4.31 to zero, using the approximate 

maximum likelihood algorithm of Berndt, Hall, Hall and Hausman (1974) of the 

following model , 

(4.29) 

(4.30) 

(4.31) 

where V
1 

is the volume of trade at time t, 1jJ
1

_
1 

is the information set at time t - I and 

E\ is the stochastic error conditional on 1jJ
1

_ 1, and is assumed to be normally distributed 

with zero mean and conditional (time varying) variance, h
1

• The o:0, o: 1, Pt and 6
1 

are parameters to be estimated. For this reason, GAR CH models the conditional variance 
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of the error term as a linear function of the lagged squared residuals and the lagged 

residual conditional variance. The advantage of a GARCH model is that it captures the 

tendency in financial data for volatility clustering. 

To investigate the notion of volume as a mixing variable in the conditional variance, 

following Lamoureux and Lastrapes ( 1990) and Laux and Ng (1993), we fit the 

unrestricted model of Equation 4.31; i.e., where o1 *O. If a cluster of infonnation, as 

proxied by contemporaneous trading volume, affects price variability, then we would 

expect a positive and significant o1• 

4.6.2 Uncorrelated Contemporaneous Volume 

To avoid the possible problem of high serial correlation in the volume series, V
1

, which 

can lead to a high correlation between the explanatory variables used in the unrestricted 

model of Equation 4.31 , we consider the effect of news on the conditional variance for 

each of the currency futures, by extracting the unexplained component from the 

autoregressive models (AR) of trading volume proposed by Bessembinder and Seguin 

(1992) Bessembinder (1994 ), and Lamoureux and Lastrapes (1990). As empirically 

noted by Bessembinder ( 1994), trading volumes are highly autocorrelated, implying that 

volumes can be forecast to a substantial degree. As such, he employs an ARIMA 

(10, 1,0) specification to decompose futures trading volume into forecastable and 

unexpected components. He shows that coefficient estimates on the forecastable 

(expected) and unexpected components of futures trading volume, used as a proxy for 

trading volume in the interbank foreign exchange market, support the conclusion that 
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the forecastable (expected) and unexpected trading volumes have heterogeneous effects 

on the bid-ask spread. Similarly, Bessembinder and Seguin ( 1992) provide evidence 

cc 1sistent with the reasoning that expected and unexpected trading volumes convey 

different information to market participants. 

This study applies the univariate autoregressive models to find the order of lags until 

the Ljung-Box Q-statistics- LB(.) show no autocorrelation in the residuals. The 

uncorrelated residuals are then squared and included in the conditional variance of 

returns in Equation 4.33. 

Let V.
1 

be the volume in currency futures market j during day t and is specified as a 
}, 

linear function from past lagged one day volume of all four currency futures markets, 

j, where j = 1, 2, 3, 4 ( 1 = BP, 2 = DM, 3 = JY and 4 = SF). The autoregressive pth 

AR(p) model for volume series can be written as follows 7: 

V. 
j,1 

for j 1,2,3,4. (4.32) 

where a
0 

. is the intercept of currency futures j and £ is the error term of currency 
. J }, I 

futures j during time t which is an independent, stationary process and p is the number 

of lags of the dependent variable. 

7 Note: p is conditioned on j; i.e., the number of lags is naturally dependent on the currency futures 
to be analysed. 
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In addition, because the GAR CH ( 1, 1) could not capture the unexpected volume 

satisfactorily from the evidence 0"' · '"'i· order · ;Jendence as reported by the Ljung­

Box Q-statistics on the squared standardized res1-. .. J ls, denoted by LB2, we argue that 

the GARCH (p,q) family may be more appropriate in modelling the series. As noted by 

Bollerslev ( 1987), the above characteristic is a feature of GARCH (p,q) models. In our 

particular case, there is a need for more GARCH parameters than the mere GARCH 

(1, 1) can provide. Specifically, the variance equation will now take the following form: 

(4.33) 

where, v
1

• is the uncorrelated innovation of trading volume or volume surprise or 

unexpected news obtained from Equation 4.32. The orders of p and q can be identified 

by applying the traditional Box and Jenkins ( 1970) time-series techniques to the 

autocorrelations for the squared process of residuals, ~\ . 

The Informational Role of Volume and the GAR CH Effects 

This study also examines the extent to which contemporaneous correlated or 

uncorrelated trading volume explain the GARCH effects in currency futures. 

Consequently, if trading volume is serially correlated, then a: 1 should be small and 

statistically insignificant when the coefficient of volume, o1, is greater than zero. This 

phenomenon as explained by Lamoureux and Lastrapes ( 1990) is due to the fact that 

volume can explain price volatility. Furthermore, the persistence of variance as 
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measured by the sum of cx
1 
+ P1 should become negligible if accounting for an uneven 

flow of information, which explains the presence of GARCH effects in the series. 

4.6.3 Uncorrelated Lagged Volume 

Najang and Yung (1991), Lamoureux and Lastrapes (1990) and Harvey (1989) discuss 

the possible existence of a simultaneity problem in the specification of simultaneous 

volume. Harvey ( 1989) points out that trading volume may be endogenous to the larger 

part of the simultaneous equation. Thus, to treat volume as an exogenous variable and 

to estimate it in the conditional variance based on a likelihood function is inappropriate. 

Furthermore, Najang and Yung (1991) noted that if volume is correlated with 

disturbances in the stochastic part of the model, the estimating procedures are likely to 

yield inconsistent estimators of the parameters in Equation 4.33. Najang and Yung 

(1991 ), and Lamoureux and Lastrapes (1990) have attempted to overcome this problem 

by using lagged volume in the GARCH specification. They report different results. 

While this variable has little explanatory power in the results of Lamoureux and 

Lastrapes ( 1990), the findings of Najang and Yung (1991) show the opposite. In fact, 

Najang and Yung (1991) find a positive and significant relationship between lagged 

volume and price variability in four cases as compared to only one case where 

contemporaneous volume is used. Implicitly Najang and Yung (1991) conclude that the 

volume-volatility is not contemporaneous but sequential. Moreover, they find that the 

ARCH effect remains when lagged volume is included in the conditional variance 

equation. 
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In the present study, we use uncorrelated innovation, V/ , the effect of the problem of 

correlated WJ1u me might be minimal or nonexistent. However, to overcome the problem 

of simultaneity, following. Lamoureux and Lastrapes (1990), and Najang and Yung 

(1991 ), an uncorrelated lagged single day volume, t-1, is used as an instrument for the 

mixing variable and Equation 4.33 is reestimated as follows: 

(4.34) 

where V1~ 1 is the uncorrelated volume for day t- 1. 

There are several implications of the sequential information model (SEQ) hypothesis 

proxy by V1 ~ 1 • One, as argued by Blaum, et.al.(1994), is that if the coefficient <\ is 

significant, then it may suggest some degree of strong form pricing inefficiency in 

currency futures markets. Second, it indicates that knowledge of past uncorrelated 

trading volume proxying for information could be used to explain current price 

variability. In other words, knowledge of the behaviour of volume can marginally 

improve conditional price change forecasts. 

Estimating the Model 

The GARCH model is estimated by employing the nonlinear optimization technique of 

Berndt, et.al., (1974) to compute maximum likelihood estimates. As noted by Chou 

( 1988), maximum-likelihood methods are more efficient in estimation procedures than 
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are ordinary least squares (OLS) procedures. This procedure also takes into account the 

heteroscedasticity of the data, whereas the OLS estimations a~sume thi.!t the variance 

remains constant throughout. 

Given the return series and initial values of e1 and h1 , for 1 = O, .... ,r and with r = max 

(p,q), the log-likelihood function we have maximized for a GARCH (p,q) model with 

normal distributed conditional errors is the following: 

L(cplp,q) = -..!..T ln(2n:) 
2 

where T is the number of observations; h
1

, the conditional variance, is defined by 

Equation 4.33 for the GARCH model and e~ are the residuals obtained from the 

appropriate model for the currency futures under consideration. 

4.6.4 Identification of the Model and the Ljung-Box Statistic 

The identification procedures of the estimated models can be tested by employing a 

variety of diagnostic test statistics. The Ljung-Box Q-statistic 

Ill 

Q(m) nI: (n+2)(n -j)- 1rf 
j=I 

with r
1 

as the jth sample standardized residual autocorrelation, is a test for the 
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disturbances following an autoregressive or moving average process of order m and is 

asymptotically equivalent to a Lagrange Multiplier test. Under the null hypothesis of no 

serial correlation, Q(m) will have an asymptotic chi-squared distribution with m degrees 

of freedom where n is the number of observations. 

The Ljung-Box statistic is also applied to the squared standardized residuals and is 

denoted by Q2(m) to test for ARCH (m) disturbances. Under the null hypothesis of no 

ARCH effects, Q2(m) will also have an asymptotic chi-squared distribution with m 

degree of freedom. 

Finally, we report the sample of skewness (SK) and kurtosis (KU) statistics. As noted by 

Hsieh (1989a), in testing the goodness of fit, the skewness and kurtosis of the 

standardized residuals ought to be smaller (in absolute size) than that of the raw data. 

Under the null hypothesis of normality SK - N(0,6/n) and KU - N(0,24/n). These two 

coefficients are helpful in detecting non-normality. The skewness coefficient measures 

the asymmetry of the observation, whereas the kurtosis coefficient explains the tendency 

of the distribution to be flat or too peaked. The skewness coefficient for a normal 

distribution is zero; positive skewness exists if a distribution is skewed to the right; 

negative skewness exists if a distribution is skewed to the left. 

4.7 Modelling Mean and Volatility Spillover 

In this section, we continue our investigation of information flow by analysing whether 

a given currency futures may have an impact on the return as well as volatility of other 
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currency futures. While the previous section used trading volume within the currency 

futures itself as a proxy for inform •.. ,vn arri • · in the conditional variance specification, 

this study hypothesizes that the rate of infom:::~: ' ' i1 arrival is a function of the shocks of 

other currency futures . 

Specifically, our study introduces the univariate GARCH model to account for the 

spillover in mean and variance for the currency futures returns. In particular, we test for 

spillovers in the conditional mean and conditional volatility across currency future 

returns using correlation analysis and the inclusion of lagged returns and estimated 

squared residuals from the other currency futures returns in the GAR CH (1, 1) models. 

As shown in earlier studies, the ARCH family of statistical models has captured the 

effect of changing volatility in many financial time series. Engle (1982) developed the 

ARCH model in which the conditional variance is a linear function of past squared 

residuals as well as possible exogenous variables X1 • For example, ARCH (1) has the 

form 

where 

and 

, 
h

1 
= a + be- 1 + dX 

1- I where a>-0, b,d'i=.O 

Bollerslev ( 1986) generalized this model by allowing the past conditional variance to be 

also included in the conditional variance equation as well as past squared residuals. The 

GAR CH ( 1, 1) model with possible exogenous variables X1 included defines the 
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conditional variance of returns at time t (R1) to be of the form 

where 

where the variable X, at time tis the squared residuals from the other currency futures 

returns and d is its estimated coefficient. The advantage of this model is that the 

parameters of interest can be estimated simultaneously. In particular, the coefficient of 

the conditional mean, Cl, is obtained as well as the persistence parameter b+c by a 

maximum-likelihood technique. For the volatility process to be stable, the coefficients 

of the lagged residuals squared and the lagged conditional variances must add up to less 

than one. 

In the following subsections, the procedures for modelling the own mean spillovers and 

the mean spillover effects in the conditional mean as well as the volatility spillovers and 

the ARCH effects in the conditional variance will be examined in detail. 

The first thing to note is that only one exogenous variable at a time is included in each 

of the conditional mean and variance equations; i.e.,pairwise spillover. Six pairs of 

currency futures are analysed: the British pound and the German mark; the British 

pound and the Japanese yen; the British pound and the Swiss franc; the German mark 

and the Japanese yen; the German mark and the Swiss franc; the Japanese yen and the 

Swiss franc. Second, we expand the exogenous variables by including all currency 
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futures returns and residuals in the conditional mean and conditional variance equation; 

i.e. , multi-currency futures spillover. This procedure is employed in order to test whether 

the coefficient d is ,;;tatistically significant or otherwise with and without the expanded 

exogenous variables. As noted by Hamoa et.al ( 1990), if the spillover effect reflects the 

influence of a common economic effect on the mean and volatility of all four currency 

futures returns, introducing the second currency futures returns is unlikely to add much 

incremental explanatory power to ex in the conditional mean, nor to X, in the 

conditional variance equations. 

4.7.1 Pairwise Spillover 

To examine the mean spillover across two currency futures; i.e., pairwise spillover, the 

lagged returns for currency futures j are introduced in the mean equation of currency 

futures i during day t, as in Equation 4.35. In other words, the conditional mean µ. is 
t,I 

a linear function of the past one day returns from its own currency futures i as well as 

from currency futures j and of the residuals from currency futures i at time t. That is, 

= Ao+ A . R. ' + A . R . , + e, .. ' I-' I-', '· / - t-'; ), (- where (4.35) 

where i, j from 1 to 4, ( I = BP, 2 = DM, 3 = JY and 4 = SF), Po is the intercept and e 

is the error term which is distributed as conditionally normal with time varying variance. 

The analysis is then repeated, this time introducing the corresponding lagged returns for 

currency fu tures i in the mean specification of currency futures j during day t. 

148 



A statistically significant value for P; suggests that the conditional mean of currency 

futures returns i is influenced by its own past values; i. e., own mean spillovers. On the 

other hand, a statistically significant p. , value for jct i indicate:, that past returns in 
J 

currency futures j affect the conditional mean in currency futures returns i, which can 

be interpreted as pairwise mean spillovers from currency futures j to currency futures 

l . 

As for the volatility spillover, the conditional variance of returns in currency futures 

i is specified as a linear function of its own past conditional variance and lagged 

residuals squared (past innovations) from currency futures j and can be written as, 

h . 
I, / 

where (4.36) 

where i, j are values from 1 to 4, ( 1 = BP, 2 = DM, 3 = JY and 4 = SF) and cx
0 

is the 

intercept. Y;. measures the effect of past volatility on the present volatility in currency 

futures i. The analysis is then repeated, introducing the corresponding lagged squared 

errors (past innovations) for currency futures j as exogenous variables in the 

conditional variance equation in the currency futures i during day t. 

Similar to the explanation for the value of P; in the mean equation, if ex; is statistically 

significant in the variance equation, past volatility surprise in currency futures i is said 

to have an influence on the present volatility in market i; namely, to have its own 

volatility spillover or ARCH effects. Statistically significant ex . values for j'# i suggest 
J 
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that past volatility surprise in currency futures j affects present volatility in currency 

futures i, which can be interpreted as pairwise volatility from currency futures j to 

currency futures i. As noted by Puttonen (1995), comparing the relative magnitudes of cxi 

and ex . provides evidence concerning whether aggregate (pairwise) shocks have 
J 

differential effects across currency futures. 

4.7.2 Multi-Currency Spillover 

In multi-currency futures spillover analysis, the exogenous variables in the conditional 

mean and variance equation are expanded to include the past returns and past squared 

innovations from the GAR CH (I, 1) model across four currency futures returns which 

yield Equations 4.37 and 4.38. 

Let µi.1 be the conditional mean of returns in currency futures i during day t, specified 

as a linear function from past lagged one day returns of all four currency futures returns 

i, j, where i, j = 1, 2, 3, 4 (1 = BP, 2 = DM, 3 = JY and 4 = SF). That is, 

4 

µi. r Po+ L PiJ Rj, 1-1 + 8i, 1 
i=l 

for i, j = 1, 2, 3, 4 (4.37) 

where Po is the intercept and ei, 
1 

is the error term of currency futures i during time t 

which is distributed as conditionally normal with time varying variance. If coefficient P . . 
I. I 

is statistically significant, the results suggest that the conditional mean of currency 

futures return i is influenced by its own one day lagged value; i.e., its own mean 
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spillovers. On the other hand, a statistically significant coefficient P;, j value for j,ti 

implies that returns in -ncy futures j influence the conditional mean of returns in 

currency futures i, thus exhibiting m~il L-currency futures mean spillovers or mean 

spillover effects. 

4 

hi, r = Clo+ L aij eJ. r-1 + y ,\, r- 1 
i = I 

for i, j = 1, 2, 3, 4 (4.38) 

Finally, the volatility surprise across four currency futures returns (multi-currency 

futures) employing the GARCH models are examined simultaneously in a single 

conditional variance equation as in Equation 4.38. The past conditional variance i and 

lagged innovations from currency futures returns j are introduced as an exogenous 

variable in the conditional variance equation i. That is, where a
0 

is the intercept, y 
1 

measures the effect of past volatility on current volatility in currency futures returns i 

and the a . . value for j * i measures the impact of past innovations of other currencies 
I, J 

during the day t-1. Volatility spillovers within currency futures returns; i.e.,own 

volatility spillovers or ARCH effects are measured by a . . while volatility spillovers 
I , I 

across currency futures returns; i.e. , multi-currency futures returns or spillover effects 

are measured by a . . for i, j = I, 2, 3, 4 (1 = BP, 2 = DM, 3 = JY and 4 = SF) andj * 
I , J 

i. A significant a;_;. implies that past innovations in currency futures i have an impact 

on the current volatility in the same currency futures. On the other hand, a significant 

a . . indicates that the past innovations in returns on currency futures contractj have an 
I , J 

influence on the current volatility of currency futures contract i. 
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4.8 Conclusion 

This chapter has discussed in detail the data and methodologies used in our study. The 

data from the International Monetary Market (IMM) are structured into two different sets 

in order to examine two related phenomena. The first set consists of daily time series of 

four currency futures returns from January 1, 1986 to April 30, 1997, including non­

trading days and totalling 2,954 observations. The inclusion of non trading days is 

crucial since the focus of the study is on the temporal spillover effect between two or 

more futures currency returns and the use of an equal number of day's price 

observations is absolutely necessary. The second set of data are daily time series for 

four currency futures returns together with their trading volume during the same period 

excluding non-trading days. These data are to be used in the analysis of the relationship 

between returns and trading volume. Here the exclusion of non trading day is crucial 

since this can reduce the possibility of serially correlation in the daily price changes. 

Serially correlated data can possibly produce biased estimations. 

GARCH methodology is used to analyse the relationship between returns and trading 

volume as well as for the subsequent spillover effects. Trading volume is used as the 

mixing variable in order to investigate its informational role in explaining futures price 

movements. In particular, trading volume may be informative about the process of 

futures markets return. Our study first examines raw volume in the GARCH variance 

equation. Secondly, we use uncorrelated contemporaneous volume since it is possible 

to eliminate the problem of the high serial correlation of raw volume, by using the 

univariate autoregressive models to find the order of lags until the Ljung-Box Q-
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statistics- LB(.) show no autocorrelation in the residuals. The uncorrelated residuals are 

·n squared and included in the conditional variance of returns. 

The GARCH (p,q) family is chosen because the GARCH (1, 1) cannot capture the 

unexpected volume satisfactorily, as indicated by the higher order dependence reported 

by the LB2
. 

Taking our argument one step further, in order to anticipate the possible existence of a 

simultaneity problem in the model, we include the lagged uncorrelated volume to test 

for the sequential information model (SEQ) hypothesis in the conditional variance 

equation. 

Next, using a similar GARCH model, we test for the hypothesis of information arrival 

or spillover effects across currency futures in both the conditional mean and variance 

equations. Two aspects of spillover are analysed: pairwise and multi-currency. In 

pairwise spillover, one exogenous variable of the residual terms of other currency futures 

are included in the equations. In multi-currency futures spillover, however, the 

exogenous variables are expanded to include all the currency futures examined in the 

equations. This is done to test for the influence of a common economic effect on the 

mean and volatility of all four currency futures returns. 

Finally, in order to test whether the results are robust over the sample period, we conduct 

similar analyses of the relationship between returns and trading volume on two 

subperiods of almost equal length. 
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Chapter Five 

Nonlinear Depend~nce in Daily 
Currency Futures Pricing 

5.1 Introduction 

The objectives of this chapter are to report the results of the stationarity test, to provide 

summary statistics, to analyse the serial correlation of the currency futures returns as 

well as their residuals and to discuss the results of the test of nonlinear dependence. In 

addition, we shall also report and analyse the diagnostic test procedure in order to 

determine the fit of the model to the returns generating process. This process is crucial 

since our fu1ther analysis is conditional on the assumption of the appropriateness of the 

model. 

This chapter proceeds as follows: Section 5.2 reports the stationarity test results. Section 

5.3 provides the results of descriptive statistics for the four currency futures returns. 

Section 5.4 gives the results of serial correlation in the returns as well as the residuals 

series. The results for various nonlinearity tests are reported in Section 5.5. Section 5.6 

describes the estimations of the GARCH ( 1, 1) model and diagnostic test results. Finally, 

some conclusions are drawn in Section 5.7. 
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5.2 Stationarity in Futures Prices 

Univariate time series data including financial data contain only a single observation or 

realization at a given point in time t. In estimating the first and the second moments of 

a time series, a stationary process is required so that its mean and variance do not change 

through time. In case the original series is non-stationary, a logarithm differencing 

transformation is performed on the series using the following formulation: 

Log P
1 

- Log P
1

_ 1 

where P
1

, P
1

_ 1 are the prices at day t and lagged one day, respectively. 

In this study, the unit roots test for stationarity as proposed by Dickey & Fuller (DF) 

( 1979) and the Augmented Dickey-Fuller (ADF) ( 198 1) are employed to verify that the 

usual properties of nonstationarity in levels and stationarity in returns are present in the 

currency futures series used here. A series is said to be nonstationary in levels and 

stationary in growth rates if the price series is integrated of order one as discussed by 

Johansen ( 1991 ). Both the Dickey-Fuller and the Augmented Dickey-Fuller unit root test 

are based on an OLS regression, (for the full explanation of this methodology, see 

Chapter 4, Sections 3.1 and 3.2). 

The estimated results of the Dickey Fuller (DF) and the Augmented Dickey Fuller 

(ADF) test with one lag, which include tests for both the raw levels and the natural 
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logarithmic returns, are shown in Tables 5.1 A and B, respectively. The null hypothesis 

of a unit . ,)ot (no,. tionary) is accepted both with and without trend for the levels in 

each currency at the 5 percent significant level. However, after first-differencing, the null 

hypothesis of a unit root is rejected, confirming that the returns series are integrated of 

the order one. The critical values for the DF and ADF tests at the 5 percent significance 

level are -2.90 (without trend) and -3.46 (with trend). These findings are consistent with 

the results of Naka and Wei (1996) and Doukas and Rahman (1987), who find that 

foreign currency futures prices are nonstationary in levels and stationary in growth 

(change). 

Table 5.1: Stationarity Test Results: 

A. Raw Series 

Currency Sample size Dickey-Fuller Test, Augmented Dickey-
Futures (N) DF(l) Fuller Test, ADF(l) 

without with without with 
trend trend trend trend 

British Pound 2955 -2.5860 -2.6865 -2.5524 -2.6491 

German Mark 2955 -2.8825 -2.7035 -2.8535 -2.7021 

Japanese Yen 2955 -2.1987 -1.2846 -2.1695 1.2195 

Swiss Franc 2955 -2.6957 -2.5080 -2.6868 -2.5265 
. ' Notes: The null hypothesis of nonstat1onary cannot be reJected at s1gnif1cant levels of 5% 
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B. Returns Series 

Currency Sample size Dickey-Fuller Test, Augmented Dickey-

Futures (N) DF(l) Fuller Test, ADF(l) 

without with without with 
trend trend trend trend 

British Pound 2954 -55.125 -55.120 -38.604 -38.607 

German Mark 2954 -54.209 -54.252 -39.400 -39.457 

Japanese Yen 2954 -55.033 -55.109 -39.384 -39.480 

Swiss Franc 2954 -53.884 -53.914 -39.522 -39.563 
Notes: The test examines the null hypothesis of a unit roots in the series against the stationary alternative 
of a unit root. The null hypothesis will be rejected in favour of the stationary alternative when the test 
statistics is too small. For returns series, the null hypothesis of a unit root is rejected at 5% level of 
significant for all currency futures. 

5.3 Summary Statistics for Currency Futures Returns 

Table 5.2 provides summary statistics for the return series { R,}, t = 1, .... , T, for the entire 

period. These include the distribution parameters of mean, median, minimum, 

maximum, variance, skewness and kurtosis (see Appendix 3 for more details on the 

computation of mean , variance, skewness and excess kurtosis). None of the means are 

stati sticall y different from zero and the sample moments show that zero skewness 

cannot be rejected for the German mark and the Swiss franc. However. the British pound 

and the Japanese yen show negative skewness and positive skewness, respectively. The 

excess kurtosis of each currency futures returns series confirms that the distributions are 

leptokurtic in nature with thick tails and sharp peaks at the centre compared to the 

normal distribution .. Both skewness and excess kurtosis measures should be equal to 

zero. Thus, all the four series have strong departures from normality. This finding is 
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consistent with numerous tests applied to distributions of stock returns, and spot rates 

in foreign currencies (Hsieh, 1988) and foreign currency futures (Najang, Rahman and 

Yung, 1992). 

Significant deviations from normality can be a symptom of nonlinear dependence. 

Before applying models to time series data, however, the underlying assumption that 

the returns be independent, random and identically distributed variables should be 

fulfilled. 

Table 5.2: Summary Statistics on Daily Currency Futures Returns on Near-Month 

Contracts, 1986- 1997. 

Log Futures Changes: Rt= log ( S/ St. 1)* 100 

Statistics BP DM JY SF 

Sample size (N) 2954 2954 2954 2954 

Mean 0.0042 0.0117 0.0156 0.0113 

Variance 0.5065 0.5158 0.4983 0.6424 

Skewness -0.3290 -0.0347 0.2316 0.0466 

Kurtosis 3.5737 2.2295 4.0605 1.8750 

Maximum 3.4748 3.6013 4.7533 3.9271 

Minimum -4.8424 -3.3125 -4.2073 -3.9881 

Jarque-Bera 1622* 612* 2082* 429* 

Notes: Kurtosis refers to excess kurtosis where O denotes normality. The critical values of Jarque-Bera 
to test for normality are from the chi-square distribution with 2 degree of freedom, x2 (2): 4.61 , 5.99 and 
9.21 for significance levels of I 0%, 5% and I%, respectively. * Indicates statistically significant at 5'7r 
significance level. 
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5.4 Autocorrelation in the Returns Series 

In order to test the null hypothesis o r ·· -;~pendence, the autocorrelation coefficients for 

four currency futures returns and the portmanteau tests of Ljung-Box Q-statistics 

(I 978), are used. The asymptotic distribution of the Ljung-Box statistics, LB(.), is a chi 

square (x2
) distribution under the null hypothesis of no serial correlation in the series. 

The results of the test statistic for autocorrelation coefficient of lag 1 to 6 and Ljung-Box 

Q-statistics of lags 6, 12, 18 and 24 are reported in Table 5.3A. The results for all four 

series show that no coefficients are significantly different from zero at the 5 percent level 

and the only statistically significant Q-statistic is for the Japanese yen for higher lags, 

which was reported by Hsieh ( 1989a) using the spot foreign exchange rates. These 

results seem to support the notion that past returns do not have information content on 

the current returns using linear model, supporting the findings of Naka and Wei (996) 

but contradicting those of McCurdy, et.al.( 1987), Cavanaugh (1987) and Hodrick and 

Srivastava ( 1987) who find strong autocorrelation in the currency futures returns using 

the data series which includes and is affected by the daily price limits. 

Since the empirical evidence shows that current returns in these four currency futures 

contain possible significant conditional heteroscedasticity, the notion that past returns 

do not have information content on the current returns should also be tested using a 

nonlinear model. As noted by Booth and Koutmos ( 1998), there is still a possibility that 

the returns series are nonlinearly related to their own past history. Our results using 

nonlinear specification of the autocorrelation coefficients of the absolute returns are 

statistically different from zero, in more than half of the cases. Furthermore, when the 
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joint test using the Ljung-Box statistic is performed on lags 6, 12, 18 and 24, the series 

are found to be highly correlated, as reported in Table 5.3B. This indico.t~s ti10.t the fc_., :: 

daily returns time series exhibit possible strong conditional heteroscedasticity, <'\:· 

described by Hsieh (1993b). 

In the case of the residuals, after applying the Autoregressive, AR(l), the 

autocorrelation coefficients reported in Table 5.3C show that the residuals are not 

statistically different from zero. Also, the joint test using Ljung-Box Q-statistics reports 

no serial correlation among the residuals (with the exception of the Japanese Yen at 

higher levels). However, when the test is applied to absolute and squared residuals, their 

Q-statistics, reported in Table 5.3D and E, respectively, are highly significant. Thus, the 

null hypothesis of strict white noise is rejected in all cases, even at significance levels 

lower than one percent. As mentioned by Taylor ( 1986), if the residuals exhibit strict 

white noise, then so do their absolute values and squares. Thus, we can conclude that the 

currency futures daily return series and their residuals are linear independent (i.e., there 

is no evidence of serial correlation) but nonlinear dependent. The presence of nonlinear 

dependence implies that linear (e.g., Box-Jenkins) methods cannot be used to model the 

return series. 

It may be inferred that the Autoregressive Conditional Heteroscedasticity (ARCH) 

models which assume that the conditional error is serially uncorrelated and that the 

conditional variance is time varying are appropriate for the series and well specified. 

Furthermore, the general absence of significant higher order serial correlation leads to 

the conclusion that specifying an AR( 1) process in conjunction with a Generalized 
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Autoregressive Conditional Heteroscedasticity (GARCH) model would result in the 

most parsimonious model for the data [see Bollerslev (1986)]. 

Table 5.4 reports the summary statistics from the univariate autoregressive models, 

AR(p) using Schwarz Bayesian Information Criterion, BIC = -2L( cp) + (In T)K, where 

K is the number of coefficients in the model. The selected criterion is based on 

minimization of the value of test ratio. As such, AR(!) is selected for all currency 

futures returns since it has the minimum value for the test ratio . 

• 
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Table 5.3: Autocorrelations Coefficients and the Ljung-Box Q-Statistics Test 

Results 

A. Returns 

Autocorrelations BP. DM JY SF 
Coefficients 

Lag (1) -0.0145 0.0022 0.0127 -0.0081 
(0.0184) (0.0184) (0.0184) (0.0184) 

Lag (2) 0.0020 -0.0267 -0.0182 -0.0327 
(0.0184) (0.0184) (0.0184) (0.0184) 

Lag (3) -0.0033 -0.0013 -0.0109 -0.0081 
(0.0184) (0.0184) (0.0184) (0.0184) 

Lag (4) 0.0098 0.0140 0.0112 0.0079 
(0.0184) (0.0184) (0.0184) (0.0184) 

Lag (5) 0.0347 0.0077 -0.0112 0.0029 
(-0.0184) (0.0184) (0.0184) (0.0184) 

Lag (6) -0.0445 -0.0165 -0.0507 -0.0369 
(0.0185) (0.0185) (0.0184) (0.0184) 

Ljung-Box Q- BP DM JY SF 
Statistics 

Lag (6) 10.393 8.0420 10.179 7.8026 

Lag (12) 13.582 11.981 35.437* 11.374 

Lag (18) 24.571 15.788 48.757* 15.997 

Lag (24) 27.918 20.256 52.569* 23.4 

Notes: * Indicates statistically signi fican t at 5% level, for two tail tes t. 
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B. Absolute Returns 

,: 
Autocorrelations BP DM JY SF ' ·: 

Coefficients ... -
Lag (1) 0.0845* 0.0711 * 0.1095* 0.0613* 

Lag (2) 0.0803* 0.0337 0.0453* -0.0011 

Lag (3) 0.0872* 0.0800* 0.0824* 0.0592* 

Lag (4) 0.1047* 0.0644* 0.0394 0.0629* 

Lae (5) 0.0635* 0.0455* 0.0817* 0.0228 

Ljung-Box Q-Statistics BP DM JY SF 

Lag (6) 145.19* 82.094* 102.073* 59.246* 

Lag (12) 274.73* 156.103* 147.145* 116.823* 

Lag (18) 400.92* 243.805* 196.569* 189.498* 

Lag (24) 494.80* 283.721* 222.728* 208.625* 

Notes: *Indicates statistically s ignificant at 5% level. 

C. Residuals 

Autocorrelations BP DM JY SF 
Coefficients 

Lag (1) 0.0008 0.0009 0.0012 0.0007 

Lag (2) 0.0019 -0.0270 -0.0189 -0.0327 

Lag (3) -0.0034 0.0012 -0.0110 -0.0079 

Lag (4) 0.0102 0.0145 0.0115 0.0083 

Lae (5) 0.0334 0.0072 0.0105 -0.0030 

Ljung-Box Q-Statistics BP DM JY SF 

Lag (6) 9.2684 7.9466 9.5940 7.5431 

Lag (12) 12.461 11.915 34.982* 11.165 

Lag (18) 23.698 15.681 48.469* 15.689 

Lag (24) 27.214 20.300 52.208* 23.309 
.. 

Notes: *Indicates statistically significant at 5% level. 
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D. Absolute Residuals 

Autocorrelation, I ~p DM JY SF 
l 

Coefficients 

Lag (1) 0.0854* 0.0701 * 0.1067* 0.0604* 

Lag (2) 0.0821* 0.0333 0.0455* -0.0014 

Lag (3) 0.0873* 0.0806* 0.0830* 0.0598* 

Lag (4) 0.1050* 0.0642* 0.0379 0.0625* 

Lag (5) 0.0634* 0.0447* 0.0804* 0.0225* 

Ljung-Box Q-Statistics BP DM JY SF 

Lag (6) 146.35* 82.008* 100.62* 59.343* 

Lag (12) 276.30* 156.06* 145.74* 117.52* 

Lag (18) 401.96* 242.52* 19536* 189.33* 

Lag (24) 496.23* 282.44* 221.04* 208.27* 

Notes: *Indicates statistically significant at 5% level. 

E. Squared Residuals 

Autocorrelations BP DM JY SF 

Coefficients 

Lag (1) 0.0949* 0.0685* 0.0781* 0.0854* 

Lag (2) 0.0857* 0.0539* 0.0284 0.0064 

Lag (3) 0.0686* 0.0620* 0.0586* 0.0469* 

Lag (4) 0.0553* 0.0344 0.0207 0.0456* 

Lag (5) 0.0329 0.0200 0.0-W6* 0.0093 

Ljung-Box Q1-Statistics BP DM JY SF 

Lag (6) 90.837* 65.162* 47.759* 65.477* 

Lag (12) 155.12* 107.52* 73.217* 125.37* 

Lag (18) 206.01 * 160.19* 101.65* 188.33* 

Lag (24) 254.95* 179.93* 113.07* 197.76* 

Notes: The asymptotic distribution of the Ljung-Box statistics, LB(p), is x2 under the null hypothesis of 
no serial correlation in the returns, absolute returns. residuals, absolute residuals and squared residuals. 
and have an asymptotic chi-squared distribution with p degree of freedom. *Indicates statistically 
significant at 5% level. 
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Table 5.4 Autoregressive Models for Currency Futures Returns 

AR(p) Schwarz Bayesian Information Cr!t~-· -
~, 

.. . -
BP DM JY '· SF ,• 

1 -0.6755 -0.6570 -0.6913 -0.4374 

2 -0.6739 -0.6565 -0.6892 -0.4356 

3 -0.6710 -0.6538 -0.6900 -0.4337 

4 -0.6681 -0.6510 -0.6875 -0.4308 

Notes: the univariate autoregressive models is given by AR(p) using Schwarz Bayesian Information 
Criterion, BIC = -2L(¢) + (In T)K, where K is the number of coefficients in the model. The 
criterion select is based on minimization of the value of test ratio. 

5.5 Test Results for Nonlinearity 

The McLeod-Li Portmanteau Test 

The results from the McLeod and Li (1983) method are reported in Table 5.5. More 

than half of the autocorrelation coefficients in the squared returns are significantly 

different from zero at the 5 percent level for each of the lags tested. Furthermore, their 

Q2-statistics are highly significant for all lags. This indicates that the returns series of all 

the daily currency futures exhibit the presence of strong conditional heteroscedasticity, 

evidence of nonlinearity in the series. Indeed, when the estimated autocorrelations for 

the return series { x, }(see Table 5.3A) and absolute return series { I x, I} (see Table 5.3B) 

are analysed, the results show that autocorrelations of the absolute return series are much 

higher than those in the returns series which suggests that large price changes are 

followed by large changes and small price changes are followed by small changes. 

Similar results are found in the residual series. This is consistent with the finding of 
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Mandelbrot ( 1963) on speculative prices. In general , the distribution of today's squared 

,1d absolute returns depends not only on yesterday's return but also on several previous 

days' returns. Thus, we can confidently conclude that the return series are not made up 

of strictly white noise processes. The most that can be inferred from the results is that 

the series are just white noise or linear independent (uncorrelated). 

Table 5.5: McLeod-Li Test (Autocorrelation of Squared Returns) 

Autocorrelations BP DM JY SF 
Coefficients 

Lag (1) 0.9441 * 0.0686* 0.0800* 0.0869* 

Lag (2) 0.0834* 0.0539* 0.0277 0.0065 

Lag (3) 0.0679* 0.0618* 0.0590* 0.0465* 

Lag (4) 0.0548* 0.0342 0.0208 0.0452* 

Lag (5) 0.0321 0.0202 0.0456* 0.0095 

Lag (6) 0.0740* 0.0946* 0.0571* 0.1015* 

Lag (7) 0.0246 0.0408* 0.0049 0.0695* 

Lag (8) 0.0286 0.0277 0.0406* 0.0335 

Lag (9) 0.0827* 0.0298 0.0620* -0.0006 

Lag (10) 0.0848* 0.0763* 0.0304 0.0882* 

Ljung-Box Qz-Statistics BP DM JY SF 

Lag (6) 88.764* 65.049* 48.606* 65.728* 

Lag (12) 151.881 * 107.631* 73.829* 125.680* 

Lag (18) 202.865* 161.002* 102.569* 189.052* 

Lag (24) 250.767* 180.292* 114.088* 198.424* 

Lag (36) 348.491 * 209.173* 175.861* 221.859* 

Lag (60) 510.634* 281.630* 208.823* 299.803* 

Notes: This test for nonlinear mdependence is attributed to McLeod and Li (I 983). The test is 
asymptotically equivalent to a Lagrange Multiplier under the null hypothesis of the squared residuals 
being uncorrelated. *Indicates statistically significant at 5% level. 
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The Engle ARCH Test 

The Engle ARCH test is conducted by first filter;ng a linear AR(l) model to the return 

series. The resulting squared residual series is then tested for the autoregressive 

conditional heteroscedasticity (ARCH) effects employing the standard TR2 test, where 

Tis the number of effective observations and R2 is the coefficient of determination from 

regressing the squared residual on a constant and its lagged values at r lags. It 1s 

distributed asymptotically as x2cr) under the null hypothesis of no ARCH effects. 

Table 5.6 reports the ARCH (r) statistic, which strongly rejects the null hypothesis of 

no ARCH effect at a l percent level. This result indicates the presence of ARCH effects 

in all four currency futures return series. The estimate suggests that price variations in 

the current period are related to price variations that occurred over one, six and twelve 

previous periods. 

Table 5.6: Lagrange Multiplier Test for the Presence of ARCH Effects 

No.of Lags BP DM JY SF 

ARCH(l) 26.598* 13.885* 18.098* 21.531 * 

ARCH(6) 68.725* 54.481* 40.823* 61.379* 

ARCH(12) 100.946* 77.272* 55.270* 98.090* 
Noles: The Lesl for presence of ARCH is given by Engle ( 1982). The ARCH (p) statistics, obtained as 
TR2 from regressing the squared residual on a constant and its lagged value at p lags, is distributed 
asymptotically as x2 (p) under the null hypothesis of no ARCH effects. The results indicate that ARCH 
effects are present in daily percentage changes in all currency futures prices. *Indicates statistically 
significanl at 5% level. 

167 



The BDS Test 

Table A-I in Appendix 4 reports the results of the BDS test statistics applied to the 

return series of the British pound, the German mark, the Japanese yen and the Swiss 

franc. The e ranges used are from 0.5a to 2.0a while the embedded dimensions m are 

integers from 2 to I 0. The value of the test statistics are all positive and are highly 

significantly, rejecting the null hypothesis of i.i.d. at the I percent level for all the return 

series. The BDS test is also applied to the residuals series from an AR(l) model. This 

model is used to filter the series in order to remove serial dependence. This 

autoregressive process with the lag truncation length is chosen according to the Schwarz 

Bayesian information Criterion (see Table 5.4). The BDS test results shown in Table 

5.7 suggest that the null of i.i.d. behaviour for the residuals should be rejected at the one 

percent level, a finding which does not differ substantially from that for the return 

series. This is consistent with the results of Hs ieh (1993b) for currency futures and 

Fujihara, et.al., ( 1997a) for petroleum futures. Moreover, the rejection of i.i.d. (random) 

behaviour suggests that there is indeed some dependence in the daily currency futures 

returns and residuals series that the AR( I) filter is unable to detect. This should not 

come as a suprise since the filter used is not designed to remove nonlinear dependencies. 
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Table 5.7: BDS Statistics for the Residuals from AR(l) Model (Linear Filtered 

Series) 

Length in Embedding W Statistic (BDS/SD) 
Standard Dimension 

Deviation (e) (m) BP DM JY SF 

2.0 2 4.4040* 3.4053* 4.8665* 3.6569* 

2.0 3 5.6945* 3.2361 * 4.7144* 3.5892* 

2.0 4 7.5412* 2.6167* 5.8256* 4.0402* 

2.0 5 11.429* 0.2222 4.9180* 3.8343* 

2.0 6 13.496* 1.4606 2.8841 * -0.6344 

2.0 7 22.694* -7.5568* 2.9808* -8.2379* 

2.0 8 21.591* -5.8117* 15.813* -6.3591* 

2.0 9 -3.9945* -4.5839* -4.6448* -5.0356* 

2.0 10 -3.1930* -3.6856* -3.7389* -4.0657* 

1.5 2 4.1255* 3.1111* 4.6401* 3.2140* 

1.5 3 5.0255* 2.8694* 4.0371* 3.4974* 

1.5 4 6.4394* 3.5160* 4.0742* 5.3557* 

1.5 5 8.6009* 1.9449 1.1969 5.1488* 

1.5 6 5.4297* -9.5913* -3.7309* -10.310* 

1.5 7 22.030* -7.1029* -7.2334* -7.6604* 

1.5 8 -4.7831* -5.4437* -5.5532* -5.8918* 

1.5 9 -3.7391 * -4.2783* -4.3719* -4.6479* 

1.5 10 -2.9776* -3.4268* -3.5080* -3.7377* 

1.0 2 4.0111 * 3.1255* 4.2397* 2.6555* 

1.0 3 5.3471* 3.8978* 3.7825* 1.7770 

1.0 4 9.7280* 2.9446* 6.5561* 1.5852 

1.0 5 7.6314* 13.025* -7.3091 * 10.352* 

1.0 6 -8.0307* -8.5794* -8.9466* -9.5055* 

1.0 7 -5.8969* -6.3118* -6.6038* -7.0284* 

1.0 8 -4.4784* -4.8041 * -5.0435* -5.3782* 
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1.0 9 -3.4854* -3.7482* -3.9489* -4.2202* 

1.0 10 -2.7628* -2.9795* -3.1504* -3.3750* 

0.5 2 2.9958* 3.3031* 4.2302* 1.8409 

0.5 3 7.1623* 8.0649* 7.0844* 1.4650 

0.5 4 6.7659* 6.2852* 20.782* 7.9674* 

0.5 5 63.315* -9.5883* -10.833* 202.62* 

0.5 6 -6.3366* -6.6051* -7.5292* -8.1922* 

0.5 7 -4.5786* -4.7734* -5.4926* -5.9900* 

0.5 8 -3.4184* -3.5655* 4.1436* -4.5310* 

0.5 9 -2.6129* -2.7274* 3.2029* -3.5131* 

0.5 10 -2.0322* -2.1236* -2.5212* -2.7751* 

Notes: The BOS statistic has a standard normal limiting distribution. The null hypothesis of a random iid 
process is rejected if the probability of any two M-histories being close together exceeds Mth power of 

the probability of any two points being close together, where M is the vector dimension. *Indicates 

statistically significant at 5% level for two-tail tests. The critical value for 5% is 1.960 

Lee et.al.( 1993) suggest that the possibility of nonlinearity in financial time series could 

be due to factors such as neglected nonlinear structure either in the mean of the process 

or the ARCH effects. As such, this study further explores the possibility that conditional 

heteroscedasticity is responsible for the rejection of i.i.d. behaviour by applying the 

BDS test to the residuals from the GARCH model. 

Following Abhyankar et.al ( 1995), this study applied the BDS test to the standardized 

residuals from a GAR CH( 1, 1) model, 

A A 1/2 
e, = (x, - µ)lh, , 

where (x, - µ) is the residual of the mean equation and h, its estimated variance. 
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The GAR CH( 1, 1) is selected since it shows the best fit and is reported to be a 

parsimonious representation of conditional variance (see Akgiray, 1989; Bollerslev, 

et.al., 1992). The diagnostic tests results are given in Tables 5.10, 5.11 and 5.12. The 

tests for nonlinear dependence in squared standardized residuals (GARCH filtered 

residuals) fore = I and m = 2 to 10 are reported in Table 5.9. The null hypothesis of 

i.i.d. is not rejected for the values of m from 2 to 5 for the British pound and the 

Japanese yen and for m from 2 to 4 for the German mark and the Swiss franc. However, 

the null hypothesis is rejected for an m value of more than 5 in all cases. The findings 

for the standardized residuals suggest that the GARCH(l, 1) model is able to capture 

nearly half of the cases of the nonlinear dependence in the series. 

The Third Moment Test 

While the BDS test statistics show some nonlinearity in the series, they do not indicate 

whether it is mean or variance nonlinearity. The third-moment test statistic proposed 

by Hsieh ( 1989a) is able to differentiate between such nonlinearities. Tables 5.8A, B, 

C and D show the results of the test statistics for i, j = I, 2, 3, 4, 5 on filtered residual 

series (using AR( I) model, see methodology section on page 132), for the British 

pound, the German mark, the Japanese yen and the Swiss franc , respectively. None of 

them are statistically significant except the Swiss franc for i, j = 2, 5, indicating that the 

null hypothesis of multiplicative dependence is not rejected at the 5 percent level. The 

evidence supports the view that the rejection of i.i.d. in the series is attributable solely 

to the variance of the process. Thus, a GARCH process is the most appropriate and will 

be used to model the conditional heteroscedasticity as shown below. 
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Table 5.8: Third Moments Test for the Residuals from AR(l) Model (Linear 

Filtered Series) 

A. British Pound 

No. of Lag 

i 

1 

2 

2 

1 

1 

1 

2 

2 

2 

3 

3 

3 

4 

4 

5 

j 

1 

1 

2 

3 

4 

5 

3 

4 

5 

3 

4 

5 

4 

5 

5 

peee 

-0.12701 

-0.00483 

-0.13111 

-0.00853 

0.008602 

-0.01541 

-0.00664 

-0.021 

-0.02142 

-0.07208 

-0.02042 

-0.04536 

-0.04391 

-0.00772 

-0.05541 

w V 

11.9191 -0.54813 

2.6613 -0.09335 

10.7754 -0.62588 

2.8633 -0.15319 

1.6339 0.270804 

1.5505 -0.51138 

2.43 -0.14053 

2.1228 -0.50876 

2.4139 -0.45643 

7.7904 -0.47592 

1.7808 -0.58992 

2.3714 -0.98385 

7.0967 -0.31831 

1.3727 -0.28922 

6.693 -0.42586 

Notes: * Significant at 5% levels (two-tail test). The critical value for 5% is 1.960. The i andj are number 
of lags. 
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B. German Mark 

No. of Lag I 
i j peee w V 

1 1 0.014831 6.4569 0.11815 

2 1 -0.04692 1.43116 -1.68645 

2 2 0.002863 6.62204 0.02224 

1 3 0.005146 1.46794 0.18033 

1 4 0.012226 1.538 0.40892 

1 5 -0.00389 1.13265 -0.17674 

2 3 0.001048 1.55283 0.03471 

2 4 0.006402 1.15318 0.28556 

2 5 -0.03692 0.99723 -1.90416 

3 3 -0.05058 5.79385 -0.44903 

3 4 0.026811 1.53879 0.89624 

3 5 0.011239 1.22245 0.4729 

4 4 -0.04299 5.17482 -0.42736 

4 5 -0.02198 1.18773 -0.95212 

5 5 0.043666 4.30416 0.52185 

Notes:* Significant at 5% levels (two-tail test). The critical value for 5% is 1.960. The i andj are number 

of lags. 
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C. Japanese Yen 

' • '"'. f' ' -; 'H T 

- ·· -- .... - -., .. -
i j peee w V 

1 1 0.011557 10.946 0.054313 

2 1 -0.00953 2.0402 -0.24023 

2 2 -0.00476 6.6568 -0.03681 

1 3 0.019453 1.8158 0.551061 

1 4 0.000364 2.1618 0.008663 

1 5 0.002553 1.545 0.084988 

2 3 0.010458 1.5342 0.350655 

2 4 0.013492 1.4645 0.473888 

2 5 -0.01988 1.9702 -0.51904 

3 3 -0.00289 7.293 -0.02039 

3 4 0.008906 1.9487 0.235098 

3 5 -0.02415 1.4382 -0.8639 

4 4 -0.03202 5.9813 -0.27536 

4 5 -0.00388 1.5501 -0.12875 

5 5 0.11232 7.8173 0.7391 

Notes: * Significant at 5% levels (two-tail tes t). The critical value for 5% is 1.960. The i andj are number 

of lags. 
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D. Swiss Franc 

No. of Lag 
I 

i j peee w 

1 1 0.015249 7.18807 0.10913 

2 1 -0.03518 1.42845 -1.26681 

2 2 0.000919 3.52252 0.01342 

1 3 -0.01403 1.28624 -0.56117 

1 4 0.021858 1.51616 0.74159 

1 5 0.010712 1.23003 0.44796 

2 3 -0.00707 1.3217 -0.27534 

2 4 0.005703 0.91379 0.32102 

2 5 -0.04812 0.82023 -3.01768* 

3 3 -0.04634 4.54005 -0.52504 

3 4 -0.0095 1.64431 -0.29725 

3 5 0.000807 0.99415 0.04177 

4 4 -0.00501 5.40148 -0.04771 

4 5 0.001903 1.16547 0.08399 

5 5 0.05657 3.70292 0.78584 

Notes: * Significant at 5% levels (two-tail test). The critical value for 5% is 1.960. The i andj are number 
of lags . 

5.6 GAR CH Modelling of Heteroscedasticity 

While the third-moment test can give clues as to the source of the nonlinearity, it does 

not give the researcher a specific model with which to test the data generating process. 

This section provides the framework for analysing nonlinearities suggested by the third­

moment test. For example, the GARCH specification is able to capture any 

multiplicative nonlinearity, while the GARCH-in-mean is able to detect additive 
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nonlinearity. Since our results show multiplicative nonlinearity, we modelled the data 

_;enerating process using the GAR CH (l, I) model. 

The Estimations of GAR CH (1,1) 

Within the class of GAR CH processes, GAR CH (I, I) shows the best fit. Other models 

such as GARCH (p, q) for p = 1, .... 3 and q = 1, .. .... , 3 were also used, but they did not 

improve the goodness-of-fit based on likelihood-ratio tests. Table 5.10 shows the results 

for all four currency futures return series with !-statistics reported in parentheses. The 

coefficient estimates of a 1 and PI are all statistically significant. For all four futures 

contracts, the sum (a1 +P 1) is fairly close to one and this indicates that a larger part of 

the current currency futures price volatility is explained by past volatility, which tends 

to persist over time. These results also provide strong evidence that daily currency 

futures prices volatility can be characterized by a GARCH(l, 1) specification and that 

none of the return series can be appropriately modelled as an integrated GARCH since 

the sum (a.1 +P 1 ) is less than I. 

Test of Goodness-of-Fit 

The fit of the GARCH( 1, I) model is further evaluated by investigating the standardized 

residuals and the squared standardized residuals. The test statistics for the standardized 

residuals and the squared standardized residuals are reported in Table 5.11 A and B, 

respectively. The Ljung-Box Q- statistics for the British pound, the German mark and 

the Swiss franc are not statistically significant at the usual 5 percent level. However, 
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Q-statistics results for the Japanese yen at lags 12, 18, 24, 36 and 60 are statistically 

significant, indicating that some degree of ser:al correlation still remains in the residuals. 

Higher order lags did not eliminate the seriai ccnelation. In addition, the McLeod-Li 

Q-statistics for second-order serial dependence are not statistically significant at the 5 

percent level for all the series, suggesting that squared standardized residuals are serially 

uncorrelated. Thus, the hypothesis that there is any nonlinear dependence in the 

standardized residuals is rejected. It is interesting to note how a GARCH (1, 1) process 

can eliminate the long autocorrelations in the squared residuals for all currency futures 

series. The GAR CH (I , I) models appear to be successful in terms of describing 

nonlinear dependencies in the returns. 

The test for the null hypothesis of a normal distribution of standardized residuals from 

the GAR CH (I, I) model is rejected. Table 5.12 reports their estimated skewness and 

excess kurtosis. The GAR CH (I, I) models fail to remove or reduce the skewness except 

in the case of the British pound and the German mark. In contrast, the model reduces 

leptokurtosis considerably for all the series. For example, the excess kurtosis is reduced 

from 3.5737 to 2.9410 for the British pound; from 2.2295 to 1.7736 for the German 

mark; from 4.0605 to 2.5436 for the Japanese yen and 1.8750 to I .4516 for the Swiss 

franc. 

Overall, these resul ts provide evidence that the four currency futures returns may be 

adequately described by GARCH (I , I). The results show that the GARCH (1, I) model 

reduced the leptokurtosis in the series. Furthermore, the standardized residuals remove 

most of the nonlinear dependence. They provide strong support for the existence of 
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conditional heteroscedasticity. 

Lastly, the results for Ljung-Box autocorrelation for standardized residuals in Table 

5.11 A are quite similar to those in Table 5.3A. On the basis of the Ljung-Box Q­

statistics, the results of GARCH filtered series are uncorrelated up to 60 lags in all cases 

except for the Japanese yen which is correlated for lags 12 or more. However, the 

standardized residuals squared of the Ljung-Box Q2-statistics are clear of any ARCH 

effects for all cases as shown in Table 5.1 IB. Moreover, using BDS procedures our 

study is able to account for second-order dependence in the standardized residuals for 

conditional normal distribution, in nearly half of the cases as shown in Table 5.9. 

Table 5.9: BDS Statistics for GARCH(l,1)-Filtered Residuals 

Length in Std. Embedding W Statistic (BDS/SD) 

Dev. (c) Dimension 
BP DM JY SF 

(m) 

1.0 2 0.7544 0.6903 1.9975* 0.2597 

1.0 3 1.2508 1.8295 0.1017 0.3287 

1.0 4 0.3520 1.5710 -1.1467 -0.1147 

1.0 5 -1.8297 3.1698* -1.9300 -7.2524* 

1.0 6 -9.6216* -9.3491 * -5.9557* -9.8915* 

1.0 7 -7.1300* -6.9132* -7.5767* -7.3315* 

1.0 8 -5.4681 * -5.2901 * -5.8274* -5.6245* 

1.0 9 -4.3002* -4.1507* -4.5967* -4.4251* 

1.0 10 -3.4466* -3.3190* -3.6962* -3.54878* 

*Indicates statistically significant at 5% level for two-tail tests. The critical value for 5% is 1.960 
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Table 5.10: GARCH(l,1) Model Estimates 

Cnefficient i BP DM JY SF 

<Po -r-· 0.0139 0.0061 0.0095 0.0031 
(1.2730) (0.5023) (0.7816) (0.2271) 

<P1 -0.0270 -0.0039 -0.0144 0.0090 
(-1.4190) (-0.2106) (-0.7504) (0.4761) 

<Io 0.0025* 0.0070* 0.0114* 0.0093* 
(4.9066) (4.9752) (6.7573) (4.3825) 

a:, 0.0303* 0.0383* 0.0394* 0.0310* 
(12.864) (8.6633) (10.462) (7.4985) 

p 0.9647* 0.9485* 0.9375* 0.9545* 
(345.47) (153.10) (160.22) (149.10) 

0:1 + p 0.9950 0.9868 0.9769 0.9855 

Notes: Numbers in parentheses are t-statistics. * Indicates statistically significant at 5% level 

Table 5.11: Ljung-Box Q Test Results of The GARCH(l,1) Process 

A. Autocorrelation of Standardized Residuals 

Q-Statistics BP DM JY SF 

Lag (6) 6.7015 5.9473 7.7162 5.8981 

Lag (12) 8.7326 11.142 37.489* 12.578 

Lag (18) 18.674 15.075 49.469* 18.068 

Lag (2-1) 21.841 18.927 53.120* 25.425 

Lag (36) 35.473 36.367 75.560* 42.425 

Lag (60) 72.648 49.528 93.665* 65.550 

Notes: * Indicates statistically significant at 5% level 
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B. Autocorrelation of Squared Standardized Residuals. 

Q?•Statistics BP lJM 
I 

JY SF 

Lag (6) 8.0513 6.1491 6.225 10.106 

Lag (12) 11.660 8.5351 10.831 17.530 

Lag (18) 12.996 10.104 15.986 24.601 

Lag (24) 15.043 18.675 20.571 31.706 

Lag (36) 28.107 28.473 31.574 37.119 

Lag (60) 55.933 61.267 44.856 74.173 

Notes: This test for nonlinear independence is attributed to McLeod and Li (1983). The test is 
asymptotically equivalent to a Lagrange Multiplier under the null hypothesis of the squared standardized 
residuals being uncorrelated. * Indicates statistically significant at 5% level 

Table 5.12: Test for Normality on Standardised GARCH(l, 1) Residuals 

BP DM JY SF 

Skewness -0.2607 0.0065 0.3177 0.0858 

Kurtosis 2.9410 1.7736 3.5436 1.4516 
Notes: The null hypothesis of a normal distribution is rejected 

5.7 Conclusion 

This chapter has reported the BDS test and autocorrelations of the squared data which 

show strong nonlinear dependence; i.e., they are correlated through their second 

moment. The rejection of i.i.d (evidence of nonlinearity) in the returns and filtered 

returns series most likely arises from the variance of the process rather than through the 

mean, as suggested by the third moment test. This is consistent with the presence of 
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conditional heteroscedasticity. But after accounting for the presence of nonlinear 

dependence using GAR CH (I , I) models, the results fai l to reject the null hypothesis of 

uncorrelated squared standardized residuals using the McLeod-Li portmanteau test. As 

for test statistics using BDS on the squared standardized residuals from the GARCH 

( 1, I) model, our results capture nonlinearity in nearly half of the cases. This results 

is consistent with Hsieh (1989a) and Hsieh (1993b) findings on spot exchange for the 

British pound and the German mark and on currency futures for the Swiss franc and the 

German mark. In addition, the GAR CH (I, 1) model fails to remove the skewness. 

although it reduces kurtosis considerably for all series. 

Regardless of the fit of the model, the diagnostics test shows that on the whole the 

GAR CH (I , I) model provides a great improvement in that the nonlinear dependence 

in the return series is mostly accounted for. 
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Chapter Six 

Informational Role of Trading Volume 

6.1. Introduction 

This chapter presents research findings based on the data described in Section 4.2 and 

the methodology described in Section 4.6; that is, Generalized Autoregressive 

Conditional Heteroscedasticity (GARCH) with contemporaneous and lagged trading 

volume acting as proxies of information flow in the conditional variance equation. 

The present study differs from previous work on the relationship between returns and 

trading volume in several ways. First, as in the previous chapter, the analysis accounts 

for the strong conditional heteroscedasticity in the series by employing a nonlinear 

GARCH model to capture the time varying variance. Secondly, the present study not 

only examines the volume-volatility relationship per se but also investigates the role of 

trading volume as a proxy for information flow in the conditional variance equation. 

Thirdly, following Bessembinder and Seguin (1993), the volume is partitioned into 

expected and unexpected components, and the impact on returns of the volume surprise 

is assessed. 
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Section 6.2 will discuss the stationarity test results for the raw data, futures returns and 

volume. Section 6.3 reports the statistical properties of currency futures returns and 

trading volume. Section 6.4 discusses the initial test results of the relationc;hip between 

return volatility and trading volume. Section 6.5 presents the results of the GARCH (1, 1) 

with contemporaneous and lagged volume included in the equation. Section 6.6 reports 

the consistency of results across subsamples. Finally, Section 6.7 presents the 

conclusion. 

6.2 Stationarity in the Return Series with Synchronised Volume Data 

The Dickey-Fuller (DF) (1979) and the Augmented Dickey-Fuller (ADF) (1981) 

statistical tests for the stationarity of raw data, return series and volume series are 

carried out (see Chapter 4.3. l and 4.3.2 for the regressions). Tables 6.1, 6.2 and 6.3 

show the results for the raw data, return series and volume series, respectively. It may 

be noted that the series now differ in length, due to the deletion of non-trading days in 

the case of each futures contract. Both the DF and the ADF statistics for raw data fail to 

rejects the null hypothesis of non-stationary at the 1 percent level. However, the return 

series statistics significantly reject the null hypothesis of non-stationarity at the 1 

percent level. As for volume, the null hypothesis of non-stationarity is also rejected for 

the level series and this contradicts the findings of Malliaris, et.al., (1998) of non­

stationarity in levels for six agricultural commodity futures contracts. Thus, the 

differenced price series; i.e., returns, and undifferenced volume series will be used for 

analysis. 
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Table 6.1: Stationarity Test Results: Raw Data. 

Currency Sample Dickey-Fuller Test, Augmented Dickey-
Futures size (N) DF(l) Fuller Test, ADF(l) 

without with without with 
trend trend trend trend 

British Pound 2863 -2.5621 -2.6620 -2.6194 -2.7291 

German Mark 2865 -2.8371 -2.6397 -2.9323 -2.7504 

Japanese Yen 2861 -2.1696 -1.2634 -2.2516 -1.2764 

Swiss Franc 2865 -2.6707 -2.4785 -2.7491 -2.5692 
Notes: The null hypothesis of nonstationary cannot be rejected at significant levels of 5% 

Table 6.2: Stationarity Test Results: Returns Series. 

Currency Sample size Dickey-Fuller Test, Augmented Dickey-
Futures (N) DF(l) Fuller Test, ADF(l) 

without with without with 
trend trend trend trend 

British Pound 2863 -53.832 -51.829 -38.293 -38.241 

German Mark 2865 -53.150 -53.198 -39.234 -39.268 

Japanese Yen 2861 -53.990 -54.076 -39.216 -39.227 

Swiss Franc 2865 -52.813 -52.847 -39.869 -39.375 
Notes: The null hypothesis of nonstationary is rejected at significant levels of 5% 
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Table 6.3: Stationarity Test Results: Volume Series . 

Currency Saw"1
" . I DickPy-Fuller Test, Augmented Dickey-

Futures . ,. · , DF(l) Fuller Test, ADF(l) ,. ". -
without with without with 

trend trend trend trend 

British Pound 2863 -36.577 -36.814 -26.782 -27.080 

German Mark 2865 -25.886 -26.450 -25.856 -19.212 

Japanese Yen 2861 -29.494 -29.498 -22.286 -22.290 

Swiss Franc 2865 -30.869 -31.447 -23.721 -24.265 
Notes: The test examines the null hypothesis of a unit roots m the series agamst the stationary alternative 
of a unit root. The null hypothesis will be rejected in favour of the stationary alternative when the test 
statistics is too small. For volume series, the null hypothesis of a unit root is rejected at 5% level of 
significant for all currency futures. 

6.3 Summary Statistics for Currency Futures Returns and Synchronised Trading 

Volume 

Descriptive statistics for the distributional properties of the daily currency futures 

returns, R and synchronised trading volumes, V, for the British pound, the German 

mark, the Japanese yen and the Swiss franc, are reported in Table 6.4, including the 

number of observations, mean, standard deviation, skewness, kurtosis, Jarque-Bera (J-B) 

statistic and other statistics. (see Appendix 3 for more details on the computation of 

mean, standard deviation, variance, skewness and excess kurtosis). A number of 

observations can be drawn from this table. 

First, the returns and volume for all four series show strong departures from normality, 

just as the coefficients of skewness and kurtosis are statistically different from those of 
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a normal distribution although the magnitude is smaller in volume than returns except 

for the Japanese yen. The non-normality is due to leptokurtosis as shown r" hi;h 

kurtosis. Hence, a GARCH model is more appropriate to capture the return generating 

process than normal statistical methods. 

Secondly, in contrast to the finding by Grammatikos, et.al., (1986) the magnitude of 

price variability measured by standard deviation does not depend on the average daily 

trading volume. For instance, the German mark, the currency futures with the largest 

average daily trading volume, has only the third largest price variability, while the Swiss 

franc, which has the second smallest trading volume, has the highest price variability. 

Thirdly, unlike returns, trading volume exhibits high significant serial correlation for all 

series in the first moment. However, in the Ljung-Box Q-statistic, proposed by McLeod 

and Li (1983) on returns and volume squared for testing second-order dependence and 

denoted by LB2(6) , the presence of strong serial correlation (the ARCH effects) is 

detected, thus suggesting nonlinear dependence in both series. The test statistics have 

an asymptotic chi square (X2
) distribution under the null hypothesis of no serial 

correlation in the series with 6 degrees of freedom. 

Table 6.5 reports the autocorrelation coefficients and standard errors for returns, R and 

volume series, V. The results for returns indicate insignificant autocorrelation in all the 

series. They are not predictable using the ir own preceding day's returns. However, for 

the volume series, all four currency futures are highly correlated at the one percent level. 

Their first-order autocorrelation coefficients of 0.3630, 0.6211, 0.5332 and 0.5003 for 
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the British pound, the German mark, the Japanese yen and the Swiss franc, respectively, 

indi~are that at ·), t ! 1 percent, 38 percent, 28 percent and 25 percent of the volume in 

each currency , . ,_, . contract may be predicted using yesterday's trading volume. 

Although the autocorrelations reduce as the number of lags increases, they remain 

significant, particularly for the German mark, a finding similar to that reported by 

Bessembinder and Seguin ( 1993). 

Similar to the Q-statistic test, the Lagrange multiplier test used by Engle (1982) on 

returns and volume also rejects the null hypothesis of no ARCH effect as shown in Table 

6.6A and B, based on the estimated TR2 statistics where T = number of observations and 

R2 represents the coefficient of determination from regressing the squared residual on 

a constant and its lagged values at r lags have a chi square distribution. The results 

indicate that the ARCH effects are present in both the daily percentage changes and the 

trading volume of all currency futures prices. The estimate suggests that price variations 

in the current period are related to price variations that have occurred over one, six and 

twelve previous periods. The evidence of nonlinear dependencies in the returns of 

currency futures series is similar to Hsieh' s finding ( 1993) for four currency futures: the 

British pound, the German mark, the Japanese yen and the Swiss franc as well as to the 

finding of Chatrath, et.al, ( 1996) for five currency futures: the British pound, the 

German mark, the Canadian dollar, the Japanese yen and the Swiss franc. 
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Table 6.4: Descriptive Statistics of Currency Futures Returns and Synchronised 
Volume Series. 

BP DM JY SF 

No. of 2863 2865 2861 2865 
observation 

Variables R V R V R V R V 

Mean 0.0036 12228 0.1161 34335 0.0158 23515 0.0113 20998 

Std. Dev. 0.7225 7057 0.7291 16263 0.7171 11363 0.8138 7970 

Skewness -.3350 3.109 -.0348 1.085 0.2267 1.080 0.0456 0.8268 

Kurtosis 3.3842 2.356 2.0753 2.117 3.8458 2.046 1.7291 2.1730 

J-B 1421 1019 514 1449 1806 2290 353 1816 

Maximum 3.4748 100580 3.6013 128764 4.7533 90426 3.9271 77222 

LB(6) 5.2671 907.81 * 8.3960 4193* 10.066 2293.4* 9.2899 1845.4* 

LB(l2) 8.2168 1097.5* 13.276 6668.1* 28.247* 3089.5* 13.090 2259.6* 

LB2(6) 87.777* 115.14* 112.43* 2769.5* 75.060* 1668.3* 119.97* 1203.1* 

LB2(12) 152.99* 141.17* 198.72* 4141.3* 133.47* 2290.7* 194.67* 1429.4* 

Notes: R stands for returns and V stands for volume. The critical values of Jarque-Bera (J-B) to test for 
normality are from the chi-square distribution with 2 degree of freedom, x2 (2): 4.61 , 5.99 and 9.21 for 
significance levels of I 0%, 5% and I%, respectively. LB(p) and LB 2 (p) is the Ljung-Box Q and Q 2 

-

statistic, respectively, for the futures returns and squared futures returns for lag p. * Indicates statistically 
significant at 5% significance level. 
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Table 6.5: Autocorrelation Coefficient Currency Futures Returns and Volume 
Series. 

BP DM JY SF 
No. of 

observation 
2863 2865 2861 2865 

No.of Lags R V R V R V R V 

1 -0.0056 0.3630* 0.0075 0.6211* -0.0082 0.5332* 0.0133 0.5003* 
(0.0234) (0.0314) (0.0213) (0.0246) (0.0228) (0.0224) (0.0215) (0.0224) 

2 -0.0093 0.2338* -0.0398 0.5166* -0.0311 0.3885* -0.0458 0.3393* 
(0.0225) (0.0230) (0.0208) (0.0240) (0.0211) (0.0216) (0.0192) (0.0221) 

3 -0.0064 0.1848* 0.0045 0.4807* -0.0077 0.3511* -0.0070 0.2927* 
(0.0219) (0.0209) (0.0207) (0.0222) (0.0209) (0.0222) (0.0200) (0.0206) 

4 0.0141 0.2116* 0.0100 0.4672* 0.0067 0.3117* 0.0051 0.2973* 
(0.0212) (0.0219) (0.0201) (0.0207) (0.0201) (0.0206) (0.0202) (0.0212) 

5 0.0245 0.1788* 0.0038 0.4407* 0.0181 0.2858* -0.0111 0.2441* 
(0.0212) (0.0190) (0.0199) (0.0208) (0.0217) (0.0195) (0.0196) (0.0207) 

Notes: R stands for returns and V stands for volume. * Indicates significance at 5% levels for two tail 
test. 

Table 6.6: Lagrange Multiplier Test for the Presence of ARCH Effects. 

A: Return Series 

No.of Lags BP DM JY SF 

ARCH (1) 30.337* 14.170* 19.082* 21.590* 

ARCH (6) 65.628* 50.883* 38.824* 55.415* 

ARCH (12) 98.730* 78.494* 55.819* 88.747* 

189 



B: Volume 

No.of Lags BP lJM JY SF 
·-

ARCH(l) 19.410* 121.49:?.* 28.189* 34.887* 

ARCH(6) 19.607* 132.157* 53.399* 37.550* 

ARCH(12) 23.500* 160.425* 58.840* 40.055* 
Notes: The test for presence of ARCH 1s given by Engle (1982). The ARCH (p) stat1st1cs, obtamed as 
TR2 from regressing the squared residual on a constant and its lagged value at p lags, is distributed 
asymptotically as x2 (p) under the null hypothesis of no ARCH effects. The results indicate that ARCH 
effects are present in daily percentage changes in all currency futures prices. *Indicates statistically 
significant at 5% level. 

6.4 Initial Tests of the Relationship Between Return Volatility and Trading Volume 

Table 6. 7 presents the estimated AR( I )-GAR CH (I, I) model of currency futures returns 

without volume included in the explanatory variable. The parameters in the conditional 

variance for all the currency futures are statistically significant at the 5 percent level. The 

presence of integrated GARCH (IGARCH) found only in the British pound since the 

sum of ( ex 1 + p1) is fairly close to one. This indicates the persistence of past volatility 

in explaining current price volatility as discussed by Engle and Bollerslev (1986) while 

the other three currencies suggest a near-IGARCH since the sum of ( ex1 + P,) is greater 

than 0.90 but less than 1.0. The fit of the GAR CH( 1, 1) model is further evaluated by 

investigating the standardized residuals. The Ljung-Box Q-statistics of standardized 

residuals squared due to McLeod-Li do not indicate any further second-order serial 

dependence in any of the series, indicating that the GAR CH ( 1, 1) model does a 

reasonably good job in capturing the return behaviour of volatility. This model also 

reduces the skewness and kurtosis considerably; for example, the skewness for the 

German mark is almost completely removed. 
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Table 6.7: GARCH Model without Volume 

Currency GARCH (1,1) 
futures 

0:1 P1 0:1 + P1 Skewness Kurtosis LB(6) LB2(6) 

BP 0.0028* 0.9623* 0.9948 -0.2480 2.7395 6.1047 6.1414 
(4.7467) (312.87) 

DM 0.0078* 0.9440* 0.9857 0.0017 1.6026 6.7292 1.6578 
(4.9225) (138.75) 

JY 0.0118* 0.9374* 0.9770 0.3147 3.3540 7.3266 3.6916 
(6.4550) (152.90) 

SF 0.0106* 0.9501* 0.9841 0.0842 1.2827 6.5274 3.2227 
(4.3190) (133.52) 

Notes: Number in parentheses are t-statistics. LB(6) and LB"(6) refer to the Ljung-Box Portmanteau 
statistic for standardized residuals and standardized residuals squared, respectively, over 6 lags. 
*Indicates statistically significant at 5% level. 

We take a step further by reexamining the general relationship between trading volume 

and price variability using the GARCH specifications. In the GAR CH model, we include 

contemporaneous and uncorrelated trading volume as an explanatory variable for the 

conditional variance. The results presented in Table 6.8 and 6.10 using contemporaneous 

volume and uncorrelated volume, respectively, demonstrate that in all cases, the 

contemporaneous variables, denoted by o1 are highly significant. For example, in Table 

6.8, the values of the coefficients and (t-statistics) are 0.3610 (39.938) for the British 

pound, 0.1270 (39.806) for the German mark, 0.1740 (45.895) for the Japanese yen and 

0.7480 (36.897) for the Swiss franc. This suggests a strong contemporaneous 

relationship between volume and volatility, indicating that both variables are 

endogenous to the system. These findings strongly support the mixtures of distribution 

hypothesis (MDH) and provide evidence for the findings of Grammatikos, et.al., ( 1986) 

and Harris ( 1987). This can be interpreted as information flow reflected in a volume 
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proxy that is positively related to the futures price conditional variance and thus suggests 

pricing efficiency in the foreign currency futures markets since it implies that knowledge 

of current v0! 11me could not be used in explaining futures price variability. Therefore, 

the results are irrelevant to technical analysis since trading volume is found not to play 

to any significant role in providing information on the quality of the information 

contained in the return series 

To validate the above results, we replace the contemporaneous volume and uncorrelated 

contemporaneous volume in the conditional variance equation with lagged raw volume 

and uncorrelated lagged volume, the results of which are reported in Tables 6.11 and 

6.12, respectively. In all cases, the lagged variables are insignificant at 5 percent level, 

rejecting the sequential information model (SEQ) but confirming the above findings of 

a contemporaneous relationship between variables. 

6.5 A Test of GARCH Effects 

Since our purpose is to examine the information content of trading volume, we 

reestimate the GARCH (1 ,1) model in Equation 4.8 with volume included in the 

variance equation. Table 6.8 shows that the coefficient on volume, o1, is significantly 

positive for each of the currency futures examined, thus supporting the results of 

Grammantikos and Saunder (1986) and Lamoureux and Lastrapes (1990) but 

contradicting those of McCarthy and Najang (1993) and Najang and Yung (1991). The 

goodness-of-fit for the Ljung-Box Q-statistics shows that the residuals V are cleared I. 

of any linear dependence for all currency futures at the 5 percent level. However, the 
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statistics for the squared standardized residuals, denoted by LB2(6), are highly correlated 

and this indicates that the time series of currency futures pri,.;es exhibit significant 

nonlinear dependence, and thus cannot be modelled as strict white noise processes. 

Overall, the statistics suggest that volume does not explain much of the nonnormality 

of the unconditional distribution. The results also show that when the unrestricted 

model is applied; i.e., o I is unconstrained, the persistence in volatility as measured by 

( o:
1 

+ p
1 

), is reduced dramatically and becomes negligible when o1 is restricted to zero. 

These results are similar to those of Lamoureux and Lastrapes ( 1990) but contradict 

those of Najang and Yung (1991). 

A possible explanation of these results lies in the complex structure of Equation 4.31 

(see Chapter 4) in which both lag conditional variance, h
1

_ 1 , and trading volumes, v 
1 

are included as explanatory variables. The problem arises from the fact that conditional 

variance can be explained not only by past conditional volatilities but also by current 

trading volumes. Also, the trading volume shows a high serial correlation and can lead 

to a high correlation between the explanatory variables used in the equation. As a result, 

the serial dependence in the trading volume and past conditional volatilities can be 

argued to have similar information content. Either one of these can be included in the 

conditional variance as a proxy of information content. The results of Lamoureux and 

· Lastrapes ( 1990) support this argument in that their coefficient estimates and standard 

errors of past conditional volatility are mostly zero (negligible) when the correlated 

trading volume is included in the conditional variance of price changes. 
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Table 6.8: GARCH Model with Contemporaneous Volume 

Currency GARCH (1,1) + Volume 
futures 

01 (104
) a1 + P1 LB(6) LB2(6) <X1 P1 Skewness Kurtosis 

BP 0.0238* 0.00 0.3610* 0.0238 -0.4048 2.9848 8.7215 82.662* 
(2.8882) (0.00) (36.938) 

DM 0.0221* 0.00 0.1270* 0.0221 0.0917 1.6471 8.2998 71.766* 
(2.1270) (0.00) (39.806) 

JY 0.1019* 0.00 0.1740* 0.1019 0.3200 2.0612 14.965 53.622* 
(13.716) (0.00) (45.895) * 

SF 0.0479* 0.00 0.7480* 0.0479 0.0813 1.1821 9.6025 66.095* 
(5.2459) (0.00) (36.897) 

Notes: Number in parentheses are t-statistics. LB(6) and LB2(6) refer to the Ljung-Box Portmanteau 
statistic for standardized residuals and standardized residuals squared, respectively, over 6 Jags.*Indicates 
statistically significant at 5% level. 

6.5.1 Contemporary Volume 

Summary statistics from the univariate autoregressive model of AR(p) are reported in 

Table 6.9. The Ljung-Box Q-statistics for unstandardized residuals, over 6 and 12 lags, 

denoted by LB(6) and LB(l 2) respectively, are insignificant at the 5 percent level, 

rejecting the null hypothesis of correlated residuals. The lag length required to produce 

uncorrelated residuals without overfitting the model is 5, 7, 5 and 4 for the British 

pound, the German mark, the Japanese yen and the Swiss franc, respectively. These 

results also suggest that important information does exist in the trading volume of recent 

(from 4-7) past days. However, the information decays after that period. 

As noted earlier, if the volume of trade is serially correlated, then volatility persistence 

should become negligible in the conditional variance equation. Our results support this 

hypothesis which has been shown earlier. However, since the unexpected volume, V • is 
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serially uncorrelated by construction, we argue then that a significant coefficient, 01, 

cannot be attr;l-iuted to V • and thus capture the serial correlation in the rate of 

information arrival. 

In Table 6.10, we report the values of p and q and the corresponding log-likelihood for 

each of the models with normally distributed conditional errors when Equation 4.33 (see 

Chapter 4) is estimated. Their p and q values are, respectively, 2 and 2 for the British 

pound; 3 and 4 for the German mark; 2 and 4 for the Japanese yen and 3 and 3 for the 

Swiss franc. Their log-likelihood values are -2949.43 for the British pound; -2979.90 for 

the German mark; -2856.98 for the Japanese yen and-3337.08 for the Swiss franc. Table 

6.1 O also presents other estimation results. Similar to the results obtained in Table 6.8 

for trading volume, the estimated parameters of unexpected volume, o1, are highly 

significant for all currency futures although marked by a notable reduction in both size 

and level of significance. These results indicate that there is information hidden in the 

uncorrelated trading volume which leads to a significant relationship between the 

uncorrelated component of trading volume and the variance of price changes. Similarly, 

the o: 's remain highly significant for all currency futures, suggesting that the lagged 

squared residuals still contribute significant information content even after including the 

rate of information flow proxy (unexpected volume) in the conditional variance. 

However, volatility persistence is less in the results of the model which exclude 

volume, though it is still more than the results which include correlated volume, where 

it is negligible. This implies that the conditional variance of currency futures changes 

is a function of both the unexpected volume of trade and the GARCH effects, which 

contradicts the findings of Lamoureux et.al.( 1990) and also our earlier findings using 
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a correlated mixing variable (raw volume). 

Table 6.9: Autoregressive Models for Trading Volume 

Currency AR(p) LB(6) LB(12) Log-likelihood 

futures 

BP 5 1.2446 20.321 -29146.6 

DM 7 3.8431 12.897 -30917.1 

JY 5 4.1024 14.280 -30213.0 

SF 4 2.1600 10.590 -29287.7 
Notes: LB(6) and LB(l2) refer to the Ljung-Box Portmanteau statistic for unstandardized residuals, over 
6 and 12 lags, respectively. 
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Table 6.10: GARCH (p,q) - Unexpected Contemporaneous Volume Mod_el 

If GARCH (p,q) + Unexpected Volume 

!· 
BP DM JY SF - · (p,q) (2,2) (3,4) (2,4) (3,3) 

C 0.0235* 0.0010 0.0081 0.0004 
(2.0555) (0.8550) (0.7022) (0.0272) 

R(-1) -0.0235 -0.0200 -0.0393 0.0013 
(-1.1136) (-0.9993) (-1.8536) (0.0652) 

Clo 0.0328* 0.0501* 0.0375* 0.0715* 
(4.9724) (3.8697) (3.3686) (3.9049) 

Cl1 0.1133* . 0.1144* 0.1432* 0.1118* 
(9.8476) (6.2195) (7.5570) (6.3296) 

Cl2 0.1416* 0.1080* 0.0822* 0.0485* 
(8.8365) (6.6431) (6.0955) (3.7463) 

Cl3 . 0.0669* . 0.0574* 
(3.9493) (4.0717) 

P1 0.00 0.00 0.00 0.0109 
(0.00) (0.00) (0.00) (0.2413) 

P2 0.6257* 0.00 0.1874* 0.00 
(27.013) (0.00) (4.7973) (0.00) 

PJ . 0.1450* 0.0003 0.5150* 
(2.9346) (0.0339) (12.002) 

P~ . 0.3070* 0.3065* . 
(5.6585) (7.6879) 

a 's + p's 0.8806 0.7413 0.7196 0.7436 

01 (105
) 0.1003* 0.6223* 0.1172* 0.2177* 

(10.105) (10.196) (13.793) (9.8475) 

Log Likelihood -2949.43 -2979.90 -2.856.98 -3337.08 

Skewness -0.1845 -0.0431 0.2346 0.0169 

Kurtosis 1.7061 0.9636 1.1795 0.7796 

LB(6) 7.7308 6.1923 13.933* 6.8459 

LB(12) 13.537 13.254 35.104* 13.497 

LB2(6) 4.4433 3.5783 8.9716 5.4638 

LB2(12) 14.821 35.415* 39.566* 26.485* 

Notes: p and q are the order of the autoregressive and moving average specifications of the GARCH 
model, respectively. 0 1 is the coefficient of unexpected volume. * Indicates statistically significant at 5% 
level. 
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Test for Model Specifications 

The fit of the GARCH (p,q) model is further evaluated by i, ., , .igating the standardized 

residuals, z. = e. la . . The summary statistics of the standardized residuals assuming 
I.I 1,/ t,1 

normal distributions are reported in the last six rows of Table 6.10. The Ljung-Box Q­

statistics of lag 6 and 12, denoted by LB(6) and LB(l 2) respectively, are not 

statistically significant at the usual 5 percent level except for the Japanese yen. However, 

McLeod-Li's Ljung-Box Q-statistics of the standardized residual squared for lags 6 and 

12, denoted by LB2(6) and LB2( 12) respectively, are reduced considerably but are still 

statistically significant in long lags which suggests that second-order serial dependence 

is not yet removed from the series, except for the British pound. In most cases, the 

GARCH (p,q) model also reduces the skewness and leptukurtosis considerably more 

than the GAR CH ( 1, 1) model of the return series. For example, the excess kurtosis are 

all well below 1.8 as compared to the return series which have values from 1.729 to 

above 3.0. It seems that in most cases there is a need for more GARCH parameters than 

merely the GARCH (1, 1) when the unexpected volume is included in the conditional 

variance equation of currency futures returns. 

6.5.2 Lagged Volume 

Table 6.11 presents the coefficient estimation of <\ in the GAR CH (I, I) model with 

lagged volume. It is worth noting that, the !-statistics are insignificant for all the 

currency futures at the 5 percent level. The highest level of t-statistics of this estimation 

are 1.92 18 for the Japanese Yen followed by 1.6801 for the Swiss franc. This shows that 
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the volume proxied by lagged volume has no explanatory power in the return generating 

process. The present results thus imply that knowledge of the previous day's volume 

cannot significantly improve forecast of today's price. However, a 1 , the coefficient 

on the lagged squared residual term ( e:_ 1) and P 1 , the coefficient on the lagged 

conditional variance term ( h
1

_ 1) both increase dramatically to a highly significant level 

for all currency futures. These findings suggest that the introduction of lagged volume 

as an explanatory variable in the conditional variance equation does not eliminate the 

GARCH effect but rather increases it. Moreover, the persistence in volatility as 

measured by ( a 1 + P1) is fairly close to one which is significantly high. These results 

contradict those of Lamoureux and Lastrapes ( 1990) and earlier results using 

contemporaneous volume. Our results also indicate that there is no simultaneity 

problem in the conditional variance equation discussed by Najang and Yung ( 1991) and, 

therefore, that lagged volume may be a poor proxy for contemporaneous volume. These 

results seem to suggest that information arrival to investors is contemporaneous in 

nature and thus, does not follow a sequential (SEQ) process. 
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Table 6.11: GARCH Model with Lagged Volume 

-
Currency GA 1 r (1,1) + Lagged Volume 

futures o (10") · 1 + Pt Skewness Kurtosis LB(6) LB2(6) O:t Pt -
BP 0.0329* 0.9617* 0.00 0.9946 -0.2456 2.7266 6.2602 6.0676 

(12.662) (308.15) (0.00) 

DM 0.0409* 0.9443* 0.3410 0.9852 0.0011 1.6123 6.7078 1.6860 

(8.5675) (137.50) (0.6317) 

JY 0.0369* 0.9397* 0.1510 0.9766 0.3082 3.2863 7.2932 4.0015 
(9.2892) (154.68) (1.9218) 

SF 0.0285* 0.9568* 0.2720 0.9853 0.0854 1.3592 7.9288 4.0289 
(6.9833) (153.15) (1.6801) 

Notes: Number in parentheses are t-stat1stics. LB(6) and LB2(6) refer to the LJung-Box Portmanteau 
statistic for standardized residuals and standardized residuals squared, respectively, over 6 lags. * 
Indicates statistically significant at 5% level. 

Table 6.12 presents the results when a GARCH (p,q) model with unexpected lagged 

volume is employed. There is no correlation between price variability and the lagged 

volume measured by estimation coefficient, o1, in the GARCH model for any of the 

currency futures which totally contradicts the results in Table 6.10, using unexpected 

contemporaneous volume. However, the sums ( o:1 + P1) increase and are fairly close 

to one, which indicates that a substantial part of currency futures price volatility can be 

explained by past volatil ity, which tends to persist over time. Similarly, the GARCH 

effects remain high for all currency futures and many of them could be well explained 

by the lagged squared residual and lagged variance and not by the unexpected lagged 

volume. 

Similar to the results shown in Table 6.11, the estimated coefficient, <\ . is statistically 
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insignificant, suggesting that information arrival as proxied by unexpected lagged 

volume does not possess significant explanatory power and cannot replace unexpected 

contemporaneous volume in explaining the return generating process. These results 

seem to agree with those of Lamoureux and Lastrapes ( 1990) who find that lagged 

volume and fitted value from univariate regression on volume are poor instruments for 

contemporaneous volume and therefore have little explanatory power in the variance 

equation. 

Overall, our findings seem to indicate a strong positive relationship between 

contemporary uncorrelated trading volume and price change, which supports 

Grammatikos, et.al., ( 1986). These results are consistent with the mixture of 

distribution hypothesis (MDH), first developed by Clark (1973) and supported by 

Tauchen, et.al. (1983) and Harris (1986). The fact that contemporaneous volume 

contains information on current price variability may suggest primafacie informational 

efficiency in the currency futures market, and if this is so, no trader can effectively use 

current trading volume to forecast possible futures price variability. 

201 



Table 6.12: GARCH (p,q) - Unexpected Lagged Volume Model 

GARCH (p,q) + Unexpected Lagged Volume 

BP DM JY SF 

(p,q) (2,2) (3,4) (2,4) (3,3) 

C 0.0135 0.0032 0.0091 -0.0002 
(1.1933) (0.2617) (0.7219) (-0.0113) 

R(-1) -0.0190 -0.0045 -0.0099 0.0144 
(·0.9927) (-0.2272) (-0.4580) (0.7181) 

<Xu 0.0056* 0.0277* 0.0331* 0.0235* 
(4.8090) (5.6048) (5.9488) (3.1125) 

a. 0.0306* 0.0561* 0.0909* 0.0467* 
(9.5793) (6.0769) (7.5023) (5.9599) 

<X2 0.0339* 0.0668* 0.0206 0.0159* 
(8.0743) (7.2940) (1.2785) (2.7633) 

<X3 . 0.0195* . 0.0313* 
(2.9827) (4.6432) 

P. 0.00 0.00 0.2045* 0.00 
(0.00) (0.00) (2.3380) (0.00) 

P2 0.9250* 0.00 0.0070 0.00 
(151.95) (0.00) (0.1413) (0.00) 

p3 . 0.00 0.00 0.8663* 
(0.00) (0.00) (46.843) 

p4 . 0.8068* 0.6121* . 
(41.543) (13.698) 

a 's + p's 0.9895 0.9492 0.9351 0.9602 

0 (105
) 0.00 0.00 0.00 0.6388 

(0.00) (0.00) (0.00) (1.2636) 

Skewness -0.2519 -0.0118 0.2657 0.0722 

Kurtosis 2.7475 1.5304 3.0320 1.2636 

LB(6) 6.2886 6.6723 7.5560 6.7838 

LB(l2) 9.1562 12.939 27.773* 14.786 

LB2(6) 6.4906 1.3039 1.6752 3.0452 

LB2(12) 10.2517 3.9980 3.6127 7.2732 

Notes: p and q are the order of the autoregressive and moving average specifications of the GARCH 
model, respectively. 0 1 is the coefficient of unexpected volume. * Indicates statistically significant at 5% 
level. 
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6.6 Consistency of Results Across Subsample 

Lucas (1976) notes that the above econometric technical analysis is probably not 

structurally stable in the sense that the estimated coefficients may depend on many 

factors, such as government policies pursued by different countries and changes in the 

source and type of technology. These may generate real growth and aggregative 

fluctuations. Thus, the variances of the underlying stochastic process may vary between 

the two subperiods. An additional reason to investigate whether subperiods provide the 

same type of inference as a full sample, as mentioned by Hodrick and Srivastava ( 1987), 

is because prices in speculative markets such as futures and options possess stochastic 

properties that correspond to theories of efficient markets only after the markets are 

mature. This suggests that the results from the full sample could differ from the results 

of the samples of the first and second subperiods as well as differing between 

subperiods. 

The results for Subsample 1 and 2, using expected and unexpected contemporaneous 

volume, and the expected and unexpected lagged volume model are discussed below. 

Expected and Unexpected Contemporaneous Volume 

The results of the subsamples are presented in Tables 6.13 - 6.20. Tables 6.13 and 6.17. 

report the results for the first and second subsamples of the GARCH model with volume 

that corresponds to the similar specification used in Table 6.8 for the full sample. Tables 

6.14 and 6.18, reports the results for the first and second subsamples of the GARCH 
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model with unexpected volume that corresponds to the specification used in Table 6.10 

for the full sample. Tables 6.15 and 6.19, present the results for the first and second 

subsamples of the GAR CH model with lagged volume that corresponds to the similar 

specification used in Table 6.11 for the full sample, and Tables 6.16 and 6.20, present 

the results for the first and second subsamples of the GARCH model with unexpected 

lagged volume that corresponds to the specification used in Table 6.12 for the full 

sample. 

There are several interesting differences between the subsamples, and across the full 

sample and subsamples. The results displayed in Table 6.13 report that the coefficient 

on the lagged squared error term is insignificant for Subsample I for all currency futures 

except the Japanese yen but highly significant for Subsample 2, as shown in Table 6.17. 

However, the coefficient on the lagged conditional variance term is reduced completely 

to zero for both subsamples, an insignificant result which is similar to those for the full 

sample. Taken together, the findings of Subsample I, with the exception of those for 

the Japanese yen, are similar to those of the full sample as shown above, and also to 

those of Lamoureux and Lastrapes ( 1990) who show that the GAR CH effects vanish in 

the presence of volume for all but four of the 20 stocks in their sample. 

As for the GARCH model with unexpected volume included in the conditional 

variance, the o1 in both subsamples remains significant. These results are almost the 

same as those for the full sample although marked by a notable reduction in size. 

Similarly, the persistence of volatility, as measured by ( cx 1 + ~1 ), is slightly reduced 

for the majority of the currency futures in both subsamples with the exception of the 
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British pound and the Swiss franc in Subsample 1, both of which show a dramatic 

reduction, to 0 .0931 and 0.1051, respectively. These results show that lagged squared 

residuals have insignificant information content after taking into account additional 

information of unexpected contemporaneous volume in the conditional variance 

equation of the currency futures return process. 

Test Goodness-of-Fit 

To assess the specification of our GARCH (1,1) model, we obtain a time series of 

standardized residuals and standardized residuals squared from the unexpected 

contemporaneous volume regression in Equation 4.33, for both subperiods. Summary 

statistics for these residuals, assuming normal distributions, are reported in the last six 

rows of Tables 6.14 and 6.18 for Subsamples I and 2, respectively. First order and/or 

second order dependence, denoted by LB(.) and LB2(.), are found in all currency futures 

but for different subperiods. As for skewness and kurtosis, there is generally not much 

difference between the subperiods, or between the superiods and the entire period. Thus, 

it is possible to conclude that there is no structural problem in the time series of the 

currency futures. 

Expected and Unexpected Lagged Volume 

Tables 6.15 and 6.19, present the results for Subsamples I and 2, of the model with 

expected lagged volume included in the conditional variance of GAR CH (1, I ).These 

results differ in a quite an interesting manner from those using contemporaneous 
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volume. The estimated coefficient, o1 is statistically significant at 5 percent level for all 

the currency futures except for the German mark, although in different subsamples and 

while the British pound in Subsample 1 is positive and statistically significant, the 

relationship between the returns and lagged volume does not continue into Subsample 

2. On the other hand, the coefficient estimates for the Japanese yen and the Swiss franc 

are positive and significant in Subperiod 2 only, and the results for persistence in 

volatility and the GARCH effect remains high in both subsamples which is similar for 

the results of the full sample. Taken together, these results suggest that lagged volume 

is a poor proxy for information flow since it cannot explain the large variance of return 

in the generating process. 

Finally, Tables 6.16 and 6.20 report the results for Subperiod 1 and 2 of the GARCH 

(p,q) model with unexpected lagged volume included in the conditional variance 

equation. None of the estimated coefficients o1 are statistically significant at the 5 

percent level in either subsample, which is similar to the results for the full sample 

except in the case of the Swiss franc in Subsample 2. The persistence in volatility 

remains high in both subsamples except for the British pound in Subsample I. These 

results are no different from those discussed above for the model with lagged volume: 

lagged unexpected volume has no additional information content and is a poor proxy for 

volume. 

Test Goodness-of-Fit 

Next, we focus the goodness-of-fit tests for the GARCH model of uncorrelated volume 
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for both subsamples. The standardized residuals and standardized residuals squared are 

obtained from the lagged regression in Equation 4.33 (see Chapter 4). In subsample I, 

no first order dependence is detected in any case. However, sign ificant second order 

dependence is found in the British pound and the Swiss franc. On the other hand, 

Subsample 2 shows insignificant second order dependence in all cases but exhibits 

significant first order dependence in two cases. As for skewness and lepkurtosis, the 

results for both subperiods are almost similar to those for the full period. 

The overall results of the subperiods do not differ significantly from the findings for the 

full sample. Thus, we can safely suggest that the currency futures returns and volume 

series do not exhibit heterogenous behaviour over the entire 11-year period. 

Subsample 1 (Jan. 1, 1986- Sept.18, 1991) 

Table 6.13: GARCH Model with Volume 

Currency GARCH (1,1) + Volume 
futures 

Ct1 P1 6 (104
) et1 + P1 Skewnes 

s 

BP 0.0105 0.00 0.4152* 0.0105 -0.3827 
(1.0179) (0.00) (21.912) 

DM 0.00 0.00 0.15.73* 0.0000 0.1254 
(0.00) (0.00) (28.058) 

JY 0.0779* 0.00 0.1790* 0.0779 0.3698 
(3.2613) (0.00) (29.263) 

SF 0.00 0.00 0.2425* 0.0000 0.1092 
(0.00) (0.00) (21.631) 

Kurtosis LB(6) 

2.0695 12.644* 

1.3731 7.5010 

1.8093 4.7761 

0.8396 7.1368 

LB2(6) 

5.5149 

20.484* 

31.269* 

43.516* 

Notes: Number in parentheses are I-statistics. LB(6) and LB2(6) refer to the Ljung-Box Portmanteau 
statistic for standardized residuals and standardized residuals squared, respectively, over 6 lags. 
*Indicates statistically significant at 5% level. 
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Table 6.14: GARCH (p,q) - Unexpected Contemporaneous Volume Model 

GARCH (p,q) + Unexpected Volume 

BP DM JY SF 

(p,q) (2,2) (3,4) (2,4) (3,3) 

C 0.0313 0.0196 0.0251 0.0138 

(1.6551) (1.0973) (1.3966) (0.6498) 

R(-1) -0.0054 -0.8803 -0.0330 -0.0088 
(-.01788) (-0.3165) (-1.0681) (-0.3355) 

O:o 0.3971* 0.0436* 0.0666* 0.4360* 
(21.125) (2.0841) (2.9808) (9.9947) 

0:1 0.0899* 0.0621* 0.1651* 0.0135 
(5.5727) (2.8357) (4.9159) (0.5902) 

O:z 0.0032 0.0956* 0.0515* 0.0137 
(0.2076) (3.7119) (2.6228) (0.8413) 

0:3 . 0.0557* . 0.0252 
(2.3314) (0.9828) 

P1 0.00 0.00 0.00 0.00 
(0.00) (0.00) (0.00) (0.00) 

P2 0.00 0.0246 0.2689* 0.00 
(0.00) (0.2228) (3.4946) (0.00) 

p3 - 0.2370 0.0710 0.0527 
(1.9215) (1.1982) (0.8558) 

p4 - 0.2769* 0.1158 -
(3.2350) (1.5446) 

a: 's + P's 0.0931 0.7519 0.6723 0.1051 

o (10;) 0.5607* 0.1145* 0.1478* 0.4664* 
(6.6805) (7.0536) (10.089) (6.9646) 

Skewness -0.1926 -0.0207 0.3702 0.0506 

Kurtosis 1.3477 0.7628 1.3433 0.6067 

LB(6) 12.485* 5.0905 4.7438 6.5846 

LB(12) 20.337* 15.887 14.528 11.137 

LB2(6) 7.9733 4.2631 10.789 29.388* 

LB2(12) 23.327* 20.206 34.399* 65.130* 

Notes: p and q are the order of the autoregressive and moving average specifications of the GARCH 
model, respectively. o is the coefficient of unexpected volume. * Indicates statistically significant at 5% 
level. 
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Table 6.15: GARCH Model with Lagged Volume 

Currency GARCH (1,1) + Lagged Volume 
futures 

0:1 P. 0 (106
) a.+ P1 Skewness Kurtosis LB(6) LB2(6) 

BP 0.0244* 0.9535* 0.7853* 0.9779 -0.3568 1.9546 8.2956 2.3055 
(4.8954) (95.73) (2.1399) 

DM 0.0572* 0.9061* 0.1319 0.9633 -0.0072 1.3261 5.6959 3.7130 
(5.6097) (49.973) (0.6501) 

JY 0.0476* 0.9111 * 0.00 0.9587 0.2414 2.1317 3.0468 5.3743 
(5.9597) (49.405) (0.00) 

SF 0.0401* 0.9140* 0.00 0.9541 0.0622 0.7906 4.8078 11.978 
(3.6115) (31.958) (0.00) 

Notes: Number m parentheses are t-stat1stics. LB(6) and LB2(6) refer to the Ljung-Box Portmanteau 
statistic for standardized residuals and standardized residuals squared, respectively, over 6 lags. * 
Indicates statistically significant at 5% level. 
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Table 6.16: GARCH (p,q) - Unexpected Lagged Volume Model 

I 
' 

GARCH (p,q) + Unexpected Lagged Volume 

BP DM JY SF 

(p,q ) (2, 2) (3, 4) (2, 4) (3, 3) 

C 0.0170 0.0250 0.0250 0.0220 
(0.8346) (1.3309) (1.2907) (1.0058) 

R(-1) 0.0350 0.0007 -0.0230 0.0063 
(1.3417) (0.0251) (-0.7932) (0.2190) 

O:o 0.5749 0.0385* 0.0489* 0.0962 
(0.0070) (2.0009) (3.4896) (1.1377) 

0:1 0.0009 0.0251 0.0651* 0.00 
(0.0007) (1.3695) (5.0773) (0.00) 

0:2 0.00 0.0711* 0.0605* 0.0062 
(0.00) (2.9725) (4.6702) (0.3521) 

0:3 - 0.0312 - 0.0282 
(0.8547) (0.9038) 

P1 0.00 0.00 0.00 0.4477 
(0.00) (0.00) (0.00) (0.4474) 

P2 0.00 0.3822 0.1547* 0.3725 
(0.00) (0.8357) (2.1487) (0.3698) 

P J - 0.4055 0.00 0.0080 
(1.0677) (0.00) (0.0115) 

P~ - 0.00 0.6278* -
(0.00) (8.8432) 

o: 's + p 's 0.0077 0.9151 0.9081 0.8626 

0 (106
) 0.00 0.1345 0.00 0.00 

(0.00) (1.6682) (0.00) (0.00) 

Skewness -0.2940 -0.0004 0.2068 0.0489 

Kurtosis 2.5963 1.2365 1.8845 0.9027 

LB(6) 10.394 5.5677 2.7979 5.3108 

LB(12) 15.109 13.618 11.035 9.2741 

LB2(6) 17.503* 1.9535 6.7369 13.621 

LB2(12) 32.268* 8.9124 11.402 22.937* 

Notes: p and q are the order of the autoregressive and moving average specifications of the GARCH 
model, respectively. o is the coefficient of unexpected volume. * Indicates statistically significant at 5% 
level. 
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Subsample 2 (Sept. 19, 1991- April 30, 1997) 

Table 6.17: GARCH Model with Volume 

Currency GARCH (1,1) + Volume 

futures 
0 (104

) a. P. CX1 + P1 Skewnes 
s 

BP 0.0440* 0.00 0.2793* 0.0440 -0.2838 
(2.6486) (0.00) (31.568) 

DM 0.0503* 0.00 0.9900* 0.0503 -0.1086 
(3.0527) (0.00) (26.761) 

JY 0.0307* 0.00 0.1652* 0.0307 0.1573 
(2.0016) (0.00) (30.247) 

SF 0.0684* 0.00 0.2526* 0.0684 -0.0498 
(4.1228) (0.00) (28.971) 

Kurtosis LB(6) LB2(6) 

2.3680 16.698* 270.57* 

0.8484 11.976* 42.551* 

1.6936 21.962* 34.105* 

1.1649 10.787 39.380* 

Notes: Number in parentheses are t-statistics. LB(6) and LB2(6) refer to the Ljung-Box Portmanteau 
statistic for standardized residuals and standardized residuals squared, respectively, over 6 lags. 
*Indicates statistically significant at 5% level. 
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Table 6.18: GARCH (p,q) - Unexpected Contemporaneous Volume Model 

GARCH (p,q) + Unexpected Volume 
- .. ' . . 

BP DM JY SF 

(p,q) (2,2) (3,4) (2,4) (3,3) 

C 0.0209 -0.0041 -0.0074 -0.0123 
(1.4990) (-0.2707) (-0.4924) (-0.6485) 

R(-1) -0.0815* -0.0486 -0.0409 -0.0032 
(-2.7824) (-1.6705) (-1.4308) (-0.1038) 

CCo 0.0147* 0.0678* 0.0563* 0.0862* 
(3.2953) (6.1172) (3.2705) (3.9921) 

C(I 0.1235* 0.1662* 0.1121* 0.1662* 
(6.6205) (6.1172) (4.8412) (6.2152) 

CC2 0.1965* 0.0829* 0.1035* 0.0012 
(7.3589) (4.3834) (4.5059) (0.0733) 

CC3 - 0.0422 - 0.0637* 
(1.7588) (3.3391) 

P1 0.00 0.00 0.00 0.00 
(0.00) (0.00) (0.00) (0.00) 

P2 0.5542* 0.00 0.0266 0.00 
(19.842) (0.00) (0.5166) (0.00) 

p 3 - 0.0395 0.0888 0.4870* 
(0.7822) (1.5799) (13.065) 

P~ - 0.2372* 0.2576* -
(4.0940) (4.6588) 

a 's + P 's 0.8742 0.5680 0.5886 0.7181 

o (10~) 0.9696* 0.6717* 0.2576* 0.1802* 
(9.2771) (8.5847) (10.559) (7.6644) 

Skewness -0.0186 -0.1142 0.0946 -0.0635 

Kurtosis 1.3898 0.5958 1.1025 1.2011 

LB(6) 16.995 13.505* 17.426* 8.7007 

LB(12) 21.767* 16.039 29.522* 14.603 

LB2(6) 6.7781 3.2955 3.1012 1.5131 

LB2(12) 18.729 23.180* 25.022* 17.186 

Notes: p and q are the order of the autoregressive and moving average specifications of the GARCH 
model, respectively. o is the coefficient of unexpected volume. * Indicates statistically significant at 5% 
level. 
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Table 6.19: GARCH Model with Lagged Volume 

Currency GARCH (1,1) + Lagged Volume 

! futures 
a. P. 0 (106

) a.+ P1 Skewness Kurtosis LB(6i 

BP 0.3361* 0.9610* 0.00 1.2971 -0.0367 3.6979 17.821 * 
(10.503) (255.30) (0.00) 

DM 0.0289* 0.9588* 0.1035 0.9877 0.0118 1.9937 12.045* 
(5.8629) (135.41) (1.8519) 

JY 0.0328* 0.9460* 0.3096* 0.9788 0.4273 4.4674 13.882* 
(5.7439) (124.42) (3.4298) 

SF 0.0259* 0.9629* 0.3595* 0.9888 0.1094 1.8848 8.0874 
(5.6805) (151.29) (3.5261) 

Notes: Number in parentheses are t-statistics. LB(6) and LB2(6) refer to the Ljung-Box Portmanteau 
statistic for standardized residuals and standardized residuals squared, respectively, over 6 lags. * 
Indicates statistically significant at 5% level. 
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Table 6.20: GARCH (p,q) - Unexpected Lagged Volume Model 

GARCH (p,q) + Unexpected Lagged Volume 

BP DM JY SF 

(p,q) (2, 2) (3, 4) (2, 4) (3,3) 

C 0.0123 -0.0139 -0.0058 -0.0263 

(0.8671) (-0.8115) (-0.3378) (-1.3649) 

R(-1) -0.0634* -0.0034 0.0077 0.0147 
(-2.3311) (-0.1174) (0.2349) (0.5244) 

Cto 0.0051* 0.0108* 0.0270* 0.0024 
(3.8655) (3.0925) (4.9379) (0.4841) 

Ct1 0.0260* 0.0632* 0.1225* 0.0629* 
(5.8587) (5.2826) (9.4193) (7.0074) 

Ctz 0.0455* 0.00 0.00 0.0052 
(5.9875) (0.00) (0.00) (0.7257) 

Ct3 - 0.0332* - 0.0077 
(2.5482) (0.9726) 

P. 0.00 0.00 0.2608* 0.00 
(0.00) (0.00) (4.4291) (0.00) 

P2 0.9167* 0.00 0.00 0.00 
(109.12) (0.00) (0.00) (0.00) 

p 3 - 0.7526* 0.00 0.9083* 
(9.8923) (0.00) (67.542) 

p4 - 0.1269 0.5661* -
(1.7746) (10.147) 

et 's + p's 0.9882 0.9759 0.9494 0.9841 

0 (106
) 0.00 0.4271 0.00 0.1517* 

(0.00) (0.3648) (0.00) (2.4226) 

Skewness -0.0489 -0.0187 0.3197 0.0092 

Kurtosis 3.6368 1.8671 3.9245 1.4818 

LB(6) 17.284* 12.230 14.663* 10.206 

LB(12) 20.652 17.065 27.545* 19.278 

LB2(6) 6.8053 1.8645 1.1894 5.3951 

LB2(12) 9.4937 5.1543 4.4188 9.6496 

Notes: p and q are the order of the autoregressive and moving average specifications of the GARCH 
model, respectively. o is the coefficient of unexpected volume. * Indicates statistically significant at 5% 
level. 
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6.7 Conclusion 

The relationship between volume and volatility in the futures markets has been of 

considerable interest to researchers as well as practitioners (traders) for many years. 

Recently, there has been a dramatic increase in the interest in exploring the role of 

volume in explaining price variability in the futures markets. The main reason for this 

development is the critical role that trading volume plays in the modelling of price 

variability. As noted by Blaum, et.al., ( 1994) volume statistics provide information to 

the market that cannot be conveyed by the price. Therefore, it becomes natural for the 

trader to watch volume because it compliments the information provided by prices. 

In this chapter, the conditional variance for four daily currency futures returns has been 

modelled using the generalized ARCH specification with contemporaneous and lagged 

trading volume proxied for information flow as a regressor in the conditional variance 

equation. The summary of the results are as follows: 

l. It can be shown that the contemporaneous trading volume is positively correlated with 

the returns which supports the mixture of distribution hypothesis (MDH). Specifically, 

these results suggest that the level of trading volume positively influences the 

conditional variance of the futures price changes for all the currency futures examined. 

Moreover, the GARCH effects disappear when volume is included in the conditional 

variance equation, thus supporting the findings of Lamoureux and Lastrapes ( 1990). 

2. Since trading volume is highly serially correlated, which can lead to a high correlation 

2 15 



between the explanatory variables, this study has replaced volume with unexpected 

volume in the conditional variance, following the procedure of Bessembinder and 

Seguin (1992). We find similar results of a significant positive relationship between 

variables but with reduced values of t-statistics. Similarly, volatility persistence has 

also reduced considerably. However, the GARCH effects have not disappeared, 

contradicting our first finding using correlated volume. 

3. To overcome the problem of simultaneity, Harvey (1989) points out that lagged 

values of endogenous variables should be used because they are classified, together with 

exogenous variables, as predetermined. In this study, we treat uncorrelated volume as 

exogenous and reestimate the model using lagged values of uncorrelated volume. The 

results show that lagged uncorrelated volume has little explanatory power in the 

conditional variance equation which suggests that there is no simultaneity problem in 

the equation, as dicussed by Najang and Yung (1991) and that therefore, lagged volume 

may be a poor proxy for contemporaneous volume. 

To sum up, these results suggest that the introduction of unexpected volume as an 

explanatory variable in the conditional variance equation does not remove the GAR CH 

effects completely. However, it reduces the volatility persistence for all the series 

examined. 

Therefore, employing unexpected volume in addition to the lagged squared residuals or 

lagged squared variance contributes additional information in explaining the 

conditional variance of the currency futures markets. The results for the subperiods are 
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almost identical to those of the full periods for most of the currencies under analysis, 

suggesting structural staoility in ti.~ entire sample period. 

217 



Chapter Seven 

Mean and Volatility Spillover 

7.1. Introduction 

Most of the studies on mean and volatility transmission have focused on the spot equity 

markets instead of the futures markets and have, in general, concentrated on stock price 

movements across international stock markets. For example, Eun and Shim ( 1989), who 

were among the earliest to study spillover, found that innovations (shocks) in the U.S 

market are rapidly transmitted to the rest of the world, although innovations in other 

national markets do not have much effect on the U.S. market. 

In the futures markets, Najang, et.al., (1992) were the first to examine volatility spillover 

employing Generalized Autoregressive Conditional Heteroscedasticity (GARCH) 

methodology. They explored the extent to which foreign currency futures shocks 

impinge on other currencies and also the channels through which these are transmitted. 

Four currency futures were examined over a IO year period from January 1980 to 

December 1989, using daily data from the Chicago Mercantile Exchange for the British 

pound, the German mark, the Japanese yen and the Swiss franc . In general, their findings 

indicated that during some period or other all the currencies were involved in 

transmitting volatility to other currencies. 
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The present study re-examines volatility transmission across the four currency futures 

~1n: I tends the current methodology in a number of ways. First, following Theodossiou 

ail. •Je (1993) and Susmel and Engle (1994), the volatility mechanisms on both the 

conditional first and second moments in currency futures returns are examined across 

the four currency futures. We allow for changing conditional variances as well as 

conditional mean returns; in other words, we introduce information from one currency 

futures contract into the mean and conditional variance of another currency futures 

contract. As Engle ( 1982) argues, it is reasonable for asset return variances to be 

conditional on current information given that their means are conditional on this data set. 

We extend his argument to include both the mean and the variance of price changes and 

suggest that they are related directly to the rate of flow of information. Thus, through 

examining the mean and volatility mechanism, a thorough understanding of the 

information transmission process may be gained. In addition, diagnostic tests are applied 

to assess the robustness of the model and to identify possible time structure changes 

(using subperiods) in the correlation of returns among the four markets. 

Secondly, following Hamao et.al., ( 1990), the present study applies both pairwise 

analysis between currency futures and an examination of the expanded exogenous 

variables; i.e., multi-currency futures analysis in the conditional mean and conditional 

variance equations. In the pairwise analysis, we include the past returns and past 

squared residuals from only one other foreign currency futures contract in the 

conditional mean and conditional variance equations. However, in the multi- currency 

futures analysis, we include the past returns and past squared residuals from the other 

three markets in the conditional mean and conditional variance equations. This analysis 
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is important since it tests whether expanding variables to include the third and fourth 

currency futures in the equations has any effect on thPir me:· :1,,d volatility coefficients. 

This common economic effect, as discussed by Ha111ao , ( 1990), needs to be 

validated. Finally, the present study uses a sample which begins on January 1 , 1986 and 

ends on April 30, 1997. As a result, the series is not affected by the removal of the daily 

price limit by the Chicago Mercantile Exchange on February 22, 1985, thus avoiding 

the data truncation problem discussed by Hsieh ( 1993a). 

In this chapter, the empirical findings on the mean and volatility spillover across 

currency futures over the period 1986-1997, based on the data given in Subsection 4.2.1 

and the methodology describe in Section 4.7, are presented and discussed. Section 7.2 

reports the preliminary statistics and univariate analysis of daily currency futures returns. 

Section 7 .3 estimates pairwise mean spillover, volatility spillover and the 

Autoregressive Conditional Heteroscedasticity (ARCH) effects from one currency 

futures market to another. Section 7.4 presents multi-currency futures means, volatility 

spillover and the ARCH effects across four currencies. In Section 7.5, we report on the 

consistency of results across subsamples. Section 7.6 concludes the chapter. 

7.2 Preliminary Statistics and Univariate Analysis 

The preliminary analysis for the daily returns of four currency futures markets is reported 

in Table 7.1. These include the mean and standard deviations, the measure of skewness 

and kurtosis (see Appendix 3 for more details on the computation of mean, standard 

deviation, variance, skewness and excess kurtosis). The Ljung-Box Q-statistic for 6 and 
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12 lags applied on both the returns, denoted by LB(6), LB(12) respectively, and on the 

squared return series, denoted by LB2(6), LB2(12) respectively, are also presented. The 

asymptotic distribution of the Ljung-Box statistics, LB(.), is the chi square (X2
) 

distribution under the null hypothesis of no serial correlation in the series. 

The means of the returns for all the currency futures are positive and range from between 

0 .0042 percent for the British pound and 0.0156 percent for the German mark. The 

standard deviations of returns range between 0.7117 percent for the British pound and 

0.8016 for the Swiss franc. The measures for skewness and excess kurtosis indicate that 

the distributions of returns for the British pound and the German mark are negatively 

skewed, and the Japanese yen and the Swiss franc are positively skewed and all have 

excess kurtosis relative to the normal distribution. The Ljung-Box portmanteau test 

statistic for 6 and 12 lags employed on both the return and squared return series, 

indicates the presence of significant linear dependence at higher lags only for the 

Japanese yen and significant nonlinear dependence for all four currency futures. The 

linear dependencies may be due to some form of market inefficiency. On the other hand, 

nonlinear dependencies may be due to autoregressive conditional heteroscedasticity 

effects, as documented by several recent studies on currency futures returns ( Hsieh, 

1993b and Laux, et. al. , 1993, among others). 

Table 7 .2 shows the correlation matrix of returns among the four currency futures 

returns. The cross correlations between the contemporaneous returns for all currency 

futures returns are very high, particularly between the German mark and the Swiss franc 

at 0.9166. This result is expected because of the geographical proximity of the two 
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markets. The correlations are also high between the British pound and the German mark, 

and the British pound and th~ Swiss L :1nc at 0.7293 and 0.6994, respectively. This result 

is also expected since they come from ,i.e same geographical location of Europe. 

However, the correlations between the contemporaneous returns and own lagged 

returns, and the contemporaneous returns and lagged returns from other currency futures 

are absent across all the four series. 

Table 7.1 Preliminary Statistics on Currency Futures Returns 

Currency BP DM JY SF 
Futures 

No. of 2954 2954 2954 2954 
Observations 

Standard 0.7117 0.7182 0.7058 0.8016 
Deviation 

Mean 0.0042 0.0117 0.0156 0.0113 

Skewness -0.3290 -0.0347 0.2316 0.0466 

Kurtosis 3.5737 2.2295 4.0605 1.8750 

LB(6) 10.393 8.0420 10.179 7.8026 

LB(12) 13.582 11.981 35.437* 11.374 

LB2(6) 88.764* 65.049* 48.606* 65.728* 

LB2(12) 151.881 * 107.631 * 73.829* 125.687* 
Notes: BP= British pound; DM = German mark; JY = Japanese yen; SF= Swiss franc. LB(6) and LB 

(12) refer to the Ljung-Box-Portmanteau statistic for returns over 6 and 12 lags, respectively. LB2(6) and 
LB2( 12) refer to the Ljung-Box-Portmanteau statistic for square returns over 6 and 12 lags, respectively. 
Kurtosis refers to excess kurtosis where O denotes normality. * Significant at the 5 % level. 
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Table 7.2: Correlations Matrix of Lagged and Contemporaneous of Currency 

Futures Returns 

Currency Futures BP DM JY SF 

BP, 1.0000 0.7293 0.4946 0.6994 

BP,.1 -0.0140 -0.0103 -0.0382 -0.0220 

BP,.2 0.0021 0.0031 -0.0008 -0.0170 

BP,.3 -0.0034 0.0056 0.0037 0.0136 

DM, 0.7293 1.0000 0.6461 0.9166 

DM,.1 0.0132 0.0038 -0.0243 0.0082 

DM,.2 -0.0158 -0.0271 -0.0079 -0.0393 

DM,.3 -0.0134 0.0013 0.0088 -0.0038 

JY, 0.4946 0.6461 1.0000 0.6368 

JY,.1 0.0172 -0.0004 -0.0101 0.0006 

JY,.2 -0.0269 -0.0361 -0.0187 -0.0350 

JY,.3 -0.0098 -0.0053 -0.0109 -0.0143 

SF, 0.6994 0.9166 0.6368 1.0000 

SF,.1 0.0176 0.0196 -0.0162 0.0087 

SF,.2 -0.0039 -0.0161 0.0027 -0.0327 

SF,.3 -0.0177 0.0018 0.0043 -0.0081 

Notes: BP= Brittsh pound; DM = German mark; JY = Japanese yen; SF= Swiss franc. The t- 1, t-2 and 
t-3, respectively, denote lagged I, 2 and 3 days futures returns. 
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7.3 Pairwise Spillover 

The results of the pairwise spillover for the univariate Generalized Autoregressive 

Conditional Heteroscedasticity (GARCH) model are reported in Tables 7.3A, B, C and 

D. Our analysis uses the methodology described in Section 4.7.1. Also, several 

robustness tests are performed on the standardized residuals and the standardized 

squared residuals for lags 6 and 12. 

As explained earlier, the test procedures for the spillover of mean and volatility across 

two currency futures (pairwise) employed lagged price change and the squared residuals 

from the currency futures under investigation as well as lagged price change and the 

squared residual terms of other currency futures which were examined using the 

GARCH formulation. Altogether , six pairs of currency futures were analysed. 

In order to examine whether there is a common economic effect in the explanatory 

variables, we expand the exogenous variables in the GARCH formulations to include 

all currency futures, with the expectation that the significant levels of explanatory 

variables will be reduced considerably since most of the price changes between currency 

futures provide evidence of a large positive correlation. As a result, these currency 

futures are closely related and move in the same direction according to common 

economic fundamentals, as discussed by Tse and Booth (1996). 

Our multi-currency futures analysis includes lagged price changes and residuals from 

the currency under investigation as well as from the other currency futures; all are tested 
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simultaneously in the conditional mean and conditional variance equations. In other 

words, we add the third and fourth currency future:,; ir. the concitional mean as well as 

in the conditional variance in order to see whether this inclusion wiil change the results 

from the previous findings of pairwise spillover. 

Tables 7.3A, B, C and D present the coefficient estimates for the conditional mean and 

conditional variance equations of returns for the British pound, the German mark, the 

Japanese yen and the Swiss franc, respectively. 

7.3.1 Estimates of Mean Spillovers 

The results of the estimation for the pairwise conditional mean equation are reported 

in Tables 7.3A, B, C and D. In Table 7.3A for the British pound, the results show a 

significant positive mean spillover effect from the German mark but a negative 

significant own currency spi !lover; i.e., a lagged one day of the British pound at the 5 

percent level. The t-statistics are 2.6237 and -2.6365, respectively. Similarly, the British 

pound receives a significant positive mean spillover from the Swiss franc and a 

significant negative mean spillover from its own currency, with t-statistics of 2.4685 and 

-2.5108, respectively. On the other hand, the results of pairwise spillover between the 

British pound and the Japanese yen show an insignificant relationship. 

Table 7.3B shows the results of pairwise mean spillover between the German mark and 

the British pound; the German mark and the Japanese yen; the German mark and the 

Swiss franc as well as between their own lagged currency futures. Overall, significant 
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pairwise relations are only observed between the German mark and the Swiss franc and 

the German mark's own currency lagged returns, at the 5 percent level. The !-statistics 

are respectively, 2.3986 and -2.2793. As for the pairwise mean spillover between the 

Japanese yen and other currency futures returns as well as their own lagged returns, 

Table 7 .3C shows significant effects only from the British pound, with at-statistic of 

-2.0876. 

Table 7 .3 D presents the results of pairwise spillover between the Swiss franc and other 

currency futures returns as well as its own lagged currency futures. The pairwise 

relationships are all insignificant, even at the 10 percent level. This means that the Swiss 

franc does not receive any mean spillover effects from any other currency futures 

returns, nor from its own lagged returns. 

Finally, for all the pairwise mean spillover analysed, the R 2 are extremely low, 

suggesting that, overall, the returns from one currency futures contract are not affected 

by the returns of another currency futures returns contract or by that currency's own 

lagged returns. In other words, currency futures returns are not forecastable in the 

conditional means. 

7.3.2 Volatility Spillover Effect and ARCH Effect 

The results of the examination of the coefficients estimation on volatility spillover are 

also shown in Tables 7.3A, B, C and D. The analysis covers both volatility spillover as 

well as the Autoregressive Conditional Heteroscedasticity (ARCH) effect. Significant 
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positive pairwise volatility spillover effects are reported in Table 7.3A for the British 

pound from the German mark and the S . ' . franc with t-statistics of 2.6192 and and 

3.0120, respectively. In addition, the spili .- '.'er from the own lagged residual or the 

ARCH effect between the British pound and all its pairs indicates a highly significant 

positive relationship. For example, the ARCH effect for the pairwises regressions of the 

British pound and the German mark, the British pound and the Japanese yen, and the 

British pound and the Swiss franc have a t-statistics of 11.840, 12.707 and 11.735, 

respectively. 

Table 7.3B presents the results of pairwise volatility spillover and the ARCH effect 

between the German mark and the British pound, the German mark and the Japanese 

yen, and the German mark and the Swiss franc. Significant volatility spillover is found 

only from the British pound, with a t-statistic of 2.1347. However, similar to the results 

of the British pound, the German mark pairwise regression shows a highly significant 

ARCH effect. As for the Japanese yen pairwise volatility spillover and the ARCH 

effect, significant spillover occurs from the British pound and the Swiss franc, with t­

statistics of 2.2650 and 2.9771, respectively, and there are also significant positive high 

ARCH effects. 

Finally, Table 7.3D shows the results for pairwise volatility spillover in the Swiss franc 

as well as the ARCH effect. Again, the British pound together with the German mark 

are the main sources of volatility spillover to the Swiss franc, with significant t­

statistics of 2.4090 and 2.0800, respectively. The ARCH effect is also found for pairwise 

regression. 
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The results for pairwise spillover reported above suggest that, in general, the British 

pound and the Swiss franc are the main exporters of volatility to other currency futures. 

For example, spillover from the British pound affects the volatility of all other currency 

futures while the Swiss franc exports volatility spillover to two other currency futures: 

the British pound and the Japanese yen. The own volatility spillover or the ARCH 

effects for the Swiss franc are all positively significant, indicating that the past own 

shocks explain present volatility in the same currency futures. 

The above results for pairwise mean and volatility spillovers need to be validated 

because only two currencies at a time have been considered. In a currency futures 

market where simultaneous tradi~g occurs for all currencies, it is necessary for all 

currency futures to be included in a single regression. This point is very important since 

the traders in the market take clues not only from the price information on currency 

futures of interest but also from information contained in other currency futures traded 

in the same market. Therefore, in the next section, we shall go on to analyse the mean 

and volatility spillover using multi-currency futures. 

The residuals based diagnostic tests of Ljung-Box statistics show no evidence of linear 

or non-linear dependence in the standardized residuals for any of the currency futures 

markets except for the Japanese yen. The Ljung-Box statistics for the Japanese yen for 

lag 12, denoted by LB( 12), show significant evidence of serial correlation in the 

standardized residuals. These significant linear dependencies may be due to some form 

of market inefficiency [Koutmos and Booth (1995)]. The measures of skewness and 

kurtosis reported in last six rows of Table 7 .3A, B, C, D remain low and are close to 
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normality particularly for the German mark and the Swiss franc. It seems that the 

Generalized Aucoregresswn Conditional Heteroscedasticity, GARCH (1, I) is well 

specified. 
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Table 7.3: Univariate GAR CH Model Estimates. 

A. Pairwise Mean and Volatility Spillover: British Pound 

Conditional Mean Currency Futures 
Coefficient 

British Pound 

Pu 0.0145 0.0139 0.0146 
(1.3120) (1.2553) (1.3089) 

p UP,i -0.0672* -0.0356 -0.0610* 
(-2.6365) (-1.6153) (-2.5108) 

PoM, i 0.0563* 
(2.6237) 

p JY, i 0.0172 
(0.9552) 

Psr,; 0.0444* 
(2.4685) 

R2 0.0013 0.0007 0.0016 

Conditional Variance Currency Futures 
Coefficient 

British Pound 

a o 0.0021* 0.0026* 0.0019* 
(3.7899) (4.9023) (3.4517) 

(l BP,i 0.00298* 0.0304* 0.0295* 
(11.840) (12.707) (11.735) 

aoM,i 0.0036* 
(2.6192) 

a,v.; 0.00 
(0.00) 

asr,; 0.0031* 
(3.0120) 

Y1 0.9624* 0.9646* 0.9627* 
(319.42) (338.27) (319.89) 

Skewness -0.2684 -0.2654 -0.2747 

Kurtosis 2.7506 2.9270 2.7458 

LB(6) 6.5003 6.7840 6.3292 

LB(12) 8.3371 8.5223 8.2717 

LB2(6) 7.3440 7.6985 7.2403 

LB2(12) 11.140 11.347 11.231 
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B. Pairwise Mean and Volatility Spillover: German Mark 

Conditional Mean Currency Futures 
Coefficient 

I 
German Mark 

Po 0.0067 0.0062 0.0063 
(0.5430) (0.5052) (0.5138) 

p llP,i -0.0293 
(-1.0938) 

PoM.i 0.0176 -0.0103 -0.0923* 
(0.6958) (-0.4381) (-2.2793) 

p JY, i 0.1000 
(0.4381) 

P SF, i 0.0855* 
(2.3986) 

R2 0.0004 0.0000 0.0016 

Conditional Variance Currency Futures 
Coefficient 

German Mark 

ao 0.0067* 0.0069* 0.0066* 
(4.8899) (4.338) (4.6798) 

a UP. i 0.0062* 
(2.1347) 

ao~1.; 0.0325* 0.0382* 0.0368* 
(7.4958) (8.2268) (5.7943) 

aJY, i 0.0004 
(0.2077) 

asF.; 0.0006 
(0.1303) 

y, 0.9488* 0.9482* 0.9500* 
(149.74) (152.21) (156.08) 

Skewness -0.0012 0.0072 0.0045 

Kurtosis 1.8143 1.7658 1.7420 

LB(6) 6.0704 5.9094 5.9359 

LB(12) 11.137 11.115 11.067 

LB2(6) 6.6114 6.0082 6.1840 

LB2(12) 9.0667 8.4300 8.3049 
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C. Pairwise Mean and Volatility Spillover: Japanese Yen 

Conditional Mean Currency Futures 
Coefficient 

Japanese Yen 

Po 0.0105 0.0105 0.0105 
(0.8612) (0.8649) (0.8601) 

p BP, i -0.0432* 
(-2.0876) 

Po~1.; -0.0364 
(-1.6578) 

p JY. i 0.0081 0.0109 0.0051 
(0.3877) (0.4665) (0.2189) 

p SF, i -0.0241 
(-1.2018) 

Ff 0.0017 0.0007 0.0004 

Conditional Variance Currency Futures 
Coefficient 

Japanese Yen 

a" 0.0101* 0.0111 * 0.0095* 
(2.0876) (6.3246) (5.4969) 

ct BP,i 0.0031* 
(2.2650) 

ctoM,i 0.0001 
(0.0580) 

ctJY. i 0.0380* 0.0388* 0.0349* 
(5.9248) (10.178) (9.1332) 

ctsF. i 0.0058* 
(2.9771) 

y, 0.9384* 0.9386* 0.9384* 
(161.73) (160.43) (158.57) 

Skewness 0.3136 0.3199 0.3129 

Kurtosis 3.5032 3.5392 3.536"' 

LB(6) 7.5136 7.6896 7.4382 

LB(12) 37.508* 37.429* 37.732* 

LB2(6) 6.2584 6.0658 6.4526 

LB2(12) 10.922 10.739 11.048 
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D. Pairwise Mean and Volatility Spillover: Swiss Franc 

Conditional Mean Currency Futures 
Coefficient 

Swiss Franc 

Po 0.0049 0.0063 0.0038 
(0.3547) (0.4489) (0.2724) 

p DP.i -0.0560 
(-1.9429) 

PoM.i 0.0068 
(0.1376) 

p JY. i 0.0061 
(0.2351) 

p SF, i 0.0431 0.0042 0.0056 
(1.7574) (0.0959) (0.2322) 

R2 0.0017 0.0000 0.0000 

Conditional Variance Currency Futures 
Coefficient 

Swiss Franc 

(:t II 0.0100* 0.0108* 0.0095* 
(4.5063) (4.6013) (4.3972) 

Ct UP. i 0.0077* 
(2.4090) 

Ct DM, i 0.0144* 
(2.0800) 

Ct J Y, i 0.00 
(0.00) 

Ct SF. i 0.0276* 0.0227* 0.0316* 
(6.4857) (3.6398) (7.5328) 

Y1 0.9508* 0.9490* 0.9536* 
(137.06) (133.27) (146.05) 

Skewness 0.0793 0.0921 0.0859 

Kurtosis 1.4623 1.4336 1.4496 

LB(6) 5.5732 5 .6053 5.8793 

LB(12) 11.235 11.686 12.598 

LB2(6) 9.6502 8.9964 10.037 

LB2(12) 17.9382 16.335 17.490 

Notes: Numbers in parentheses are t-statistics. Kurtosis refers to excess kurtosis where O denotes 
normality. LB(6) and (1 2) refer to the Ljung-Box-Portmanteau statistic for returns over 6 and 12 lags, 

respectively. LB2(6) and ( 12) refer to the Ljung-Box-Portmanteau statistic for square returns over 6 and 
12 lags, respectively.* Indicates statistically significant at the 5 % level. 
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7.4 Multi-Currency Spillover 

The results of fitting the GAR CH model to the futures mean and volatility to account for 

spillover between currencies are reported in Table 7.4. The analysis is based on the 

methodology described earlier in Section 4. 7 .2. 

7 .4.1 Estimates of Mean Spillover 

The results of the estimation for expanded exogenous variables in the conditional mean 

are reported in Table 7.4. There are statistically significant positive mean spillovers at 

the 5 percent level in the mean returns from currency futures of the Swiss franc to the 

German mark and significant negative spillovers in the mean return from currency 

futures of the British pound to the Swiss franc. Their coefficients and t-statistics are, 

respectively, 0.0911 (2.4985) and -0.064 (-2 .1110). The results of the effect of past 

returns on its own current returns; i. e., own mean spillover effect, are significant only 

for the British pound at the 5 percent level, suggesting prima facie inefficiency in the 

currency futures returns. 

The above results for multi-currency mean spillover seem to differ greatly from the 

findings for pairwise mean spillover. While the pairwise has five significant mean 

spillover effects and three significant own mean spillover effects, the multi-currency 

futures shows a lesser number of significant mean spillover effects and own mean 

spillover effects. 
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In order to evaluate the extent to which the mean spillover or past returns can predict 

current currency returns, Table 7.4 also shows the univariate coeffr' ~nt or --letermination 

R2, for all four conditional mean equations. All R2 values are about 2 percent which is 

considered very low, thus suggesting low explanatory power. The conditional mean 

equations for the British pound, the German mark, the Japanese yen and the Swiss franc 

explain only 0. I 4 percent, 0.22 percent, 0.19 percent and 0.17 percent , respectively, of 

the total variation in the currency futures market returns. On the basis of these estimates, 

it can be concluded that even though there is significant mean spillover form the Swiss 

franc to the German mark and from the British pound to the Swiss franc, the conditional 

mean equations are not strong enough to be used in predicting currency futures returns. 

If they could be used effectively by traders to improve short-term price forecastibility, 

the weak form of the efficient market hypothesis would be violated. 

7.4.2 Volatility Spillover Effects and ARCH Effect 

After determining the appropriate Generalized Autoregressive Conditional 

Heteroscedasticity (GARCH) specifications for each of the four currency futures returns, 

an exogenous variables are introduced into the conditional variance equations of the 

model. These expanded exogenous variables are the past squared innovations derived 

from the return series for three other currency futures as well as from the own 

innovation series. They are interpreted either as volatility suprise or as news from 

another currency futures or as volatility surprise or news from the own currency 

futures. Najang, et.al., ( 1992), refer to these residuals in terms of other currency futures 

as a "rate of information arrival". We can conclude that there is a volatility spillover 
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effect from one currency futures contract to another if the past squared innovation terms 

, currency futures contract are found to be significant in the conditional variance 

t,, .ions. Two distinct effects can be observed in our results: the first is the spillover 

effect; i.e., volatility spillover from other currency futures, and the second other is the 

Autoregressive Conditional Heteroscedasticity (ARCH) effect; i.e, the own spillover 

effect. 

The results for volatility spillover are also reported in Table 7.4 which shows that all the 

coefficients for the one-lag conditional variance are large and highly significant, 

suggesting high volatility persistence in currency futures returns. The persistence of 

volatility coefficients (!-statistics in brackets) are as follows: 0.9626 (3 I 2.88)for the 

British pound, 0.9500 (151.85) for the German mark, 0.9386 (158. 15) for the Japanese 

yen and 0.9479 (129.22) for the Swiss franc. Statistically significant positive own­

volatility spillovers are present in the returns for all currency futures. These results 

suggest that the lagged conditional variance alone does not capture all of the explanatory 

power but that the information impounded in the past squared innovation also 

contributes toward explaining conditional variance; i.e., the presence of the 

Autoregression Conditional Heteroscedasticity (ARCH) effect. For example, the own­

volatility spillover coefficients for the Japanese yen, the German mark and the British 

pound are (0.0350), (0.0315) and (0.0297), respectively. These figures are 

approximately 50 percent, 45 percent and 35 percent larger than the coefficient of the 

Swiss franc (0.0220). This means that the past-currency futures volatility surprise in the 

German mark or the Japanese yen has a greater impact on the current volatility of the 

German mark or the Japanese yen than does the past-market volatility surprise on the 
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Swiss franc. 

As for cross-volatility spillovers among currency futures, . • <istically significant at the 

(5 percent level) spillover occurs only from the British pound to the German mark and 

from the Swiss franc to the British pound, with coefficients (t-statistics in the brackets) 

of 0.0062 (2.1409) and 0.0031 (3.0049), respectively. Volatility spillover also occurs 

from the British pound to the Swiss franc and from the Swiss franc to the Japanese yen 

but at a low level of significance. These results suggest that innovations (lagged residual 

terms) in both the British pound and the Swiss franc are the most frequently transmitted 

to other currency futures. On the other hand, there is no clear sign that any particular 

currency futures contract dominates the volatility spillover effect since each of the 

currency futures received only one spillover from other currency futures. These results 

are quite different from those of Najand, et.al.,(1992) who found highly significant 

cross-currency volatility spillover effects for the British pound, the German mark and 

the Japanese yen. As noted by Susmel and Engle (1994), if a market is informationally 

efficient in variance, there should be very little predictive power from one market to 

another market. In our case, currency futures efficiency should be ruled out for the 

British pound and the German mark since the volatility spillover effect is highly 

significant. However, for the Japanese yen and the Swiss franc, the evidence of 

efficiency should not be ruled out completely since the volatility effects are significantly 

low, with !-statistics of 1.8144 and 1.7579, respectively. 

Our results show that both the lagged conditional variance and the lagged residual 

variable for all currency futures does capture most of the explanatory power for the 
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conditional variance. In addition, both the British pound and the German mark futures 

reveal additional evidence: they not only exhibit high ARCH effects but also a 

significant spillover effect. These exist simultaneously in the conditional variance 

equation. In other words, shocks from the past as well as shocks contained in other 

currency futures have similar valuable information content which can affect the 

volatility of these two currency futures. Thus, the British pound and the German mark 

are forecastable in the short run. These results are, consistent with those of Najang and 

Yung (1991) who find that the Generalized Autoregression Conditional 

Heteroscedasticity (GARCH) effect persists in the Treasury-Bond futures market even 

after correlated volume is accounted for in the model. However, our results differ from 

of those reported by Najand, Rahman and Yung (1992) who observe that the ARCH 

effects become significant when there are nonexistent or weak spillover effects but 

disappear when there are strong spillover effects. 

Similar to the results for mean spillover, the findings for volatility spillover indicate a 

great difference between multi-currency futures and pairwise currency futures. 

Expanding the exogenous variables in the conditional variance equation; i.e., moving 

from pairwise to multi-currency futures analysis, appears to significantly reduce the 

spillover effect. In other words, inclusion of the third and the fourth currency futures 

returns in the equation appears to diminish the volatility spillover effect on the first 

currency futures market and also on other currency futures, a finding that differs greatly 

from the results of Hamao, et.al., (1990) who reported the opposite. The simple 

explanation is that all the four currency futures contain a common economic effect. 

Thus, if the spillover effect reflects the influence of this common economic effect on the 
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volatility of all currency futures, introducing the third and fourth currency futures is 

unlikely to add much incremental expla,; .. . ·• y power to the conditional variance. 

Table 7.4A gives a summary of the differences in significant levels between the 

volatility spillover effect and the Autoregressive Conditional Heteroscedasticity (ARCH) 

effect for pairwise and multi-currency futures. For example, in the pairwise analysis, 

there are seven significant volatility spillover effects, all at the 5 percent level, compared 

to four in the multi-currency futures analysis, of which two are at a lower level of 

significance. However, both the pairwise and multi-currency futures have significant 

ARCH effects. 

Robustness Tests for Full Sample 

In order to assesss the general validity of the univariate Generalized Autoregressive 

Conditional Heteroscedasticity, GAR CH ( 1, 1) model and the results obtained, a series 

of misspecification tests were performed. The diagnostic tests results on the standardized 

residuals ( e;_ 
1 

la;. 
1

) for each currency futures are reported in the last six rows of Table 

7.4. The measures for kurtosis show a great improvement with all values reduced 

dramatically compared to the original series. The coefficients for skewness, however, 

report improvement only for the British pound and the German mark. 

The Ljung-Box portmanteau statistics appl ied on the standardized residuals for lags 6 

and 12 , denoted by LB(6) and LB(l2), are all insignificant except for the Japanese yen 

at higher lags, thus supporting the assumption of no serial correlation. It appears that the 
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autoregression models of the conditional mean equations have captured most of the 

serial correlation in the return series. 

The validity of the correct model specification in the conditional variance requires that 

the standardized residuals be conditionally constant over time. The Lung-Box 

portmanteau statistics for 6 and 12 lags, denoted by LB2·(6) and LB2·(12), show no serial 

correlation, supporting the evidence of no non-linear dependence in the squared 

standardized residuals for any of the currency futures. Thus, the residual based 

diagnostic tests results indicate that the univariate Generalized Autoregressive 

Conditional Heteroscedasticity, GARCH (1,1) specification of the conditional variance 

equations provides a satisfactorily explanation of the heteroscedastic behaviour and 

interaction of the four currency futures returns. 

To summarise, the tests performed do not present any serious evidence against the 

estimated univariate, GAR CH ( 1, l ) model. The assumption of constant conditional 

correlation suggests a robust representation of the correlation structure of return series 

in all four currency futures returns. With regard to the finding which contradicts 

Najand, et.al., ( 1992), there may be two reasons for this discrepancy. First, more than 

half of their sample covers the period of effective imposition of daily price limits. 

Secondly, their investigation uses five currency futures and includes the Canadian dollar 

in the sample. This means that their study hypothesizes that information arrival is a 

function of the residual terms of five other currency futures instead of four. 
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Table 7.4: Univariate GARCH Model Estimates: Multi-Currency Futures Mean 

and Volatility Spillover 

Conditional Currency Futures 
Mean 

Coefficient BP DM JY SF 

Po 0.0145 0.0068 0.0110 0.0067 
(1.3027) (0.5516) (0.8978) (0.4762) 

p BP.i -0.0682* -0.0356 -0.0371 -0.0643* 
(-2.6632) (-1.3162) (0.4773) (-2.1110) 

p D~li 0.0462 -0.0742 -0.0312 0.0403 
(1.0577) (-1.7096) (-0.6721) (0.7621) 

p JY. i -0.0075 0.0031 0.0113 0.0070 
(-0.3371) (0.1294) (0.4730) (0.2583) 

P SF. i 0.0155 0.0911* 0.0209 0.0118 
(0.4065) (2.4985) (0.6170) (0.2658) 

Ri 0.0014 0.0022 0.0019 0.0017 

Conditional Currency Futures 
Variance 

Coefficient BP DM JY SF 

ao 0.0019* 0.0063* 0.0095* 0.0108* 
(3.2666) (4.6674) (5.4292) (4.6148) 

a BP.i 0.0297* 0.0062* 0.0006 0.0064 
(11.615) (2.1409) (0.3026) (1.7579) 

aD~l i 0.00 0.0315* 0.00 0.0103 
(0.00) (6.8707) (0.00) (1.3763) 

aJY. i 0.00 0.0005 0.0350* 0.00 
(0.00) (0.2473) (8.8370) (0.00) 

asr.; 0.0031* 0.00 0.0051 0.0220* 
(3.0049) (0.00) (1.8144) (3.5538) 

Y1 0.9626* 0.9500* 0.9386* 0.9479* 
(312.88) (151.85) (158.15) (129.22) 

Skewness -0.2718 0.0036 0.3115 0.0854 

Kurtosis 2.7339 1.7722 3.5081 1.4450 

LB(6) 6.4095 6.0813 7.4646 5.4332 

LB(12) 8.3138 11.066 37.638* 10.857 

LB:·(6) 7.2793 6.3505 6.3637 8.8113 

LB2.(l2) 11.275 8.5244 10.884 16.997 
Notes: Numbers in parentheses are I-statistics. Kurtosis refers to e1.cess kurtosis where O denotes normaltty. LB(6) and (12) refer 
to the Ljung-Box-Portmanteau statistic for returns over 6 and 12 lags, respectively. LB2(6) and (12) refer to the Ljung-Box­
Portmanteau statistic for square returns over 6 and 12 lags, respectively. • Indicates statistically significant at the 5 % level. 
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Table 7.4A: Comparison of Results Between Pairwise and Multi-Currency Futures 

Volatility Spillover and the ARCH Effect. 

Currency Pairwise Multi-Currency Futures 

Futures 
BP DM JY SF BP DM JY SF 

IX BP, i 
ARCH Significant Significant Significant ARCH significant No Significant 
Effect 5% 5% 5% Effect 5% 10% 
(YES) (YES) 

IX DM,i 
Significant ARCH No Significant No ARCH No No 

5% Effect 5% Effect 
(YES) (YES) 

IX JY, i No No ARCH No No No ARCH No 
Effect Effect 
(YES) (YES) 

IX SF,i 
Significant No Significant ARCH Significant No Significant ARCH 

5% 5% Effect 5% 10% Effect 
(YES) (YES) 

Y, Significant Significant Significant Significant Significant Significant Significant Significant 
5% 5% 5% 5% 5% 5% 5% 

Notes: ARCH effects refers to past own shock spillover. The 10% and 5% critical levels are 1.645 and 
1.960, respectively. 

7.5 Consistency of Results Across Subsamples 

Pairwise Subsample Results 

Tables A-4 and A-7 report the summary statistics for Subperiods I and II, respectively, 

and Tables A-5 and A-8 report the correlations matrix results for Subperiods I and II, 

(see Appendix 5 for both). To judge the sensitivity of the results on whether the 

subperiod provides the same type of inference as a full sample, we repeat the same 

analysis of mean and volatility spillover for Subsample I and Subsample II for the 

periods from January 1, 1986 to September 18, 1991 and from September 19, 1991 to 

April 30, 1997, respectively. Tables A-6A, A-6B, A-6C and A-6D report the univariate 
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GARCH estimated results in Subsample I for the BP, the DM, the JY and the SF, 

respectively. Tables A-9A, A-9B, A-9C and A-9D report the univariate GARCH 

estimat~d results in Subsample II for the BP, the DM, the JY and the SF, respectively 

(see Appendix 5 for both subperiods). 

The spillover in the conditional mean in Subsample I shows that only the British pound 

has a highly significant spillover effect. No mean spiIIover effect from other currency 

futures appears to exist for the German mark, the Japanese yen or the Swiss franc. In 

Subsample II, the mean spillover effect is significantly strong only for the German mark 

from the Swiss franc. All the other relationships are either non-existent or significantly 

low. Thus, the results for Subsamples I and II are quite different. Table A-10 in 

Appendix 5 gives summary of comparison for mean spillover between Subperiods I and 

II. 

Turning to the second moment interdependencies (volatility spillover) in Subsample I, 

it can be seen that interactions between currency futures returns are almost non-existent. 

None of them either export volatility to other currency futures or receive volatility from 

other currency futures, a result which is completely different from the findings for the 

entire sample. However, the same argument does not hold for Subsample II, where the 

spillover effect and the interaction between currency futures are tremendous. For 

example, there are highly significant volatility spillover effects for three currency 

futures: for the British pound from the German mark and Swiss franc; for the Japanese 

yen from the British pound, the German mark and the Swiss franc; and for the Swiss 

franc from the British pound and German mark. Table 7.4B gives summary of 
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comparison between Subperiods I and II. 

Our results thus demonstrate that the structures of each of the subperiods are very 

different. Subperiod II seems to suggest a more volatile period than Subperiod I, since 

the interactions between currency futures are quite active. In addition, it appears that 

Subperiod II has more influence on the results for entire period than does Subperiod I. 

Table 7.4B: Summary Comparison of the Results Between Subsample I and 

Subsample II: Pairwise Volatility Spillover 

Subsample I Subsample II 

BP DM JY SF BP Dl\l JY SF 

Cl BP, i 
ARCH No No No ARCH Significant Significant Significant 
Effect Effect IO'it 5% 5% 
(YES) (YES) 

Cl DM, i 
No ARCH No No Significant ARCH Significant Significant 

Effect 5% Effect 5% 5% 
(YES) (YES) 

Cl JY, i 
No No ARCH No No No ARCH No 

Effect Effect 
(YES) (YES) 

Cl SF, i 
No No No ARCH Significant No Significant ARCH 

Effect 5% 5% Effect 
(YES) (YES) 

Y1 Significant Significant Significant No Significant Significant Significant Significant 
5% 5 % 5% 5% 5~ 5% 

Notes: ARCH effects refers to past own shock spillover. The I 0% and 5% critical levels are 1.645 and 
1.960, respectively. 

Pairwise Robustness Tests for Subsamples 

Diagnostic tests based on the standardized residuals of the two subsamples appear to 

suggest that the univariate Generalized Autoregressive Conditional Heteroscedasticity, 
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GARCH (I, I) model satisfactorily explains the interaction of the currency futures under 

investigation. There is no indication of serious model misspecification for any of the 

currency futures time series except for the Japanese yen in both Subsamples I and II, a 

problem which is shown in the results for the entire sample. The Ljung-Box values for 

lags 6 and I 2 of standardized residuals squared for the Swiss franc, denoted by LB-(6) 

LB-( 12), respectively, are significant at conventional levels, indicating evidence of linear 

dependencies in the series. On the other hand, the Ljung-Box statistics for lags 6 and 

lags 12 of the standardized residuals squared, denoted by LB2·(6) LB2·(12), are free of 

nonlinear dependencies at conventional levels. Overall, the results of skewness and the 

kurtosis of standardized residuals for both subperiods show no improvement when 

compared to those of full sample. 

Multi-Currency Futures Subsample Results 

Again, the results of the two subsamples for the multi-currency futures spillover effect 

between currency futures are analysed. In this section, we discuss the results for the 

multi-currency futures mean spillover, and the volatility spillover effects as well as 

Autoregressive Conditional Heteroscedasticity (ARCH) effects for both Subperiods I 

and II followed by the test for robustness of the results. 

Subsample I Results 

The results for the multi-currency futures mean and volatility spillover in Subsample I 

are reported in Table 7.5. The inclusion of expanded exogenous variables in the 
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conditional mean produced inconclusive results. While some show results which are 

opposite to those for pairwise spillover effects, the majority remain the same. For 

example, the multi-currency futures shows evidence of significant mean spillover similar 

to that for pairwise spillover in only one case; i.e., spillover effects from the Japanese 

yen to the British pound. The other significant interactions in the multi-currency futures 

occur from the British pound to the German mark and from the British pound to the 

Swiss franc with t-statistics of-2.0959 and-2.1514, respectively. The R2 value for each 

of the four conditional mean equations shows a dramatic increase compared to the R2 

for the whole sample. The R2 for the British pound, for example, increases from 0.14 

percent to 0.9 percent. However, this value is still very low for the past returns to have 

an impact on the prediction of the current currency futures returns. 

As for the conditional variance equation, theBritish pound, the German mark and the 

Japanese yen exhibit highly significant Autoregressive Conditional Heteroscedasticity 

(ARCH) effects with the inclusion of expanded exogenous variables. These results are 

similar to those for the full sample except for the Swiss franc. However, the spillover 

effect is absent in all cases, in contrast to the results for the full sample. These results, 

suggest that, in Subsample 1, currency futures interactions were greater only for the 

conditional mean. The conditional volatility, however, shows no interaction among 

currency futures, a very different result from that for the full sample. This suggests that 

in Subsample I, all four currency futures returns exhibit a high degree of informational 

efficiency with respect to news or shocks from other currency futures. In addition, in the 

Swiss franc, neither the lagged conditional variance nor the lagged residual contributes 

toward explaining the conditional variance. 
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Subsample II Results 

When we examine Subperiod II, in which the model is reestimated with the inclusion 

of expanded variables, the picture changes quite substantially, as shown in Table 7 .6. 

The results for currency futures interaction in mean spillovers are very different from 

those for Subsample I and for the full period. There are significant mean spillovers from 

the German mark to the British pound and from the British pound to the Japanese yen, 

which are absent in Subsample I. However, regarding conditional volatility, 

interactions among the currency futures are similar, a finding which is very similar to 

those documented for the entire period, with the exception of spillover from the Swiss 

franc to the British pound. The currency futures interaction in the second moment shows 

highly significant volatility spillovers from the British pound to the German mark. 

Similar spillover effects also occur from the British pound to the Swiss franc and from 

the Swiss franc to the Japanese yen but at a low level of significance. 

A comparison of the results from Subsample I and Subsample II reveals that, overall, 

the subsamples are quite independent in the conditional mean. Moreover, they do not 

influence the results for the full period. However, the same cannot be said of the 

conditional volatility. Although the subsamples are independent of one another, 

Subsample II appears likely to have a greater influence on the results of the full period 

than Subsample I. A summary of the comparison between the results of pairwise and 

multi-currency futures spillovers are presented in Tables 7 .SA and 7 .6A for Subsamples 

I and II, respectively. In addition, Table 7.7 reports the summary of our comparison 

between the results of Subsample I and Subsample II. 
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Our results suggest that the inclusion of the third and fourth currency futures returns in 

the conditional variance variables appears likely to be influenced by the common 

economic effect for all currency futures, as discussed in Hamao, et.al., (1990), except 

for the German mark. In other words, expanding the exogenous variables in the 

conditional variance is unlikely to add much incremental explanatory power of the return 

generating process. It appears that all the currency futures are close substitutes and that 

they move in the same direction according to common economic principles. Moreover, 

the ARCH effects; i.e., own spillovers are highly significant for all the currency futures, 

suggesting that the past own shocks can explain more of the current volatility than the 

past information of other currency futures. If shocks from other currency futures contain 

more valuable information on a given currency futures than the currency futures itself, 

the ARCH effects should weaken or disappear. 

Tests for Robustness of the Subsamples 

The robustness of the results was tested by reestimating some of the models using two 

shorter sample periods of almost equal length. Diagnostic tests based on the standardized 

residuals of the subsamples were then carried out. These show that the univariate 

Generalized Autoregresive Conditional Heteroscedasticity, GARCH (I, 1) model 

satisfactorily explains the interaction of the currency futures markets. No serious model 

misspecification is indicated, except for the Swiss franc in Subsample I, and for the 

British pound and the Japanese yen in Subsample II. The Ljung-Box values for lagged 

6 and 12 of the standardized residuals squared, denoted by LB-(6) and LB-(12), for the 

Swiss franc are significant at conventional levels, indicating evidence of non-linear 
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dependence in the series. On the other hand, the Ljung-Box statistics for lagged 6 and 

12 of standardized resid · s ... w· .. ,,,d. u::~:oted by LB2·(6) LB 2(12), show significant 

linear dependence for the British pound and tLt Japanese yen at conventional levels. The 

measures of the skewness and kurtosis of the standardized residuals improve 

dramatically in Subsample I but remain the same in Subsample II when compared to the 

full sample. The statistics, however, are still too large to accept the null hypothesis of 

a normal distribution. 
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Table 7.5: Univariate GARCH Model Estimates. (Subsample I) 

Multi-Currency Futures Mean an d V l T S 'II o atI 1tv 01 over 

Conditional Currency Futures 

Mean 
Coefficient BP DM JY SF 

P o 0.0170 0.0271 0.0271 0.0211 

(0.8737) (1.5014) (1.4471) (0.9871) 

p DP.i -0.0660 -0.0749* -0.0065 -0.0896* 

(-1.8106) (-2.0959) (-0.1829) (-2.1514) 

P oM,i -0.0387 -0.0747 -0.1039 0.0627 

(-0.5226) (-1.2365) (-1.5710) (0.8866) 

p JY, i 0.0852* 0.0681 0.0113 0.0696 

(2.1912) (1.9145) (0.3096) (0.8866) 

P s F,; 0.0694 0.0713 0.0671 -0.0390 
(1.0894) (1.3243) (1.1751) (-0.6273) 

R2 0.0091 0.0043 0.0022 0.0045 

Conditional Currency Futures 
Variance 

Coefficient BP DM JY SF 

0: 0 0.0089* 0.0180* 0.0244* 0.6656* 
(3.0156) (3.2064) (3.3152) (28.103) 

0: DP, i 0.0245* 0.00 -0.0065 0.0166 
(5.0358) (0.00) (-0.1829) (0.5652) 

0: DM, i 0.00 0.0538* -0.1039 0.0009 
(0.00) (5.7202) (-1.5710) (0.0437) 

0: JY, I 0.0039 0.00 0.0481* 0.00 
(1.3613) (0.00) (5.6822) (0.00) 

0: SF, i 0.00 0.00 0.0671 0.00 
(0.00) (0.00) (1.1751) (0.00) 

Y1 0.9559* 0.9152* 0.9054* 0.00 
(108.29) (56.847) (44.065) (0.00) 

Skewness -0.3552 0.0074 0.2399 0.0812 

Kurtosis 2.0637 1.4318 2.4389 1.1116 

LB(6) 4.6531 2.6064 1.6144 3.2854 

LB(12) 8.3174 5.4612 18.576 13.185 

LB2·(6) 2.5207 14.252 11.184 24.054* 

LB2·(12) 8.1293 7.0160 15.771 47.659* 

Notes: Numbers in parentheses are t-stausucs. Kurtosis refers to excess kurtosis where O denotes normalny. LB(6) and (12) refer 
to the Ljung-Box-Portmanteau statistic for returns over 6 and 12 lags, respectively. LB2(6) and ( 12) refer to the Ljung-Box­
Portmanteau statistic for square remms over 6 and 12 lags, respectively. * Indicates statistically significant at the 5 % level. 
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Table 7.5A : Summary Comparison of the Results Between Pairwise and Multi-

Currt:ncy Futu , 'olatility Spillover: Subsample I 

---
Currency Pairwise Multi-Currency Futures 
Futures 

BP DM JY SF BP DM JY 

a BP, i 
ARCH No No No ARCH No No 
Effect Effect 
(YES) (YES) 

a D1\1,i 
No ARCH No No No ARCH No 

Effect Effect 
(YES) (YES) 

a JY,i 
No No ARCH No No No ARCH 

Effect Effect 
(YES) (YES) 

a SF,i 
No No No ARCH No No No 

Effect 
(YES) 

Notes: ARCH effects refers to past own shock spillover. The 10% and 5% critical levels are 1.645 and 
1.960, respectively. 
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Table 7.6: Univariate GARCH Model Estimates. (Subsample II) 

Multi-Currencv F M utures 1 ean an d V I tTt S ·11 o a I ltY 1p1 over 

Conditional Currency Futures 
Mean 

Coefficient BP DM JY SF 

Po 0.0162 -0.0007 0.0001 0.0006 
(1.1604) (0.0394) (0.0037) (0.0293) 

p BP,i -0.0935* 0.0003 -0.0740* -0.0454 
(-2.3520) (-0.0074) (-2.0048) (-0.9357) 

PoM, 1 0.1300* -0.0929 0.0551 0.0063 
(2.2679) (-1.3623) (0.8093) (-0.0723) 

P JY, i -0.0599* -0.0496 0.0016 -0.0477 
(-2.1194) (-1.5380) (0.0016) (-1.3082) 

p SF, i -0.0446 0.1220* -0.0257 0.0757 
(-0.8857) (2.3162) (-0.4492) (1.1099) 

R2 0.0030 0.0058 0.0038 0.0047 

Conditional Currency Futures 
Variance 

Coefficient BP DM JY SF 

a o 0.0013* 0.0051 * 0.0064* 0.0201* 
(2.1945) (2.3162) (3.6773) (4.9019) 

0: BP,i 0.0299* 0.0072 0.0008 0.0134 
(8.2435) (1.7157) (0.2680) (1.8115) 

0:oM,i 0.0077* 0.0186* 0.00 0.0170 
(4.4328) (2.1097) (0.00) (0.9900) 

0:JY, I 0.00 0.0001 0.0339* 0.00 
(0.00) (0.0424) (6.0729) (0.00) 

IX SF, i 0.00 0.0043 0.0074 0.0266* 
(0.00) (0.6984) (1.8089) (2.0940) 

Y1 0.9583* 0.9579* 0.9423* 0.9179* 
(220.83) (118.44) (130.15) (72.454) 

Skewness -0.0530 0.0044 0.4539 0.0965 

Kurtosis 3.2820 2.1218 4.8172 2.0551 

LB(6) 17.017 11.258 12.428 8.7564 

LB(12) 18.896 16.042 28.248* 12.194 

LB 2(6) 6.9358 5.2081 3.0575 7.8764 

LB 2(12) 10.190 7.6330 7.5091 20.270 
Notes: Numbers m parentheses are t-stausucs. Kunos1s refers to excess kunos1s where O denotes normaluy. LB(6) and ( 12) refer 
to the Ljung-Box-Ponmanteau statistic for returns over 6 and 12 lags. respectively. LB2(6) and (12) refer to the Ljung-Box­
Ponrnanteau statistic for square returns over 6 and 12 lags. respectively. * Indicates statistically significant at the 5 % level. 
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Table 7.6A: Summary Comparison of the Results Between Pairwise and Multi­

Currency Futures Volatility Spillover: Subsample II 

Currency Pairwise Multi-Currency Futures 

Futures 
BP DM JY SF BP DM JY SF 

ex BP, i 
ARCH No Significant Significant ARCH Significant No Significant 
Effect 5% 5% Effect 10% 
(YES) (YES) 

ex DM,i 
Significant ARCH Significant Significant Significant ARCH No 

5% Effect 5% 5% 5% Effect 
(YES) (YES) 

ex JY,i 
No No ARCH No No No ARCH 

Effect Effect 
(YES) (YES) 

ex SF, i 
Significant No Significant ARCH No No Significant 

5% 5% Effect 10% 
(YES) 

Table 7.7: Summary of Comparison of the Results Between Subsample I and 

Subsample II: Multi-Currency Futures Volatility Spillover 

Currency Subsample I Subsample II 
Futures 

BP DM JY SF BP DM JY 

10% 

No 

No 

ARCH 
Effect 
(No) 

SF 

ex BP,i 
ARCH No No No ARCH Significant No Significant 
Effect Effect 10% 10% 
(YES) (YES) 

ex DM,i 
No ARCH No No Significant ARCH No No 

Effect 5% Effect 
(YES) (YES) 

ex JY.i 
No No ARCH No No No ARCH No 

Effect Effect 
(YES) (YES) 

ex SF,i 
No No No ARCH No No Significant ARCH 

Effect 10% Effect 
(YES) (YES) 

Y1 Significant Significant Significant No Significant Significant Significant Significant 
5% 5% 5% 5% 5% 5% 

Notes: ARCH effects refers to past own shock spillover. The I 0% and 5% critical levels are 1.645 and 
1.960, respectively. 
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7.6 Conclusion 

For many years, researchers as well as practitioners have shown considerable interest in 

the mean and volatility spillover of equity and currency markets. The public information 

hypothesis has been one of the main factors encouraging this interest as it has been 

found that the way in which news information is transmitted across currencies has an 

impact on the return of currencies traded in the same market, thus allowing speculators 

to make more accurate forecast and to improve the opportunities for making abnormal 

profits. 

The purpose of this chapter has been to examine whether information on one currency 

futures contract has an impact on the mean and the volatility of other currency futures. 

We have employed both pairwise and multi-currency futures analyses across four 

currency futures returns, for the British pound, the German mark, the Japanese yen and 

the Swiss franc, in order to test whether if there is more explanatory power in the 

expanded variables. 

Using the Autoregression Conditional Heteroscedasticity (GARCH) model, for either 

pairwise or multi-currency futures, we have found that during certain periods all 

currency futures are involved in transmitting mean spillover to other currency futures. 

However, our results exhibit an extremely low univariate coefficient of determination, 

R 2 , indicating that past returns have little explanatory power in predicting current 

currency returns. Such a situation raises a serious question as to whether investors can 

employ them to predict the future course of currency futures prices for hedging purposes. 
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The results from the conditional variance equation reveal that the British pound and the 

Swiss franc futures currency are the main exporters of volatility to the other currency 

futures. However, there is no clear evidence of any currency futures which import 

volatility. In addition, we have found that significant Autoregressive Conditional 

Heteroscedasticity (ARCH) effects and spillover effects exist simultaneously when 

explaining the conditional variance equation for the British pound and the German mark. 

Our results also show that the inclusion of the third and the fourth currency futures 

returns in the equation appears to diminish the volatility spillover effect on the first 

currency futures returns and also on the other currency futures returns. The common 

economic effect is cited as a possible explanation for these phenomena. 

As for the structure of the series in both subperiods, it seems that they behave very 

differently, as shown in Table 7.7. From the results for the multi-currency futures, it 

appears that Subperiod II has more volatile interactions than Subperiod I. This may be 

explained by the increase in volume - the larger the amount of information flowing to 

the market (as proxied by trading volume), the more the traders' expectations spread, 

and therefore the observed increase in volatility in this case is consistent with a well 

documented comovement between volatility and trading volume 

Finally, we tested the model specifications of pairwise and multi-currency analysis for 

the entire period as well as for the individual subperiods and found that, in general , the 

GAR CH (I , 1) normal distribution seems to fit the data satisfactorily. Overall, the 

diagnostic tests based on the residuals suggested no serious model misspecification for 

any of the four currency futures returns. 

255 



Chapter Eight 

Summary and Conclusions 

8.1 Introduction 

The preceding chapters have presented the results of the empirical analysis of this study. 

In this chapter, we summarize the methodology employed and compare the findings of 

the present study to those reported in other published work. Finally, the implications of 

our results for traders and other futures market participants are discussed and possible 

directions for further research in the currency futures market are outlined. 

8.2 Summary of Research Methods and Finding 

This study began with the idea of examining nonlinear dependence in currency futures 

returns, since investigations of many other financial instruments have shown that data 

tend to exhibit nonlinear behaviour. Each of the four nonlinear dependence testing 

procedures used in this study have revealed significant nonlinearity in the data. 

Furthermore, the BDS test rejected the null hypothesis of i.i.d .. Thus, as the third 

moment test failed to reject multiplicative dependence, the overall evidence suggests that 

nonlinearity occurs in the variance of the process. 

Because the results show substantial significant ARCH effects; i.e., that large and small 
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changes in returns tend to be systematically clustered together over time, the study has 

employed the specifications of conditional heteroscedasticity, with Bollerslev· s GARCY 

generalization of the ARCH process ( 1986) providing a parsimonious model thai 

represents the data satisfactorily. Other analyses conducted in this study used GARCH 

( 1, l) throughout. Indeed, perhaps the most important point which emerged from our 

empirical analysis is the ability of the GARCH (1, 1) model to capture the nonlinear 

dependence in all the series 

In the classical empirical work by Lamoureux and Lastrapes (1990) on the 

heteroscedasticity in stock returns, in which the GARCH effects diminished when 

volume was introduced as a proxy for the mixing variable, the authors attempted to test 

the hypothesis of a mixture of distributions in which the stochastic mixing variable was 

hypothesized to be the rate of information arrival. The second part of our empirical 

study, therefore, concentrated on investigating the relationship between the trading 

volume and price variability in the currency futures markets. Two competitive 

hypotheses were investigated: namely, the sequential information model and the 

mixture of distributions hypothesis. Our findings on the contemporaneous relationship 

between volume and returns are consistent with the mixture of distributions hypothesis 

which suggests primafacie efficiency in currency futures pricing. However, when we 

reconsidered the informational role of volume using a GARCH specification, we found 

that trading volume explained the conditional variance of currency futures to a 

significant degree and that the GARCH effects diminished in all cases examined, a 

finding which is similar to those of Lamoureux, et.al., (1990) in the stock market. As 

trading volume is highly autocorrelated, these test results could therefore be biased. In 
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order to overcome this problem, we replace the correlated volume in the conditional 

variance equation by the unexpected volume, which was estimated using an AR 

procedure. We then reestimated the above equation using GARCH (p,q), since this 

model exibited a better fit than merely GARCH (1,1). It was found that the GARCH 

effects remain significant (i.e., they do not vanish) when unexpected volume is included. 

The final stage of the empirical research reported in this thesis was to explore the 

possibility of volatility spillover among currency futures. We took a substantially 

different approach from the analysis of volume, by examining the hypothesis that the 

rate of information arrival is a function of the residual terms of other currency futures. 

Thus, instead of using volume in the conditional variance equation, our analysis 

included the residuals from each currency futures estimation in the conditional variance 

equation of the other currency futures. In this context, Najang, et.al. ( 1992) have shown 

that ARCH effects disappear when there are strong spillover effects but that when the 

spillover effects are nonexistent or weak, the ARCH effects become significant. Our 

results show that, in some cases, both the ARCH and spillover effects remain 

significant, implying that the residuals from a particular future contract's conditional 

mean equation and those from the conditional mean equation of other currency futures 

have different information content and are thus highly significant in explaining the 

conditional variance. In the last part of our analysis, we tested whether there were 

common economic effects in the series. In general, our results show that the mean and 

volatility spillover effects diminish after the inclusion of expanded exogenous variables 

in the equations. 
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Our general conclusions are that since nonlinearity enters through the variance of the 

process, the general form of conditional heteroscedasticity in Engle (1982) should be 

used. Indeed, the generalized autoregressive conditional hetero:;;:edasticity (GARCH) 

model appears to fit reasonably well to the returns generating process for all the 

contracts examined. This can be seen from the diagnostic tests in Chapters 5, 6 and 7 

which reveal that the model can account for most of the second order moment in all the 

currency futures return series. 

8.3 Comparison with Previous Studies 

The preliminary results of this study are similar to those of Hsieh (1989a) on the spot 

market for foreign exchange and also to those of Fujihara and Morgoue ( 1997a) on the 

petroleum futures market. Using the BDS test, these authors rejected the null hypothesis 

of i.i.d. in all cases, as has the present study of currency futures returns. As for the third 

moment test, the findings reported here indicate a failure to reject the null hypothesis of 

multiplicative dependence and this is similar to Hsieh (1989a), implying that 

nonlinearity arises solely from the variance of the process and that nonlinear 

predictability for the conditional mean of the currency futures returns can be ruled out. 

With respect to the relation between trading volume and price variability, our results for 

contemporaneous observations are similar to those of Grammatikos and Saunders ( 1986) 

who also analysed currency futures returns. They found a positive relationship between 

volume and price variability which is consistent with the mixtures distribution 

hypothesis (MDH). However, this result opposes to those of McCarthy and Najang 
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( 1993), who found an insignificant relationship between contemporaneous trading 

volume and currency futures price changes. However, the two studies mentioned above 

use linear methods only. It should be emphasised, therefore, that the results presented 

in this thesis, which are in agreement with some past studies but which disagree with 

others, have been obtained from GARCH models which have better fit. 

In relation to the examination of GARCH effects when trading volume is included as a 

proxy for information arrival in the conditional variance equation, the previous findings 

in other markets are mixed. For example, Najang and Yung (1991), who studied 

Treasury-bond futures contracts, found that the GARCH effects remained significant 

when volume was included in the equation, which is in contrast to our findings. Similar 

results were also reported by Fujihara and Mougoue (1997a) for petroleum futures, 

whereas the finding of Lamoureux and Lastrapes (1990) for the equity market are 

consistent with those of the present study: that GARCH effects vanish completely in 

most cases when expected volume is included in the conditional variance equation. This 

study has built on prior work in other markets by replacing the expected volume of 

currency futures trading with the unexpected volume. Our results show that while the 

unexpected volume remains significant, the GARCH effects do not disappear. Hence, 

our findings suggest that contemporaneous unexpected volume contributes information 

about the conditional variance in addition to lagged error and lagged conditional 

variance. 

Finally, with regard to spillover effects on currency futures returns, our results show that 

ARCH effects from one contract and spillover effects from other contracts are found to 
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exist simultaneously, particularly for the British pound and the German mark. These 

results differ from those of Najang, Rahman and Yung (1992) who, using currency 

futures data which may have been affeccetl by the price limit introduction in 1985, 

reported evidence that ARCH effects disappear when there are strong spillover effects 

and that ARCH effects remain significant when the spillover effects are nonexistent or 

weak. In the present study, however, the continuous dataset (1986-1997) does not lead 

to the same conclusion. We have found evidence that information relating to one futures 

contract cannot be treated as a substitute for information arising in the trading of another 

contract. 

8.4 Implications and Directions for Further Research 

It may be argued that this type of research has particular relevance to the theory and 

practice of futures markets. In particular, a better understanding of the volatility of 

currency futures prices is important since this has significant implications for long-term 

hedging strategies in exchange risk management. For example, hedgers enter futures 

contracts to stabilize their future income flows , with the amount traded being 

determined by their expectations of the futures price and of future spot price variability. 

This is particularly important with respect to the capital requirements when a firm 

involved in hedging uses currency futures since the futures position is marked to market 

and gains and losses are settled at the end of the each trading day. If a firm's futures 

position is sustaining losses, it may need additional funds to meet margin requirements. 

Therefore, the ability to forecast futures price movements is crucial in assessing how 

much capital (e.g, additional funds) may be needed to maintain this futures position. 
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Given the evidence of second order serial dependence in currency futures prices, a better 

understanding of the volatility of currency price movements and trading volume woulc.1 

allow traders to forecast more accurately. They appear to believe that intrinsic 

knowledge of price changes and trading volume will enhance their understanding of the 

market dynamics and thus their financial success (Kocagil and Shachmurove, 1998). 

Indeed, there is some evidence that traders base their forecasts of futures price 

movements directly on the amount of volume traded. As suggested by Harris and Raviv 

( 1993), trading volume can be considered to reflect information about changes and 

agreement in investors' expectations. Therefore, the results of the present study are 

relevant to technical analysis as trading volume has been found to play an important role 

in determining the quality of information contained in the price statistics. 

Finally, the evidence of significant spillover effects and ARCH effects provides a better 

understanding of how the transmission mechanism works in the currency futures market, 

enabling investors to formulate better strategies for hedging in the currency futures 

markets. Our findings show that, on average, the ARCH effects; i.e. learning from errors 

in predicting rate changes in a single currency, dominate spillover effects between 

currencies. This indicates that investors should rely more on shocks in a particular 

currency when designing hedging positions. However, they should not neglect 

completely the price movements of other currency futures since our findings show that 

such returns exhibit a significant common economic effect. 

Although in this thesis we have tried to uncover the source of GARCH effects using 

both the trading volume and shocks from other currency futures, it appears that these 
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variables have not been able to explain much of the observed nonconstancy of the return 

ric1nr- 0 ·urther research should be directed toward uncovering these sources of 

heteroscedaslicity. The possible exogenous variables which should be considered in 

place of volume as proxies of information arrival include the basis (the difference 

between the spot price and the futures price), open interest (outstanding contracts) and 

trading volume relative to open interest. An examination of these variables could shed 

considerable light on the time varying variance in the return series which cannot be fully 

captured by the unexpected volume. 

It should be recalled that, in our study, the positive contemporaneous correlation 

between price change and trading volume is attributed to the equilibrium pricing by 

market participants who have received new information. However, as argued by 

Jennings and Barry (1983), examining the total price change and volume traded using 

daily data only may misspecify this contemporaneous association. Goodhart et.al., 

(1993), Takezawa (1995) and Watanabe (1996) have examined intraday volume and 

price changes and provide statistical techniques for determining when the price 

adjustment process has attained a new equilibrium. In future research, a similar 

methodology could perhaps be used to investigate the relationship between price change 

and volume in the currency futures market. 

Another area of potential future research is the spillover effect of currency futures in 

markets located in different parts of the world. For example, in the interest rate futures 

market, Abhyankar ( 1995) and Lim, Terry and How ( 1998) have examined the inter­

market transmission of returns, volatility and trading volume for Eurodollar futures on 
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the Chicago Mercantile Exchange (CME) and the Singapore Monetary Exchange 

(SIMEX). Here, identical contracts are traded in tw· :sdnct tim -:ines but linked with 

a mutual offset system allowing for round-the-clock trading. ExteL Ig this to currency 

futures would shed light on the importance of transmission effects when the 

observations are drawn from non-overlapping time zones. 

To summarise, this thesis provides important evidence on which to base hedging 

strategies. We have used a nonlinear model to show that today's unexpected trading 

volume in the currency futures market dominates past forecasting errors in the returns 

series and also the spillover of information between currencies. Our results are 

statistically significant and stable across subperiods. However, some unresolved issues 

can be identified, particularly the potential relevance of other explanatory variables such 

as basis and open interest. There is also the possibility of further refinement using 

alternative return periods as well as quotations across markets in different time zones. 

264 



Appendix 1 

Figure A-1: British Pound Futures Price (Number of Observations= 2954) 
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Figure A-2: British Pound Futures Returns (Number of Observations= 2954) 
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Figure A-3: German Mark Futures Price (Number of Observations= 2954) 
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Figure A-4: German Mark Futures Returns (Number of Observations = 2954) 
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Figure A-5: Japanese Yen Futures Price (Number of Observations= 2954) 
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Figure A-6: Japanese Yen Futures Returns (Number of Observations= 2954) 
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Figure A-7: Swiss Franc Futures Price (Number of Observations= 2954) 
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Figure A-8: Swiss Franc Futures Returns (Number of Observations= 2954) 
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Appendix 2 

Figure A-9: British Pound Futures Price (Synchronised with Volume Data: Number of Observations= 2863) 
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Figure A-10: British Pound Futures Returns 
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Figure A-11: British Pound Futures Volume 
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Figure A-12: British Pound Uncorrelated Volume 
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Figure A-13: German Mark Futures Price (Synchronised with Volume Data: Number of Observations= 2865) 
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Figure A-14: German Mark Futures Returns 
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Figure A-15: German Mark Futures Volume 
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Figure A-16: German Mark Uncorrelated Volume 

6000000 ..-------------------------------~ 

5000000 
Q) 

E 
:::::I 

4000000 0 
> 
"'O 
Q) 3000000 ....... 
co 
Q) 
l,... 
l,... 

0 2000000 
() 
C 

::> 
1000000 

0 JI• .,,,Nlilll•A iAai't!al ◄fllf/ M~:\ttHIJ111fllWI• 
1 201 401 601 801 1001 1201 1401 1601 1801 2001 2201 2401 2601 2801 

101 301 501 701 901 1101 1301 1501 1701 1901 2101 2301 2501 2701 

Time in navs 

280 



Figure A-17: Japanese Yen Futures Price (Synchronised with Volume Data: Number of Observations= 2861) 
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Figure A-18: Japanese Yen Futures Returns 
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Figure A-19: Japanese Yen Futures Volume 
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Figure A-20: Japanese Yen Uncorrelated Volume 
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Figure A-21: Swiss Franc Futures Price (Synchronised with Volume Data: Number of Observations= 2865) 
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Figure A-22: Swiss Franc Futures Returns 
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Figure A-23: Swiss Franc Futures Volume 
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Figure A-24: Swiss Franc Uncorrelated Volume 
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Appendix 3 

The calculation of the mean, the variance, the skewness and the kurtosis for the daily 

returns and of the trading volume for the four currency futures are as follows: 

N (number of observations) for return series = 2954 and; 

N (number of observations) for returns series with synchronised trading data= 2863, 

2865, 2861 and 2865, for the BP, the DM, the JY and the SF, respectively. 

1. The sample mean for currency futures j and for daily returns N, where j = I, 2, 3 and 

4: 

N 

z:=x .. 
i=I IJ 

N 

2. The sample variance for currency futures j and for daily returns N, where j = 1, 2, 3 

and 4: 
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3. The sample skewness coefficient for currency futures j and for daily returns N, where 

j = 1, 2, 3 and 4: 

-f.. cxij - µj)3 
= ;;1 aj 

N 

4. The sample excess kurtosis coefficient for currency futures j and for daily returns N, 

where j = I , 2, 3 and 4: 

- 3 
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Appendix 4 

Table A-1: BDS Statistics - , e-..{eturn Series (n=2954) 

Length in Embedding W Statistic (BDS/SD) 
Standard Dimension 

Deviation (e) (m) BP DM JY SF 

2.0 2 4.5947* 3.3232* 4.9848* 3.2701* 

2.0 3 5.8226* 4.0752* 4.8088* 2.8408* 

2.0 4 7.7292* 4.0167* 6.4303* 3.5283* 

2.0 5 11.423* -1.9496 7.0612* 3.3956* 

2.0 6 12.317* -0.7707 5.7712* -6.6772* 

2.0 7 17.841* -7.5892* 3.3684* -8.0594* 

2.0 8 20.793* -5.8378* 16.792* -6.2160* 

2.0 9 -4.0088* -4.6055* -4.6830* -4.9178* 

2.0 10 -3.2050* -3.7038* -3.7710* -3.9668* 

1.5 2 4.5634* 2.9211* 5.0230* 2.4577* 

1.5 3 5.8049* 2.9933* 4.7439* 2.5227* 

1.5 4 7.8593* 4.2115* 4.6495* 4.6254* 

1.5 5 11.775* -2.6992* 3.1465* 1.6024 

1.5 6 5.4067* -9.3948* 2.5743* -9.9047* 

1.5 7 22.134* -6.9517* -7.2348* -7.3477* 

1.5 8 -4.8649* -5.3232* 5.5543* -5.6416* 

1.5 9 -3.8061* -4.1795* -4.3727* -4.4423* 

1.5 10 -3.0337* -3.3443* -3.5087* -3.5654* 

1.0 2 4.2377* 3.1115* 4.5782* 1.3484 

1.0 3 5.0048* 4.9595* 4.0540* 1.2171 

1.0 4 8.9692* 1.4194 7.1590* 2.2901* 

1.0 5 7.4860* 10.362* -4.5468* 1.9173 

1.0 6 -8.0793* -8.1057* -8.7847* -8.7481 * 

1.0 7 -5.9344* -5.9481* -6.4790* -6.4453* 
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1.0 8 -4.5084* -4.5147* -4.9438* -4.9131* 

1.0 9 -3.5100* -3.5119* -3.8672* -3.8392* 

1.0 10 -2.7834* -2.7827* " ' -3.0568* .. ' . . 

0.5 2 3.6588* 0.5208 4.2190* 0.8356 

0.5 3 8.0122* 4.1811 * 5.8569* 1.5329 

0.5 4 3.2974* -4.7211* 12.6870* 4.5299* 

0.5 5 63.469* -8.6032* -9.9440* -9.2399* 

0.5 6 -6.3184* -5.8927* -6.8823* -6.3600* 

0.5 7 -4.5647* -4.2317* -4.9975* -4.5914* 

0.5 8 -3.4074* -3.1390* -3.7511 * -3.4252* 

0.5 9 -2.6039* -2.3831 * -2.8837* -2.6161* 

0.5 10 -2.0248* -1.8403 -2.2566* -2.0333* 

Notes: The BDS statistic has a standard normal limiting distribution. The null hypothesis of a random iid 
process is rejected if the probability of any two M-histories being close together exceeds Mth power of 

the probability of any two points being close together, where M is the vector dimension. *Indicates 
statistically significant at 5% level for two-tail tests. The critical value for 5% is 1.960 
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Table A-2: BDS Statistics for Volume and Uncorrelated Volume 

W Statistic (BDS/SD) 

BP DM JY SF 

AR(o) 5 7 5 4 

ela (m) V V* V V* V V* V V* 

2 .0 2 12.865 6.8858 27.226 6.9469 26.453 4.1156 28.779 6.0193 

2.0 3 13.134 7.0428 27.589 7.7808 26.133 4.9523 29.546 7.0201 

2.0 4 12.892 7.0960 26.976 7.9715 25.594 4.9020 29.243 7.3065 

2.0 5 12.754 7.0505 26.188 7.9910 24.906 4.6403 29.126 7.3593 

2.0 6 12.483 6.9756 25.635 8.1706 24.379 4.7088 29.152 7.4017 

1.5 2 17.822 7.9109 35.315 8.3531 31.193 4.8078 31.230 6.3593 

1.5 3 18.938 9.1001 36.136 9.5551 31.544 5.7507 32.486 7.3148 

1.5 4 19.087 9.5797 36.083 9.9473 31.637 6.0152 32.832 7.6351 

1.5 5 19.306 9.9282 35.997 10.190 31.769 5.8345 33.511 7.6579 

1.5 6 19.354 10.112 36.654 10.540 32.208 6.0578 34.355 7.6627 

1.0 2 23.934 9.3970 45.452 5.5023 37.107 5.5023 33.527 6.4334 

1.0 3 26.201 11.714 48.907 6.4585 39.011 6.4585 35.432 7.4013 

1.0 4 27.423 12.509 51.722 7.0806 40.764 7.0806 36.887 7.7287 

1.0 5 28.909 13.258 55.010 7.0867 43.044 7.0867 38.999 7.7320 

1.0 6 30.034 13.893 59.235 7.4912 46.433 7.4912 41.512 7.8275 

0.5 2 30.931 10.442 60.168 9.6093 44.232 6.1957 35.283 6.7989 

0.5 3 35.958 13.809 70.667 11.071 49.131 7.2039 37.921 7.9232 

0.5 4 40.297 15.542 83.485 12.564 55.038 8.0423 40.288 8.6778 

0.5 5 46.109 17.316 101.08 13.352 62.926 8.1425 42.546 9.1984 

0.5 6 53.662 18.996 125.52 14.469 72.642 8.4607 45.893 9.5651 

Note: V and V* are raw volume and uncon-elated volume, respectively. An AR(p) is lag order of p. All 
values are statist ically significant at 5% level, indicating that none of the series are iid. 
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Table A-3: Third Moments Test for Volume and Uncorrelated Volume 

No. of BP DM JY SF 
Lags . 

i j V V* V V* V V* V V* 

1 1 6.0336* -0.1401 14.470* -0.1781 15.535* -0.2933 23.369* -0.1252 

2 1 19.132* 0.0521 19.237* -0.2175 21.846* -0.3100 30.214* -1.2273 

2 2 10.784* -0.2466 16.864* -0.6075 18.550* -0.6309 26.631* -0.7294 

1 3 23.481 * -0.5127 20.792* 0.0291 23.589* 0.6629 32.422* 0.1399 

1 4 24.272* 0.3780 21.530* -0.1150 24.205* 1.3258 33.485* 0.9754 

1 5 22.137* 0.2487 22.248* 1.3302 26.586* -0.7496 34.200* 0.7408 

2 3 22.451 * -0.4400 20.645* 0.0627 23.796* 0.2708 32.470* 0.8084 

2 4 25.885* 0.9909 22.485* 0.3209 26.907* 0.7496 34.387* 1.9345 

2 5 27.499* 0.5465 23.133* -0.0997 27.026* 0.6029 35.710* 2.1911* 

3 3 9.8157* -0.2700 17.609* -0.4187 18.343* -0.3729 28.355* -0.5794 

3 4 21.955* 0.9869 . 21.471 * 0.1755 25.093* -0.5723 33.760* -0.0407 

3 5 27.314* -1.2194 23.107* -0.8736 27.220* 0.744~ 36.011* -0.4072 

4 4 9.8707* -0.2775 18.281* -0.7358 20.886* -1.2309 28.628* -0.9860 

4 5 21.350* 0.2856 22.234* -0.1876 25.876* 0.1381 34.529* -0.6892 

5 5 8.2358* -0.5953 18.968* -0.7359 21.305* -1.0612 30.224* -0.8357 

Note: V and V* are raw volume and uncom:lated volume, respectively. *Indicates statistically significant 
at 5% level for two-tai l tests. 
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Appendix 5 

Mean and Volatility Spillovers Effect: Subsample I (January 1, 1986-

September 18, 1991) 

Table A-4: Preliminary Statistics on Currency Futures Returns 

Currency BP DM JY SF 
Futures 

No. of 1490 1490 1490 1490 
Observations 

Standard 0.7586 0.7512 0.7299 0.8248 
Deviation 

Mean 0.0110 0.0234 0.0259 0.0210 

Skewness -0.3190 0.0187 0.1018 0.0631 

Kurtosis 2.8779 2.0072 2.6340 1.1830 

LB(6) 6.8825 4.6197 1.5719 3.8768 

LB(12) 12.9018 15.457 14.960 13.661 

LB2(6) 18.315* 23.460* 31.504* 23.043* 

LB2(12) 35.430* 38.647* 59.678* 43.572* 
Notes: BP= British pound; DM = German mark; JY = Japanese yen; SF= Swiss franc. LB(6) and LB(12) 

refer to the Ljung-Box-Portmanteau statistic for returns over 6 and 12 lags, respectively. LB2(6) and 
LB2(12) refer to the Ljung-Box-Portmanteau statistic for square returns over 6 and 12 lags, respectively. 
Kurtosis refers to excess kurtosis where O denotes normality. * Significant at the 5 % level. 
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Table A-5: Correlations Matrix of Lagged and Contemporaneous of Market 

Returns 

Currency Futures BP DM JY SF 

BP, 1.0000 0.7369 0.5629 0.7088 

BP,.1 -0.0008 -0.0242 -0.0230 -0.0299 

BP,.2 -0.0261 -0.0232 -0.0070 -0.0517 

BP,.3 -0.0359 0.0000 0.0267 0.0091 

DM, 0.7369 1.0000 0.6970 0.9093 

DM,.1 0.0383 0.0006 -0.0248 0.0056 

DM,.2 -0.0168 -0.0464 0.0026 -0.0508 

DM,.3 -0.0355 -0.0006 0.0146 -0.0131 

JY, 0.5629 0.6970 1.0000 0.6844 

JY,.1 0.0722 0.0302 -0.0032 0.0305 

JY,.2 -0.0297 -0.0542 -0.0072 -0.0521 

JY,.J -0.0089 -0.0000 0.0053 -0.0168 

SF, 0.7088 0.9093 0.6844 1.0000 

SF,.1 0.0514 0.0144 -0.0086 -0.0015 

SF,.2 -0.0058 -0.0264 0.0236 -0.0437 

SF,.J -0.0247 0.0087 0.0196 -0.0088 

Notes: BP = British pound; DM = German mark; JY = Japanese yen; SF= Swiss franc. The t-1 , t-2 and 
t-3, respectively, denote lagged I. 2 and 3 days futures returns. 
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Table A-6: Univariate GAR CH Model Estimates 

A. Pairwise Mean and Volatility Spillover: British Pound 

Conditional Mean Currency Futures 

Coefficient British Pound 

Pu 0.0174 0.0169 0.0175 
(0.8987) (0.8733) (0.9077) 

p BP.i -0.0487 -0.0500 -0.0588 
(-1.3547) (-1.5814) (-1.6935) 

PoM.i 0.0774* 
(2.1664) 

p JY, i 0.1031 * 
(3.0470) 

p SF, i 0.0851* 
(2.7190) 

R2 0.0032 0.0075 0.0054 

Log-likelihood 

Conditional Variance Currency Futures 
Coefficient 

British Pound 

0: II 0.0101 * 0.0090* 0.0099* 
(3.2821) (3.0470) (3.2676) 

0: BP. i 0.0277* 0.0247* 0.0273* 
(5.5479) (5.2194) (5.5575) 

aDi\l,i 0.00 
(0.00) 

0: JY. i 0.0040 
(1.3935) 

0: SF. i 0.00 
(0.00) 

Y1 0.9544* 0.9554* 0.9550* 
(105.73) (108.50) (106.8.t) 

Skewness -0.3466 -0.3603 -0.3449 

Kurtosis 2.0739 2.0712 2.0764 

LB(6) 4.9846 5.1947 4.4082 

LB(12) 2.7518 9.0463 8.0917 

LB~(6) 8.8684 2.7179 2.4387 

LB~(12) 8.6945 8.8774 7.9061 
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B. Pairwise Mean and Volatility Spillover: German Mark 

Conditional Mean Currency Futures 
Coefficient 

German Mark 

Pu 0.0271 0.0269 0.0274 
(1.5076) (1.4977) (1.5245) 

p llP,i -0.0622 
(-1.7716) 

p D~I. i 0.0315 -0.0561 -0.0812 
(0.9724) (-1.5784) (-1.4138) 

p J Y. i 0.0670 
(1.9341) 

p SF, i 0.0700 
(1.3341) 

R2 0.0014 0.0015 0.0011 

Log-likelihood 

Conditional Variance Currency Futures 
Coefficient 

German Mark 

ct" 0.0189* 0.0187* 0.0188* 
(3.2836) (3.2915) (3.2714) 

ct UP, i 0.00 
(0.00) 

ct D~I. i 0.0543* 0.0541* 0.0533* 
(5.7078) (5.7835) (5.7340) 

ct J Y, i 0.00 
(0.00) 

ct SF. i 0.00 
(0.00) 

Y1 0.9138* 0.9138* 0.0533* 
(55.673) (56.835) (56.303) 

Skewness 0.0048 0.0092 0.0029 

Kurtosis 1.4708 1.4583 1.4797 

LB(6) 2.6081 2.7556 2.8553 

LB(12) 13.649 14.906 14.771 

LB2(6) 4.6547 5.1787 5.4264 

LB2(12) 6.1423 7.0640 6.8098 
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C. Pairwise Mean and Volatility Spillover: Japanese Yen 

Conditional Mean Cunency Futures 
Coefficient 

~ ~ ... . 

Japanese Yen 

Pu 0.0261 0.0257 0.0259 
(1.3963) (1.3779) (1.3789) 

p llP.i -0.0248 
(-0.8541) 

p 07\1.i -0.0492 
( -1.4244) 

p JY. i -0.0004 0.0219 -0.0035 
(-0.0116) (0.6146) (-0.0976) 

p SF. i -0.0152 
(-0.4838) 

R2 0.0001 0.0011 0.0001 

I Log-likelihood I I I I 
Conditional Variance Currency Futures 

Coefficient 
Japanese yen 

C£ II 0.0200* 0.0192* 0.0239* 
(3.3130) (3.3102) (3.3162) 

(X UP.i 0.00 
(0.00) 

C£ D~I. i 0.00 
(0.00) 

C£ JY, i 0.0-133* 0.0427* 0.0473* 
(5.9707) (5.9909) (5.7014) 

C£ SF. i 0.00 
(0.00) 

y, 0.918-1* 0.9205* 0.9073* 
(5-1.202) (56.382) (45.172) 

Skewness 0.2362 0.2352 0.2449 

Kurtosis 2.2976 2.3160 2.4521 

LB(6) l.6544 1.5890 1.7740 

LB(12) 18.758 12.821 18.451 

LB2(6) 12.805 18.668 11.689 

LB2(12) 17.752 18.142 16.043 
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D. Pairwise Mean and Volatility Spillover: Swiss Franc 

Conditional Mean Currency Futures 
Coefficient 

Swiss Franc 

Po 0.0225 0.0187 0.0212 
(1.0535) (0.9026) (0.9911) 

p BP.i -0.0672 
(-1.6869) 

p D~l,i 0.0606 
(0.8724) 

p JY. i 0.0660 
(1.6394) 

p SF. i 0.0-103 -0.0516 -0.0423 
(1.1196) (-0.8261) (-1.2130) 

R2 0.0018 0.0002 0.0017 

Log-likelihood 

Conditional Variance Currency Futures 
Coefficient 

Swiss Franc 

ao 0.6675':' 0.0322* 0.67558* 
(28.376) (2.3465) (29.161) 

a UP.i 0.0176 
(0.7918) 

aD.\ I. i 0.0168 
(1.2074) 

aJY. i 0.00 
(0.00) 

a SF, i 0.00 0.0259* 0.0030 
(0.00) (2.0716) (0.1973) 

Y, 0.00 0.9131 * 0.00 
(0.1)0) (31.8-B) (0.00) 

Skewness 0.0679 0.0708 0.0717 

Kurtosis 1.1-164 0.902-1 1.1572 

LB(6) 3.2834 2.7811 3.7879 

LB(12) 12.509 14.1-15 14.249 

LB1(6) 23.300* 13.130 23.004* 

LB1(12) 44.793* 16.192 45.517* 
Notes: Numbers in parentheses are 1-sta11st1cs. Kunosis refers to exc·ess kur10s1s where O denotes normality. LB(6) and ( 12) refer 
to the Ljung-Box-Ponmanteau statistic for returns ovt:r 6 ,ind 12 lags. respectively. LB2(6) and (12) refer to the Ljung-Box­
Portmanteau statistic for square returns owr 6 and 12 lags. rcspecti velv. • Indicates statis1i<.:ally significant at the 5 % level. 
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Mean and Volatility Spillovers Effect: Subsample II (Sept. 18, 1991-

Table A-7: Preliminary Statistics on Currency Futures Returns 

Currency BP OM JY SF 
Futures 

No. of 1464 1464 1464 1464 
Observations 

Standard 0.6607 0.6830 0.6805 0.7774 
Deviation 

Mean -0.0032 -0.0007 0.0046 0.0010 

Skewness -0.3776 -0.1163 0.3884 0.0229 

Kurtosis 4.4805 2.4418 5.9311 2.7265 

LB(6) 22.754* 13.182* 14.065* 10.574 

LB(12) 29.269* 17.514* 28.290* 14.757 

LB2(6) 125.47* 53.301 * 27.369* 59.570* 

LB2(12) 202.07* 85.656* 39.703* 102.68* 
Notes: BP= British pound; Di\!= Gennan mark; JY = Japanese yen : SF = Swiss franc. LB(6) and LB(l2) 
refer to the Ljung-Box-Portmameau statistic for returns over 6 and 12 lags, respectively. LB2(6) and 
LB2(12) refer to the Ljung-Box-Portmanteau statistic for square returns over 6 and 12 lags, respectively. 
Kurtosis refers to excess kurtosis where O denotes normality. * Significant at the 5 '7o level. 

30 1 



Table A-8: Correlations Matrix of Lagged and Contemporaneous of Market 

Returns 

Currency Futures BP DM JY SF 

BP, 1.0000 0.7191 0.4076 0.6879 

BP,.1 -0.0318 0.0069 -0.0576 -0.0126 

BP,.2 0.0404 0.0363 0.0066 0.0255 

BP,.3 0.0399 0.0124 -0.0254 0.0189 

DM, 0.7191 1.0000 0.5829 0.9255 

DM,.1 -0.0193 0.0070 -0.0243 0.0108 

DM,.2 -0.0149 -0.0040 -0.0211 -0.0263 

DM,.3 0.0145 0.0029 0.0013 0.0069 

JY, 0..t076 0.5829 1.0000 0.5806 

JY,.1 -0.0518 -0.0376 -0.0187 -0.0343 

JY,.2 -0.0237 -0.0151 -0.0326 -0.0156 

JY,., -0.0113 -0.0121 -0.0303 -0.0119 

SF, 0.6879 0.9255 0.5806 1.0000 

SF,.1 -0.0244 0.0253 -0.0254 0.0201 

SF,.2 -0.0019 -0.00-15 -0.0218 -0.0206 

SF,._, -0.0095 -0.0069 -0.0137 -0.0078 

Notes: BP= British pound; DM = German mark; JY = Japanese yen; SF= Swiss franc. The t-1 , t-2 and 
t-3, respectively, denote lagged I, 2 and 3 days futures returns. 
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Table A-9: Univariate GARCH Model Estimates 

A. Pairwise Mean and Volatility Spillover: British Pound 

Conditional Mean Currency Futures 

Coefficient British Pound 

p., 0.0165 0.0126 0.0146 
(1.1908) (0.9179) (1.0636) 

p UP. i -0.0926* -0.0458 -0.0727 
(-2.3438) (-l.41-B ) (-1.9296) 

p D~I. i 0.0450 
(1.5263) 

p J Y, i -0.0353 
(-l.5131) 

p SF, i 0.0172 
(0.7011) 

R2 0.0009 0.0023 0.0009 

Log-likelihood 

Conditional Variance Currency Futures 
Coefficient 

British Pound 

a" 0.0015* 0.0020* 0.0016* 
(2.4860) (3.7959) (2.6372) 

a UP. i 0.0302* 0.0305* 0.0316* 
(8.4542) (10.313) (8.8017) 

ct Ol\l, i 0.0084* 
(4.6801) 

aJY. i 0.011 
(0.00) 

Usr.; 0.0048* 
(3.9443) 

Y1 0.9568* 0.96-l5* 0.9583* 
(224.50) (280.29) (220.83) 

Skewness -0.0755 -0.0382 -0.0809 

Kurtosis 3.2619 3.9997 3.4051 

LB(6) 17.350* 17 .5-l6* 17.478* 

LB(12) 19.260 18.7-l3 19.138 

LBi(6) 6.4913 7.3767 6.2019 

LBi(12) 9.9377 I 0.053 9.4917 
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B. Pairwise Mean and Volatili ty Spillover: German l\ lark 

Conditional Mean Currency Futures 

Coefficient -· 
German Mark 

p,, -0.0073 -0.0092 -0.0092 

(-0.4565) (-0.5470) (-0.5487) 

p IIP. i 0.0119 
(0.3072) 

p 0 .,1. i -0.0073 0.0220 -0.1113 
(-0.2127) (0.6792) (-1.8694) 

p JY, i 
-(l.0387 

(-1.2533) 

p SF. i 
0.1052 

(2.1101) 

Ff 0.0000 0.0026 0.0025 

Log-likelihood 

Conditional Variance Currency Futu res 
Coefficient 

German Mark 

a. 0 0.0040* 0.0037* 0.0038* 
(3.6103) (3.6248) (3.4574) 

0: UP, i 0.0056 
(1.7047) 

C't oi\1. ; 0.0256* 0.0296* 0.0297* 
(5.2665) (6.2982) (6.2914) 

0: JY, i 0.00 
(0.0()) 

ct. SF. i 0.00 
(0.00) 

Y1 0.9607* 0.9625* 0.9579* 
(147 .70) (158.80) (118.44) 

Skewness 0.0220 0.0295 0.0212 

Kurtosis 2.2129 2.1615 2.0360 

LB(6) 11.203 11.129 10.914 

LB(12) 15.997 16.22.\ 15.579 

LB1(6) 5.3673 5.4347 4.9929 

LB1(12) 7.3120 7.216::! 6.6418 
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C. Pairwise Mean and Volatility Spillover:Japanese Yen 

Conditional Mean Currency Futures 

Coefficient 
Japanese Yen 

Pu -0.0012 -0.0010 -0.0007 

(-0.0741) (-0.0601) (-0.0396) 

p UP.i -0.0554 
(-1.8427) 

p 0~1. i 
-0.0228 

(-0.0228) 

p JY, i 0.0093 -0.0005 0.0044 
(0.3205) (0.0165) (0.1361) 

p SF. i 
-0.0263 

(-0.9938) 

Ff 0.0033 0.0006 0.0006 

Log-likelihood 

Conditional Variance Currency Futures 
Coefficient 

Japanese Yen 

a o 0.0066* 0.0068* 0.0065* 
(4.1489) (4.3382) (3.8497) 

(X UP.i 0.0052* 
(3.2333) 

CC O~t. i 0.0090* 
(3.4659) 

(lJY. i (l.0377* 0.0347* 0.0332* 
(7.8211) (7.2407) (6.6689) 

a sF.; 0.0091 * 
(3.9107) 

Y1 0.9437* 0.942W' 0.94238 
(146.63) (143.07) (130.15) 

Skewness 0.4474 0.45-t7 0.4528 

Kurtosis 4.7503 5.0028 4.8953 

LB(6) 12.155 11.499 11.377 

LB(12) 27.535* 26.883* 26.937* 

LB2(6) 3.1736 2.828.3 2.9821 

LB2(12) 7.5944 7 .15-t0 7.3876 

305 



D. Pairwise Mean and Volatility Spillover: Swiss Franc 

I! 
I Conuir, ., ,ial Mean Currency Futures 
' Coeffit:l~nt 

Swiss Franc 

Pu -0.0058 0.0028 -0.0088 
( -0.3055) (0.1429) (-0.4591) 

p UP.i -0.0479 
(-1.1275) 

p 0 .\ 1,i -0.0588 
(-0.7608) 

p JY. i -0.0473 
(-1.3540) 

P sr.; 0.0460 0.0696 0.0423 
(1.4234) (1.0733) (1.3467) 

Ff 0.0017 0.0008 0.0035 

Log-likelihood 

Conditional Variance Currency Futures 
Coefficient 

Swiss Franc 

0: II 0.006-F 0.0059~' 0.0058* 
(3.7078) (3.7735) (3.5837) 

O: ur. ; 0.0090* 
(2.2980) 

0: D~I. i 0.0313* 
(3.0672) 

0: JY. i 0.00 
(0.00) 

O: s~-. ; 0.02.,n,:: 0.0668 0.0289* 
(5.0287) (0.7201) (6.0506) 

Y, 0.9589'~ 0.9604~' 0.9615* 
(139.94) (146.10) (149.24) 

Skewness 0.1170 0.1407 0.1273 

Kurtosis 2.0803 2.0247 2.0324 

LB(6) 8.8079 8.3170 8.9365 

LB(12) 12.608-l 11.961 13.400 

LB1(6) 10.-l86 10.716 11.063 

LB1(12) 17.609 16.824 13.529 
Notes: Numbers in parentheses arc 1-stat1st1cs. Kunusis refers 10 excess kunosis where O denotes normality. LB(6) o.nd ( 12) refer 
to the Ljung-Box-Portmanteau stalistic for rel urns over 6 and 12 lags. rcspc:ctively. LB2(6) and ( 12) refer to the: Ljung-Box­
Portrnanteau s1ati stic for square rc1u ms over 6 and 12 lags. rcspecli\'cly. • lmlicatcs statistically significant at the 5 'lo level. 
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Table A-10: Summary Comparison of the Results Between Subsample I and 

Subsample II: Pairwise Mean Spillover 

--
Subsample I Subsample II 

BP DM JY SF BP DM JY 

Cc: BP,i 
No No No l\o No No No 

CX DM,i S ignilica nt No No l\o No l\o No 
5% 

ct JY, i 
Signilicnnt No Nu No No l\o No 

So/c 

ct SF,i Signilicant No i'-11 1\o No Signilicant No 
5% 5 o/o 

. . . 
Notes: The 10% and )% cnllcal levels are 1.645 and I .960. respectively . 

307 

SF 
No 

No 

No 

No 



Bibliography 

Abhyankar, A. H. ( 1995): "Trading-Round the Clock: Return, Volatility and Volume 
Spillovers in the Eurodollar Futures Markets," Pacific-Basin Finance Journal, 3:75:92. 

Abhyankar, A.H., L. S. Copeland and W. Wong (1995): "Nonlinear Dynamics in Real­
Time Equity Market Indices: E\·idence from the Uni ted Kingdom," Economic Journal, 
105:864-880. 

Admati, A. R. and P. Pfleiderer ( 1988): "A Theory oflntraday Patterns: Volume and 
Price Variability," Review of Financial Studies, I :3-40. 

Ajinkya, B. B. and P. C. Jain ( 1989): "The Behaviour of Daily Stock MarketTrading 
Volume," Journal of Accounting and Economics, 11 :331-359. 

Akgiray, V. ( 1989): "Conditional Heteroscedasticity in Time Series of Stock Return: 
Evidence and Forecasts," Journal of Business, 62:55-80. 

Alexakis, P., and N. Apergis ( I 996): "ARCH Effects and Cointegration: Is The foreign 
Exchange Market Efficient?," Journal of Banking and Finance, 20:687-697. 

Andersen, T. G. (I 996): "Return Volatility and Trading Volume: An Information Flow 
Interpretation of Stochastic Volatility," Journul of Finance, l: 169-204. 

Antoniou, A., and P. Holmes ( 1995): "Futures Trading, Information and Spot Price 
Volatility: Evidence for the FTSE-100 Stock Index Futures Contract Using GARCH." 
Journal of Banking and Finance. 19: 117-1 29. 

Antoniou, A. , N. Ergul, P. Holmes and R. Priestley ( 1997): Technical Analysis, Trading 
Volume and Market Efficiency: Evidence from an Emerging Market," Applied Financial 
Economics, 7:361 -365. 

Antoniou, A. and P. Holmes ( 1996): "Futures Market Efficiency, the Unbiasedness 
Hypothesis and Variance-Bound Tests: The Case of the FTSE-100 Futures Contract," 
Bulletin of Economic Research. 48: 115- 128. 

Antoniou, A. , P. Holmes and R. Priestley ( 1998): "The Effects of Stock Index Futures 
Trading on Stock Index Volatility: An Analys is of The Asymmetric Response of 
Volatility to News," Journal of Futures Markets, 18: 151 - 166. 

Baek, E. and W. Brock ( 1992): "A General Test for Nonlinear Granger Causality: 
Bivariate Model," Working paper, Departments of Economics , Iowa State University, 
Ames and University of Wisconsin, Madison. 

308 



Baillie, R. T. and R. P. DeGennaro ( 1989): "The impact of Delivery Terms on Stock 
Return Volatility," Jourr1nl of Financial Services Research, 3:55-76. 

Baillie, R. T. and T. Bollerslev ( 1989): "Common Stochastic Trends in a System of 
Exchange Rates ," Journal (~( Finance , 54: 167-1 8 1. 

Baillie, R. T., R. E. Lippens and P. C. McMahon ( 1983): "Testing Rational Expectations 
and Efficiency in the Foreign Exchange Market," Econometrica, 51 :553-563. 

Baldaul, B., and G. J. Santoni ( 1991): "Stock Price Volatility: Some Evidence from an 
ARCH Model," Journal of Futures Markets, 11: 19 1-200. 

Balduzzi, P., H. Kallal and F. Longin ( 1996): "Minimal Returns and the Breakdown of 
the Price-Volume Relation," EcoHomics Leuer. 50:265-269. 

Barnhart, S. W. and A. C. Szakmary (1991 ): "Testing the Unbiased Forward Rate 
Hypothesis: Evidence on Uni t Roots, Co-Integration and Stochastic Coefficients," 
Journal of Financial and Quantitative Analysis, 26:245-267. 

Beck, S. E. ( 1993): "Test of the Intertemporal Hedging Model," Journal of Futures 
Markets, 13:223-236. 

Beck, S. E. ( 1994): "Cointegration and Market Efficiency in Commodities Futures 
Markets." Applied Economics. 26:249-257. 

Berndt, E., B. Hall , R. Hall , and J. Hausman ( 1974): "Estimation and Inference in 
Nonlinear Structural Models," Annals of Econo111ic and Social Measurement, 3:653-
665. 

Bernstein. J. ( 1989): How The Futures Markets Work, New York: Simon & Schuster, 
Inc. 

Bessembinder, H., K. Chan, and P. J. Segui n ( 1996): "An Empirical Examination of 
Information, Differences of Opinion, and Trading Activity," Joumal of Financial 
Economics, 40: I 05-134. 

Bessembinder, H. , and P. J. Seguin (I 993): "Price Volatility, Trading Volume, and 
Market Depth: Evidence from Futures Markets," Journal of Financial and Quantitatire 
Analysis, 28:2 I -39. 

Bessembinder, H. , and K. Chan ( 1992): "Time-Varying Risk Premia and Forecastable 
Returns in Futures Markets ," Journal of Financial Econom.ics, 32:69-193. 

Bessembinder, H. (1994): "Biel-Ask Spread in the Interbank Foreign Exchange Markets." 
Journal of Financial of Ecolloniics, 35:317-34S. 

Blank, S. C.( 1992): " 'Chaos' in Futures Markets? A Nonlinear Dynamical Analysis." 

309 



Journal of Futures Markers," 3:7 11-728. 
Bleaney, M. and P. Mizen ( 1993): "Do Real Exchange Rates Really Follow a Random 
Walk?," U11iversity of Nouingham Discussion Pc1pers in Ernnomics No. 93/9. 

Blume, L., D. Easley and :.VI. O'Hara ( 1994): "Market Statistics and Technical Analysis: 
The Role of Volume," Journal of Finance, 49: 153-181. 

Bollerslev, T. ( 1987): "A Condi tional Heteroscedastic Time Series Model for 
Speculative Prices and Rates of Return," Review of Economics and Statistics, 9:542-547. 

Bollerslev, T. and I. Domowirz ( 1993): "Trading Patterns and Prices in the Interbank 
Foreign Exchange Market." Jounzal of Finance, 58: 1421-1 443. 

Bollerslev, T. ( 1986): "Generalized Autoregress ive Conditional Heteroscedasticity," 
Journal of Eco110111errics, 3 1 :307-327. 

Booth, G . G. and G. Kouttr1os ( 1998): "Volatility and Autocorrelation in Major 
European Stock Markets." European Journal of Finance, 4:6 1-74. 

Booth, G. G. , T. Martikainen. S. K. Sarkar, I. Virtanen and P. Yli-Olli (1994): 
"Nonlinear Dependence in Finnish Stock Returns," European Joumal of Operational 
Research, 74:273-283. 

Box, G. E. P. and G. M. Jenkins ( 1970): "Time Series Analysis, Forecasting and Control 
(Holden Day, San Francisco). 

Brock, W. , W. D. Dechert and J. Scheinkman ( 1986): "A Test for Independence Based 
in the Correlation Di men ion:· Unpublished Manuscript, University of Wisconsin and 
Chicago. 

Brock, W.A. and E.G. Baek ( 199 1 ): "Some Theory of Statistical Inference for Nonlinear 
Science." Review of Econo111ic Sllldies, 58:697-716. 

Brock, W. and C. Sayers ( l 9SS): '·Is the Business Cycle Characterized by Deterministic 
Chaos?" Journal of Monetan [conomics, 22:7 1-90. 

Brock, W.A., D. A. Hsieh and B. LeBaron ( 1991 ): Nonlinear Dynamics, Chaos, and 
Instability, Cambridge, ~!.-\: :\ I IT Press. 

Brook, R. D. and J. H. H. Lee ( I 997): "The Stability of ARCH Models Across 
Australian Financial Futures\ larkets," Applied Financial Economics. 7:347-359. 

Brooks, C. ( 1996): "Testing for Non-linearity in Daily Sterling Exchange Rates," 
Applied Financial Economics. 6:307-3 17. 

Brorsen, B. W. and S-R Yang ( 1994): "Nonlinear Dynamics and the Distribution of 
Daily Stock Index Returns." Journal of Financial Research , 17: I 87-203. 

3 10 



Campbell , J. Y. , S. J. Grossman and J. Wang ( 1993): "Trading Volume and Serial 
Correlation in Stock Returns." Quarterly Journal of Economics, I 08:905-939. 

Carrol, B. L. ( 1989): Fi,wncial Futures Trading. New York: Butterworth & Co. Ltd. 

Cavanaugh, K. L. ( I 987): "Price Dynamics in Foreign Currency Futures Markets," 
Journal of International Monev and Finance, 6:295-3 14. 

Cavanaugh, K.L. ( 1983): "The Efficiency of Futures Markets for Foreign Currency," 
unpublished PhD dissertation. Department of Economics, University of Washington. 

Cecen, A. A. and C. Erkal ( 1996): "Disti ngu ishing Between Stochastic and 
Deterministic Behavior in Foreign Exchange Rate Returns: Further Evidence", 
Economics Letters, 51 :323-329. 

Chan, K. C.; B. E. Gup, and M. S. Pan (1992): "Market Efficiency and Cointegration 
Tests for Foreign Currency Futures Markets," Journal of International Financial 
Markets, I :79-89. 

Chance, D. M. (1989): A n Introduction to Options and Futures, USA: The Dryden 
Press, Holt, Rinehart and Winstone, Inc. 

Chappell, D. and R. M. Eldridge (1997): "Non-Linear Characteristics of the 
Sterling/European Currency Un it Exchange Rate: I 984-1 992," European Journal of 
Finance, 3: 159-1 82. 

Chatrath, A., S. Ramchander, and F. Song ( 1996): "The Role of Futures Trading Activity 
in Exchange Rate Volati lity," Journal of Futures 1vfarkets , 5:561- 584. 

Chatrath. A and F. Song ( 1998): "Information and Volatility in Futures and Spot 
Markets: The Case of The Japanese Yen," Jounwl ofFuwres Markets , 18:201-223. 

Cheung, C. S. and C. C. Y. Kwan (1992): "A ;\'ote on the Transmission of Public 
Information Across International Stock Markets." Journal of Banking and Finance, 16: 
83 1-837. 

Chou, R. Y. ( 1988): "Volatility Persistence :rnd Stock Valuations: Some Empirical 
Evidence Using GARCH," Journal of Applied Econometrics, 3:279-294. 

Chowdhury, A. R. ( 199 1 ): "Futures Market Efficiency: Evidence from Cointegration 
Tests," Jo11mal of Futures J\i!crrkets, 11 :577-589. 

Christie-David, R. and T.W. Koch ( 1997): "The Impact of Market-Specific Public 
Information on Retu rn Variance in An Ill iquid I\ larket," Journal of Futures Markets. 

17:887-908. 

Clare, A.. I. Garrett and G. Jones ( 1997): "Testing for Seasonal patterns in Conditional 

311 



Return Volatility: Evidence from Asia-Pacific Markets,"Applied Financial Economics, 

7:517-523 . 

Clark, P.K. (1973): ·,A Sub• . . ;'l<ltl, ~L0cha~:1s Process Model with Finite Variance for 
Speculative Prices," Econo111etrica, 41: 135- 1 :-i5 . 

Clyde, W. C. and C. L. Osler ( 1997): "Charting: Chaos Theory in Disguise?,"Journal 

of Futures Markets, 5:489-514. 

Cochran, S. J. and I. Mansur ( 1993): "Expected Returns and Economic Factors: A 
GARCH Approach," Applied Financial Econo111ics, 3:243-254. 

Comiskey, E. , R. Walking and M. Meeks (1987): "Dispersion of Expectations and 
Trading Volume," Journal o_f'Business Finance 011d Accou11ti11g," 14:229- 239. 

Copeland, T. (1976): "A Model of Asset Trading Under the Assumption of Sequential 
Information Arrivals," Journal of Finance, 3 1: 135- 155. 

Corhay, A. and T. Rad (1994): "Statistical Properties of Daily Returns: Evidence from 
European Stock Markets." Jo11mal of Business Finance and Accounting, 21 :271-282. 

Cornell , B. (1981 ): "The Relationship Between Volume and Price Variability in Futures 
Markets," Journal of Futures Market, I :303-316. 

Cornell, B. and M. R. Reinganum ( 1981 ): "Forward and Futures Prices: Evidence From 
Foreign Exchange Markets." Journal of Finance. 36: I 035-1045. 

Cromwell, J.B., W. C. Labys and M. Terraza ( 1994): Univariate Tests for Time Series 

Models, A SAGE Publications, Inc. 

Daigler, R. T. ( 1997): "1ntraday Futures Volati I ity and Theories of Market Behaviour," 
Journal of Futures 1'vlorke1s. 17:45-74 . 

Danthine, J. ( 1978): "Information. Futures Prices and Stabilizing Speculation," Journal 

of Economic Theory, 17:79-98. 

Darbar, S. and P. Deb ( 1995): "Does Trading Volume HaYe a Unit Root?," Applied 

Economics Letter, 2: I ..J...J.-1..J. 7. 

DeCoster,G. P. , W. C. Labys and D. W. Mi tche ll ( 1991 ): "Evidence of Chaos m 
Commodity Futures Prices," Journal of Futures Markets, 12:29 1-305. 

Dickey, D. A. and \V. A. Fuller (1979): '•Distribution of the Estimators for 
Autoregressive Time Series with a Unit Roor,•· Journal of the American Statistical 

Association, 74:427-431. 

Dickey, D. A. and W. A. Fuller ( 198 1 ): "Likelihood Ratio Statistics for Autoregressive 

3 12 



Time Series with A Unit Roots." Econometrica , 49: I 057- I 070. 

Dimson, E. ( 1979): "Risk Measurement when Shares are Subject to Infrequent Tr·' : nr 
Journal of Financial Economics. 7: 197-226. 

Domowitz, I. and C. Hakkio ( l 905): "Conditional Variance and the Risk Premium in the 
Foreign Exchange Market." Joumal of !nterna1icmal Economics, 19:47-66. 

Dougherty, C. (1992): illtroc/uction to Econometrics , Oxford Uni. Press Inc. 

Doukas, J. and A. Rahman ( 1987): "Unit Roots Tests: Evidence from the Foreign 
Exchange Futures Market," Journal of Financial and Quantitative Analysis, 1: 101-108. 

Dubofsky, D. A. ( l 992): Op1io11s and Financial Futures, Valuation and Uses, New 
York: McGraw Hill. 

Duffee, G. R. ( 1995): "Stock Returns and Volatility: A Firm-Level Analysis," Journal 
of Financial Economics, 37:399-420. 

Duffie, D. ( 1989): Futures 1vfarke1s, Prentice-Hall, Inc. 

Dyl, A. D. and E. D. Maberly ( l 986): "The Weekly Pattern in Stock Index Futures: A 
Further Note,"Journal of Finance, 41: 1149-1152. 

Edwards, F. R. and C. W. Ma ( l 992): Futures ond Option, McGraw-Hill International 
Edition, Economic Series. 

Engle, F. ( 1982): "Autoregress i,·e Conditional Heteroscedasticity with Estimates of the 
Variance of United Kingdom [n flation," Econo111etric:a, 50:987-1008. 

Engle, F. and T. Bollersle,· ( 1986): "Modelling the Persistence of Conditional 
Variances," Econometric Re1·ie11·s. 5: I - 50. 

Engle, R. F. , T. Ito, and W. L. Lin ( 1990): "Meteor Showers or Heatwaves: 
Heteroscedastic Intraclay Volatility in the Foreign Exchange." Econometrica, 58:525-
542. 

Epps, T. W. and M. L. Epps. ( 1976): "The Stochastic Dependence of Security Price 
Changes and Transactio11 Volumes: Implications for the Mixture-of-Distribution 
Hypothesis." Econometrico. 44:305- 32 l . 

Eun, C. S. and S. Shim ( 1989): "Internatio11al Transmission of Stock Market 
Movements," Journal of Finonciol ancl Quantiru1ive Analysis, 2:241 -256. 

Fabozzi , F., C. K. MA and J. E. Briley ( l 994): "Holiday Trading in Futures Markets," 
Journal of Finance, 49:307-324. 

3 13 



Falkena, H.B., W. J. Kok. C. \V. Luus and G. E. Raine ( 1991): The Futures Market, 
New York: Southerr ',ok Publ ishers Ltd. 

Fama, E. F. ( 19> •. • Capital Markets ," Journal of Finance, 46:1575-1617 

Fama, E. F. (1965): "The Beha\'iour of Stock Market Prices," Journal of Business, 

38:34-105. 

Fama, E. F. and K. R. French ( 1988): "Permanent and Temporary Components of Stock 
Prices," Journal of Political Economy, 96:246-273. 

Fang, H., K.S. Lai and M. Lai ( 1994): "Fractal Structure in Currency Futures Price 
Dynamics." Journal of Futures Market, 2: 169-1 SI. 

Fink, R. E. and R. B. Fecluniak ( 1988): "Futures Trading. New York: Simon and 
Schuster. 

Ferguson, M. F., S. C. Mann and L. J. Schneck ( I 998): "Concentrated Trading in the 
Foreign Exchange Futures Markets: Discretionary Liquidity Trading or market 
Closure?," Journal of Futures Markets, 18:343-:-62. 

Foster, A. J. ( 1995): "Volume-Volatility Relationships for Crude Oil Futures Markets," 
Journal of Futures Markers, 8:929-951. 

Fraser, P. and D. Power (1997): "Stock Return Volatility and Information: An Empirical 
Analysis of Pacific Rim, UK and US Equity Markets." Applied Financial Economics, 
7:241-253. 

Frenberg, P. and B. Hansson ( 1993): "Testing the Random Walk Hypothesis on Swedish 
Stock Prices," Jounwl of Banking ond Finance . 17: 175- 19 1. 

Frenkel, J. A. ( 1981 ): "Flexible Exchange Rates, Price and the Role of "News": Lesson 
from the 1970s," Journal of Political Econ.omy. 89:665-705. 

Frennberg, P. and B. Hansson ( 1995): "An E\·aluation of Alternative Models for 
Predicting Stock Volatility: Evidence from a Small Stock Market," Journal of 
International Financial Markets, In stitutions and Money, 5: 117-134 .. 

Friedman, M. and S. Vandersteel ( 1982): "Short-run Fluctuations in Foreign Exchange 
Markets." Journal of lnremotionul Eco110111ics, 1.3 : 171-186. 

Fujihara, R. A. and M. Mougoue ( 1997a): "Linear Dependence, Nonlinear Dependence 
and Petroleum Futures Market Efficiency," Jou ma I of Furures 1v!arket, 17:75-99. 

Fujihara, R. A. and M. Mougoue ( 1997b): "An Examination of Linear and Nonlinear 
Causal Relationshi ps Between Price Variabil ity and Volume in Petroleum Futures 
Markets." Journal of Futures Morket, 4:385- 41 6. 

314 



Fujihara, R. A. and K. Park ( 1990): "The Probability Distribution of Futures Prices in 
the Foreign Exchange Market: A Comparison of Candidates Processes " Journal of 
Futures Market, I 0: 623-64 1. 

Fuller, W. A. (1976): An Introduction to Statisticol Time Series. New York: .1 , •.viley. 

Funke, M. ( 1993): "Testing ror Nonlinearity in Daily German Stock Returns," Centre 
for Economics Forecasting Discussion Popers No. DP 30-93. London Business School. 

Gallant, A. R. , P. E. Rossi and G. Tauchen ( 1992): "Stock Prices and Volume," Review 
of Financial Studies, S: 199-242. 

Garcia, P ., R. M. Leuthold and H. Zapata ( 1986): "Lead-Lag Relationships between 
Trading Volume and Price Variability: New Evidence," Joumal of Futures Markets, 6: 1-
10. 

Garman, M. and M. Klass ( 1980): '·On the Estimation of Security Price Volatilities from 
Historical Data," Journal of Business, S3:67-78. 

Gerety, M. and J. H. Mulherin ( 1992): "Trading Halts and Market Activity: An Analysis 
of Volume at the Open and the Close." Journal of'Finance. 57: 176S-1784. 

Geweke, J. , R. Meese and W. Dent(_ 1983): "Comparing Alternative Tests of Causality 
in Temporal Systems." Journal of Econometrics. 2 1: 16 1- 194. 

Geweke, J. and S. Porter-Hudak ( 1983): "The Estimation and Application of Long 
Memory Time Series Models." Journal of Ti111e Series Analysis, 4:221-238. 

Glassman, D. ( 1987): "The Efficiency of Foreign Exchange Futures Markets m 
Turbulent and Non-Turbulent Peri od." Journal of' Futures !'vlar/..:ers. 3:24S-267. 

Goldberg, L.G. and G.A. Hachey ( 1992): "Price Volatility and Margin Requirements in 
Foreign Exchange Futures M:trkets." Journal ofl11ternatio11al Money and Finance, 11: 
328-339. 

Goodhart, C. A. E., S. G. Hall. S. G. B. Henry :111cl B. Pesaran ( 1993): "News Effects 
in a High-Frequency Model of the Sterling-Dollar Exchange Rate.'' Journal of Applied 
Econometrics, 8: 1-13. 

Goss, B. A. and S. G. Avsar ( 1996): "A Simultaneous, Rational Expectations Model of 
the Australian Doi lar Market."Applied Financial Eco11.0111ic.1·, 6: 163-174. 

Gramrnatikos, T. and A. Saunders ( 1986): "Future Price Vari ability: A Test of Maturity 
and Volume Effect." .lounwl of Business. S9:S79-S96. 

Granger, C. W. J. ( 19S I): "Testing !"or Causality. Some Personal Viewpoints," Journal 
of Econometrics, 37: 12 1-1 JO. 

31S 



Granger, C.W.J. and T. Terasvirta ( 1993): J\l!odelling Nonlinear Economic 
Relationships: Advanced Texts in Eco,zometrics, Oxford University Press. 

Granger, C. W. J. ( 1909): "Investigating Causal Relations by Econometric Models and 
Cross Spectral Methods," Eumo111etrica, 37:424--1-38. 

Grassberger, P. and I. Procaccia ( 1983): "Measuring the Strangeness of Strange 
Attractors," Physica, 90: 189-208. 

Grety, M. S. and J. H. Mulherin ( I 992): "Trading Halts and Market Activity: An 
Analysis of Volume at the Open and the Close," Journal cl Fina11ce, 47: 1765-1784. 

Gui Ikey, D.K. and M .K. Salemi ( 1982): "Small Sample Properties of Three Tests for 
Granger Causal Ordering in a Bivariate Stochastic System." Review of Economics and 
Statistics, 64: 668- 680. 

Gujarati, D. (1992): Essen tials of Econometrics, :vlcGraw-Hill, Inc. 

Hamao, Y. , R. W. Masulis and V. Ng ( 1990): "Correlations in price Changes and 
Volatility Across International Stock Markets," Review of Financial Studies, 3:281 -307. 

Harris , L. (1986): "Cross-Security Tests of the tvl ixture of Distributions Hypothesis," 
Journal of Financial and Quanti101ive Analysis, 21 :39-46. 

Harris, L. (1987): 'Transaction Data Tests of the J\ lixture of Distributions Hypothesis," 
Journal of Financiol ond Q11a111itc11ive Anct!ysis, 22 : 127- 1-1- I . 

Harris, M. and A. Raviv (199J): "Differences of Opinion J\lai-;e a Horse Race," Review 
of Financial Studies, 6:473-506. 

Harvey, C.R. , ( 1989): "Time-Varying Conditional Covariances in Tests of Asset Pricing 
Model." Journal of Fi11a11cial Economics, 24:289-317. 

Harvey, C.R. and R. D. Huang ( 1991): "Volatil ity in the Currency Futures Market," 
Review of Financial Studies, 4:543-S69. 

Hentschel, L. (1995): "All in the Fami ly Nesting Symmetric and Asymmetric GARCH 
Models," Journal of' Financial Economics, 39:71 - 104. 

Hiemstra. C. and J. D. Jones ( 1994): "Testint- for Linear and Nonlinear Granger 
Causality in the Stock Price-Volume Relation." Jo11nwl of Finaw.:e, 5: 1639- 1664. 

Hill, J. , and T. Schnceweis ( 1981 ): " Forecastin~ Effecti,·enc:ss of Foreign Currency 
Futures," Business Eco110111ics. I 6:-1-2-46. 

Hinnich. M. J. and D. M. Palterson ( l 985): "Evidence of Nonlinearity in Daily Stock 
Returns." Journal qf'Rusi11ess and Econolllic S1a1is1ics. 3:69-77. 

316 



Hodrick, R. J. and S. Srivastava ( 1987): "Foreign Currency Futures," Journal of 
International Economics, 22: 1-2-L 

Holmes, P. (1996): "Spot Price Volati lity, .i.ni n i" ;· 1.1win and Futures Trading: Evidence 
from a Thinly T raded Market." AJJplied Finan ,;iol Eco110111ic:s, 3:63-66. 

Hsieh, D. A. ( 1988): "The Statistical Property of Daily Foreign Exchange Rates: I 974-
1983," Journal of International Economics, 24: 129-1 45. 

Hsieh, D. A. ( 1989a): "Testing of Nonlinear Dependence in Dai ly Foreign Exchange 
Rates," Journal of Business. 62:339-368. 

Hsieh, D. A. ( 1989b): "Modelling Heteroscedasticity in Daily Foreign Exchange Rates," 
Journal of Business and Econo111ic Statistics, 7:307-317. 

Hsieh, D. A. ( 1991 ): "Chaos and Nonl inear Dynamics; Appl ication to Financial 
Markets," Journal of Finance. 46: 1839-1877. 

Hsieh, D. A. ( 1993a): "Implications of Nonli near Dynamics for Financial Risk 
Management," Joumal of Financial and Quantitative Analysis, 28:4 1-64. 

Hsieh, D. A. ( 1993b): "Using Nonlinear Methods to Search for Risk Premia in Cun-ency 
Futures," Journal of lnternalional Economics, 35: I 13-13'.2. 

Isard, P. ( 1978): "Exchange Rate Determination: A Survey of Popular Views and Recent 
Models," Princeton Studies in International Finance,:\. 4'.2. 

Ito, T., R. F. Engle and\\'. L. Lin ( 1992): "Where Does the Meteor Shower Come 
From?," Journal of ln1erna1ional Economics. 32:221 -2-+0. 

Jabbour, G. M.(1 994): "Prediction of Future Currency Exchange Rates from Current 
Currency Futures Prices: The Case of GM and JY ... Journal ()/' Fwures lvfarkets, 14:25-
36. 

Jacobs, Jr. M. and J. Onochie ( 1998): "A Bi \'ariatc Generalized Autoregressive 
Conditional Heteroscedasticity-i n-Mean Study of the Relationship Between Return 
Variability and Trad ing Volume in International Futures JV!arkets." Journal of Futures 
Markets, 18: 379-397. 

Jain, P. C. and G. H. Joh ( 1988): "The Dependence Between Hourly Prices and Trading 
Volume,"Jounzal of Financial and QuantiFative Analysis. n:269-2S3. 

Jennings, R. H. and C. B. Barry ( 1983): "lnforrnation Dissemination and Portfolio 
Choice," Journa l of Financial and Quanti{(/tive Analysis. 18: 1- 19. 

Jennings, R.H., L.T. Starks and J. C. Fellingham ( 19S I): "r\n Equilibrium Model of 
Asset Trading with Sequen tial In formation Arrival." Joumal of Finance, 36: 143-161. 

3 17 



Johansen, S. ( 1991 ): "Estimation and Hypothesis Testing of Cointegration Vectors in 
Gaussian Vector Autoregressive Models", Econometrica. 59: I 551-1580. 

Johnson, R. S. and C. Giaccotto ( 1995): Options and Furures: Concepts, Strategie.), and 
Applications, West Publishing. 

Kao, G. W., and C. K. Ma (1992): "Memories, Hcterosceclast icity, and Price Limit in 
Currency Futures Markets," Journal of Futures Murke1s. 6:679-692. 

Karolyi, G. A. (1995): "A Multivariate GARCH r.lodel of Inrernational Transmissions 
of Stock Returns and Volatil ity: The Case of the United States and Canada," Journal of 
Business and Statistics, 13: 11-25. 

Karpoff, J. M. (1986): "A Theory of Trading Volume." Journal of Finance, 41: 1068-

1087. 

Karpoff, J.M. (I 987): "The Relation Between Prices Changes and Trading Volume: A 
Survey," Journal of Financial and Quantitative Allalysis. 22: 109-126. 

Kastens, T. L. and T. C. Schroeder ( 1995): "A Trading Simulat ion Test for Weak-Form 
Efficiency in Live Cattle Futures." Journal of Fw11res i'l!orkets, 15:649-675. 

Katz, D. A. ( 1982): Econo!lletric: Theory and Ap11licc11io11s, Prentice Hall Inc. 

King, M. A. and S. Wadhwani ( I 990): "Transmission of Volatili ty between Stock 
Markets," Review of Financial Swdies, 3:5-33. 

Kocagil, A. E. and Y. Shachmurove (1998): "Return-Volume Dynamics in Futures 
Markets," Journal o_f Futures Markets, 18:399-426. 

Kodres, L. ( 1988): "Tests of Unbiasedness in the Forei !:!n Exchange Futures Markets: 
~ ~ 

The Effects of Price Limits." Review ofFurures Marke1.1·. 7: 139- 166. 

Kodres, L. ( 1993): "Tests of Unbiasedness in the Foreign Exchange Futures Markets: 
An Examination of Price Limits and Condition:11 1-kteroscedasticity," Journal of 
Business, 3:463-490. 

Kohlhagen, S. W. ( 1978): "The Bahavior of Foreign Exchange Markets," New York 
University, Monograph Series in Finance and Economics. 

Kolb, R. (1988): U11dersrandi11g Futures 1\1/arkers. Nev.: York: Scott, Foresman 
Company. 

Kolb, R. ( 1992): "Is Normal Backwardation Norrnal'l ." Journal of Futures Markets. 
12:75-91. 

Koutmos, G. and G. G. Booth ( 1995): "Asymmetric Volatili ty Transmission in 

3 18 



International Stock markets," Journal of International Money and Finance, 14:747-762. 

r• :.,i:---=.r, H . .tncl P. Kugler (1993): "Non-Linerities in Foreign Exch:mge Markets: A 
Differer' · pf' .. :1ect i \·e." Journal of International Money and Finance. 12: 195-208. 

Kyle, A. S. ( 1985): "Continuous Auctions and Insider Trading." Econometrica, 53: I 315-
1335. 

Lai, K. and M. Lai ( 1991 ): "A Cointergration Test for Market Efficiency,"Journal of 
Futures Markets, I I :567-575. 

Lakonishok, J. and S. Smidt ( 1989): "Past Price Changes :tile! Current Trading Volume," 
Journal of Portfolio Management, I 5: 18-24. 

Lamoureux, C.G. and W.D. Lastrapes (1990): "Heteroskedasticity in Stock Return Data: 
Volume Versus GARCH Effects," Journal ofFinonce. 45:221-230. 

Laux, P. A. and L. K. Ng ( 1993): "The Sources of GAR CH: Empirical Evidence from 
an Intraday Returns Model Incorporating Systematic and Unique Risks," Journal of 
International Money and Finance, 12:543-560. 

LeBaron, B. (1992): "Some Relations Between Volatility and Serial Correlations in 
Stock market Returns." Journal of Business. 65: 199-219. 

Lee, S. B. and K. Y. Ohk ( 1992): "Stock Index Futures Listing and Strnctural Change 
in Time-Varying Volatility," Journal of Fu1ures Marke1s. 5:493-509. 

Lee, T.H., H. White and C.W.J. Granger ( 1993): "Testing for Neglected Nonlinearity in 
Time Series Models." Journal of Econometrics, 56:269-290. 

Leng, H. (I 996): "Announcement Versus Nonannouncement: "A Study of lntraday 
Transaction Price Paths of Deutsche Mark and Japanese Yen," Journal of Futures 
Markets, 16:829-857. 

Levich, R. M. ( 1979): 'The Effectiveness of Markets for Foreign Exchange: A Review 
and Extention" in /111 ernario11al Finance !vlonage111e111. edited by Donald R. Lessard, 
Warren Gorham and Lamont. 

Lim, K-G., E. Terry and D.How (1998): "Information Transmission Across Eurodollar 
Futures Markets," ln1ernarional Journal ofT/1eoreticul ond Applied Finance, l :235-245. 

Lin, W-L., R. F. Engle and T. Ito (1994): "Do Bulls and Bears Move Across Borders? 
International Transmission of Stock Returns and Volatility," Re1·iew of Financial 
Studies, 7:507-538. 

Liu, C. Y. and J. He ( 1992): "Risk Premia in Fore ign Curre ncy Futures," Financial 
Review, 27:571-587. 

319 



Liu, Y. A., M-S. Pan and H-G. Fung ( 1996): "international Transmission of Stock Price 
Volatility: Evidence from The U.S. and Six Pacific Rasin M: ··kets," Journal of 
Multinational Financial Management, 6:81-94. 

Ljung, G. M. and G. E. P. Box (1978): "On a Measure of Lack of Fit in Time Series 
Models," Biometrika. 65:297-303 . 

Locke, P.R. and C. L. Sayers (1993): "Intra-Day Futures Price Volatility: Information 
Effects and Variance Persistence," Journal of Applied Econometrics. 8: 15-30. 

Lo, A. (1989): "Long-Term Memory in Stock Market Prices,'· Working paper no. 2984, 
National Bureau of Economic Research. 

Lo, A. and A. C MacKinlay (1988): "Stock Market Prices do Not Follow Random 
Walks: Evidence from a Simple Specification Test.·· Re, ·ie,,: o.f Financial Studies, 1 :41-
66. 

Lucas, R. E. Jr. (1976): Econometric Policy Evaluarion: A Critique, in: K. Brunner and 
A. H. Meltzer, eds., The Phillips Curve and Labor Murkets. Vol. I of the Carnagie­
Rochester Conference on Public Policy (Amsterdam, North-Holland), 19-46. 

Maddala, G. S. ( 1977): Econometrics. New York: \-lcGrnw-Hi ll. 

Mahmood, W.M. ( 1997): "Testing for Non-Linearity in The Foreign Currency Futures 
Market," SABE Research Papers Series, Universiry of \\!oles. Bangor, RP97/27. 

Mahmood, W.M. (1998): "Linear and Non-Linear Dependence Between Returns and 
Trading Volume in The Currency Futures Markct."S.-\B£ Research Papers Series, 
University of Wales, Ban.gar, RP98/2 I. 

Makridakis, S. and S. C. \Vheelwright ( 1989): "Forecosring Methods f or Management." 
Fifth Edition , John Wiley and Sons. 

Malliaris, A.G. and J. L. Urrutia (1998): "Volume and Price Relationships: Hypothesis 
and Testing for Agricultme Futures," Joumal of Furures .v!urkets, I S:53-72. 

Mandelbrot, B. ( 1963): "The variation of Certain Speculative Prices," Journal of 

Business. 36:394-41 9. 

Martell, T. F. and A. S. Wolf (1987): "Determinants of Trading Volume in Futures 
Markets," Jounwl of Futures Markets , 7:233-244. 

Martikainen, T. and V. Puttonen (1996): "Sequential Information Arrival in the Finnish 
Stock Index Derivatives Markets." European Journal of' Finunce, 2:207-217. 

Martikainen, T., V. Puttonen, M. Luoma, and T. Rothovius (1994): "The Linear and 
Nonlinear Dependence of Stock Returns and Trading Volume in Finni~h Stock Market." 

320 



Applied Financial Economics, 4: 159- 169. 

McCarthy, J. and M. Najang (1993): "State Space M odelling of Price and Volume 
Dependence: Evidence from Currency Futures," Jourm1l of Futures .'v!arkets, 13:335-

344. 

McCurdy, T. H. and 1. G. Morgan (1987): "Tests of the Martingale Hypothesis for 
Foreign Currency Futures with Time-Varying Volatili ty," !ntern(l[ ional Journal of 

Forecasting, 3:131-418. 

McCurdy, T. H. and I. G. Morgan (1988): "Testing the Martingale Hypothesis in 
Deutsche Mark Futures with Models Specifying the Form of Heteroscedasticity," 
Journal of Applied Econometrics, 3: 187-202. 

McLeod, A. J. and W. K. Li (1983): "Diagnostic Checking ARMA Time Series Using 
Squared-Residual Autocorrelations," Journal of Time Series Analysis. 4:269-273. 

Melvin, M. and J. Sultan ( 1990): "South Africa Political Unrest, Oil Prices and the Time 
Varying Risk Premium in the Gold Futures M arket," Journal of Futures Markets, 
I 0: 103-111. 

Messe, R. A. and K. J. Singleton (1982): "On Unit Root s and the Empirical Modeling 
of Exchange Rates," Journal of Finance, 37: 1029-1035. 

Mills, T. C. ( 1994). Th e Econometric Modeling of Fi11011cial Time Series, Cambridge 
University Press, New York. 

Mussa, M. (I 982): "A Model of Exchange Rate Dynamics," Journal of Political 
Economy, 90:74-104. 

Naidu, G. N. and T. S. Shin (1980): "Risks and Returns in International Currency 
Futures," Atlantic Eco110//lic Journal , 8:75-80. 

Najang, M ., H. Rahman , and K. Yung (1992): "Inter-Currency Transmission of 
Volatility in Foreign Exchange Futures", Journal of Futllres Markers. 6:609-620. 

Najang, M . and K. Yung ( 1991 ): "A GAR CH Examination of the Relationship Between 
Volume and Price Variability in Futures Markets," Journul of Futures .\1arkets, 11 :613-

621. 

Najang, M. and B. Seifert ( I 992): "Volati lity of Exchange Rates. Interest Rates and 
Stock Returns," Journal of M1tlti11ational Financial Monagement. 2: 1-19. 

Naka, A. and P. Wei ( 1996): Testing for The Ex istence of Long-Run Equilibrium 
Relationships in The Foreign Exchange Futures Maitet," Journal of International 
Financial Markets, J11srirutions and Money," 6:55-63. 

321 



Ng, N. (1987): "Detecting Spot Price Forecasts in Futures Prices Using Causality Tests," 

Review of Futures Markets, 6 250-267. 

Omran, M. F. ( 1997): "Nonlinear Dependence and Conditional Heteroscedasticity in 
Stock Returns: UK Evidence," Applied Financial Economics, 4:647-650. 

Pan, M-S. , K.C. Chan and R.C.W. Fok (1997): "Do Currency Futures Prices Follow 
Random Walks?," Joumal of Empirical Finance, 4: 1-15. 

Panton, D. B. and 0. M. Joy (1978): "Empirical Evidence on International Monetary 
Market Currency Futures," Journal of International Business Studies, 9:59-68. 

Parhizgari, A.M. and M. E. De Boyrie (1997): "Predicting Spot Exchange Rates in A 
Nonlinear Estimation Framework Using Futures Prices ... Journal of Futures Markets , 
17:935-956. 

Park. T. H. and L. N. Switzer (1995): "Settlement Method of Eurodollar Futures and 
Expiration Day Effects: An Analysis of Intraday Price Volatility," Journal of 
Multinational Financial Management, 5:32-46. 

Perry, P.R. ( 1985): "Portfolio Serial Correlation and Non~ynchronous Trading," Joumal 
of Financial and Quantitative Analysis, 20:517-523. 

Pesaran, M. H. and B. Pesaran (1991): Microfit 3.0, Ox ford. 

Phillips, P. (I 987): "Time Regression with a Unit Root. ·· Econometric, 55:277-301. 

Phillips, P. C. B. and P. Perron (1988): 'Testing for a Unit Root in Time Series 
Regression ," Biometrika, 75:335-346. 

Poterba, J.M. and L. H. Summer (1988): "Mean Reversion in Stock Prices," Journal of 
Financial Economics, 22:27-59. 

Puttonen, V. (1995): "International Transmission of Vol,11ility between Stock and Stock 
Index Futures Markets," Journal of Internmional Fi11011cial Markers. Institutions and 
Money , 5:97-115. 

Pyun, C. S., 0. F. Ayacli and Q. C. Chu (1994): "Unit Root and Variance Ratio Tests 
on Random Walk in Fore ign Exchange Rates," Joumol of Multinational Financial 
Management, 4:89-103. 

Ramanathan, R. (1992): lHtroductory to Econometrics with Applications, 2nd ed. 
Harcourt Brace Jovanovich. 

Samuelson, P. ( 1965): "Proof that Properly Anticipated Prices Fluctuate Randomly, 
Industrial Management Review, 6:41 -50. 

322 



Scheinkman, J. A. and B. LeBaron (1989): "Non linear Dynamics and Stock 
Returns,"Journal of Business, 62:311-337. 

Scholes, M. and J. William (1977): "Estimating Betas ·from Nonsy11chronous Data." 
Journal of Financial Economics, 5:309-327. 

Schwert, G. W. and P. J. Seguin ( 1990): "Heterosceclasticity in Stock Returns," Journal 
of Finance , 45: 1129-11 55. 

Sequim, J. M. ( 1996): "Time Series Analysis of Settlement Price for Individual 
Currency Futures in Singapore," Applied Financial Economics, 3:673-676. 

Sercu, P. and R. Uppal ( 1995): International Financial Markets and rhe Firm, Chapman 
and Hall. 

Serletis, A. and M. A. Sondergard ( 1996): "Permanent and Temporary Components of 
Canadian Stock prices." Applied Financial Economics , 6:259-269. 

Sewell, S. P., S. R. Stansell , I. Lee and S. D. Below (1996): "Using Chaos Measures to 
Examine International Capital Market Integration," AppliC'Cl Fillancia! Economics, 6:91-
101. 

Sharma, J. L., M. Mougoue and R. Karnath (1996): "Hetcmscedasticity in Stock Market 
Indicator Return Data: Volume Versus GARCH Effects," Applied Financial Economics, 
6:337-342. 

Smirlock, M. and L. Starks (1988): "An Empirical Analy~is of the Stock Price-Volume 
Relationship," Journal o_f' Banking and Finance, 12:31--~ I. 

Smirlock, M. and L. Starks ( 1985): "A Further Examination of Stock Price Changes and 
Transactions Volume." .!nurnal of Financial Research. 8:217- 225. 

So, Jacky C. ( 1987): "The Sub-Gaussian Distribution of Currency Futures: Stable 
Paretian or Nonstationary'? ." Review of Economics and Swtistics, 69: I 00-107. 

Steeley, P. L. C. and J. \I. Steeley (1996): "Volati lity Trnnsmission in the UK Equity 
Market," European Joumal of Finance, 2: 145-160. 

Susmel, R. and R. F. Engle ( 1994): "Hourly Volatility Spillovers Bet\\ cen International 
Equity Markets," Jounwl of International Money und Finance, l 3:::;-25. 

Sutcliffe, C. M. S. ( 199::;): Stock Index Futures: T/1eori<'s and International Evidence, 
Chapman and Hal I. 

Szakmary, A. C. and S. W. Barnhart (1991): "Testing the Unbia:-ed Forward Rate 
Hypothesis: Evidence on Unit Roots, Co-Integration. and Stocha:-tic Coefficients," 
Journal of Financial and Quantitative Analysis , 26:245-267. 

323 



Takezawa, N. ( 1995): A Note on Intraday Foreign Exchange Volatility and The 
Informational Role of Quote Arrivals," Economic Letters, 48:399-404. 

.. . :-1. G. and M. Pitts (1983): "The Price Variab il ity-Volume Relationship on 
Specui, 1e Markets," Econometrica, 51 :485-505. 

Taylor, S. J. ( 1994): "Trading Futures Using a Channel Rules: A Study of the Predictive 
Power of Technical Analysis with Currency Examples." Journal of J\llarket Futures, 
2:215-235. 

Taylor, S. J. ( 1986): i'Vlodelling Financial Time Series, ~ew York: Wiley. 

Theodossiou. P. and U. Lee (1993): "Mean and Volat ility Spil lo\·ers Across Major 
National Stock Markets: Further Empirical Evidence," Journal of Financial Research, 
16:337-350. 

Thomas, L. R. ( 1986): "Random Walk Profits in Currency Futures Trading," Journal 
of Futures Markets", I: I 09- 125. 

Tsay, R. S. ( 1986): "Nonlinearity Tests for Times Series." Biometri/.:a. 73:461-466. 

Tse, Y. and G.G. Booth (1996): "Risk Premia in Foreign Currency Futures: A 
Reexamination," Financial Review, 31 :521-534. 

Tse, Y. (I 998): "International Linkages in Euromark Futures Markets: Information 
Transmission and Market Integration," Journal of Futures Markets. 18: 129- 149. 

Tse, Y. and G. G. Booth ( 1996): "Common Volatil ity and Volatility Spillovers between 
U.S. and Eurodol lar Interest Rates: Evidence from the Futures Market," Journal of 
Business and Eco11omics. 48:299-312. 

Urrutia, J. L. ( l 995): "Tests of Random Walk and Market Efficiency fo r Latin American 
Emerging Equity Market· ." Journal of Financial Rese(lrch, 18:299-309. 

Vaidyanathan, R. and T. Krehbiel (1992): "Does the S&P 500 Futures \.lispricing Series 
Exhibit Nonlinear Dependence across Time?." Jo1tmal rl Fut1tres 1\1/urkets, 6:659-677. 

Varson. P. L. and P. Doran (1995): "The Search for E\ idence of Chaos in FTSE-100 
Daily Returns," Europeon Financial Manage111e11r, 2:201-210. 

Venkateswaran, M., B.W. Brorsen and J.A. Hall t 1993): "The Distribution of 
Standardized Futures Price Changes," Journal of Futures /\-forkets, >:279-298. 

Wang, G. H.K., J. Yau and T. Baptiste (1997): "Trading Volume and Transaction Costs 
in Futures Markets," Jo11m(ll of Futures Markets. 17:75 7-780. 

Wasserfollen , W. and 1-1. Zimmermann ( 1985): "The Behavior of Intraday-Daily 

324 



Exchange Rates," Journal of Banking and Finance , 9:55-72. 

Watanabe, T. (1996): "lntraday Price Volatili' ,:t1;1.1 Trad1 · ' 1olume: A Case of the 
Japanese Government Bond Futures," !ME~ ' :'!-i":-5. 

Weller, P. and M. Yano ( 1992): The Theory of Futures Morkets, Jxford. UK: Blackwell 
Publishers. 

White, H. ( 1980): "A Heteroskedasticity-Consistent Covariance Matri x and a Direct Test 
for Heteroscedasticity," Econometrica, 48:817- 838. 

Wickham, P. (I 996): "Volatility of Oil Prices," lnternotiona/ Monewry Fund Working 
Paper, WP/96/82. 

Wiley, M. K. and R. T. Daigler (1998): "Volume Relationships Among Types of Traders 
in the Financial Futures \farkets," Journal of Futures Markets, I 8 :91 -113. 

Winstone, D. ( 1995): Financial Derivatives: Hedging wit!, Futures, Forwards, Options 
and Swaps, First edi tion , Chapman and Hall 

Yang, S. R. and B. W. Brorsen (1993): "Nonlinear Dy11;1mics of Daily Futures Prices: 
Conditional Heteroskeclasticity or Chaos?," Journal of Futures Markers, 2: 175-19 I. 

325 




